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Efficient and high-resolution simulation of pollutant dispersion in complex 
urban environments by island-based recurrence CFD 
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A B S T R A C T   

We applied data-based recurrence CFD (rCFD) to model pollutant dispersion in near-field flow configurations. In 
case of complex topologies, the global-domain version of rCFD fails to account for local recurrent flow features. 
We therefore developed a novel island-based version of rCFD, which partitions the computational domain to 
isolate islands of high recurrence prominence, and subsequently defines a distinct recurrence path for each of 
these islands. We applied island-based rCFD to pollutant dispersion for two side-by-side cubical buildings with 
three different gap widths in between them and a real urban environment. We showed that numerical predictions 
of pollutant dispersion by island-based rCFD were in excellent agreement with full CFD simulations, thus out-
performing the global-domain version of rCFD. In both applications, island-based rCFD simulations ran three 
orders of magnitude faster than corresponding full CFD simulations. In the second application, this speed-up 
enabled real-time simulations on a computational grid of 10 million cells.   

1. Introduction 

Globally, over 50% of the population lives in urban areas today, and 
the world’s urban population will increase to 7.5 billion before 2050 
(Giles-Corti et al., 2016). In recent years, air pollution in urban envi-
ronments has increased significantly, posing a serious societal problem 
(Environmental Protection Agency, 2020; Zhong et al., 2016). Air 
quality in compact urban environments is directly linked to human 
health (Block and Calderón-Garcidueñas, 2009; Shorshani et al., 2015) 
because of daily exposure to hazardous pollutants by outdoor activities 
and the penetration of outdoor pollutants into the indoor environment 
by building ventilation and infiltration. The urban outdoor air pollution 
originates mainly from emissions from traffic, households and industry 
and comprises hazardous materials (e.g., toxic gaseous substances and 
fine particulates) (Bartzis et al., 2008; Shorshani et al., 2015). Under-
standing pollutant dispersion mechanisms and identifying pollution 
concentration patterns is essential for the design of pollution mitigation 
strategies. 

For the investigation of pollutant dispersion in urban environments 
different approaches, like field measurements (Cui et al., 2017; Niu and 
Tung, 2007), wind tunnel tests (Gromke et al., 2016; Gromke and Ruck, 
2012), and numerical simulations (Blocken, 2014; Blocken and 

Gualtieri, 2012; Tominaga and Stathopoulos, 2013) have been 
employed. Especially, numerical simulations have been widely used 
because of their relatively low cost and for their ability to provide 
three-dimensional information in the whole computational domain, as 
opposed to point measurements in field measurements and wind tunnel 
tests. 

Among numerical simulations and analytical calculations, Gaussian 
dispersion models are often utilized because of their simplicity and time 
efficiency (Moonen and Allegrini, 2015; Rajaona et al., 2015; Senocak 
et al., 2008). However, these simple models fail to capture near-field 
dispersion mechanisms and three-dimensional concentration patterns 
within complex urban topologies. In such cases, computational fluid 
dynamics (CFD) simulations have been proposed to accurately simulate 
the interaction between the complex wind field and the pollutant 
(Blocken et al., 2013; Chu et al., 2005; Gousseau et al., 2012). 

On top of the complex mean flow, pollutant dispersion is governed 
by the turbulence characteristics (i.e. the characteristics of the large- 
scale and small-scale vortices) of the flow. In the context of CFD simu-
lation of urban flows, especially these small-scale flow features cannot 
be resolved but their effect on the mean flow has to be modelled by an 
appropriate turbulence model. Generally, turbulence models can be 
roughly organized into Reyonds-averaged Navier-Stokes (RANS) models 
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and Large Eddy Simulation (LES) models. 
RANS models are based on time-averaging of turbulent fluctuations 

(independent of their spatial scale) and require less computational re-
sources than LES. Consequently, they have been utilized in many urban 
environmental studies, (e.g. Ai and Mak, 2014; Blocken et al., 2012; Du 
et al., 2018; Ricci et al., 2019). LES models, in turn, resolve large-scale 
turbulent fluctuations, while only the spatially small scales are modelled 
by a sub-grid model (Pope, 2000). Recently, LES models have been used 
in studies of near-field pollutant dispersion in built-up environments 
(Blocken, 2018; Moonen et al., 2011), indicating a higher predictive 
capability of LES over RANS models. 

The large drawback of LES turbulence models is the associated 
computational cost which is much higher than that of RANS models. 
Tominaga and Stathopoulos (2013) reported that the computational 
time of LES was 10–25 times higher than that of a comparable RANS 
simulation. Therefore, increasing the computational efficiency of LES 
without significant loss in accuracy can be seen as a major requirement 
and challenge towards a wider spread application of LES in near-field 
pollutant dispersion modeling. 

For the case of pseudo-periodic flows (which can be described by 
recurring flow features), the recurrence CFD (rCFD) approach was 
developed to mitigate the high computational costs of LES. Recurrence 
CFD was first developed in the realm of chemical engineering (Lichte-
negger and Pirker, 2016; Pirker and Lichtenegger, 2018), and has been 
successfully applied in several fields, including bubble columns (Abbasi 
et al., 2020), fluidized beds (Dabbagh et al., 2020), and free surface 
flows (Pirker et al., 2020). Conceptually, rCFD is a data-assisted method, 
employing a two-stage strategy of data storage and data utilization. In 
the first stage, conventional CFD simulations are utilized to generate a 
characteristic database representing the flow field under consideration; 
and in the second stage, this database is exploited to picture the prop-
agation of passive scalars (like an air pollutant). Following this simple 
strategy, the computational times of scalar dispersion processes have 
been significantly reduced, resulting in a speed-up of three to four orders 
of magnitude by rCFD in comparison to full CFD simulations (Dabbagh 
et al., 2020; Du et al., 2020; Pirker and Lichtenegger, 2018; Pirker et al., 
2020). 

In our previous work, we successfully applied rCFD to accurately 
predict pollutant dispersion around an isolated cubical building 
benchmark case (Du et al., 2020). In that study, we could reduce the 
computational time of corresponding LES-based CFD simulations by 
three orders of magnitude without impairing neither the resolution nor 
the accuracy of results. However, the step from this benchmark case 
towards complex flows in urban topologies is not straightforward. At its 
core, the rCFD method relies on a prominent recurrent nature of the 
flow, such that within the database (which is provided a priori by con-
ventional CFD simulations) one always finds pairings of similar flow 
patterns at two instances of time. While this was possible for the simple 
benchmark case, it might be impossible for more complex topologies. In 
his study on local and global recurrence, Lichtenegger (2018) showed 
that the global dimensionality of a flow scales exponentially with the 
domain size. In order to meet this dimensionality, we would have to 
build up huge databases spanning a very long observation period before 
we can find a pair of globally similar flow patterns. At first glance, this 
restriction might render the application of rCFD to complex flows in 
large domains impossible. 

In this study, we try to overcome this existing limitation of rCFD by a 
domain decomposition approach such that we organize the global 
domain into smaller recurrence islands, which for themselves are 
appropriate for an application of rCFD. For this purpose, we first have to 
identify sub-domains of prominent recurrent flow features (such as 
wakes of buildings), which are embedded in a background flow of low 
prominence (in our case, prominent recurrent flow features manifest in a 
large magnitude of local vorticity fluctuations, see Section 2.2). Once 
identified, the databases for those recurrence islands are built up, which 
are then exploited for the simulation of local dispersion. On a deeper 

code level, these local recurrence islands required a thorough revision 
and adaption of the existing cell-to-cell shift operator in rCFD, which 
represents convective fluxes. In order to test this island-based rCFD 
approach, we first illustrate its functionality for the case of two side-by- 
side cubic buildings with a gap of varying width between them (the 
configuration of cubical building and the incident wind profile are 
adopted from the experimental setup of Li and Meroney (1983)). While 
in case of a small gap, separating the wakes into independent recurrence 
islands does not make sense, because of the dominant wake interactions, 
it does become a viable option for larger gap widths. In this purely nu-
merical study, we will study pollutant dispersion from a ground-level 
line source in the wake of the two buildings by comparing the pre-
dictions of full LES-based CFD, existing global-domain rCFD and our 
novel island-based rCFD. In a second part of this study, we apply 
island-based rCFD to the complex urban topology of the Wissensturm 
neighborhood in the City of Linz, Austria. Also in this case, a ground 
level line source emission is considered, which represents vehicular 
exhaust along a street, and we critically compare the predictions of full 
LES-based CFD and island-based rCFD. 

This paper is structured as follows: In Section 2, the methodologies of 
full LES-based CFD, the existing rCFD and the novel island-based rCFD 
are presented. Afterwards, predictions of pollutant dispersion are pre-
sented and analyzed for the side-by-side cubical buildings in Section 3, 
and for the real urban environment in Section 4, respectively. Finally, 
summary and conclusions are given in Section 5. 

2. Method 

2.1. Conventional LES-based CFD simulations 

In the framework of this study, conventional LES-based CFD simu-
lations are run for two purposes. On the one hand, short-term full CFD 
simulations are used to feed the database for subsequent rCFD simula-
tions, while on the other hand, long-term full CFD simulation serve as 
numerical validation base for our novel rCFD method. 

Since the LES-based CFD simulation methodology has been pre-
sented in our previous publication (Du et al., 2020), we omit any details 
in the present paper. In the following, we only briefly rephrase the main 
concept for the sake of completeness. 

The governing filtered Navier-Stokes equations for incompressible, 
isothermal fluid flow of a Newtonian fluid read 

∂ui

∂xi
= 0, (1)  

and 

∂ui

∂t
+

∂
(

uiuj

)

∂xj
= υ ∂2ui

∂xjxj
−

1
ρ

∂p
∂xi

−
∂τij

∂xj
. (2)  

where ui is the Cartesian velocity component, p represents the pressure 
(the overbars indicate spatial filtering) and υ is the molecular viscosity. 
The subgrid-scale stress tensor, τij, describes the effect of unresolved 
turbulent eddies and can be modelled as (Pope., 2000), 

τij −
1
3

τkkδij = − 2μtSij, (3)  

with, τkk being the isotropic part of subgrid-scale stress, Sij representing 
the rate-of-strain tensor for the resolved scale and μt denotes the subgrid- 
scale turbulent viscosity. In the Smagorinsky–Lilly subgrid-scale model 
(Lilly, 1966; Smagorinsky, 1963), μt is modelled by (Fluent., 2018) 

μt = ρL2
s

⃒
⃒
⃒S
⃒
⃒
⃒, (4)  

with 
⃒
⃒
⃒S
⃒
⃒
⃒ ≡

̅̅̅̅̅̅̅̅̅̅̅̅

2SijSij

√

and Ls the mixing length which, in turn, is calculated 
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by, 

Ls =min
(
kd,CsV1/3) (5)  

where k = 0.40 is the von Kármán constant, d is the closest wall dis-
tance, V is the volume of the computational cell and Cs = 0.1 is the 
Smagorinsky constant. 

On top of the flow equations, the transport equation for the passive 
scalar φ (e.g. a pollutant concentration) reads, 

∂φ
∂t

+

∂
(

φui

)

∂xi
= −

∂
∂xi

Deff
∂φ
∂xi

+ s, (6)  

with Deff as the effective diffusivity and s representing a source term (e.g. 
a pollution source). 

2.2. Existing recurrence CFD simulations 

As with the conventional LES-based simulations, the existing recur-
rence CFD (rCFD) approach has been presented in detail in our previous 
publication (Du et al., 2020). In the present paper, we therefore restrict 
ourselves to restating the main concept of rCFD. However, in presenting 
the main ingredients of rCFD, we will emphasise the description of the 
recurrent nature of the flow (more specifically, the recurrence promi-
nence), since this will pave the way for the novel island-based version of 
rCFD. 

As stated in the introduction, rCFD is a data-assisted approach 
employing a two-phase strategy. First, a characteristic database of the 
given pseudo-periodic flow is generated using conventional LES-based 
CFD simulations. In this phase, the fluid flow is traced by massless 
particles, and in regular intervals start and end positions of those 
Lagrangian tracer paths are stored as characteristic cell-to-cell commu-
nication paths into a database (which, in the end, consists of N frames of 
cell-to-cell communication patterns). In a second phase, this database is 
utilized by a Markov-alike recurrence process which stitches together 
sequences from the database. More specifically, this results into a cell-to- 
cell communication network, which can evolve beyond the time-span of 
the characteristic database. Based on this recurrent communication 
network, any passive scalars can be transported according to the pre-set 
cell-to-cell communication paths. In our previous work (Du et al., 2020), 
we additionally revised the face-swap operator, which accounts for the 
physical diffusion of air pollutants. 

In order to describe the degree of similarity between two frames in 
the database (describing two flow fields at two instances of time, t and 
t’ ), we employ a recurrence norm, 

Nrec(t, t’) ≡
∫

d3r(ϕ(r, t ) − ϕ(r, t’) )2

maxt,t’
∫

d3r(ϕ(r, t ) − ϕ(r, t’)
)2, (7)  

with r as spatial coordinate and the integral represents integration over 
the whole domain. In order to capture the recurrent nature of a given 
flow most efficiently, the field quantity ϕ should be chosen based on the 
physical core phenomenon under consideration. In our case, we opted 
for the fluctuating component of the flow vorticity, ϕ = ω̃ = |ω − 〈ω〉|, 
with ω = ∇ × u and 〈 ⋅〉 indicating time averaging. 

Once the pairwise recurrence norms have been calculated, we can 
span a recurrence matrix which indicates the degree of similarity be-
tween frame pairings within the database (see illustration in Fig. 1). 
Obviously, this recurrence matrix has a zero diagonal since the recur-
rence norm between identical frames is zero. In the off-diagonal region, 
however, the value of the recurrence norm first increases (i.e. the level of 
similarity between frames decreases) before it eventually starts to fluc-
tuate around a rather constant value, the recurrence plateau. If the off- 
diagonal values of the recurrence norm do not run into a plateau, the 
observation period for the database, τrec, was too small or the flow 
cannot be considered as pseudo-periodic. If we just plot the recurrence 
norm along the first line of the recurrence matrix, we obtain a recurrence 
vector, which clearly illustrates this off-diagonal behaviour of the 
recurrence norm (Fig. 1, right). Starting from zero, the recurrence norm 
first increases, before it fluctuates around the recurrence plateau. 
Finally, the magnitude of these fluctuations represents the prominence 
of recurrence. Essentially, this recurrence prominence determines how 
well we can distinguish between similar and non-similar frame pairings 
within the database. 

While in our previous study on the isolated cube benchmark case (Du 
et al., 2020), we experienced significant recurrence prominence of this 
local flow configuration, we obtain a very low recurrence prominence 
for the case of large domains of complex topologies (shown later in this 
study). 

2.3. Novel island-based recurrence CFD simulations 

At its core, our novel island-based recurrence CFD methodology in-
troduces a spatial domain composition depending on the local 

Fig. 1. Sketch of (left) a typical recurrence matrix (of arbitrary values) with the red arrow indicating the position of the recurrence vector and (right) a recurrence 
vector picturing two typical off-diagonal recurrent norm functions (of arbitrary values) for recurrent flows with (blue) high and (red) low recurrence prominence. 
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prominence of recurrent flow features. In the following sub-section, we 
will introduce this island identification methodology, while further 
implications of this domain decomposition are addressed in subsection 
2.3.2. 

2.3.1. Identification of recurrence islands 
For the identification of recurrence islands, we use the same field 

quantity as we have proposed for the recurrence norm (Eq. (7)). Hence, 
we try to identify local regions (islands) of high fluctuations of vorticity, 
ω̃. The main steps of this identification procedure are sketched in Fig. 2 
and can be summarized as follows. First, the time-averaged field of 
vorticity fluctuations ω̃ is spatially smoothened in order to avoid 
excessively small islands. Second, we look for remaining local maxima 
and starting from those maxima, we expand individual islands towards 
their neighbouring cells until another island is reached. Typically, this 
procedure results in quite a lot of small and maybe neighbouring 
recurrence islands. Therefore, closely located small islands are com-
bined into larger ones in a third step in order to achieve a reasonable 
number of individual recurrence islands. 

2.3.2. Island-based rCFD approach 
Once recurrence islands are identified, we can build a recurrence 

matrix for each of those sub-domains. Consequently, we will find 
different recurrence paths which result in individual time-varying 
communication networks (of cell-to-cell shift patterns) for each island. 
In Fig. 3 the main consequence for the existing recurrence CFD is 
emphasized. Instead of one global-domain communication network, we 
have N networks, which are controled by different recurrence paths. 
During the convection step, we have to loop through individual sets of 
cell-to-cell shifts for each recurrence island. Notably, all other steps of 
the recurrence CFD algorithm remain unaffected by this domain 
decomposition. 

2.4. Numerical implementation 

The novel island-based rCFD runs on the same computational grid as 
the conventional CFD simulation. Furthermore, all functionalities of the 
island-based rCFD approach have been implemented in the framework 
of ANSYS Fluent V19.2 by User Defined Functions such that there is no 
need to switch the software between full CFD and rCFD simulations. 
However, the fluid solver functionalities of Fluent will only be used for 
feeding the database. The rCFD solver only uses Fluent’s grid access 
routines (i.e. cell to face pointers), parallel communication (by 
MPI-macros) and post-processing functions. 

3. Application 1: two side-by-side cubical buildings 

In order to prove the functionality of our novel island-based rCFD 
approach, we consider the example of two side-by-side cubical buildings 
with a gap in between. In the next three sub-sections, we start with a 
description of the case set-up as well as the numerical settings for both 
conventional LES-based CFD simulations and rCFD simulations, 
respectively. Finally, subsection 3.4 is dedicated to a thorough analysis 
of the predictions of the existing global-domain rCFD and our novel 

island-based rCFD in comparison to reference results of long-term full 
conventional CFD simulations. 

3.1. Case setup 

We adopt the case setup from the wind tunnel experiments of Li and 
Meroney (1983) who studied pollutant dispersion from a vent on the 
roof of a cubical building. In our previous work (Du et al., 2020), we 
validated conventional LES-based CFD simulations for this specific 
setup, and performed sensitivity tests of spatial and temporal dis-
cretization. In this study, we essentially used the same cube geometry, 
boundary conditions and temporal discretization and similar spatial 
discretization as in the previous work, but we doubled the cubic building 
to arrange for the side-by-side configuration of two buildings with a gap. 
In total, we consider three side-by-side configurations by changing the 
gap width between the two cubical buildings from one to five times of 
building height, as detailed in Fig. 4. These three configurations are 
called Gap-1, Gap-3 and Gap-5, respectively. 

To represent the vehicular exhausts in the street, a ground-level line 
source downstream of the two side-by-side buildings is defined. The line 
source is placed 0.025 m downstream of the buildings and stretches 
along both buildings such that the line length is equal to two time the 
building length plus the gap width (see Fig. 5). Vehicular exhausts are 
simulated by means of a passive tracer gas with same density as air and 
the emission rate is set to 3.0 × 10− 5 kg/s. 

3.2. Simulation settings for conventional CFD 

The size of the computational domain was chosen in alignment with 
best practice guidelines (BPGs) (Schatzmann et al., 2010; Tominaga 
et al., 2008), resulting in dimensions of 21H (length) × (12H + G) 
(width) × 6H (height), based on the building height H (Fig. 5a). The grid 
topology and numerical settings are directly adopted from our previous 
work (Du et al., 2020). At the building surfaces, the distance of first cell 
center-point to the wall is set to 0.00125 m, yielding y* values of about 
one. The computational grid for the three gap widths consists of 1.4, 1.7 
and 2.1 million hexahedral cells (Fig. 5b). The vertical inlet wind profile 
as well as the profiles for turbulent energy and turbulent dissipation rate 
are deduced from the experiment of Li and Meroney (1983). The SIM-
PLEC algorithm is applied for pressure-velocity coupling and 
second-order schemes are used for temporal and spatial derivatives. 
Further details are given in our previous publication (Du et al., 2020). 

After an initial spin-up process, a pseudo-periodic flow is established 
after roughly two flow-through times, with the latter being defined as 
τf = L/UH = 0.32 s, with L = 1.05 m the length of computational 
domain and UH as = 3.3 m/s the characteristic wind profile velocity at 
building height. After these two flow-through times, the data sampling 
for the rCFD database starts, while at the same time, a long-term (40 x τf ) 
LES-based CFD simulation of pollutant dispersion is started as a refer-
ence for later rCFD predictions. 

3.3. Simulation settings for rCFD 

Assuming that the characteristic minimum time scale of the gov-
erning flow dynamics does not change by adding a second cubic build-
ing, we define the same sampling interval for the recurrence database 
Δtrec = 0.01 s as in our previous study (Du et al., 2020). Based on this 
recurrence sampling interval, the conventional LES-based CFD simula-
tion will write cell-to-cell communication patterns together with field 
data on vorticity fluctuations every 10th time step. Thanks to storage 
efficiency improvements in the code (not detailed in this paper), we are 
able to store N = 200 data frames. Thus, after a total simulation time of 
τrec = 2 s, the conventional LES-based CFD simulation has established 
the recurrence database. 

In case of island-based rCFD, we now proceed with the process of Fig. 2. Three-step process of the recurrence island identification.  
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island identification. In Fig. 6, the result of this island identification 
procedure can be seen. In the first small-gap configuration (Gap-1 case), 
only one island is identified covering both buildings. This island is 
embedded into a global ‘background sea’ of low recurrence prominence. 
While within this recurrence island (i.e. in the interacting wakes of those 
two buildings) dominant fluctuations of vorticity occur, the fluctuations 
of vorticity are relatively low elsewhere (i.e. in the ‘background sea’, 
which represents the rest of the domain). In case of the other two larger- 
gap configurations, this island topology changes such that two individ-
ual per-building islands are established. In these cases, the high fluctu-
ation regions (i.e. in the wakes of the two buildings) are separated by an 
in-between region of low fluctuations, which is part of the ‘background 
sea’. Obviously, this island formation depends on a threshold value of 
vorticity fluctuations magnitude which decides the formation and 

Fig. 3. Flow sheet of island-based rCFD simulations.  

Fig. 4. Sketch of the side-by-side cubic building configurations; L = W = H =
0.05 m and G = 0.05/0.15/0.25 m. 

Fig. 5. (a). Computational domain for two side-by-side cubical buildings and boundary conditions; (b) cell information and line source for Gap-1 case.  
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spatial extension of these recurrence islands. In order to avoid case- 
specific settings, we opted for a relative threshold of 15 percent of the 
global maximal value. 

Once the domain decomposition has been established, we can 
separate the global database into a set of per-island databases and 
perform recurrence analysis on each of them. In Fig. 7, the recurrence 
matrices of the ‘background sea’ are plotted together with the recur-
rence matrix of the individual islands. Note that two recurrence islands 
have been identified for the Gap-3 and the Gap-5 cases. However, in 
Fig. 7 only one island’s recurrence matrix is depicted, since the recur-
rence matrixes for these two islands are very similar. Obviously, the 
recurrence plateau (i.e. the mean off-diagonal level of the pairwise 
recurrence norms) for the island-based recurrence matrix is lower than 
that for the ‘background sea’. Illustrating the off-diagonal behaviour of 

the pairwise recurrence norms along the baseline recurrence vector, we 
further see that within the islands we can expect a significantly higher 
recurrence prominence than elsewhere. Based on this per-island recur-
rence behaviour, different recurrence paths will be created in each in-
dividual recurrence island. In other words, we will stitch together 
sequences of cell-to-cell communication patterns differently for each 
recurrence island. 

3.4. Results of CFD and rCFD simulations 

In analyzing the predictive capability of rCFD, we restrict ourselves 
to an evaluation of mean concentration fields. For this purpose, a non- 
dimensional concentration coefficient (Kc) is defined as 

Fig. 6. Transparent iso-surfaces of island indices larger than zero indicating the position of the recurrence islands for three configurations of the two side-by-side 
cubical buildings; note that those islands are surrounded by a background sea with index zero. 

Fig. 7. Recurrence matrix and recurrence vector plots for (a) Gap-1 case, (b) Gap-3 case, and (c) Gap-5 case.  
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Kc =
cuHH
Q/L

(8)  

with c being the dimensional (simulated) concentration, uH depicting 
the approach wind speed at building height H, Q the total pollutant 
emission rate and L the length of the line source. 

In presenting our results, we follow a top-down approach starting 
with a three-dimensional iso-surface representation of the concentration 
plume, towards a contour plot in a horizontal plan to finally concen-
tration profiles along vertical lines with associated error norms. 

In Fig. 8 iso-surfaces of Kc are depicted illustrating the three- 
dimensional shape of the pollution plumes. In all cases, we can 
observe an accumulation of concentration in the wakes of the buildings, 
while the pollutants are blown downstream along the gap in between the 
buildings. Both versions of rCFD predict nearly the same global plume 
shape as the reference LES-based CFD simulation, with only minor dif-
ferences in the downstream length of the pollution streaks. At this global 
level of evaluation, the most obvious difference can be detected in the 
smoothness of the iso-surfaces. While conventional LES-based CFD 
simulations result in very smooth mean concentration fields, both ver-
sions of rCFD introduce artificial noise into these fields, which subse-
quently results in an increased roughness of those iso-surfaces. This 
artificial noise can be linked to the representation of the continuous 
fluxes of pollutants by discrete cell-to-cell shifts. 

In a next level of evaluation, we consider a contour plot of mean 

concentration in a horizontal plane at mid building height z/H = 0.5 
(see Fig. 9). While both versions of rCFD successfully reproduce the main 
features of the reference solution, we can detect specific prediction er-
rors in case of the global-domain based rCFD. In the Gap-3 case, the 
middle downstream streak is significantly over-predicted, while in case 
of the Gap-5 case, the two middle streaks are both underpredicted and 
strongly asymmetric. In this evaluation, the island-based version of rCFD 
achieves a better agreement with the reference solution. 

Finally, we consider profiles of mean concentration at three vertical 
lines in the wake of one of the buildings (see Fig. 10). While the island- 
based rCFD agrees very well with the full LES-based CFD simulation, the 
global-domain based rCFD (existing rCFD) exhibits significant differ-
ences. These can be linked to locally unfavorable stitching of sequences 
from the global database. Stitching locally non-similar frames (repre-
senting non-similar flow features) inevitably results in local dispersion 
errors (e.g. when locally the flow suddenly just points into another di-
rection). The island-based rCFD, on the other hand, provides a locally 
reasonable stitching of sequences (at least within the islands of most 
prominent recurrent fluctuations), which, in the end results in a very 
good predictive quality of the results. In addition to the graphical rep-
resentation, Appendix A provides error norms for a quantitative evalu-
ation of the predictive quality of island-based rCFD, which confirm the 
superior predictive capability of island-based rCFD simulations as 
opposed to the existing rCFD. 

At this point, we can conclude that while both versions of rCFD are 

Fig. 8. Iso-surfaces of mean concentration coefficient (KC = 3): (a–b) Gap-1 case, (c–d) Gap-3 case and (e–f) Gap-5 case.  
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able to picture the global behaviour of the pollutant plumes reasonably 
well, island-based rCFD predictions result in a better quantitative 
agreement with the corresponding LES-based CFD reference simulation. 

At the same time, we experienced a very large speed-up in terms of 
computational time (see Fig. 11). While the full LES-based CFD simu-
lations took between 300 and 400 h of wall-clock time on a 32-core 
computer, rCFD (both version require the same computational re-
sources) took only 48–61 h of total simulation time, including the time 
needed for building the databases. This speed-up is even more pro-
nounced, if we consider only the simulation of pollutant propagation 
itself, once the database has been established. In that case, rCFD simu-
lations take just a couple of minutes (in between 11 and 14 min) in 
comparison to more than 300 h of corresponding full CFD simulations, 
resulting in a speed-up of more than three orders of magnitude (i.e. 
around 1500 times faster). Since the database for a given configuration 
has to be built up only once, this latter speed-up would represent the 
effective total speed-up for all subsequent simulations of alternative 
pollution events. 

4. Application 2: A real urban environment 

In the following section, we intend to prove the feasibility of island- 
based rCFD simulations for the prediction of pollutant dispersion in a 
real urban environment. In assessing the predictive capabilities and the 

performance of the rCFD methodology, we focus on a thorough com-
parison with full LES-based CFD simulations. We do not oppose our 
numerical predictions to measurement data, we rather restrict ourselves 
to a comparison between two numerical methodologies – classical LES- 
based CFD and island-based rCFD. 

4.1. Case description 

A small part of the town Linz in Austria (the home town of co-author 
S.P.) has been chosen as computational domain, features a dominant 
Wissensturm building (hosting a public library) together with some four 
to five storey buildings in its immediate surroundings (see Fig. 12a–b). 
We opted for this topology because of a planned traffic tunnel, which 
will have its tunnel portal located just south of this part of the town. 
Vehicles aiming for this tunnel might line up just in front of the Wis-
sensturm, thus causing a dominant line-source of traffic induced pol-
lutants. In that case, pollutant dispersion will be of crucial importance 
for the residents living in the wake of the Wissensturm. 

4.2. Simulation settings for conventional CFD 

We defined the computational domain following the same BPG as for 
the two side-by-side cubical building case in Section 3.2. It has di-
mensions (20 Hw + L) length × (12 Hw + W) width × 6 Hw height. In this 

Fig. 9. Comparison of mean concentration coefficient between full LES and rCFD in horizontal plane at z/H = 0.5 for (a–c) Gap-1 case, (d–f) Gap-3 case, and (g–i) 
Gap-5 case. 
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Fig. 10. Comparison of mean concentration coefficient between full LES and rCFD along 3 vertical lines downstream of one cubical building for (a–c) Gap-1 case, 
(d–f) Gap-3 case, and (g–i) Gap-5 case. 
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Fig. 11. CPU time consumption for three cases: (a) Gap-1 case, (b) Gap-3 case and (c) Gap-5 case.  

Fig. 12. Wissensturm building: (a) geographical location in Linz, Austria; (b) 3-D view of the Wissensturm building and its surrounding constructions and (c) wind 
rose for Linz (Climate, 2020); pictures (a,b) are generated from Google Earth. 

Fig. 13. (a) Grid topology together with the wind direction (blue arrow) and the position of the pollution source (red line) as well as (b) the extension of two 
prominent recurrence islands (red and green) covering the surroundings of the buildings. 
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case, W = 200 m and L = 500 m are the width and length of the building 
group (i.e. the chosen part of Linz) and Hw = 63 m is the height of the 
Wissensturm building. Based on this computational domain, we con-
structed a high-resolution computational grid with 10 million hexahe-
dral cells by surface-grid extrusion (van Hooff and Blocken, 2010), with 
a minimum cell size of 1 m (see Fig. 13a). 

In order to define appropriate boundary conditions, we employed a 
wind profile for a real urban flow in Europe from a study of Hertwig 
et al. (2017). More specifically, we set the vertical profiles of the 
incoming wind speed and turbulence intensity by interpolating the data 
from that study. For the reference CFD simulations, we applied the same 
LES (i.e. standard Smagorinsky-Lilly) modeling as described in Section 
3. For the reference CFD simulation, we used time step widths of Δt =
0.01 s (with corresponding cell-based Courant numbers, NCo < 0.5) and 
we controlled numerical convergence by keeping the scale residuals of 
all solution variables below 10− 5. 

4.3. Simulation settings for rCFD 

We determined the characteristic time step for the recurrent flow 
features by evaluating the average cell flow-through time (i.e. the 
timespan a mass-less trace would need to cross a computational cell) in 
interesting sub-regions within the computational domain. In our case, 
we opted for a recurrence time step of Δtrec = 1 s, which resembles the 
minimum of the probed cell flow-through times. Consequently, we 
stored cell-to-cell communication patterns together with field data on 
vorticity fluctuations every 100th time-step of the LES-based reference 
simulation. In order to establish a database of 200 high-resolution data 
frames, we needed 20,000 time steps of conventional CFD. 

Once the database had been established, we proceeded with the 
identification of recurrence islands, following the procedure illustrated 
in Section 2.3. In this case, this identification procedure yielded two 
prominent recurrence islands, which are illustrated in Fig. 13b. In 
contrast to the previous side-by-side building case, these islands are not 
separated by a background sea of low recurrence prominence (instead, 
these islands are surrounded by a low-prominence background sea). 
Nevertheless, an evaluation of the respective recurrence matrixes and 
recurrence vectors reveals that also in this case the recurrence promi-
nence within the islands is significantly enhanced (see Fig. 14). While 
the recurrence vector of the remaining background sea shows nearly no 
off-diagonal features, both recurrence islands exhibit prominent off- 
diagonal minima (indicating similar frame pairings). Given the low 
recurrence prominence of the background sea, we abstain from a global- 
domain based rCFD simulation and in the following solely apply the 
island-based version of rCFD. 

4.4. Results of CFD and rCFD simulations 

In the case of a real urban environment with the associated large 
computational grids, assessing average concentration fields requires 
very long simulation times for the reference LES-based CFD simulation. 

Based on our available computational resources we estimated the 
necessary simulation time in the order of several months. In order to 
avoid such excess simulation costs, we therefore decided to focus on the 
time-evolving instantaneous concentration patterns during an unsteady 
pollution event. More specifically, we considered a line source of pol-
lutants which is activated at some instance of time and subsequently 
simulate the propagation of that pollutant within an initially unpolluted 
environment. 

In turbulent flows, any unsteady propagation depends on the specific 
flow realization at the very instance of time. The concentration patterns 
of two LES-based CFD simulations will differ, depending on the specific 
starting time of the pollution source. In order to obtain a representative 
unsteady propagation, one would have to apply ensemble averaging (i.e. 
averaging the results of many unsteady pollution events), which once 
again would lead to excessive computational times. In our study, we 
therefore compared only one unsteady reference CFD simulation to 
several realizations of island-based rCFD simulations (which, in turn, do 
not consume significant computational resources). In comparing the 
results, we have to keep in mind that even the best possible outcome 
cannot be expected to be a perfect agreement (like in Section 3), since 
we compare individual realizations of an unsteady propagation event in 
turbulent flow. 

In presenting the comparative results, we employ the same top-down 
approach as in Section 3.4, starting with three-dimensional iso-surfaces 
of the concentration plumes, followed by contour plots of concentration 
at pedestrian level and concentration profiles along vertical lines with 
associated error norms. 

In Fig. 15 iso-surfaces of the instantaneous concentration fields at 
three and six minutes after the start of the pollution source are depicted, 
illustrating the three-dimensional extension of the instantaneous 
pollution plumes. 

The island-based rCFD successfully reproduces the general features 
of plume shape as the reference LES-based CFD simulation. On the west 
of the Wissensturm, the street canyon is quickly filled with pollutants, 
while in relation to that the atrium in the wake of the building remains 
nearly free of pollutants. On the east side of the Wissensturm the 
downstream spreading of pollutants is hindered by several lower 
buildings. 

Beyond these main features some clear differences are observed. As 
expected, there are not only differences between rCFD predictions and 
the reference CFD simulation, but also between the two realizations of 
rCFD. In general, the reference simulation seems to be more dispersive 
than both rCFD simulations (i.e. the pollution plume of the reference 
simulation extends further to the right and to the left). We attribute this 
to flow features which are part of the long-term CFD simulation, but 
which are not represented in the limited database of the rCFD 
simulations. 

Next, contour plots of concentration fields at pedestrian level (z = 2 
m) are given in Fig. 16. Instead of plotting instantaneous values of 
concentration, we here present a time-averaged concentration field, 
with time-averaging applied from the start until 6 min after the 

Fig. 14. Recurrence matrix and recurrence vector plots for the real urban environment case for the background sea (left) and one recurrence island (right); note that 
only one recurrence island is considered for the sake of simplicity. 
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activation of the pollution source. This comparison shows a generally 
good agreement between the reference CFD simulations and the two 
realizations of rCFD, especially in the wake of the Wissensturm. How-
ever, just up-stream of the Wissensturm, the reference CFD simulation 
predicts a more pronounced local accumulation of pollutants than both 
rCFD simulations. This discrepancy might be linked to the fact that the 

line source has been placed into an upstream recirculation zone, which is 
prone to discretization errors by mass-less tracers (which we need to 
evaluate cell-to-cell connectivity). 

In Fig. 17 concentration profiles are given along five vertical lines. 
Also in this case, we applied 6 min of time-averaging in order to obtain 
time-marching mean values of concentration. While we still see a 

Fig. 15. Iso-surfaces of instantaneous concentration (KC = 0.18) three (top row) and six (bottom row) minutes after activation of the pollution source; full CFD 
simulations (left) are opposed to two realizations of island-based rCFD (middle and right). 

Fig. 16. Time-averaged concentration fields at pedestrian level (z = 2 m) 6 min after activating the pollution source; reference LES-based CFD (left) and two re-
alizations of island-based rCFD (middle, right). 
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generally good agreement between the reference CFD simulation and 
the two realizations of rCFD, we can observe significant differences 
especially at the line L1 and L5. Those profiles are most affected by the 
local accumulation of pollutants upstream of the Wissensturm, which is 
under-predicted by both rCFD simulations. A quantitative evaluation of 
these profiles based on available error norms is given in Appendix A. 

For the case of a real urban environment, we experienced an even 
larger computational speed-up than in the case of the side-by-side 
buildings. While the LES-based reference simulation took 320 h of 
wall-clock time on a 32-core computer in order to cover 6 min of 
pollution dispersion, each rCFD simulation required only 3.7 min (on the 
same hardware) yielding a relative speed-up of more than five thousand 
(i.e. rCFD simulations run 5.189 times faster than conventional LES- 
based CFD simulations). Notably, this speed-up leads to faster-than- 
real-time simulation of pollutant dispersion at high resolution (i.e. on 
a computation grid of 10 million cells). 

5. Conclusion 

In this study, we performed recurrence CFD (rCFD) simulations of 
near-field pollutant dispersion in two topologies. In order to overcome 
the insufficient recurrence prominence of the global flow field, we 
developed a new methodology to decompose the computational domain 
into distinct islands of high recurrence prominence. Subsequently, we 
tested the novel island-based rCFD by two application examples, namely 
(i) a two side-by-side cubical buildings configuration and (ii) a real 

urban environment. 
The main findings for the two side-by-side building case are as 

follows:  

i) Predictions of island-based rCFD agree well with corresponding 
results of a full LES-based reference CFD simulation in terms of 
three-dimensional iso-surfaces of the concentration plume, con-
tour plots in a horizontal plane and concentration profiles along 
vertical lines.  

ii) Compared to existing global-domain rCFD simulations, the novel 
island-based rCFD simulations have an improved predictive 
capability, yielding excellent agreement with the LES-based 
reference CFD simulation.  

iii) Island-based rCFD simulations are about a thousand times faster 
than corresponding LES-based CFD simulations. 

The main findings for the real urban environment case are as follows:  

iv) Island-based rCFD simulations of pollutant dispersion on a large 
computational grid of 10 million cells are feasible and deliver 
reasonable results.  

v) Qualitatively, predictions of island-based rCFD agree fairly well 
with corresponding results by a LES-based reference CFD simu-
lation in terms of three-dimensional iso-surface of the instanta-
neous concentration plume, contour plots in a horizontal plane 
and concentration profiles along vertical lines. 

Fig. 17. Time-averaged pollution concentration profiles at five vertical lines, comparing the reference CFD simulation with two realizations of rCFD simulations; in 
the right insert the position of the profiles is given. 
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vi) Existing quantitative discrepancies between island-based rCFD 
predictions and the reference LES-based CFD simulation can be 
linked to an obvious under-prediction of local pollution accu-
mulation in the upstream recirculation bubble in front of the 
Wissensturm.  

vii) Island-based rCFD simulations are about five-thousand times 
faster than corresponding LES-based CFD simulations yielding 
faster-than-real-time simulations of pollutant dispersion at high 
resolution. 

Overall, this study demonstrates that near-field pollutant dispersion 
within complex urban environment can be efficiently modelled by 
island-based rCFD. 
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Appendix A. Error norms 

In order to quantify discrepancies along concentration profiles, we employ four common error norms – linear correlation coefficient (R), fraction of 
predictions within a factor of two of observations (FAC2), fractional bias (FB), and normalized mean square error (NMSE). These error norms are given 
by, 

R=
1
n

∑
i(KrCFD − KrCFD)(KLES − KLES)

σKrCFD σKLES

(A.1)  

FAC2=
1
n

∑

i
Fi Fi =

⎧
⎨

⎩

1, if 0.5 ≤
KrCFD

KLES
≤ 2

0, else
(A.2)  

FB=

∑
i(KrCFD − KLES)

0.5
∑

i(KrCFD + KLES)
(A.3)  

NMSE =
1
n
∑

i
(KrCFD − KLES)

2

/

(KrCFDKLES) (A.4) 

In case of perfect agreement, these error norms would account to R = 1, FAC2 = 1, FB = 0 and NMSE = 0, respectively. According to the suggestions 
from literatures (Hanna et al., 2004; Tominaga and Stathopoulos, 2018), the numerical predictions are considered as being sufficiently good for R >
0.8, FAC2 > 0.5, |FB| < 0.3, and NMSE <0.4. 

For the case of the two side-by-side buildings the error norms applied for the three vertical lines in Fig. 10 are summarized in Table 1.  

Table 1 
Error norms for concentration profiles; side-by-side buildings  

Lines R FAC2 FB NMSE 

Gap-1 

x/H = 1 0.985 0.895 − 0.051 0.387 
x/H = 2 0.995 0.900 0.047 0.123 
x/H = 3 0.996 0.911 0.049 0.119 

Gap-3 

x/H = 1 0.985 0.891 − 0.042 0.361 
x/H = 2 0.996 0.899 − 0.071 0.225 
x/H = 3 0.998 0.919 − 0.078 0.149 

Gap-5 

x/H = 1 0.998 0.959 − 0.015 0.227 
x/H = 2 0.999 0.968 0.022 0.124 
x/H = 3 0.998 0.977 − 0.034 0.104  

For all profiles the R values are larger than 0.98, indicating a very strong linear relationship between island-based rCFD and the reference 
simulation. All the values of FAC2 are above 0.89, especially for the Gap-5 case (above 0.95), suggesting the results by island-based rCFD agrees well 
with full LES in general. Similarly, all absolute FB values are very small and all NMSE values are well below 0.4, which means that both the systematic 
and random errors are very low. Based on these error norms, we can conclude that island-based rCFD simulations can produce very similar pollutant 
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results as full LES. 
For the case of real urban environment, the error norms applied for the three vertical lines in Fig. 17 are summarized in Table 2. While most of these 

error norms still meet the above stated recommendations from literature (Hanna et al., 2004; Tominaga and Stathopoulos, 2018), we have to accept 
significantly larger errors than in the previous case. Especially, for concentration profiles close to the upstream recirculation area (i.e. L1 and L5) we 
for instance get rather low values for the FAC2 error norm.  

Table 2 
Error norms for concentration profiles; real urban environment  

Lines R FAC2 FB NMSE 

L1 0.995 0.800 − 0.097 0.112 
L2 0.996 1.000 − 0.013 0.004 
L3 0.993 1.000 0.109 0.011 
L4 0.978 0.900 − 0.056 0.028 
L5 0.987 0.601 0.260 0.958  
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