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Figure 1: (1) A popular approach to explain a Machine Learning prediction is to extract a simple local approximation or surrogate
model. (2) This surrogate provides contribution scores for every feature, yielding insight into why predictions are made. However,
such an explanation can vary widely based on different parameters. (3) To visually explore different explanations, the local context
around the instance is represented using a HyperSlice plot. Data Scientists can leverage their domain knowledge to determine which
parameters and perturbations yield an explanation fitting their subjective preference. (4) To verify whether the quality of the explanation
generalizes, an overview of all explanations for the dataset are shown. By brushing and linking subsets can be analyzed.

ABSTRACT

Machine learning models often exhibit complex behavior that is dif-
ficult to understand. Recent research in explainable Al has produced
promising techniques to explain the inner workings of such models
using feature contribution vectors. These vectors are helpful in a
wide variety of applications. However, there are many parameters
involved in this process and determining which settings are best is
difficult due to the subjective nature of evaluating interpretability. To
this end, we introduce EXPLAINEXPLORE: an interactive explana-
tion system to explore explanations that fit the subjective preference
of data scientists. We leverage the domain knowledge of the data
scientist to find optimal parameter settings and instance perturba-
tions, and enable the discussion of the model and its explanation
with domain experts. We present a use case on a real-world dataset
to demonstrate the effectiveness of our approach for the exploration
and tuning of machine learning explanations.

Index Terms: Human-centered computing— Visualization; Com-
puting methodologies—Machine learning.

1 INTRODUCTION
With the availability of large amounts of data, machine learning is
getting more and more relevant. However, it is often hard to trust
and understand the predictions made, as modern machine learning
techniques are usually applied in a black-box manner: only the input
(data) and output (predictions) are considered; the inner workings of
these models are considered too complex to understand.

This lack of transparency can be a major drawback. For instance,
the model may not perform adequately: even though it scores well
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on a test set, it could be based on biases, spurious correlations, and
false generalizations [23]. Explanations can enable data scientists to
identify such problems during model development.

Understanding the model also plays a crucial role in decision
support. In applications such as fraud detection [6, 12], medical
diagnosis [10, 29] or bankruptcy prediction [58], models make pre-
dictions that have a critical impact on real people. It is not sufficient
to base decisions on the prediction score of the model alone [12].

Finally, various stakeholders may have questions about model
predictions that require explanation. This got very relevant since
the recently introduced General Data Protection Regulation (GDPR)
enforces the “right to explanation” [17].

The field of explainable artificial intelligence (XAI) has recently
gained a lot of traction as it aims to alleviate these issues. There
are two main approaches to provide stakeholders with explanations
that can be understood, justified and verified. First, an inherently
interpretable model (e.g., a limited set of rules or a linear classifier)
can be used that exchanges accuracy for understandability. Second,
the reference model can be mimicked with a simpler explanatory
(or surrogate) model, and explained in terms of this surrogate. We
chose the latter approach as it is compatible with preexisting machine
learning pipelines and hence widely applicable.

There are many decisions involved in creating explanations using
a surrogate model. Parameters include the position, size, and shape
of the sampling region, choice of surrogate model, and specific
hyperparameters for that model. These choices have a significant
impact on the resulting explanation, yet fitting values are rarely
discussed. Previous work has shown that techniques may yield
incongruent results if parameters are not chosen carefully [12].

By varying these parameters many different explanations can be
generated. These may all be considered equally valid and useful [12].
Determining which of these explanations is best remains challenging,
as there is currently no consensus on what a good explanation is
[14, 21, 33, 57]. What is clear is that there is certainly a subjective
element to interpretability: different stakeholders may have widely
varying definitions of a good explanation [23].
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Due to the subjective nature of interpretability, we argue it is
not possible to find the best explanation using purely automated
methods. Rather, we propose using visual analytics to leverage
domain knowledge to determine the quality of an explanation.

We present EXPLAINEXPLORE: a new approach for analyzing
and understanding classification models using state of the art ma-
chine learning explanation techniques. The system allows on the
fly customization of model and surrogate parameters. Based on that
configuration, the data scientist can generate explanations to under-
stand what features are relevant. The system does not encode strict
assumptions about the qualities of an explanation, but leverages the
domain knowledge of the data scientist to select the optimal explana-
tion. Context for the explanation is provided by showing similar data
points, and the effect of perturbations can be interactively explored.
Finally, a global overview helps to spot general patterns that could
indicate a problem with the model or explanation technique.

Our main contributions are: 1) an explanation system applicable
in many preexisting workflows by supporting a large variety of data
sets and models, 2) in contrast to current literature can be used even
when no ground truth is available, and 3) the system provides both
local and global perspectives to tailor for different applications.

We collaborated with a leading insurance company in the Nether-
lands to obtain valuable insights into the relevance of explanations
to data scientists. They provided feedback on our early prototypes
and the use case described in this paper.

2 THE NEED FOR EXPLANATION

The value of explanation has been extensively reported in previous
work [14, 33, 57]. We outline stakeholders and applications that
benefit from explanations.

2.1 Stakeholders

Different stakeholders are involved in the development and applica-
tion of explanations of machine learning models (see Fig. 2).

Data scientists select local surrogate models and related parame-
ters. Based on this setup, predictions about a subject can be accompa-
nied by explanations. Decision-makers can use these explanations to
judge and understand predictions and communicate these to subjects.
Explanations and predictions can also be directly forwarded to sub-
jects, or serve a role in the communication between data scientists
and decision-makers.

The work in the machine learning community mostly targets deci-
sion-makers, as decision support is a clear use case for explanations
[47]. However, as this field revolves around technical and algorith-
mic advancements, the representation of the explanation is often not
thoroughly considered. In contrast, the visualization community usu-
ally aims to create systems that expose a level of detail more suitable
for data scientists. The scope of most work in this field is limited to
the model development stage, as ground truth (which is not available
after deployment) is often an integral part of the visualization.

In EXPLAINEXPLORE we target data scientists who work closely
with decision-makers. Their familiarity with machine learning is
vital for fine-tuning surrogate models, and their domain knowledge
helps to assert the quality of an explanation.

R
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Figure 2: Data flow diagram of stakeholders.
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2.2 Applications

Stakeholders can use explanations for a wide variety of applications.
We identify four main categories:

Diagnostics

The model may not perform adequately, even though the model
scores well on a test set. For instance, it could be based on biases,
spurious correlations, and false generalizations [23]. This is demon-
strated in the wolf-husky problem from Ribeiro et al. [47], where
huskies are classified by detecting snow in the background of an
image. Another problem is that traditional models are susceptible to
concept drift: the test set generalization may not match with future
unseen data. This problem was the reason for the failure of the
Google Flu Trends model [8] and is very predominant in adversarial
domains (e.g., spam detection, fraud detection).

Refinement

Apart from identifying issues with the model, explanations can also
help to improve the model. Analyzing explanations for incorrect pre-
dictions can yield insights into how to increase predictive accuracy
[4, 52] or remove irrelevant features.

Decision support

In applications such as fraud detection [6, 12], medical diagnosis [10,
29] or bankruptcy prediction [58], models make decisions that have
a critical impact on real people. It is not sufficient to base decisions
on the prediction score of the model alone [12]. To qualitatively
ascertain whether desiderata such as fairness, privacy, and trust are
met, explanations are required to verify their behavior [14].

Justification

Various stakeholders may have questions about predictions by the
model. For instance, customers subject to predictions may request
justification, or authorities may request information to check com-
pliance. The latter got very relevant since the recently introduced
GDPR enforces the “right to explanation” in Article 13 and 22 [17].

EXPLAINEXPLORE focuses on data scientists and supports them in
all these applications, as depicted in the presented workflow (Fig. 3).

3 BACKGROUND

Various techniques in the category XAI have been proposed to ex-
plain machine learning models. The efforts range over multiple
fields of research [21, 35, 48]. Here we focus on machine learning
and visual analytics.

3.1 Machine learning

There are two main approaches in this field [21, 57]: either a model
is used that is inherently interpretable, or an explanation is generated
by means of a surrogate model.

Inherently interpretable models traditionally include linear mod-
els, decision trees and rules [16]. However, there are some recent
advancements, like linear GA?M models that deal with pairwise
interactions [36] and algorithms to induce a concise set of decision
rules [3, 15, 32]. For some domains, these types of models can yield
predictions with an accuracy close to their complex counterparts,
while remaining simple enough to interpret.

This is not always the case though, as simple models will always
compromise on expressive power. They also require replacement
rather than augmentation of preexisting machine learning pipelines.
An alternative approach is to mimic the reference model with a
simpler explanatory or surrogate model, and explain the reference
model in terms of that surrogate. This allows using the full potential
of the reference model: rather than compromising its accuracy, the
faithfulness of the surrogate is reduced. Surrogate models can be
any interpretable model, such as linear models [47] or decision rules
[31]. However, as such a simple surrogate cannot perfectly match
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the reference model, the explanation yielded from it is only a rough
approximation of the real behavior.

In pursuit of better explanations, XAl recently directed its focus
from global [7, 49] to local [5, 37, 47, 53] surrogate models. Rather
than compromising the faithfulness of the surrogate, the generality of
the surrogate is reduced. This means that the scope of the surrogate
is limited to part of the reference model, resulting in a simple and
locally faithful explanation.

3.2 Visual analytics

As interpretability is an inherently subjective concept, many authors
from the visualization community have built systems to support
machine learning tasks. There is a variety of works ranging different
applications as the ones mentioned in Section 2.2.

Approaches like ModelTracker, Squares and work by Alsallakh
etal. [1, 2, 46] help diagnose the model by highlighting disparity
between different predictions. Other approaches compare regression
output with ground truth [44] or aim to evaluate fairness [59].

In order to refine models, systems such as Manifold, MLCube and
RegressionExplorer [13, 26, 61] enable the comparison of different
models. Alternatively, approaches such as BaobabView [39, 54]
enable interactive construction of models. Post-hoc approaches
instead enable intuitive model configuration [34, 41].

Decision support & justification are big topics in visualization.
However, most approaches only use data analysis and only use ma-
chine learning for recommendations [11, 22, 25]. Decision support
using machine learning techniques to provide explanations is a recent
development, and as such, the amount of work is scarce [9, 12, 50].

These visual analytics systems often tailor for specific algorithms.
Neural networks have received the most attention with systems
visualizing or projecting neuron weights [27, 35, 38, 45, 60] or
highlighting important regions contributing to a prediction [9, 24,
40]. A few model-agnostic such as Prospector [29] and What-if tool
[59] exist, and mainly focus on hypothesis testing.

3.3 EXPLAINEXPLORE

Compared to traditional visual analytics approaches that only use
the prediction of a model, EXPLAINEXPLORE provides more in-
formation by using state-of-the-art machine learning explanation
techniques. Rather than considering these explanations as a fixed
statistic, we allow interactive tuning of explanation-related parame-
ters to ensure it meets the subjective preference of the stakeholders.
Fine-tuning machine learning explanations is, to the best of our
knowledge, a novel topic.

The scope of most visual analytics approaches is limited to the
model development stage, as ground truth (which is not available
after deployment) is often an integral part of the visualization. EX-
PLAINEXPLORE does not require ground truth and can thus also be
used with machine learning models in production.

Many systems focus only on global [1, 2, 11, 25, 34, 35, 38, 39,
41, 45, 46] or local [9, 12, 29] explanation, but few combine the two
[23, 27, 30]. These perspectives are complementary [23] and hence
are both supported in our system.

To achieve this, the system uses a technique similar to HyperSlice
[55], which has previously been applied to regression models [44].
We extend this method by supporting multiple classes and categor-
ical variables, facilitating machine learning model comparison by
exploiting the locality of surrogate models, and offering various
options for showing only the data points local to the shown slice.

4 PROBLEM DEFINITION

We interviewed six data science teams at a large insurance firm (deal-
ing with problems ranging from churn prediction, product pricing,
recruitment optimization to debtor management) to figure out how
they could benefit from explanations. In our study, we found:

* Most teams that were interested in explaining their models
used supervised classification for decision making. Contrary
to regression, classification models often play a critical role in
decision making (e.g., having a significant impact on people)
and are much harder to interpret.

* The data scientists used a wide variety of models, created using
different technologies, languages, and toolkits.

* They typically use multivariate, tabular input data with a mix
of numerical and categorical data.

* The different teams had very mixed preferences for global or
local insights.

Our goal is to assist data scientists in understanding these models.
This understanding will drive many applications as mentioned in
Section 2.2. To facilitate these applications, the system should
support a wide variety of datasets and models, and enable on the
fly customization of model and surrogate parameters. Based on
that configuration the data scientists can generate explanations to
understand what features are relevant.

The system is aimed at data scientists who work closely with
decision-makers. Their familiarity with machine learning is vital for
fine-tuning surrogate models, and their domain knowledge helps to
assert the quality of the model and the explanations given.

4.1 Data

The data for the system consists of a multivariate tabular dataset
and a classification model. Ground truth is not required but can be
provided to train different types of models within the system. All
other data used for explanations and visualizations (e.g., surrogate
model and feature contribution vectors) are generated on demand.

4.2 User tasks

We derived a list of user tasks to account for needs in a variety of
explanation-driven use cases based on our interviews with six data
science teams and previous work in this area [57]:

T1 Adjust the model for performance or better explainability.

T2 Adjust the surrogate for faithfulness and simplicity.

T3 Look up how much a feature contributed to a prediction.

T4 Look up quality metrics for model, prediction and surrogate.

TS Select instances with noteworthy explanations, such as good
or bad faithfulness, or specific feature contribution values.

T6 Query the model sensitivity to feature perturbations.

T7 Compare surrogate and reference model to assert the faith-
fulness of the explanation.

T8 Explore the effect of input perturbations on prediction and
explanation.

To support these tasks we designed two workflows shown in
Fig. 3. Arrows depict the common way of interaction, starting
from the initial configuration of model and surrogate. Uppercase
words summarize the most important actions performed in each
view, and user tasks are annotated. In the first workflow (blue)
analysis starts with a single prediction and provides more detail with
context, whereas the second (orange) starts from a global overview
and allows investigating smaller subsets. Workflows correspond to
applications of explanations introduced in Section 2.2.

s )
Configuration view p Instance view W | ] Decision support,
justification
SELECT model params T »| PRESENT instance
—>{ SELECT PRESENT Diagnostios,
surrogate params T2 prediction T4 refinement
PRESENT model statistics PRESENT explanation T3

T 1T

N

Global overview Context view
OVERVIEW data / explanations PRESENT class probabilities  T6
FILTER T5 COMPARE (model / surrogate) T7

SELECT EXPLORE permutations T8

Figure 3: Workflows of EXPLAINEXPLORE.
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Figure 4: Graphical user interface of EXPLAINEXPLORE showing the main components: (A) the configuration view to select and refine model
and surrogate parameters; (B) the feature view explaining the prediction by (B1) showing feature-wise contribution values for one case using the
chosen configuration, and (B2) providing a global overview to identify whether the selected instance was classified similar to other instances, or
whether the model has ‘strategies’ specific to a subset of instances, and (C) the context view showing neighboring instances, the class probability
gradient to assert whether the surrogate model is accurate, and allowing to explore the effect of instance perturbations.

5 EXPLAINEXPLORE

In this section, we first introduce the used explanation technique.
Next, we describe how we translated the workflows (Fig. 3) into
an interactive visual analytics system. Fig. 4 provides a high-level
overview of our approach. We enable users to inspect the model at
three different scales: locally, globally and context. One of the data
points can be selected as the current focal point for the local view
(Fig. 4-B1). The global view provides an overview of (a selection
of) the given unseen data points (Fig. 4-B2). Finally, the context
view shows an environment of the current focal point (Fig. 4-C).

5.1 Explanation technique

Modern XAI techniques derive model explanations through local
surrogates. Our system uses this technique as a basis for understand-
ing machine learning models. A popular local surrogate technique
is LIME [47]. The technique generates synthetic data (i.e., transfer
data) in a local neighborhood around the instance to be explained.
Next, the transfer data is labeled by the reference model. By fitting
a simpler surrogate regression model to this labeled transfer data, it
will mimic the decisions of the reference model in that local region
of space (i.e., sampling region). The size of this region (i.e., general-
ity) and distance kernel used are important parameters whose values
should be carefully chosen.

To evaluate the fit of the surrogate, standard goodness-of-fit met-
rics from machine learning can be used. In this work, we use the
coefficient of determination (R?) as it is a ubiquitous metric familiar
to data scientists. The fit of the surrogate is also referred to as faith-
fulness of the surrogate or explanation to the reference model. With
an R value of 1, the explanation explains the model perfectly, for
any lower value details are lost due to simplification.

LIME uses rejection sampling to generate the transfer dataset,
which is inefficient on high dimensional data [28]. We use a modi-
fied version of LIME that, rather than rejection sampling, samples
transfer data directly from the sampling region. Also, we use a
distance kernel with a bounded support instead of a Gaussian kernel.

Our system supports a variety of linear and tree-based surrogate
models, in addition to linear regression provided by LIME. Feature
contribution vectors are extracted using coefficients for linear models
[47] and local increments for tree-based models [42]. To be able
to compare feature contributions across different surrogate model
types, we use the normalized absolute contribution values.

5.2 Configuration view

The primary goal of the configuration view (Fig. 4A) is to set up
the machine learning problem for further analysis. The dataset and
classifier can be selected and configured by following the traditional
machine learning workflow: data selection, data preparation, model-
ing, and evaluation. At any time during the analysis, this view can
be revisited to adjust the configuration.

First, a dataset can be selected. To allow the system to be applica-
ble for a wide variety of preexisting setups, any tabular dataset with
numeric or categorical values can be added (given that train, test, and
unseen partitions are separately provided). Basic data preparation is
supported by options for feature selection, and data scaling. Data
scaling is enabled by default as some classifiers require scaled data.

Next, a classifier model can be selected (Task T1). The system
supports all classifiers from the Python scikit-1learn toolkit [43]
as well as classifiers from other languages (e.g., R) or applications
(e.g., KNIME, SAS Enterprise Miner) using the PMML format [20].
Model hyperparameters are automatically parsed and configurable.
The chosen model is fitted to the training partition of the provided
dataset on-the-fly, and the performance of the model on the test
dataset is displayed (F; score, Task T4).

Finally, a surrogate model can be selected. This step is an addition
to the traditional machine learning workflow and forms the basis
for the explanation technique. Options include linear models and
shallow tree-based models. Other important parameters affecting
the explanation can be configured: model hyperparameters (e.g.,
regularization constant for linear models, or depth for tree-based
models), the size of the sampling region (generality) and sampling
distance kernel (Task T2). Changing these values will immediately
update other views, enabling the data scientist to assert the impact
of these parameters on the explanation.

5.3 Feature view

The feature view (Fig. 4B) is introduced to explain the prediction
by showing feature-wise contribution values obtained using the
chosen configuration. The view is formatted as a table with multiple
columns in two categories: local, conveying information about the
currently selected instance, and global, showing an overview of
explanations for all unseen data instances. A local or global oriented
workflow can be achieved by reordering columns of the feature view.
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Two rows are prepended to the table showing the prediction and
R? values. These values help to ascertain whether the explanation is
sensible, or perhaps misleading. These rows will always appear on
top, whereas the rest of the table can be sorted on demand.

Local columns

Local columns in the feature view (Fig. 4-B1) show feature-wise
properties for a selected data point.

The value column represents feature values as text, as this is a
familiar representation for data scientists, and enables to quickly
compare values with other systems they use. Double-clicking brings
up an input field to update a feature value manually (Task T8).

The contribution column encodes the feature contribution vectors
as a vertical bar chart. Values range between 0 and 1, where longer
bars mean more contribution to the prediction. The bars are colored
according to the predicted class. This view helps the expert to
quickly spot which features play a role in the prediction for the
selected instance (Task T3).

To assert the correctness of these contribution values, information
on the prediction certainty (Fig. 4-B1.1), and R2 value (Fig. 4-B1.2)
are shown (Task T4). If the prediction is not very certain, the
explanation may not be trustworthy; an explanation with a low R?
score (i.e., a bad surrogate fit) could also be misleading. To alert the
expert, low values for these metrics are colored red.

Global column

The global column (Fig. 4-B2) provides a high-level overview of the
data. We tried histograms, violin plots and small multiples, but set-
tled on a Parallel Coordinate Plot (PCP) as it was best for conveying
clusters in the data. Two types of overviews can be shown: unseen
data feature values and the corresponding contribution values.

The global value overview encodes the distributions of feature
values. This helps to ascertain whether an instance is an outlier,
and helps to find interesting clusters in the unseen data that can be
selected for further analysis (Task TS).

The global contribution overview encodes contribution vectors.
This helps the data scientist to identify whether the selected instance
was classified similar to other instances, and whether the model
has ‘strategies’ (clusters in the contribution vectors and polylines in
the PCP) specific to a subset of instances. The expert can use this
view to find instances that have diverging explanations, which could
indicate a problem with the model or explanation technique.

The global column includes two additional axes for the prediction
certainty and R2 score of the surrogate model. This enables the
selection of subsets based on how certain the model was of that
prediction, and how faithful the surrogate explanations are to the
reference model. Using these axes the data scientist can select
subsets or instances for which automated explanation techniques
yield misleading or incorrect explanations (Task TS5).

Line colors correspond to the predicted class of the instance and
a thicker black line indicates the selected instance in the PCP. The
lines in the PCP are curved by default. This makes it easier to
spot the intersections with the axes. Using a smoothly graduating
curve also allows experts to discern individual paths better, due to
the Gestalt principle of good continuation [19]. When sorting the
feature table view by the global column, the rows are sorted by the
mean feature value of the unseen data.

Selection of instances is enabled by brushing the axes of the PCP.
The selected cases are highlighted in the PCP, as well as linked to
the scatter plots in the context view.

5.4 Context view

The context view (Fig. 4C) provides more context for the selected in-
stance and corresponding explanation. Nearby unseen data instances
are shown, as well as the class probability of the reference classifier
(global) and surrogate model (local). The expert can use this to

assert whether the surrogate model is locally faithful to the refer-
ence model (Task T7), explore neighboring instances and introduce
instance perturbations to improve the explanation (Task T8).

Class probability plot

Class probabilities of machine learning models in two dimensions
can be visualized as a two-dimensional heatmap. This technique is
model-agnostic and can be applied to any model returning a class
probability. If this is not supported, the system will substitute a class
probability of 1 for the predicted class (as shown in Fig. 5b).

Given a chosen color ¢; = (ry, g, by ) for class k € K, white color
w = (1,1,1) and predicted class probability i, the color ¢ for a
pixel in the heatmap is computed as

)A/kf‘l,') 1
=w— o — oy = 0 T=— (1
c=w kEGK (W—cp), o max< 17 ) T4 (D

An example is shown in Fig. 5a. White colors in the figure
show areas where every predicted class is equally likely. The class
probability plot enables the expert to discover which perturbations
to a data point would lead to a different prediction (Task T6). In
the example, a scatter plot of training data points is overlaid. The
color of a point corresponds to the true class of that instance. If the
color does not match the class probability color in the background
the point is incorrectly classified.

(a) Naive bayes (b) Decision tree

Figure 5: Class probability plot of two models trained on the Iris dataset.

The same technique can be used to visualize the class probabilities
of the surrogate model. However, as the local surrogate is trained on
a smaller sampling region, we mask the plot to only show that region.
The class probability plots are overlaid to enable easy comparison
between reference and surrogate model. This helps the expert to
ascertain the quality of fit of the surrogate, and hence the quality of
the explanation (Task T7). An example is shown in Fig. 6a. The
surrogate is trained to distinguish one class from all others. Hence
the black color represents all other classes in the plot. To increase
contrast, colors are discretized by default to show only the color for
the predicted class, and black for all others. This can be configured.

For categorical features, the plot is split into regions for each cat-
egory, as shown in Fig. 6b. The surrogate is overlaid as a rectangle.

©®o o

(a) Numerical ‘Age’ (b) Categofical ‘Sex’

Figure 6: Overlaid class probability plots of reference and surrogate
model, trained on the Titanic dataset. The size of the surrogate overlay
(left: circle, right: rectangle) corresponds to the sampling region size.
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HyperSilice plot

To deal with higher-dimensional models, we use a similar approach
to HyperSlice [55]. Axis-aligned slices intersecting the selected in-
stance (or focal point) are displayed as small multiples. An example
is shown in Fig. 4C. We chose this encoding to retain meaningful
axes for interaction, as opposed to alternatives like multidimensional
projections. Unlike the two dimensional example, these slices do not
comprise the entire feature space, but they do enable to understand
the local neighborhood around the current focal point.

For datasets with a large number of features, not all slices can be
shown at once. In this case, the system enables selecting features to
be displayed in the table view.

Data

For each two-dimensional slice, a projection of the data points can be
shown. Both the unseen and training data can be separately shown
and hidden. They are indicated by different glyphs, and colored
according to the predicted class, and ground truth respectively.

Showing all data may however be misleading when comparing
against the class probability plot, as it is sampled only in the slice
rather than all feature space. To account for this, an option is in-
cluded to filter points based on their distance to the shown slice.

To this end, the Gower similarity coefficient [18] is computed,
which is a popular distance metric for mixed data types that combines
Manhattan and Dice distance for numerical and categorical features
respectively. Given the normalized distance for every point to the
slice, the alpha value of each point is obtained by applying a distance
kernel A to the distance, given a threshold 6 € [0, 1]. Any distance
kernel can be used; in the system we use:

1 d<6
huniform(d) = {O d; 0’

The latter kernel will linearly fade in points as they get closer to
the slice. We considered encoding distance in alternative attributes
like size and using focal blur [51]. However, we found the former did
not work well with occlusion, and the latter too resource-intensive
for large datasets.

Mangarad) =max (0,19} )

Interaction

The context view enables the expert to directly manipulate parame-
ters that affect the explanation provided by the system (Task T2).

The focal point can be dragged to introduce perturbations to the
selected instance. In this process, the class probability plot serves
as guidance to find relevant regions and the expert can observe the
effect on the prediction and explanation (Task T8). Alternatively,
a data point can be clicked on to move the focal point directly to
that instance. The class probability plots, and feature table columns
update in real-time when the focal point is moved.

Second, the size of the sampling region can be controlled with
the mouse wheel or using a slider in the configuration view. This
will affect how general the resulting explanation is. Large sam-
pling regions will yield a general explanation (applicable to many
instances) but will not be faithful to the reference model. Small
regions will be faithful but might overfit to insignificant details of
the reference model. The optimal value differs per instance and
needs to be determined manually, the system can be used to find a
compromise.

Finally, the shape of the distance kernel for the sampling region
can be configured with the mouse wheel while holding down the Alt
key or using a slider in the configuration view. This affects how the
transfer data set is generated (to which the surrogate model is fitted).
The effect of the choice of distance kernel on the explanation has
gotten little attention so far. Authors of the popular explanation tech-
nique LIME [47] mention the choice has no significant impact, but
Lundberg and Lee [37] chooses a specific (and different) kernel for
LIME to satisfy optimally constraints, and argue that it is relevant.

To enable experimenting with distance kernels, the system in-
cludes a configurable trapezoid kernel. This is a smooth interpolation
between a uniform and triangular kernel, defined as

1 d<o
hirap(d) = {l—d c<d<l @

1-o
where o € [0, 1] is the smoothness parameter. By controlling this
variable the probability of generating a transfer data point drops
linearly when getting closer to the edge of the area of interest. The
advantage of this kernel is that the described region is well specified,
as opposed to the Gaussian kernel used in LIME.

6 USE CASE

We collaborated with a large insurance company to validate our
approach in a real-world use case. We found that data scientists were
enabled to obtain explanations to identify problems with their model
and justify predictions, even when automated techniques fall short.

Debtor management is a crucial part of maintaining a healthy
financial administration. The process involves lots of manual labor:
staying in contact with various clients, sending reminders and, in
extreme cases calling in official debt collectors. Machine learning
can help to speed up the process and to prevent resource-intensive
debt-collection operations that are unlikely to be effective. However,
as the model only provides a prediction, the verification of such a
model and justification of decisions is challenging.

The goal of the experiment was to help data scientists from the
debtor management department to understand the models they devel-
oped. They have extensive domain knowledge and worked closely
with the decision-makers at their department. The team created
a binary classifier to predict the effectiveness of a debt-collection
operation. It is a Random Forest (50 trees) trained on a dataset of
60,000 instances with 16 features (9 numerical and 6 categorical).
They provided 250 unseen data points for our experiment.

To validate our approach, two data scientists of the team partic-
ipated in a user study. The session consisted of two parts: during
the first part they were tasked to use the global-oriented workflow to
diagnose problems with their model and find possible refinements.
The task during the second part was to use the local-oriented work-
flow to support decisions made by domain experts. The session took
four hours, including 30 minutes of introduction. Except for the
introduction, only the data scientists used the system. The thinking
aloud method was applied throughout the experiment, and all au-
dio and screen activity were captured for further analysis. Figures
in this section are taken directly from the screen capture, but are
anonymized to protect sensitive information.

Part 1: global-oriented workflow

For this part, we configured a model that was similar to the model
they built: it is the same type of model (Random Forest) and has
roughly the same F; score. We reordered the feature table view
columns to show the global columns first. The data scientists were
tasked to evaluate if this model behaves as they expected. They had
an expectation of the global importance of features based on their
own Random Forest.

Diagnostic insight

After having selected a ridge regression surrogate model, they se-
lected an instance to see its feature contributions. They were sur-
prised to find that the two features they expected to be the most
important (A and B) were not important at all. Furthermore, the
most contributing feature C for this instance was one they deemed
redundant and recently removed in a newer version of their dataset.
They hypothesized that this instance could just be an outlier. As the
class probability for this instance was low (P=0.6), they expected
the model might use different features compared to very certain
predictions.
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To verify their hypothesis they looked at the global contribution
column in the feature view. This showed that the different contribu-
tion values were persistent across all unseen data. They concluded
this model was behaving differently from their own. Next, they
argued that the model might infer the values of features A and B
from other features. They discussed features that might correlate to
A and B in great detail. After this, they used the feature selection
option in the configuration view to remove those features from the
model. The expectation was that features A and B would have higher
contributions. This was not the case; their contributions remained
relatively unchanged. They were surprised to find that other features
also had predictive power, as they believed only a few features (such
as A and B) were important. This insight could help them to refine
their current model by leveraging more or different features.

Refinement insight

While they were considering features one by one, the experts realized
that a particular feature D (which is only true for a small number of
instances) might be an important indicator for the class “effective”.
They decided to check if the model used this effect, and brushed in
the global value PCP to find instances with a specific value. The
context view showed that the predicted class for all these points
is the same, verifying the effect. However, for these points, the
feature had a low contribution. This means that even though the
model predicts the cases correctly, the feature was not used for these
predictions (Fig. 7). By ensuring that the model uses this feature
more effectively, the model could be refined.
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Figure 7: A subset of points is selected, almost all points are predicted
as the same class, however feature D does not have high contribution
to the predictions.

Part 2: local-oriented workflow

Next, we reordered the feature table view columns to show the local
instance columns first. The data scientists were asked to support the
decision-making process for the debt-collection operations.

Explanation with high R?

The data scientists found a point (yellow) amidst a group of points
of a different class (blue) that they wanted to investigate further.

They configured a Ridge regression surrogate and considered
the feature contributions. There were only four features with a
significant contribution. They substantiated that the feature with
the highest contribution was important because the value was very
high compared to the rest of the data, which increased their trust in
the explanation. However, from the context view, they noticed that
considering this feature was not enough to explain why the point
was classified differently from its neighbors.

The second most contributing feature was a category unique
to this point: all neighboring points had a different value. They
mentioned “this feature is the deciding factor for the prediction in
this neighborhood”. Here they used the explanation as guidance
to form their hypothesis. They leveraged their domain knowledge
to obtain a more logical explanation. They mentioned they would
explain their decision-maker in terms of these two features primarily.

Improving explanation with surrogate model choice

The experts note that the explanations seem to be less faithful for
their data and model compared to standard simple datasets used in
machine learning education. This makes sense, as more complex
models are difficult to explain. To improve the explanation theg
switched from a linear to a decision tree surrogate model. The R
axis in the global overview clearly showed that the faithfulness of
explanations of unseen data increased and had less variance. This
can be explained because tree-based models are better suited to
approximate other tree-based models.

Another instance was selected. By considering the class probabil-
ity plot of the surrogate, it was clear that the surrogate fit improved
because it fits non-linear behavior (shown in Fig. 8). The explanation
for this instance was faithful and clear.
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Figure 8: Switching to a tree-based surrogate improved the R? and
hence explanation faithfulness, as the decision tree is more suited to
fit non-linear boundaries from the Random Forest.

Improving explanation with perturbations

Finally, they selected an instance that was more challenging to
explain: it had a class probability of 1 and its neighborhood in the
local plot was mostly the same class (Fig. 9). Switching between
surrogate models did not improve the fit. To improve the explanation
the experts moved the focal point closer to a region with points from
a different class. They found that a small change in feature values
yielded a significantly better explanation (R?=0.52 to 0.84). The
features that were important also changed. Here the experts used the
focal point as a probe to find the nearest faithful explanation for this
instance.
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Figure 9: On the left, the R? value is low (0.52) and feature C has the
highest contribution. A slightly lower value for feature A results in a
much higher R? value (0.84) and feature A becomes dominant.

Reflection

The data scientists were very positive about the system. They men-
tioned “Especially for exploration this will really lead to insights”
and “Very useful to see if the model is looking at the right aspects; if
it behaves logically”. The system enabled them to get more insights
into their model and data, which was the purpose of this use case.
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We got some important insights during the use case. Even though
we proposed a global workflow, the data scientists found it more
intuitive to start with a single instance and build up from there (our
local workflow). As mentioned in Section 4, this preference was
mixed for different data science teams.

When selecting instances in the global contribution overview,
they were unable to determine the feature values of those selected
instances. As soon as they switched from the global contribution
overview to the global value overview, their selections were cleared.
Even though the values could be inferred from the context plot, this
was not straight forward.

Finally, they would have liked some more specialized features to
focus on one particular instance. First, a better way to keep track
of a selected instance. Once an instance is selected in the current
implementation, the focal point moves to that instance. However,
this focal point changes during interaction and experts might loose
track of the instance they started at.

They also used the system in ways we did not expect. For instance,
they used the feature selection creatively: to test the effect of leaving
out features on the model. By leaving out features they expected
different features to get higher contribution values.

7 DISCUSSION

The basic ideas presented in this paper are all simple in nature: 1)
offering broad options for model and surrogate configuration, 2)
brushing and linking parallel coordinate plots to analyze subsets of
data and explanations, 3) locally representing class probabilities with
HyperSlice, 4) overlaid class probability plots to visually ascertain
model fit and 5) enabling free navigation of feature space to enable
what-if analysis. However, we have shown that combined they form
a strong visual encoding that enables data scientists to understand
their model by generating explanations.

In contrast to most visual analytics systems that present a sin-
gle explanation, our system enables the exploration of many ex-
planations. This way domain knowledge of data scientists can be
leveraged to discover explanations fitting their subjective preference.

We adopted a hybrid approach, combining global and local repre-
sentations rather than a single perspective. This helps experts to find
global patterns, drill down to a single explanation, but also check
whether local explanations are applicable to a larger subset.

Finally, in contrast to visual analytics approaches that are limited
to the model development stage (as ground truth is often an integral
part of the visualization), our system was built to augment rather
than replace preexisting machine learning pipelines. It supports data
without any provided ground truth and is compatible with various
types of classification models and data.

Scalability

Even though we can visually represent many features in the feature
view, there is a practical limitation to the number of features that can
be represented in the system. Many features would make it difficult
to find and compare axes in the global overview PCP, and tedious to
select features to be displayed in the context view. However, for most
machine learning problems high dimensional data is ill-advised [56],
and the projects of data scientists we interviewed all had acceptable
numbers of features. We also support feature selection to reduce the
dimensionality ahead of the analysis.

Next, the number of categories the system can represent is limited.
Because the class probability plot in the context view is split into
regions for categorical variables, it becomes difficult to compare
class probabilities and different models if the feature has more than
10 categories. This is not very common for business-related applica-
tions. As categories are always assumed to be non-ordinal, a class
probability plot for two categorical variables is also not able to guide
the expert as well as a slice with a numerical variable can. This is a
direction for future work, as the explanation technique also is less
effective for purely categorical data.

Finally, the number of unseen data points that can be represented
is of course limited. For a large number of instances, the data points
in the scatter plots will overlap, and lines in the PCP will start oc-
cluding making it challenging to identify local effects in the global
overview. The number of unseen data points also affects perfor-
mance as an explanation needs to be generated for every instance.
For this purpose, the number of unseen data points is kept around a
thousand. The presented use case shows this is sufficient for under-
standing a model, and an improvement over automated techniques
that can only explain single data points at a time.

Optimization was needed in order to support fluid interaction with
the system. Every second, tens of thousands of predictions are made
to compute the class probability gradients. Hence, our system relies
on the model to be able to generate predictions quickly. Machine
learning models are often only computationally expensive during
training, but generating classifications is relatively quick. Even so, a
hundred layer deep learning model or tree ensembles with thousands
of trees will be too slow for the system to be interactive. To alleviate
some performance issues the system reduces interactive updates
during brushing the PCP and moving the context view focal point as
soon as a complex dataset or model is loaded.

After a minute of initial loading time, the system remains interac-
tive using a 30-dimensional dataset (UCI Breast Cancer Wisconsin),
a 15x100 layer fully connected multi-layer perceptron, running on
a mid-range laptop with an Intel Core i5 (I5-7360U) processor and
integrated Intel Iris Plus 650 graphics card.

Limitations & future work
The use of domain knowledge in our system creates the risk of intro-
ducing bias. This is not specific to our approach but is inherent when
using expert domain knowledge. To counteract this, we show faith-
fulness metrics, and deliberately left out surrogate feature selection
to prevent obvious tampering. However, some risk still remains.
As the system introduces many degrees of freedom for explana-
tions, it may also be overwhelming to new users. We offer suitable
defaults for these options, and expect data scientists (our target
audience) are sufficiently familiar with parameter optimization.
As we previously mentioned we incorporated metrics in order
to assert the quality of explanations, but these metrics are not a
perfect proxy for trustworthiness. Such metrics remains elusive,
hence finding an ‘optimal’ explanation with our system does too.
In order to further counteract bias, a direction for future research
is to convey the uncertainty of explanations per feature. Even though
our system allows to see how explanations vary for input perturba-
tions, directly conveying this uncertainty would be very helpful.
Next, the relevance of different sampling regions for surrogate
models is unknown. Our techniques assume circular regions around
an instance (as does LIME), but some rule-based techniques [49]
consider rectangular regions instead. Our system enables experimen-
tation with different distance kernels, but any in-depth analysis on
the relevance would be interesting.

8 CONCLUSION

In this work, we presented EXPLAINEXPLORE: an interactive expla-
nation system to assist data scientists in understanding their models.
It is built to support a wide variety of different data sets and machine
learning models. We demonstrated the value of the system with
a use case at a large insurance firm. The participants effectively
used explanations to diagnose a model and find problems, identify
areas where the model can be improved, and support their everyday
decision-making process. For cases where automated techniques
fall short, they were able to refine surrogate parameters to improve
the explanation and found the closest good explanation that made
intuitive sense. We hope that this technique helps to alleviate some
of the issues with current explanation techniques, to diagnose prob-
lems with the model such as unfairness, and help experts to make
informed decisions.
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