
 

Multi-scale modeling of the additive manufacturing of ceramics
by vat photopolymerization
Citation for published version (APA):
Westbeek, S. (2020). Multi-scale modeling of the additive manufacturing of ceramics by vat photopolymerization.
[Phd Thesis 1 (Research TU/e / Graduation TU/e), Mechanical Engineering]. Technische Universiteit Eindhoven.

Document status and date:
Published: 26/10/2020

Document Version:
Publisher’s PDF, also known as Version of Record (includes final page, issue and volume numbers)

Please check the document version of this publication:

• A submitted manuscript is the version of the article upon submission and before peer-review. There can be
important differences between the submitted version and the official published version of record. People
interested in the research are advised to contact the author for the final version of the publication, or visit the
DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page
numbers.
Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above, please
follow below link for the End User Agreement:
www.tue.nl/taverne

Take down policy
If you believe that this document breaches copyright please contact us at:
openaccess@tue.nl
providing details and we will investigate your claim.

Download date: 04. Oct. 2023

https://research.tue.nl/en/publications/d56504f8-5efe-4b0a-b23c-574c685125be


M U L T I - S C A L E  M O D E L I N G
O F  T H E  A D D I T I V E  

M A N U F A C T U R I N G  O F  
C E R A M I C S  B Y  V A T

P H O T O P O L Y M E R I Z A T I O N

Steyn Westbeek



Multi-scale modeling of the additive
manufacturing of ceramics by vat

photopolymerization

SteynWestbeek



Multi-scale modeling of the additive manufacturing of ceramics by vat
photopolymerization

SteynWestbeek

A catalogue record is available from the Eindhoven University of Technology Library.
ISBN: 978-90-386-5127-9

Cover design by: SteynWestbeek

Printed by: Off Page

Research financially supported by the TU/e Impuls program and carried out as part of
the TNO-TU/e-HTSC AMSYSTEMS project on Additive Manufacturing of Ceramics.

Copyright © 2020 by SteynWestbeek.

All rights reserved. No part of this publication may be reproduced, stored in a
retrieval system, or transmitted in any form or by any means, electronic, mechanical,
photocopying, recording or otherwise, without prior permission of the author.



Multi-scale modeling of the additive
manufacturing of ceramics by vat

photopolymerization

proefschrift

ter verkrijging van de graad van doctor aan de Technische Universiteit Eindhoven, op
gezag van de rector magnificus prof.dr.ir. F.P.T. Baaijens, voor een commissie aangewezen
door het College voor Promoties, in het openbaar te verdedigen op maandag 26 oktober

2020 om 16:00 uur

door

SteynWestbeek

geboren te Tilburg



Dit proefschrift is goedgekeurd door de promotoren en de samenstelling van de
promotiecommissie is als volgt:

voorzitter: prof.dr. L.P.H. de Goey
1e promotor: prof.dr.ir. M.G.D. Geers
copromotoren: dr.ir. J.A.W. van Dommelen

dr.ir. J.J.C. Remmers
leden: prof.dr.ir. T.A.M. Salet

prof.dr. E. Rank (TUMünchen)
prof.dr. I. Gibson (UT)

adviseur: ir. G.E. van Baars (TNOOptomechatronics)

Het onderzoek of ontwerp dat in dit proefschrift wordt beschreven is uitgevoerd in
overeenstemming met de TU/e GedragscodeWetenschapsbeoefening.



“Life isn’t about finding yourself. Life is about creating yourself”

George Bernard Shaw



Multi-scale modeling of the additive manufacturing of ceramics by
vat photopolymerization

Summary

The unique properties of ceramics, such as excellent mechanical, thermal, electrical,
or bio-compatibility characteristics, make them ideal material candidates in many
high-tech or biomedical applications. A tailored design is of great benefit in these
applications. Complex designs are difficult or even impossible to make using traditional
manufacturing techniques, for which 3D printing/additive manufacturing (AM)
provides the right answer. An excellent candidate AM technology for the printing
of ceramics with high accuracy is vat photopolymerization (VP). Complex ceramic
geometries that combine improved functionality and performance are already being
printed using VP, however, the typical part dimensions are relatively small, i.e. in
the order of cm3. Upon increasing build volumes, reproducibility and part quality,
e.g., geometrical warpage and formation of cracks, become critical limiting factors.
It is believed that an enhanced understanding of the intricate AM process is key in
overcoming these challenges and to enable large-area AM of ceramics.

This thesis pursues a computational multi-scale and multi-physical modeling
approach to obtain an improved comprehension of the VP process for ceramics.
One particular step in the ceramic manufacturing process is here of interest, i.e. the
geometrical shaping in the 3D printer. In this VP-step, a polymer-ceramic composite
part, the so-called “green” phase, is printed by selectively irradiating a photoactive resin
with a UV light source in a layer-by-layer fashion. The pre- and post-processing steps,
that involve preparation of the ceramic powder filled resin, the “slurry”, and subsequent
polymer debinding and ceramic sintering, are therefore outside the scope of this research.
Previous (experimental) works already illustrated the broadening of the cure profile for
ceramic filled resins. The goal of this modeling approach is to predict the corresponding
light scattering and the development of residual stresses and deformations in the printed
part, in relation to the raw material properties and the print process conditions.

In an initial study, the multi-physical nature of the VP process for ceramics is modeled
on a sub-layer length scale. Starting from a flat-deposited layer, neglecting any rheological
aspects, the difference in optical properties induces severe light scattering. All material
points where the light penetrates experience photopolymerization, which leads to a phase
transformation from liquid to solid. The solidification occurs at the expense of chemical
shrinkage. Typically, the chemical reaction initiated by the UV light is of an exothermic
nature, which, together with the absorption of light, increases the temperature of the
resin, inducing a thermal expansion. The developed modeling framework provides a
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direct coupling between the scattered light, via polymerization kinetics and temperature
evolution, to the build-up of mechanical properties and residual stresses. The model
reveals a profound influence of the inclusions on all the considered physics. Apart from
the expected difference in mechanical and thermal behavior of the ceramic filled resin,
an important finding is the fact that it appears to be difficult to obtain a homogeneous
conversion throughout the slurry.

Capturing the broadening of the solidified contour caused by the scattering of light
using analytical or numerical methods is not an easy task. The small difference in size
of the powder inclusions in comparison to the wavelength of the UV light demands
for an electromagnetic wave description that is solved using a finite element scheme
to predict light propagation. To fully resolve the wavelength, a highly resolved finite
element discretization is used. Consequently, accounting for a multitude of inclusions
in the scattering problem is no longer feasible in a three-dimensional setting. The
second part of this work establishes the relevance of two-dimensional simulations for the
three-dimensional scattering problem at hand. By comparison of the two-dimensional
results to equivalent three-dimensional shapes, a clear predictive value of the former is
demonstrated.

The next stage in this thesis is the development of a new multi-scale modeling
framework, bridging micro-, meso- and macroscopic length-scales. The thermo-
mechanical behavior of the different constituents is incorporated at the micro-scale,
whereas the light scattering and resulting conversion are evaluated at the intermediate
meso-scale. Results from both length scales are homogenized towards an effective
continuum, which is subsequently exploited for the simulation of the actual AM process
at the macro-scale. This allows for a relatively coarsely discretized and therefore efficient
part-scale simulation. Accounting for a section of the (filled) resin vat in an immersed
setting enables prediction of key characteristics of the VP process, which would not have
been possible using a more commonly used (initially) target geometry conforming pre-
meshing technique.

In the final part of this work, the implemented modeling framework is validated in a
qualitative sense. Where the multi-scale framework was initially applied to a scanning-
laser (stereolithography, SLA) system, the applicability of the modeling framework to a
full-area projection (digital light processing, DLP) type system is illustrated in this part.
A three-dimensional comparison of (unfilled) printed parts with simulated results shows
the importance of the multi-physical aspects on the resulting geometry.
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Multi-schaalmodellering van het 3D printen van keramiek door
middel van vat fotopolymerisatie

Samenvatting

De unieke eigenschappen van keramiek, zoals uitstekende mechanische, thermische,
elektrische of biocompatibele eigenschappen, maken ze tot ideale materiaalkandidaten
in vele hightech- of biomedische toepassingen. Een ontwerp op maat is in deze
toepassingen van groot belang. Complexe ontwerpen zijn moeilijk of zelfs onmogelijk
te maken met behulp van traditionele productietechnieken, waarvoor 3D printen/
additive manufacturing (AM) het juiste antwoord biedt. Een uitstekende kandidaat
AM technologie voor het printen van keramiek met hoge nauwkeurigheid is vat
fotopolymerisatie (VP). Complexe keramische geometrieën die verbeterde functionaliteit
en prestaties combineren worden al geprint met behulp van VP, echter zijn de typische
onderdeelafmetingen relatief klein, namelijk in de orde van cm3. Bij toenemende
bouwvolumes worden de reproduceerbaarheid en de kwaliteit van de onderdelen,
bijvoorbeeld de geometrische vervorming en de ontwikkeling van scheuren, kritische
beperkende factoren. De veronderstelling is dat een beter begrip van het ingewikkelde
AM-proces de sleutel is tot het overwinnen van deze uitdagingen om groot-volume AM
van keramiek mogelijk te maken.

Dit proefschrift streeft naar een numerieke multi-schaal en multi-fysische modellering
om een beter begrip van het VP-proces voor keramiek te verkrijgen. Een specifieke
stap in het keramische productieproces is hier van belang, namelijk de geometrische
vormgeving in de 3D-printer. In deze VP-stap wordt een polymeer-keramisch composiet
onderdeel, de zogenaamde “groene” fase, geprint door selectief en laag voor laag een
fotoactieve hars met een UV-lichtbron te bestralen. De voor- en nabewerkingsstappen,
die de voorbereiding van de met keramisch poeder gevulde hars, de “slurry”, en de
daaropvolgende polymeerdebinding en keramische sintering omvatten, vallen dus
buiten het kader van dit onderzoek. Eerdere (experimentele) werken illustreerden al
de verbreding van het uithardingsprofiel van keramisch gevulde harsen. Het doel van
deze modelleringsaanpak is het voorspellen van de bijbehorende lichtverstrooiing en de
ontwikkeling van restspanningen en vervormingen in het geprinte deel, in relatie tot de
eigenschappen van de gebruikte materialen en de condities van het printproces.

In een eerste studie wordt het multifysische karakter van het VP-proces voor keramiek
gemodelleerd op een sublaaglengte schaal. Uitgaande van een vlakke gedeponeerde
laag, waarbij geen rekening wordt gehouden met reologische aspecten, leidt het verschil
in optische eigenschappen tot ernstige lichtverstrooiing. Alle materiaalpunten waar
het licht doordringt ervaren fotopolymerisatie, wat leidt tot een fasetransformatie van
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vloeibaar naar vast. De uitharding gaat ten koste van de chemische krimp. Meestal
is de chemische reactie die door het UV-licht in gang wordt gezet van exotherme
aard, wat samen met de absorptie van licht de temperatuur van de hars verhoogt. Dit
veroorzaakt vervolgens een thermische uitzetting van het materiaal. Het ontwikkelde
modelleerraamwerk biedt een directe koppeling tussen het verstrooide licht, via de
polymerisatiekinetiek en de temperatuursevolutie, naar de opbouw van de mechanische
eigenschappen en restspanningen. Het model toont een sterke invloed van de inclusies
op alle beschouwde fysica. Naast het verwachte verschil in mechanisch en thermisch
gedrag van de keramisch gevulde hars, is een belangrijke bevinding dat het moeilijk blijkt
te zijn om een homogene conversie in de hele suspensie te verkrijgen.

Het vangen van de verbreding van de verharde contour, veroorzaakt door de
verstrooiing van het licht, met behulp van analytische of numerieke methoden is geen
eenvoudige opgave. Het kleine verschil in grootte van de poederdeeltjes in vergelijking
met de golflengte van het UV-licht vraagt om een elektromagnetische golfbeschrijving die
wordt opgelost met behulp van de eindige elementenmethode om de lichtverstrooiing
te voorspellen. Om de golflengte goed te beschrijven wordt gebruik gemaakt van een
gedetailleerde eindige-elementen beschrijving. Als gevolg daarvan is een veelvoud aan
inclusies in het verstrooiingsprobleem niet meer haalbaar in een driedimensionale setting.
Het tweede deel van dit werk stelt de relevantie vast van tweedimensionale simulaties voor
het daadwerkelijke driedimensionale verstrooiingsprobleem. Door de tweedimensionale
resultaten te vergelijken met equivalente driedimensionale vormen wordt een duidelijke
voorspellende waarde van de eerste aangetoond.

De volgende fase in dit proefschrift is de ontwikkeling van een nieuwmultischaal
modelleringsraamwerk dat micro-, meso- en macroscopische lengteschalen overbrugt.
Het thermo-mechanische gedrag van de verschillende bestanddelen wordt opgenomen
op de microschaal, terwijl de lichtverstrooiing en de resulterende conversie worden
geëvalueerd op de tussenliggende mesoschaal. De resultaten van beide lengteschalen
worden gehomogeniseerd naar een effectief continuüm, dat vervolgens wordt gebruikt
voor de simulatie van het eigenlijke AM-proces op macroschaal. Dit maakt een relatief
grove discretisatie en dus efficiënte productschaal simulatie mogelijk. Door een deel
van het vat met daarin (gevulde) hars in een (initieel) vloeibare toestand te beschouwen,
kunnen de belangrijkste kenmerken van het VP-proces worden voorspeld. Dit zou niet
mogelijk zijn geweest met behulp van een meer algemeen gebruikte (in eerste instantie)
geometrieconforme discretisatie van de beoogde geomerie.

In het laatste deel van dit werk wordt het geïmplementeerde modelleringsraamwerk
in kwalitatieve zin gevalideerd. Waar het multischaalraamwerk in eerste instantie werd
toegepast op een scannende-laser ( stereolithografie, SLA) systeem, wordt in dit deel
de toepasbaarheid van het modelleringsraamwerk op een volledig oppervlak belichting
(digital light processing, DLP) type systeem geïllustreerd. Een driedimensionale
vergelijking van (ongevulde) geprinte onderdelen met gesimuleerde resultaten toont het
belang van de multi-fysische aspecten op de resulterende geometrie.
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Nomenclature

α Absorption/attenuation coefficient [1/m]
γ Electric conductivity [Sm]

δ Layer thickness [m]

ΔH Polymerization heat [J/mol]
ε Electrical permittivity [F/m]
ε Strain tensor [-]
ϵ Exposure [J/m2]

ζ Wave number [rad/m]
θ Rotation angle [◦]
ι Resin/process constant affecting inhibi-

tion [W/m2]

κ Extinction coefficient [-]
λ Wavelength [m]

μ Magnetic permeability [H/m]
ν Poisson’s ratio [-]
Π Pixel pitch, i.e. the distance between the

centers of two adjacent pixels [m]

ρ Volumetric mass density [kg/m3]

σ Stress tensor [Pa]
τ Temporal width of the Gaussian “bell”

shape [s]
τd Time delay [s]
υ Thermal expansion coefficient [1/K]
φ Particle filling/volume fraction [-]
ψ Quantum yield for initiation [-]
ω Angular frequency [rad/s]
a Molar absorptivity [L/mol m]
A Area [m2]

B Conversion scaling parameter [-]
c Speed of light [m/s]
cp Heat capacity [J/(kg K)]
Cd Cure depth [m]

Cw Cure width [m]

C4 Fourth-order elastic stiffness tensor [Pa]
Dp Penetration depth where the irradiance has

reduced to e−1 of the initial value [m]

e Emissivity [-]
e0 Initial multiplication factor of the resin’s

stiffness [-]
E Young’s modulus [Pa]
E⃗ Electric field [V/m]
Ep Conversion based intensity effectiveness [-]
g Gravitational acceleration (9.81) [m/s2]
h Convective heat transfer coefficient

[W/m2K]

H⃗ Magnetic field [A/m]
I Intensity/irradiance [W/m2]

I Unit tensor [-]
II Intensity inhomogeneity [-]
J⃗ Electric current [V]
k Thermal conductivity [W/(mK)]

kt Termination rate constant [L/(mol s)]
kp Propagation rate constant [L/(mol s)]
m Denotes a parameter belonging to the

micro-scale
M Denotes a parameter belonging to the

meso-scale
M Denotes a parameter belonging to the

macro-scale
n Refractive index [-]
p Conversion level of polymerization [-]
P Polymerization constant [m/√W]

S Stefan-Boltzmann constant (5.67× 10−8)
[W/(m2K4)]

S⃗ Poynting vector [W/m2]

t Time [s]
T Temperature [K]
V Volume [m3]

w0 Intensity distribution’s 1/e2 Gaussian half-
width [m]

[x] Concentration of species x [mol/l]
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1
Introduction

Ceramics are one of the oldest materials made by humans and advanced ceramics—
besides metals and polymers—represent one of the most promising classes of materials
for the key technologies of the twenty-first century [1, 2]. By definition ceramics are
inorganic materials, which are typically crystalline in nature and contain metallic and
non-metalic components. As a result, ceramics typically show brittle behavior at room
temperature, poor electrical and thermal conductivity, high hardness and strength,
with favorable load-bearing capability in compression compared to tensile loading,
insensitivity in harsh chemical and thermal environments and biocompatibility [1]. By
utilizing these unique properties, ceramics can potentially save energy, reduce wear, and
increase the lifetime of components in a broad range of applications [3]. In an attempt to
give an overall impression, one might think of applications in wear-resistant coatings,
cutting tools, engine/turbine components, spacecraft insulation tiles, packages for
integrated circuits or biomedical applications such as hip implants [1].

Advanced (also referred to as technical) ceramics have, however, always been
challenging to shape and process, which can be attributed to their characteristic
properties. To mitigate this and to tailor the fabrication process to the intended
component, over 70 ways to fabricate ceramics exist—all with certain advantages and
disadvantages [1, 4]. These processes can be divided into ‘dry’ and ‘wet’ processes. In
‘dry’ processes, the ceramic powder is processed directly before it is sintered—sintering is
the process of forming a solid mass of material by heat or pressure without liquefaction.
The second class, i.e. the ‘wet’ process, is more common. In this category of processes, a
liquid is added in the shaping process, cf. the water added in the forming process of clay
before it is fired. An alternative common addition that acts as a ‘wet’ binder material is
a liquid polymer. The most commonly used shaping processes include slip casting, dry
pressing, tape casting, gel casting and injection molding [5].

A number of disadvantages can be identified for these processes in view of using
them for the fabrication of complex geometries. To accurately form the component,
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INTRODUCTION

(high-precision) molds are required. This makes the fabrication process suitable for mass
production, but not for prototypes or limited series [3]. Additionally, after shaping and
sintering the component into a final dense form, mechanical post-processing may still be
required. Due to the high strength/hardness of ceramics, this requires highly specialized
tools. The actual associated cost of this post-processing varies, but may constitute up to
80% of the total manufacturing costs [6]. Lastly, although the usage of molds allows for
considerable design freedom, certain shapes, e.g., cavities, inner bores and grooves and
small angled bends, remain difficult to realize [7].

Additive manufacturing (AM) can overcome each of these issues. Many potential
application areas of ceramics greatly benefit from the additional design flexibility and
the convenience of small series production. These range frommicrosystems, such as
labs/organs-on-a-chip [8], intricate scaffolds for tissue engineering [9], microelectro-
mechanical systems (MEMS), photonic crystals [10] or large(r) scale applications
such as jewelry, personalized biomedical implants with open cellular structures
or dental applications [10–12], heat-exchangers with complex shaped integrated
cooling channels [13, 14], turbine blades and mechanically durable (but lightweight)
structures [15, 16] in a broad sense. Some polymer derived (‘wet’) ceramic examples
fabricated using AM are shown in Fig. 1.1.

(a) SiC ceramic mesh [17] (b) Zirconia dental crowns [18] (c) Alumina heat exchanger [14]

Figure 1.1 Examples of polymer derived ceramics (using the AM technique vat
photopolymeriza on).

1.1 Additive manufacturing of ceramics

Although additive manufacturing, or the more popular terminology: 3D printing,
might seem like a very recent technology, it originated in the 1980s with the filing of
multiple patents (in parallel in both Japan, France and the USA) that described the
generation of a three-dimensional geometry by selectively adding material one layer at a
time [19]. To a large extent, this describes the very essence of AM, i.e. translating a virtual
geometry into physical objects in a direct fashion. A key aspect of AM is that the virtual-
to-physical translation takes place—regardless of geometrical specifications—without
having to adjust the manufacturing process itself. Additionally, AM saves the costs
associated with expensive molds and/or enables the production of designs that cannot
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1.1. ADDITIVE MANUFACTURING OF CERAMICS

be molded or fabricated otherwise. To do so, typically, the virtual volume is divided into
a series of two-dimensional cross-sections with a finite thickness that are fed into the
AM apparatus. The most prominent differences that distinguish one AM technology
from the other are the used material and (inter- and intra-) layer-bonding method. The
most generally accepted grouping method (adopted into ASTM and ISO standards) is
based on commonality in machine architecture and material transformation physics and
defines 7 process categories [19], which are:

Vat photopolymerization; uses a vat of liquid photopolymer resin that is cured,
i.e. solidified, by a selective supply of energy.
Powder bed fusion; where powder material in a container is directly sintered or
melted together.
Material extrusion; an extrusion process using a nozzle to directly deposit material
in a certain pattern.
Material jetting; which is equivalent to regular ink-jet printing in a multi-layered
fashion.
Binder jetting; a process which combines a powder bed with a jetting process. The
binder material is selectively added to generate the bonded cross-section.
Sheet lamination; starts with sheets of material which are deposited one at a time.
Direct energy deposition; uses a combined energy and material deposition device
to, respectively, process and deposit the material simultaneously.

In principle, techniques exist in all of these categories that can be used to produce
ceramic components [7, 16, 20–22].

The technique that is considered in this thesis is vat photopolymerization (VP), which
provides considerable benefits regarding surface finish and resolution [23, 24]. The basic
principle of VP is illustrated in Fig. 1.2. The process starts with the deposition of a layer
of a photoactive resin, as indicated in Fig. 1.2a. There are numerous techniques to do
so, all devised in attempts to generate an as-flat-as-possible layer [25]. After this so-called
recoating-step—the step where an untreated coating, i.e. layer, is (re-)applied—irradiation
(Fig. 1.2b) starts. By irradiating selectively with UV-light, the photopolymerization
reaction is initiated in the intended areas, thus only solidifying the component’s cross-
section. Figure 1.2 illustrates the irradiation process for a scanning-laser based approach;
an alternative approach is a projection-based system which cures an entire layer at
once [26]. After a layer is completely irradiated, the build platformmoves downwards
(Fig. 1.2c) and the process repeats itself (Fig. 1.2d-f), layer after layer. In contrast to the
free-surface and top-down irradiation system depicted in Fig. 1.2, inverse systems also
exist. In these so-called bottom-up or constrained-surface systems, the component is
suspended to the build-plate which moves upwards, while the irradiation originates from
underneath a transparent base of the vat.

In order to use this (polymer-based) process for the fabrication of ceramic
components, a number of pre- and post-processing steps are required, as indicated in
Fig. 1.3. The different process steps will be elaborated in the following, with analogies
to conventional techniques to provide some common ground in processing of ceramics.

3
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INTRODUCTION

(a) (b) (c)

(d) (e) (f)

Figure 1.2 Illustra on of the VP process. The process starts with the deposi on of a layer
of resin (a), a er which selec ve irradia on starts (b,c). As soon as the layer is
completed, the build plate moves downward and the process repeats itself (d-f).

Whereas the regular VP process starts with a UV-curable resin, which typically consists of
a monomer and a photoinitiator, a high solid loading of ceramic powder is dispersed into
the resin in the initial process step for VP of ceramics. The resulting highly viscous fluid
is termed a slurry and serves as feed material into the VP process. Additional components
that may be added to the resin/slurry to tailor illumination properties or facilitate
the recoating behavior are, e.g., an inert dye, diluent, dispersant and/or plasticizing
agent [27–29]. The preparation of a powder filled suspension is essentially a form of
gel casting [30]. For successful subsequent post-processing, a ceramic volume fraction
of at least 50 vol.% is required. The second step in the process is the actual printing
process, cf. Fig. 1.3, which in its simplest form represents a repetitive tape casting process,
where a very thin and uniform layer of slurry is (also) deposited by a recoater and then

resin
slurry

prepara on
ceramic VP debinding sintering

ceramic
powder

slurry

digital
part

geometry green
part

ceramic
part

pyrolyzed
part

Figure 1.3 Overview of the steps involved in the ceramic addi ve manufacturing process
through vat photopolymeriza on. This thesis solely focuses on the highlighted
ceramic VP process.
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solidified [5, 31]. As soon as the final layer is cured and the AM process is completed,
the printed parts—a build job typically contains a large number of components, closely
packed together—need to be harvested from the build-plate and uncured slurry should
be removed in a cleaning step. What remains are polymer-ceramic composite parts in
the green phase, which is an intermediate phase in the ceramic forming process. This
concludes the geometrical shaping step in the fabrication process of ceramics. Two post-
processing steps are still required, as illustrated in Fig. 1.3. Firstly, the polymer binder
material is removed in a debinding step at an elevated temperature, i.e. through pyrolysis;
a subsequent high-temperature sintering provides the final ceramic component [32–35].
Shrinkage occurs during the transformation from polymer matrix with powder filler
to the (ideally fully dense) solid ceramic component. These steps equally apply to the
ceramic injection molding process [31].

Provided that extensive knowledge is available on the pre- and post-processing
steps in the field of polymer-derived ceramics, this thesis solely focuses on the additive
manufacturing step itself, i.e. as highlighted in Fig. 1.3. This choice is further motivated
by the finding that the green body formation is of utmost importance for the quality of
the resulting ceramic component, as each defect introduced in this phase persists even
after successful sintering [36].

The VP process is a very interesting process frommany points of view—even more
so with a powder filler. Regarding the length-scales in the printer, the smallest relevant
dimension is either the UV wavelength (~400 nm) or the size of the powder inclusions,
depending on the slurry formulation [37]. Subsequent relevant length-scales originate
from the AM process, i.e. layer thicknesses are tens of μm, while multi-layer part sizes
may reach (many) cms.

Based on the multitude of relevant physics, ceramic VP is a particularly intriguing
process. In a traditional VP process, the relevance of the wavelength is limited to the
absorption efficiency of the photoinitiator. For filled resins, this is a relevant parameter
for light scattering as well, as the magnitude of the light scattering is dominated by the
difference in characterstic length-scale of the inclusion and the light’s wavelength [38,
39]. Additionally, the contrast between the refractive index of the resin and the ceramic
inclusion plays a prominent role [31, 40–43]. As shown experimentally, the resulting
cured polymer geometry can be considerably different from the expected geometry—
based on the input light source and the unfilled resin’s absorption. Typically, in ceramic
filled resins, the solidified contour becomes (much) wider while its depth reduces. This
broadening effect is illustrated in Figure 1.4 [31]. Light penetrating into the resin/slurry
induces the photopolymerization reaction, transforming monomers to long-chained
polymers.

The resulting mechanical properties of the green part are determined by the
progress (and even trajectory) of the chemical reaction, i.e. the degree of conversion,
and the molecular structure of the polymer formed, in terms of the amount of
crosslinking between the (long) polymer chains [23, 44–50]. In the end, the presence
of residual monomer is highly undesirable in the printed component [51]. The
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schema c of curing

area illuminated

glass slide

cured polymer line
adhering to slide

low RI contrast low RI contrast low RI contrast high RI contrast high RI contrast

500 μm

E0=54 mJ cm-2 E0=203 mJ cm-2 E0=608 mJ cm-2 E0=203 mJ cm-2 E0=608 mJ cm-2

Figure 1.4 Solidified contour for silicon dioxide (SiO2) using two different resins with varying
refrac ve index, i.e. low and high contract with the powder filler. Addi onally, the
effect of different energy doses (E0) is depicted. Slightly adapted from [31].

photopolymerization reaction itself is an exothermic reaction [44]—which, as such,
generates heat—and induces shrinkage by a reduction of inter-molecular spacing [52, 53].
While the matrix material evolves upon irradiation by the light source, from a mechanical
point of view the solid inclusions are inert. Concerning the temperature evolution, the
inclusions (mainly) serve as a heat sink.

These contradictions make the multi-physical process even more intricate. This is also
illustrated by the recoating step, where a higher viscosity needs to be considered and the
presence of solid inclusions increases the shear forces [16].

A similar assessment can be made on the relevant time-scales. The transit time of
light, i.e. a photon, through a layer is of the order of a picosecond (~10−12 s), whereas
the kinetic reaction duration is typically in the order of (several) microseconds (~10−6 s)
for a laser scanning system and up to (a few) seconds for a projection-based system, due
to the lower intensity input [19, 54]. It is expected that other physical phenomena are
coupled to the reaction time. As soon as the layer irradiation is completed, a new layer is
added and the process is repeated at another relevant time-interval, until the component
is completed—after the largest relevant time-scale.

1.2 Scope, state-of-the-art and objective

The complex multi-scale and multi-physical nature of the vat photopolymerization
process for ceramics is not sufficiently understood. Key challenges that limit the
adoption of AM for the fabrication of ceramics are to increase the monolithic part
density, printable component size and wall thicknesses, to prevent crack formation
and the requirement to print ‘predictive’ geometries [16]. Examples of defects that
occur in the ceramic VP process are illustrated in Figure 1.5 [23, 28, 45, 55]. For AM
in general, the variation in product quality from part-to-part and print-job-to-print-
job, i.e. repeatability, and the speed of the printing process, i.e. productivity, are limiting
factors. In order to advance the current state-of-the-art of AM, modeling, sensing and
control are considered of utmost importance [57].

The research in this thesis is part of a triptych, which combined covers all these focus
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1 cm 1 mm 1 mm

(a) (b) (c)

1 mm

(d) (e) (f)

Figure 1.5 (a) and (b) show an airfoil mold in the green phase, with a silica powder filler.
The crack shown in the close-up view in (b) is depicted a er sintering in (c).
Slightly adapted from [55, 56]. An example of warpage is shown in (d) for silica
in the green phase [45]. (e) provides an example of debonding in a post-sintered
alumina sample (note that 25 μm thick layers were used in the VP process) [28].
A cracked zirconia sintered sample is shown in (f) [23].
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areas. Firstly, the work of Kozhevnikov et al. [58, 59] addresses the modeling of the
recoating process. Bottom-up VP systems provide a nice flat layer, but as soon as the
cross-sectional area increases the bonding force becomes too high. In a top-down system
the latter issue is resolved, but it becomes more challenging to obtain a flat layer, which
is where the modeling approach comes in. The second research line, i.e. the work of
Hafkamp et al. [25, 60–62], uses a systems engineering approach to integrate sensing
and control into the VP apparatus, with the focus mainly directed towards the (closed-
loop control of the) photopolymerization reaction. The research in this thesis completes
the triptych—it might be considered the middle section, with respect to the other two
research lines—through the modeling of the photopolymerization process. With the use
of a dedicated finite element model, the photopolymerisation process will be simulated
to obtain a physically based description of the mechanical properties of the printed, green
product. The motivating assumption herein is that the quality of the green product,
i.e. its structural properties, the presence of residual stresses and thermal effects, is of
paramount importance for the final product.

Essentially, the application of numerical modeling approaches to improve the
understanding of the VP process (for unfilled resins) is not new. A broad range of
techniques—both mathematical and numerical—has been applied by several authors,
starting from Jacobs’ cure depth (exposure threshold) model [54]. In subsequent works,
a distinction can be made between two different alternative approaches. Attempts to
(i) capture the effect of the layered nature of the AM process (using the finite element
method) while considering individual layers as homogeneous [55, 63–65] or those that
(ii) incorporate more detailed physics affecting the spatial evolution of the degree of
conversion as a function of the illumination source [66–75]. Whereas the first category
of approaches is applicable for AM in general, the latter type of models is tailored
towards VP. Examples that attempt a similar approach for powder filled resins are more
scarce. A notable exception is Ref. [76], where experimental work is used to determine
the apparent irradiation characteristics of the filled resin in order to predict the solidified
contour. More common are empirical approaches that account for the presence of
inclusions—and for the associated broadening (and shallowing) of the cure width (and
depth)—by extending the exposure threshold model developed by Jacobs [31, 41, 43,
77].

Generally speaking, these approaches have a number of limitations. The threshold
cure model, for example, is a binary (uncured/cured) model which does not allow
for nuance in the evolution of mechanical properties. On the other hand, the general
approaches (which capture the layered nature of the AM process) are efficient in
modeling at the entire part-scale, but are based on the assumption of a homogeneous
effective shrinkage. As a consequence, these models are restricted to a certain (predefined)
set of process parameters. Additionally, to efficiently capture the layered nature of the
process, the finite element mesh is generated in advance, based on the target geometry.
The predicted printed geometry is therefore merely a deformed version of the target
geometry, whereas the process physics, e.g., illumination profile, light absorption and
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scattering, can induce a significant deviation. Lastly, the models that account for detailed
process physics are typically restricted to a few (two-dimensional) layers and only predict
the (evolution of the) degree of conversion. There are no models available in literature
that account for the presence of the powder filler on the thermo-chemo-mechanical
response of the slurry.

On the basis of the state-of-the-art of modeling of ceramic VP described above, the
following research questions (RQs) are addressed in this thesis:

RQ. I What are the relevant physics in the ceramic VP process and how can these be
captured accurately and efficiently?

RQ. II How does the presence of the inclusions influence the VP process at the
particle-length-scale?

RQ. III What is the effect of the geometry of the ceramic powder filler in the VP
process?

RQ. IV How can the broad range of relevant length- and time-scales be simulated
accurately and efficiently?

RQ. V How can the printed geometry, i.e. the solidified volume including its
distortion/defects, be predicted qualitatively?

1.3 Outline of the thesis

In order to answer these RQs, this thesis is structured as sketched in Fig. 1.6. The multi-

Ch. 2 Ch. 3 Ch. 4 Ch. 5

Figure 1.6 Graphical overview of the scope of individual thesis chapters.

physical description of the problem will first be addressed in Chapter 2. A Gaussian
laser will serve as energy source into the two-dimensional model problem, of which the
dimensions are smaller than a (typical) layer thickness. In Chapter 3, the step towards
the actual three-dimensional setting is made. Through a parametric approach, the
influence of the particle geometry on the photopolymerization reaction emanating as a
result from a homogeneous irradiation is investigated. Furthermore, the predictive value
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of two-dimensional analyses is evaluated for the three-dimensional physical problem.
Chapter 4 translates the findings of Chapters 2 and 3 to a multi-layer three-dimensional
laser scanning ceramic VP process. To capture the relevant effects efficiently, a multi-
scale approach is applied which distinguishes between a microscopic, mesoscopic and
macroscopic length-scale. The work in Chapters 2 to 4 captures the expected trends
while providing interesting insights. Chapter 5 provides a first attempt to qualitatively
validate the developed modeling framework. The predictive capability is assessed for an
unfilled resin, printed using a bottom-up projection-based system, through geometrical
comparison with experimentally obtained printed components. Finally, the thesis is
concluded and remaining questions and challenges are highlighted in Chapter 6.
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2
Multi-physical modeling of the

photopolymerization process with a ceramic
filler

Abstract
Additive manufacturing (AM) of ceramics through vat photopolymeriza-
tion is a promising technique in which a ceramic filled photopolymer is selec-
tively solidified in a layer-wise manner towards the final part geometry. Large
scale adoption and optimization of AM for ceramics requires an in depth
understanding of the process, which is pursued through a theoretical-numerical
approach in this work.

A modeling framework is proposed that integrates the coupled effect of
four relevant physical mechanisms: (i) light propagation through the hetero-
geneous matter; (ii) conversion of the photopolymer; (iii) thermal effects
and (iv) evolution of mechanical properties upon solidification. Interest-
ingly, the inclusion of ceramic particles (compared to the regular vat photopoly-
merization process) has a marked influence for each individual physical mech-
anism. Even though the individual key ingredients are established, the coupled
and integrated framework provides innovative insights, demonstrating how
difficult it is to achieve homogeneous polymerization for ceramic-filled resins.

Reproduced from: Westbeek, S., van Dommelen, J. A. W., Remmers, J. J. C. & Geers, M. G. D.
Multiphysical modeling of the photopolymerization process for additive manufacturing
of ceramics. European Journal ofMechanics - A/Solids 71, 210–223 (Sept. 2018)
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MULTI-PHYSICAL MODELING OF THE PHOTOPOLYMERIZATION PROCESS

2.1 Introduction

The speed at which rapid prototyping evolved to additive manufacturing (AM), or 3D
printing, illustrates how strongly its potential evolved in the past decade[19]. Many
different AM technologies exist to fabricate ceramics [4]. The different techniques can
be classified into seven distinct categories according to ASTM/ISO standardization
[19]. The majority of the research has, however, focused on the development of porous
structures. A twofold justification can be recognized for this [16]. On the one hand, the
most logical motivation is that AM distinguishes itself from conventional production
techniques by enabling of complex shapes with controllable porosity. On the other hand
many of the available techniques are intrinsically suited for targeted shapes and detailed
structures. For the particular additive manufacturing technique considered here, i.e. a
patterned photopolymerization of individual layers (termed vat photopolymerization or
stereolithography), these trends can also be recognized [31].

In order to produce ceramic parts through vat photopolymerization, additional
processing steps are introduced, as illustrated in Fig. 1.3. Initially, ceramic powder is
mixed into the photopolymeric solution to a high filling degree such that a viscous
suspension, a slurry, is obtained. Based on a three-dimensional computer model of the
desired geometry, the subsequent vat photopolymerization is a repetitive process of
depositing a layer of slurry, selective illumination by UV light and lowering the building
platform [54]. This AM technique ultimately results in the so-called green part, which
can be considered as an intermediate composite part of ceramic inclusions in a polymer
matrix. To retrieve the final dense ceramic, a subsequent pyrolysis and sintering step are
required at different elevated temperatures, respectively to evaporate the polymer binder
and sinter the dense monolithic part.

The addition of ceramic inclusions has a profound effect on the relevant physical
processes in the stereolithography step. Starting already with the layer deposition, i.e.
recoating, the higher viscosity needs to be considered since it increases the shear forces
[16]. Upon illumination, the inclusions introduce significant light scattering, which
is dominated by the difference in refractive index between the resin and the ceramic
[31, 40–43]. As shown experimentally, the resulting cured polymer geometry can be
considerably different from the expected geometry for unfilled liquids (as a function
of the light source). Furthermore, the addition of solid particles reduces effective
shrinkage, counter-acted by the polymerization shrinkage, which leads to increased stress
concentrations.

Generally, the limiting factors in the wide adoption of AM in industry are
reproducibility, productivity and scalability [57]. For ceramics in specific, the main
challenges are: increasing the monolithic part density, increasing feasible product sizes
and wall thickness and avoiding the formation of cracks [16]. A better understanding of
the ceramics stereolithography process, in this case pursued through numerical modeling,
is considered key in overcoming these problems [57].

Such a modeling approach should include the physical processes mentioned above.
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Different authors have used numerical modeling to improve the understanding of the
stereolithography process, starting from Jacobs’ cure depth model [54]. In subsequent
works, a distinction can be made between attempts to capture the effect of the layered
nature of the AM process [55, 63–65] or to incorporate more detailed physics affecting
the polymerized profile as a function of the illumination source [66, 68–70, 79].
Whereas the first category of approaches is applicable for AM in general, the latter type
of models is very specific for a certain AM technique. In comparison, for the modeling
of laser powder bed or direct deposition processes the laser-material interaction induces
sintering or melting directly by an increased temperature [80, 81].

The model presented in this chapter can be classified among the latter category, but, to
the authors’ knowledge, distinguishes itself in developing a framework that relates light
penetration via conversion to the buildup of mechanical properties, with full account
for the presence of the inclusions. At the same time, the effect of secondary physical
phenomena such as generation of heat, chemical/thermal strain and the development
of internal stresses can be accounted for. The theoretical formulation of this framework
will be addressed first, after which dedicated verification steps of the implementation
are conducted. The relevance of the developed model will be demonstrated using an
academic example problem.

2.2 Physical and mathematical framework

The photopolymerization process of the filled resin is a complex multiphysical process.
This section addresses the relevant physical ingredients of the modeling approach,
followed by a description of the proposed multiphysical coupling.

2.2.1 Illumination

The first relevant phenomenon is the light scattering introduced upon illumination/
irradiation of the slurry. Before addressing the particulate medium, the conventional vat
photopolymerization modeling process for homogeneous media is reviewed.

Absorption In a homogeneous medium without the presence of scatterers, the
attenuation of light is typically absorption dominated [82]. In that specific case, the
absorbance a is formulated through the Beer-Lambert law as [83]

a = − log
(

I
I0

)
= a[C∗]l, (2.1)

where I0 and I are the incident intensity and the intensity at depth l into the sample,
respectively, a is the molar absorptivity and [C∗] the concentration of the absorbing
species. A relation providing the irradiance at a particular depth in the sample is obtained
by rewriting Eq. (2.1) as [44, 84]

I(l) = I0e− ln(10)a[C∗]l = I0e−αl [W/m2] , (2.2)
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in which α = ln(10)a[C∗] denotes the absorption/attenuation coefficient.
Within the field of vat photopolymerization, a modified version of Eq. (2.2) is often

applied, which uses the so-called penetration depthDp [54] as

Dp =
1

ln(10)a[C∗]
. (2.3)

Substituting the latter into Eq. (2.2) gives

I(l) = I0e−
l/Dp , (2.4)

from whichDp can be interpreted as the depth where the irradiance has reduced to about
37 % (cf. e−1 = 0.3679) of the initial value [19, 54].

Wavelike behavior The impact of the inclusions on the vat photopolymerization
process of ceramic filled resins has been clearly illustrated by e.g. Refs. [31, 40–43].
Experimental investigation shows that the ratio of cure depth to cure width decreases
both for increasing the illumination intensity and for an increase in refractive index
difference between the resin and the inclusions [31].

As already stated before, the Beer-Lambert law is no longer adequate if scattering is to
be accounted for. Different theoretical and numerical methods exist to incorporate the
effect of the ceramic inclusions. Due to the large filling fraction and the small difference
between light wavelength and particle dimensions, both in the order of 1 μm, a wave
description is required here [85, 86]. Phenomena such as interference and diffraction
play an important role in this regime, where the ratio of the feature size to wavelength
is smaller than ten. Refractive optics such as ray tracing are not able to capture these
phenomena and should be applied only when the scattering object is over 100 times the
size of the wavelength [85]. Additionally, the large filling fraction introduces so-called
multiple scattering which prohibits the application of single-scattering approaches such
as the theoretical Mie theory, which is only applicable for highly dilute suspensions [86,
87]. Within this work, the wave response is predicted by solvingMaxwell’s equations for
electromagnetics using the finite element method (FEM) [88, 89].

In a finite element framework, the Maxwell equations (which are a function of both
the magnetic and electric fields) are usually rewritten into a single formula. Constitutive
relations are used to eliminate the dependence of the electric field on the magnetic field
or vice versa [90–92]. In the former case, the equilibrium equation can be written as [93]

∇⃗ ×
(
1
μ
∇⃗ × E⃗

)
+ ε

∂2E⃗
∂t2

+ γ
∂E⃗
∂t

= − ∂⃗J imp

∂t
, (2.5)

where E⃗ is the electric field, μ the magnetic permeability, ε the electrical permittivity, γ
the electric conductivity, ∇⃗× the curl-operator and J⃗ imp the imposed electrical current
density and t denotes the time. By definition the total current density J⃗ is equal to
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J⃗ imp + γE⃗. When written in the frequency domain, under the assumption that the
electric field takes the form E⃗ (⃗x, t) = ℜ

(
E⃗(⃗x)eiωt

)
[93, 94], the relation yields

∇⃗ ×
(
1
μ
∇⃗ × E⃗

)
−
(
ω2ε − iωγ

)
E⃗ = −iω⃗J imp, (2.6)

where ω is the angular frequency. The imposed current density will be assumed zero in
the following. Furthermore, a separation of the material properties, i.e. μ, ε and γ into
μ0μr, ε0εr and γ0γr, is introduced, where the property x, i.e. either μ, ε or γ, can be
divided into a contribution in free space x0 with appropriate units and a relative one xr.
Additionally, the light wave number ζ in free space is introduced as [94, 95]

ζ0 =
ω
c0

= ω√μ0ε0 (2.7)

with c0 the speed of light in vacuum. This allows rewriting Eq. (2.6) as

∇⃗ ×
(

1
μr
∇⃗ × E⃗

)
− ζ20

(
εr −

iγ
ε0ω

)
E⃗ = 0⃗. (2.8)

The latter is often simplified further using a complex form of the permittivity, e.g.

ε̃r = εr −
iγ
ε0ω

. (2.9)

Since ceramics and polymers are typically dielectric, the relative magnetic permeability
μr is (very close to) unity [95]. Consequently, the complex relative permittivity can be
written as

ε̃r = (n− iκ)2 ≡ ñ2, (2.10)

such that the inhomogeneous vector curl-curl equation becomes [95]

∇⃗ ×
(
∇⃗ × E⃗

)
= ζ20ñ2E⃗. (2.11)

Note that the magnetic field can be (re-)obtained through the original Maxwell’s
equations, i.e. through Faraday’s law as [90, 93, 95]

H⃗ = − i
ωμ

∇⃗ × E⃗, (2.12)

where H⃗ is the magnetic field.
This notation is convenient in optics considering n = λ0/λ is the refractive index

and κ is the extinction coefficient of the material. As the name suggests, κ captures a
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similar phenomenon as the absorption coefficient α in Eq. (2.2), and they can be related
through [95–97]

κ =
αc
2ω

=
αλ
4π

. (2.13)

The electric and magnetic fields are related to the local intensity through the Poynting
vector

S⃗ = E⃗× H⃗∗, (2.14)

where H⃗∗ denotes the complex conjugate of H⃗. The intensity then follows from the
magnitude of the time averaged Poynting vector [94, 95, 98], i.e.

I = ∥⟨⃗S⟩∥ =

∥∥∥∥ 12ℜ{E⃗× H⃗∗
}∥∥∥∥ . (2.15)

In the limit case of a homogeneous (non-scattering) medium, Eq. (2.15) and Eq. (2.2)
provide the same intensity field information. For heterogeneous media, Eq. (2.15)
provides the near-field information required to describe the polymerization process.

2.2.2 Polymerization

The light energy flux propagating through the resin is a direct initiator for the
polymerization reaction. In order to quantify polymerization, a degree of conversion is
defined based on the current and initial monomer concentration [53] ([M] and [M]0,
respectively) as

p =
[M]0 − [M]

[M]0
. (2.16)

To relate the conversion to the intensity a rate type kinetic evolution equation will be
used.

Cure kinetics The resins that are generally used in vat photopolymerization of ceramics
are acrylate-based [31], which implies kinetics of the free-radical (chain) polymerization
type [99]. A reaction of this type consists of three sequential steps, thus called a chain
reaction, i.e. initiation, propagation and termination.

The initiation step begins with the creation of free radicals by the initiator molecule.
The rate of radical generation is driven by the amount of light absorbed [44, 100]. A
generally used expression for this is written in terms of the rate of initiationRi as

Ri = 2ψIa, (2.17)

where ψ is the quantum yield for initiation and Ia the absorbed light intensity [99]. The
primary or initiator radical reacts with a monomer to form the chain-initiation species.
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During propagation the initiated chains grow into long chains. At some point
the propagation reaction arrests and termination occurs. This phenomenon mainly
originates from two reactive species, combining into a non-reactive polymer. As a result
from the propagation reaction, the monomer concentration decreases as the conversion
progresses, which forms the motivation for Eq. (2.16).

Formally, the monomer evolution can be specified as

−d[M]

dt
= Ri + Rp, (2.18)

whereRp is the rate of propagation. The rate of monomer disappearance, which is
identical to the rate of polymerization, is thus equal to the rate of propagation. In order
to derive an equation for the monomer evolution, the rate of propagation is written as

Rp = kp[M ][M] (2.19)

where kp is the rate constant for propagation and [M ] is the concentration of chain
radicals. Subsequently, a steady-state assumption is made on the concentration of radicals
[53, 99, 100], i.e.

Ri = Rt = 2kt[M ]2, (2.20)

with kt the rate constant for termination. Eq. (2.20) provides a relation for [M ] as
a function ofRi, which, together with Eq. (2.17), can be substituted in Eq. (2.19) to
obtain

Rp = −d[M]

dt
= kp[M]

(
ψIa
kt

)1/2

. (2.21)

Such a formulation allows to account for temperature dependent effects through
the kinetic parameters, by expressing them as an Arrhenius-type relationship [99].
Accounting for e.g. oxygen as an inhibitor species can also be done [70]. Furthermore,
it is possible to account for photobleaching of the solution through a time-dependent
(absorbed) intensity, which is caused by the depletion of the initiator [71–74].
Additionally, the polymerization may effect the refractive index of the polymer [101].

In the following, the cure kinetics are simplified further by lumping the different
parameters in Eq. (2.21). The polymerization rate is then written as

Rp = −d[M]

dt
= P

√
I[M], (2.22)

whereP is the lumped polymerization constant, i.e. no time dependence is accounted
for, and the absorbed intensity Ia is replaced by the actual intensity I. Note that the latter
implies that the absorbed intensity Ia is assumed to be a constant fraction of the actual
intensity I. Diffusional effects are not accounted for.
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2.2.3 Thermodynamics

In a typical photo-polymeric suspension, heat generation is twofold. Firstly the
photopolymerization reaction is exothermic, thus generating heat. Secondly, light
absorption by the photoinitiator or its decomposition products, the dye, the monomer
or polymer constitutes a thermal source. However, due to transparency for ultraviolet
wavelengths, the absorption of most monomer and polymers is negligible in the
considered regime.

The energy balance equation which incorporates these effects is adapted from [44] as

ρcp
dT
dt

= ∇ · (k∇T)− ΔH
d[M]

dt
+ aI[C∗], (2.23)

where the first two terms are the standard heat conduction terms, the third is the
exothermic heat generation by the reaction and the last term accounts for heat generation
by light absorption. The terms ρ, cp and k in the first two terms correspond to the mass
density, the heat capacity and the thermal conductivity, respectively. In the latter terms
of Eq. (2.23), ΔH is the polymerization heat and a is the molar absorptivity. Under the
assumption that the initiator is the only absorbing species, the latter [C∗] can be replaced
by [In]. It can also be noticed that the formulation in Eq. (2.23) does not contain direct
heat sources and mechanical dissipation is neglected. Thermal equilibrium is also
required in the formulation of the constitutive behavior for the inclusions, although be it
without source terms. Consequently, the description for the inclusions is limited to the
first two terms in Eq. (2.23). Note that a perfect interface between the two materials is
assumed, i.e. the presence of voids or other irregularities is not accounted for.

2.2.4 Mechanics

In this work the mechanical response is linear elastic and restricted to small deformations.
The total strain tensor ε is decomposed according to

ε = εe + εch + εth, (2.24)

into an elastic, chemical and thermal component, respectively. This is sufficient to
illustrate the effect of the coupling between individual phenomena. Note that both
matrix and inclusions undergo thermal strains, but εch is limited to the resin. Explicitly
accounting for the individual components’ behavior through a full-field approach
provides insights into e.g. the residual stress development.

Chemical shrinkage An effect that occurs upon conversion of monomer molecules
into long polymer chains is the contraction of inter-molecular spacing. Specifically,
the distance corresponding to the van der Waals interaction is replaced by a reduced
intra-molecular covalent bond [52, 53]. The amount of volumetric shrinkage ΔV

V can
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be estimated semi-analytically as a function of the conversion, through [102]

ΔV
V

= 22.5p
∑

i
(
fi χi
)

Mmi χi
ρ, (2.25)

where fi, χi andMmi are the monomer functionality, mole fraction and molecular mass,
respectively, p is the degree of conversion which follows from Eq. (2.16) and ρ is the
initial density of the monomer mixture. The factor 22.5 is the experimentally derived
volume change per mole of the reacting group [55, 102, 103], which is here assumed to
be an acrylate. The linear shrinkage strain can then be written as

εch =
1
3
ΔV
V

I, (2.26)

where isotropic shrinkage is assumed and, correspondingly, I is the unit tensor. In the
following this is reformulated as

εch = pεch,maxI, (2.27)

with εch,max following from Eqs. (2.25) and (2.26) with p = 1. Whereas this assumes
a linear and direct relationship between conversion and shrinkage, models where the
shrinkage lags behind the conversion also exist [104], albeit that these models are often of
a phenomenological nature. Note that the ceramic inclusions do not undergo a chemical
transformation, i.e. the chemical shrinkage is restricted to the resin.

Thermal expansion The thermal strains are formulated according to the classical
isotropic form

εth = υ (T− Tref) I, (2.28)

where υ is the thermal expansion coefficient of the material and T and Tref the current
and reference temperature, respectively. Thermal straining affects both the resin and the
ceramic inclusions, each with its respective thermal expansion coefficient.

Solidification The build-up of mechanical properties in the matrix material is referred
to as solidification, i.e. the elongation and cross-linking of polymer chains upon
(photo)polymerization introducing solid-like behavior. Generally, the point where
the material transforms from a liquid into a solid is termed the gel-point. From this
point onward a direct relation between the conversion level and the elastic [54, 105],
viscous [106–108] or even plastic properties [109] exists.

Transient phenomena will be ignored here, i.e. the solidification only consists in a
conversion dependent Young’s modulus. The relation between conversion and elasticity
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is taken direct and linear from the gel-point pgel onwards [107], where the stiffness up to
the gel-point is assumed to be e0Epol with e0 ≪ 1. Mathematically this reads as

E(p) = e0Epol for p < pgel

E(p) =
(

1− e0
1− pgel

(
p− pgel

)
+ e0

)
Epol for p ≥ pgel

(2.29)

where E(p) is the conversion dependent Young’s modulus of the monomer/polymer.
The resin and inclusion’s stress tensors σ are related to the elastic strain tensors ε
through the classical isotropic Hooke’s law. Other mechanistic properties, such as the
coefficient of thermal expansion, are taken constant, i.e. independent of the conversion,
for simplicity.

2.2.5 Coupling of physical phenomena

The complete coupling between all phenomena introduced in the previous Sections 2.2.1
to 2.2.4 is illustrated in Fig. 2.1. A key assumption in the formulation of the
multiphysical framework is the separation of time scales by separating between the
frequency and time domain. This is justified by the large difference in time scales of the
light propagation and the kinetics. For a vector scanning technique, as considered here,
the transit time of a photon through a layer is in the order of a picosecond (~10−12 s),
whereas the kinetic reaction duration is typically of the order of (several) microseconds
(~10−6 s) [19, 54]. It is expected that the other physical phenomena are coupled to the
reaction time.

Electromagnetic Waves
Light propagation

Degree of Conversion
Photopolymerization kinetics

Mechanics
Prescribed material behavior

Thermal equation
Heat transfer and/or generation

Time DomainFrequency Domain

Intensity

p

d[M]
dt

T

Photobleaching, ΔRI

Kinetics

Figure 2.1 Overview of the proposed mul physical coupling. Dashed lines have been
men oned in Sec on 2.2 but are currently not incorporated in the modeling
framework.
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From a numerical point of view, this implies that a steady-state response is obtained
for the light propagation in the harmonic frequency domain, corresponding to the light
source conditions. Subsequently, Eq. (2.15) is used to extract the effective time average
intensity field, which provides the required input for the time-domain simulation of the
chemical conversion (and absorption heat) and the emanating phenomena indicated in
Fig. 2.1.

2.2.6 Implementational aspects

SolvingMaxwell’s equations in a finite element framework imposes additional
requirements on the discretization. In order to properly resolve the wavelike behavior,
a minimal number of 10 elements is required over the wavelength [94], whereas the
actual wavelength inside the different constituents is typically reduced by a refractive
index> 1, according to λ = λ0/n. This clearly poses a restriction on the feasibility
of solving large structures, considering the wavelength of the applied UV light is only
approximately 400 nm. Restricting the simulation to a finite domain requires special
absorbing boundary conditions to prevent scattering from the bounding frame. This
requirement is incorporated in the form of a so-called perfectly matched layer (PML)
[110]. Furthermore, in order to prevent spurious solutions in inhomogeneous media,
a special type of elements is used with degrees of freedom assigned to the edges instead
of the nodes, referred to as edge elements. The requirement for these vector or Nédélec
elements originates from the lack of enforcement of the Maxwell divergence condition
by regular nodal elements, which has been described in detail in Refs. [90, 91, 111, 112].
The complete modeling framework as depicted in Fig. 2.1 is implemented in the finite
element package Comsol 5.0 [113]. A fully-coupled approach is used, employing a direct
solver. The backward Euler time stepping is automated through a variable-order variable-
step-size backward differentiation algorithm [113]. No special measures were required to
ensure stability.

2.3 Verification

Before investigating the different physical phenomena in the example problem considered
in Section 2.4, the correctness of the numerical framework is assessed first. To do so, the
different components of the modeling framework are compared to analytic solutions
using identical parameter-sets in the following.

2.3.1 Intensity

An important component of the proposed model (cf. Fig. 2.1) is the electromagnetic
wave description, particularly the near-field information predicted for the intensity
field. It remains to be verified whether the numerical implementation of the Maxwell’s
equations correctly approximates the expected scattering. To this purpose, the predicted
result for a single scattering particle is compared to the analytic near-field Mie theory
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Figure 2.2 Comparison of results for the field intensity obtained from the present framework
and MatScat for a par cle with r = λ, ε̃r = 4− 0.5i. Intensity is normalized by
the source intensity. Streamlines of the Poyn ng vector are depicted in white.

implementation by Schäfer et al. [114]. An example result is shown in Fig. 2.2. Here
the matrix material and the particle have a (complex) relative permittivity of ε̃r = 1
and ε̃r = 4 − 0.5i, respectively. In the current example, absorption by the polymer is
neglected. The input source is a homogeneous plane wave propagating towards the right
with a polarization in the direction perpendicular to the xy-plane, i.e. the out-of-plane z-
direction. Note that in the case of a polymer matrix, this material would also absorb light,
i.e. have a complex component in the permittivity, but the implementedMie theory does
not allow for this. The radius of the particle is equal to the wavelength λ = 400 nm. In
order to visualize the results in Fig. 2.2a, the field data obtained with the implemented
numerical framework was interpolated using natural neighbor interpolation.

The depicted intensity profile and power flow lines in Fig. 2.2 clearly reveal that
the wavelike behavior, e.g. not only refraction and attenuation but also diffraction,
is correctly captured. The mean difference in the depicted field (also accounting
for interpolation errors) is only 1%. Fig. 2.2 also emphasizes the relevance of a wave
description for these length scales.

2.3.2 Conversion

The polymerization model is implemented through the Comsol PDE interface [113]. In
order to verify this part of the implementation, a domain is polymerized by a constant
and homogeneous intensity field I0. This allows for an analytical solution for d[M]/dt
derived from Eq. (2.22) as

d[M]

dt
= −[M]0P

√
I0 e−P

√
I0 t . (2.30)
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and the analy c form resul ng from constant intensity illumina on of I0. Values
are normalized by d[M]

dt (t = 0) from Eq. (2.30).

Due to the homogeneous intensity, the considered domain can be from one to three-
dimensional. Eq. (2.30) is then compared to the evolution of the numerically derived
P
√
I0[M]. Parameter values as specified in Tables 2.1 and 2.3, with I0 = Imax are used.

Furthermore, because d[M]/dt enters the thermal balance in Eq. (2.23), the numerical
time derivation is also included in the comparison. The solution for a two-dimensional
domain of 1 × 1 μm2 is shown in Fig. 2.3. Small deviations from the analytic result
are observed in Fig. 2.3, particularly where the slope is the highest, but overall the
correspondence is adequate.

2.3.3 Temperature

A similar approach compared to the previous conversion verification in Section 2.3.2
with a homogeneous illumination is also used in the thermal verification assuming
thermally insulated boundaries. The result of this comparison is shown in Fig. 2.4 for
a homogeneous 1 × 1 μm2 domain where the analytical (combined) prediction is derived
from Eq. (2.23) as

T = T0 +
1
ρcp

ΔH[M]0

(
exp
(
−tP

√
I0
)
− 1
)

︸ ︷︷ ︸
chemical

+ aI0[In]0t︸ ︷︷ ︸
absorption

 (2.31)

Parameter values are again adopted from Tables 2.1 and 2.3 with I0 = Imax.
For the depicted absorption contribution to the temperature profile, the chemical
component is set to zero and vice versa. The large temperature increase seen in Fig. 2.4
results from the material parameters and can also be seen in Ref. [44]. It is clear that the
contribution of heat from absorption is less significant compared to the exothermic heat
for the considered light intensity. Again, Fig. 2.4 shows adequate correspondence of the
numerical results compared to the analytic prediction.
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Figure 2.4 Comparison of the numerically obtained temperature increase with the analy cal
solu on in terms of the absorp on, exothermic and combined heat.

2.3.4 Stress

Upon solidification, the polymer resin generally shrinks, as clarified in Section 2.2.4. At
the same time, due to the exothermic nature of the reaction, thermal expansion occurs.
As these strains, together with the conversion dependent mechanical properties, induce a
stress build-up in the photopolymerization process, it is key to account for the combined
effect correctly. This is illustrated in Fig. 2.5 for the same homogeneous 1 × 1 μm2

domain. The square domain’s lower left corner is fixed, while the bottom edge is only
constrained in the vertical direction. The left, right and upper edge are unconstrained.
Fig. 2.5 depicts the stresses predicted numerically in a constrained, i.e. plane strain z-
direction and compares them to the analytical result. The analytical stress components
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Figure 2.5 Comparison of the numerically obtained stress with the analy cal response in
the constrained (plane strain) z-direc on, for the thermal, chemical and combined
components. The difference is the propagated error from the polymeriza on and
thermal predic on.
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in the constrained direction can be obtained as

σz,ch = −εch,maxpE (2.32)

and

σz,th = −υ (T− Tref)E, (2.33)

where E = E(p) through Eq. (2.29) and T = T(p) through Eq. (2.31). The initial
zero slope of the lines depicted in Fig. 2.5 at t = 0 s illustrates the effect of the gel-point.
Note that the numerical prediction uses the previously discussed addressed numerical
values as input. The difference between the numerical and analytical value is therefore
the error that propagated through the polymerization and thermal model, starting from
the homogeneous intensity.

2.4 Application to an example problem

The goal of the example problem is to demonstrate the potential of the described
approach and to illustrate the influence of the ceramic inclusions in the
photopolymerization process. The necessary model input will be addressed in
Section 2.4.2, after which Section 2.4.3 discusses the results.

2.4.1 Problem description

In order to illustrate the effect of the ceramic inclusions, three distinct geometries are
considered, which are depicted in Figs. 2.6a to 2.6c: (1) an unfilled resin (Fig. 2.6a);
(2) a slurry with an inclusion filling fraction φ of 0.4 distributed in a hexagonal grid
(Fig. 2.6b); (3) a random distribution of particles with φ = 0.4 (Fig. 2.6c). The size
of the considered square domains is 11 × 11 μm2, whereas the particles have a uniform
diameter of 1 μm. The only difference between the different configurations is the
distribution of the ceramic inclusions, i.e. the properties and boundary/initial conditions
are identical. This allows to study the relevance of the particulate inclusions and the
randomness in their distribution. In the following, the unfilled resin, the matrix with
particles positioned in a hexagonal grid and the arbitrarily distributed geometry will be
referred to as case A, B and C, respectively.

Fig. 2.7 indicates the boundary conditions for the different physical models. The
boundary conditions for the electromagnetic simulation are depicted in Fig. 2.7a. The
top surface acts as a port for the incoming light intensity, which shows a Gaussian (laser)
profile with a maximum intensity Imax at x = 0. The profile’s spatial dependence is
formulated as

Iport = Imaxe
−x2/w20 , (2.34)

where w0 is the beam half width where the intensity drops to 1/e2 of the value on the
beam axis. The wave propagates in the negative y-direction with a polarization in the
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Figure 2.6 Example problem geometries with φ = 0 in (a) and φ = 0.4 in (b) and (c).

PML

Imax

(a) Electromagne c

dT/dn = 0

(b) Thermal (c) Mechanical

Figure 2.7 Light (a), thermal (b) and mechanical (c) boundary condi ons for the example
problems introduced in Fig. 2.6. The polymeriza on reac on (not depicted) is
limited to the resin and no flux occurs across the boundaries.

direction perpendicular to the xy-plane. Additionally, a Gaussian pulse is introduced,
entailing an explicit time dependence, such that Eq. (2.34) can be extended to

Iport = Imaxe
−x2/w20 e−(t−tmax)2/2τ2 (2.35)

where tmax is the time where the peak intensity occurs, and τ is a characteristic for the
width temporal of the Gaussian “bell” shape. In order to simulate a finite domain and
to prevent spurious reflections from the domain boundaries, absorbing boundary
conditions are enforced at the bottom and left/right edges, in the form of a perfectly
matched layer (PML) [94, 110]. Note a PML essentially extends the computational
domain. Actual time steps taken by the backward differentiation time-stepping
algorithm do not exceed 0.01 s, allowing to completely resolve the pulsed light excitation
and the emanating physics.

The polymerization reaction, as introduced in Section 2.2.2, only actively influences
the resin domain. No flux conditions are enforced on the outer boundaries and along the
interfaces with the inclusions.
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Fig. 2.7b illustrates the thermally insulated conditions assumed for the heat balance
Eq. (2.23), i.e. dT/dn = 0. The result from these conditions is that the generated heat is
internally contained and the thermal effect of the included particles is easily deduced.

Finally, the mechanical boundary conditions are illustrated in Fig. 2.7c. The left
bottom point is constrained in all directions, whereas for the remainder of the bottom
edge the vertical displacement is suppressed. The left, right and top edges are not
constrained. A plane stress assumption is made in the two-dimensional representation.
These particular choices prevent the buildup of macroscopic (average) stresses.
Consequently, the buildup of microscopic stress around the rigid-like inclusions can
be easily identified.

2.4.2 Model parameters

In order to illustrate the capabilities of the proposed model, a representative set of
parameters is introduced. The material parameters are provided in Tables 2.1 and 2.2
for the resin and ceramic inclusions, respectively.

The first section in Tables 2.1 and 2.2 provides the required material input with
respect to the electromagnetic modeling. Alumina particles are chosen as they provide a
relatively large contrast in refractive index compared to the resin, cf. 1.78 to 1.5. Whereas
the refractive index of alumina is a well-established value [101], the value for the resin
is only approximate considering the broad range in monomer refractive indices and its
increase during polymerization [28, 101]. The ceramic inclusions are assumed to be
transparent for UV-light [31]. Consequently, only the resin’s extinction coefficient is

Table 2.1: Material proper es for the resin.

Parameter Value Unit Description Source

n 1.5 [-] Refractive index [28, 101]
[In]0 5 [mol/L] Initial initiator concentration
aIn 150 [L/(mol cm)] Molar absorptivity initiator [44]

[M]0 8.2 [mol/L] Initial monomer concentration [44]
P 0.15 [m/(sW

1
2 )] Polymerization rate constant [115]

cp 1700 [J/(kg K)] Heat capacity [113]
ρ 1150 [kg/m3] Density [113]
k 0.26 [W/(m K)] Thermal conductivity [113]
ΔH 5.48 · 104 [J/mol] Polymerization heat [44]

Epol 2 · 109 [Pa] Young’s modulus at p = 1 [113]
e0 1 · 10−3 [-] Initial multiplication factor Epol
pgel 0.2 [-] Gel-point for conversion [31]
ν 0.4 [-] Poisson’s ratio [113]

εch,max −0.05 [-] Maximum shrinkage strain [55]
υ 280 · 10−6 [1/K] Coeff. of thermal expansion [113]
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Table 2.2: Material proper es for the alumina inclusions.

Parameter Value Unit Description Source

n 1.78 [-] Refractive index [101]
κ 0 [-] Extinction coefficient [31]

cp 900 [J/(kg K)] Heat capacity [113]
ρ 3900 [kg/m3] Density [113]
k 27 [W/(m K)] Thermal conductivity [113]

E 300 · 109 [Pa] Young’s modulus [113]
ν 0.222 [-] Poisson’s ratio [113]
υ 8 · 10−6 [1/K] Coeff. of thermal expansion [113]

nonzero, and obtained through Eq. (2.13) using α = ln(10)aIn[In] (cf. Section 2.2.1).
The (initial) initiator magnitude [In]0 is increased with respect to Ref. [44] to enhance
the effect of absorption in the considered domain. As a consequence the light extinction
increases, but the path the light traverses remains the same.

For the polymerization prediction, the initial monomer concentration and the
polymerization rate constant suffice. The initial monomer concentration is adopted from
Ref. [44]. The magnitude of the polymerization rate constant is motivated by fitting of
Eq. (2.22) to Fig. 6 from Ref. [115] whilst accounting for the intensity dependence.

Thermal properties such as heat capacity and thermal conductivity for both the
alumina particles and the representative polymer (i.e. nylon was chosen in this case)
follow from Ref. [113]. The polymerization heat is adopted from Ref. [44].

The Young’s modulus (fully polymerized for the resin), the Poisson’s ratio and
thermal expansion values (assumed constant) follow from Ref. [113]. The initially small
value of the modulus of the monomer is obtained by pre-multiplication of the fully
polymerized Young’s modulus with a value e0 = 1·10−3. A representative linear chemical
shrinkage strain active in the resin upon polymerization is chosen as 5% [55].

Initial and boundary conditions are specified in Table 2.3. Firstly, Imax and w0 define
the shape of the incoming light source at t = tmax, whereas secondly, τ dictates the time

Table 2.3: Ini al and boundary condi ons.

Parameter Value Unit Description

Imax 1000 [W/m2] Incident peak light intensity
w0 2 [μm] 1/e2 half-width of Gaussian beam
tmax 0.5 [s] Time of peak intensity
τ 0.4/3 [s] Pulse temporal standard deviation
λ 400 [nm] Wavelength, vacuum

T0 293 [K] Initial temperature
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dependence of the input wave and, thirdly, λ is the wavelength. The initial temperature is
set to 20 ◦C. Using the specified ultraviolet wavelength λ and the resin’s and inclusion’s
refractive index n from Tables 2.1 and 2.2, the coupled multi-physical example problems
incorporateO(10 million) degrees of freedom.

2.4.3 Results and discussion

One of the key phenomena incorporated in the modeling framework is the propagation
of the laser light through the matter. The intensity from the light is also the initiator
for the onset of polymerization and consequently the generation of heat and the build-
up of mechanical resistance and stresses. In this case, the predicted light intensity is
a function of the electric field. The maximum electric wave amplitude which occurs
at t = tmax = 0.5 s for the adopted polarization is depicted in Fig. 2.8. The
result is shown at maximum illumination, because of the linearity in the Maxwell’s
equations, i.e. the wave magnitude throughout the domain scales linearly with the source
magnitude. Fig. 2.8 illustrates the effect of the difference in refractive index on the wave
propagation through and around inclusions for cases B and C, introducing effects such as
interference and diffraction. For case A, the result of the planar wave (which remains
planar) shows a Gaussian distribution in magnitude over the width and the effect of
extinction at increasing penetration depth. The same distribution can also be perceived
in the intensity profile depicted in Fig. 2.9. Besides the intensity, which is normalized
by the maximum intensity at the input port Imax, this figure also shows the streamlines
of the power flow, i.e. the direction of the Poynting vector from Eq. (2.14). Here, the
wavelike pattern has vanished but the interference and diffractional effects are more
pronounced. Whereas case A illustrates the expected intensity profile from the Beer-
Lambert law, cases B and C show a highly irregular light propagation. In addition to
the inhomogeneous nature of the intensity, also large intensifications occur as a result
from interference. From both the flow streamlines and the intensity concentrations, it is
clear that the light still predominantly propagates towards the bottom of the specimen
in case B. Nevertheless, a more severe scattering occurs in case C, where the inclusions are
randomly distributed.
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Figure 2.8 Electric field in the z-direc on in the different geometries at t = tmax = 0.5 s.
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Figure 2.9 Intensity normalized with Imax and flow direc on, i.e. direc on of the Poyn ng
vector, in the three geometries at t = tmax = 0.5 s.

The latter trend also pushes through to the polymerization reaction as shown in
Fig. 2.10. It shows the time dependent polymerization at t = 0.2, 0.5 and 1 s. These
times are taken before, at and after the peak in illumination, respectively. Unlike case
A, the cases with particles have a highly inhomogeneous conversion level after the
pulsed illumination (at t = 1 s). This effect will reduce with a moving laser and/or
by accounting for a more irregular geometry of the inclusions. Nonetheless, it clearly
illustrates the challenge to obtain a homogeneously polymerized product. This is an
essential quality requirement, since the presence of residual monomer has been identified
in relation to the formation of cracks during post-processing of the green part [51].
The average, minimum and maximum degree of conversion value obtained for the
three different cases as a function of time are depicted in Fig. 2.11. As depicted, the
average degree of conversion is higher for cases B and C with a value of pmean = 0.47
and 0.45, respectively, compared to pmean = 0.41 for case A. Note that this does not
necessarily imply that one case is better than the other. The polymerization efficiency
as reported here is dependent on the choice of domain dimensions, e.g. case Awill be
more efficient for a domain with a higher depth-to-width ratio. Fig. 2.11 does, however,
further emphasize the pronounced inhomogeneity in the filled resin, considering the
larger band between the minimum and the maximum value.

A direct result from the illumination and the polymerization is the accumulation
of heat. Due to the small dimensions and the considered boundary conditions, the
temperature remains essentially homogeneous throughout the simulated domain, i.e.
the temperature difference is only in the order of 10−2 K. At t = 1 s, the maximum
temperature obtained in cases A, B and C is 388, 344 and 342 K, respectively. The most
important conclusion is that the temperature increase is more significant in the unfilled
resin. The explanation for this is twofold; firstly, the inclusions do not contribute to the
reaction heat and, secondly, they act as a heat sink. The minor difference between case B
and C results from the contrast in the average degree of conversion at t = 1 s, as shown in
Fig. 2.11.

Finally, the polymerization results in residual stresses. In the solidification process
a number of interesting effects accumulate. First, the conversion induces a chemical
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Figure 2.10 Degree of conversion p in the different geometries at t = 0.2, 0.5 and 1 s.
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Figure 2.11 Evolu on of the degree of conversion p for the different geometries with its
mean value indicated by a thick line and the upper and lower bounds with a thin
line.
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shrinkage in the resin following Eq. (2.27). Additionally, the polymerization reaction
induced heat results in thermal expansion according to Eq. (2.28). The effect of the
conversion is the build-up of stiffness, which is assumed linear after the gel-point as
according to Eq. (2.29). Fig. 2.12 depicts the combined effect of these phenomena. The
deformations, constituted by the simultaneous polymer chemical shrinkage and the
composite’s thermal expansion, illustrate the effect of the rigid-like ceramic inclusions.
More severe warpage occurs in case A compared to cases B and C. Additionally, case
A is the only geometry that effectively exhibits a volumetric expansion due to a higher
temperature increase and effective thermal expansion coefficient. As larger deformations
usually entail stress relaxation, the development of residual stresses is much smaller in
case A compared to cases B and C. In order to highlight the stress concentrations, the
color range is limited from [0−60]MPa in Fig. 2.12, however, the peak stresses for case A,
B and C at t = 1 s are 14, 76 and 128MPa, respectively. The higher stress concentration
in case C primarily originates from the more inhomogeneous particle distribution,
compared to the hexagonal one. Juxtaposing Figs. 2.10 and 2.12 demonstrates the
effect of introducing the gel-point in the solidification, i.e. it acts as a threshold for the
development of stress. Overall, the stressed region in cases A and B is fairly narrow and
deep, whereas case C illustrates a wider region of stress evolution. This is consistent with
the more homogeneous contour of the deformed geometry.

The response of the example problems after cooling down to T = T0 is shown in
Fig. 2.13, using the same color bar as Fig. 2.12 to emphasize the difference. Elimination
of thermal expansion induces an increased stress for cases B and C, with peak stresses
of 106 and 234MPa, respectively. Due to the homogeneous thermal expansion, the
peak stress remains 14MPa in case A. With respect to the resulting deformations, the
most notable difference occurs in case A, where the effective behavior is no longer a
volumetric expansion. Due to the lower thermal expansion coefficient of the inclusions,
the difference is less severe for the filled cases. Consequently, in case A the distortion
reduces after cooling down, whereas for cases B and C it is less affected.

The presented example problem illustrates the significant effect of the addition of
the inclusions on the propagation of light, the conversion reaction, the accumulation
of heat and the solidification process. The expected curing pattern occurring in the
homogeneous case A becomes severely distorted when randomly distributed inclusions
are incorporated as in case C. In the present analysis the randomness is limited to the
particle distribution only. The addition of more irregularities, such as particle size and
shape, will have a supplementary effect on the dispersion of light through the matter.
Additionally, the filling fraction of 40 % can be considered low with respect to ideal
conditions for the post-processing of the green part. A higher filling fraction further
increases the light dispersion. Cases B and C clearly highlight the relevance of the
proposed approach to the model the coupled physical phenomena.32
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Figure 2.12 Von Mises stress and deforma on in the different geometries at t = 0.2, 0.5
and 1 s. Solid lines depict the ini al geometry. Deforma ons are scaled by a
factor of 2. The peak stresses at t = 1 s are 14 MPa, 76 MPa and 128 MPa for
cases A, B and C, respec vely.
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Figure 2.13 Von Mises stress and deforma on in the different geometries a er illumina on
and cooling down to T = T0. Solid lines depict the ini al geometry.
Deforma ons are scaled by a factor of 2. The peak stresses are now 14 MPa,
106 MPa and 234 MPa for cases A, B and C, respec vely. Color bar is adopted
from Fig. 2.12.
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2.5 Conclusions

This chapter proposes a coupled solution framework capturing distinct physical
phenomena occurring in the vat photopolymerization process for ceramics. The
numerical framework provides a direct coupling between a light source, via
polymerization kinetics and temperature evolution, to the build-up of mechanical
properties and residual stresses, resolved in space and time.

Accounting for the wavelike behavior of light illustrates the pronounced effects
emerging when the size of microstructural features, i.e. the size of the particles, is of
the same order as the wavelength, which is typical in AM for ceramics. The current
polymerization model is relatively simple, only accounting for the dependence on
monomer concentration and light intensity. Yet, it already highlights the impact of
the resulting inhomogeneous intensity on the solidification. The absorption of light
combined with the exothermic polymerization causes the slurry to heat up. Due to the
adopted thermally insulated boundary conditions, the final temperature is an upper
bound, where the inclusions again have an influence. The accompanying thermal
expansion is countered by a chemical shrinkage as polymerization progresses. This is
illustrated in the proposed example problem, where a more homogeneous conversion
results in a more homogeneous shrinkage. At the same time, the presence of rigid
inclusions increases the magnitude of residual stresses. These trends remain after cooling
down to the initial temperature, where the confined chemical shrinkage causes an
increased residual stress state.

The model provides novel insights in the coupling between different physical
phenomena in the photopolymerization process. The original and innovative
contribution of this chapter is a direct coupling between light scattering effects and
photopolymerization related phenomena on a micro scale for a particulate medium.
Whereas the framework can also be used for cure modeling in homogeneous resins, its
real added value becomes clear in the presence of scattering particles with a size in the
order of the wavelength. Although the considered model problems are two-dimensional,
the developed modeling framework can also be devoted to three-dimensional cases.
Future work will investigate to what extent the identified trends translate to three
dimensions. It is expected that many of the model ingredients with respect to the distinct
physical phenomena can be easily tailored to specific (slurry) systems of interest.
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3
Influence of particle shape on the irradiation
step and the resulting photopolymerization

Abstract
Additive manufacturing (AM) of ceramics through a vat photopolymer-
ization (VP) process is a promising technique due to the high intrinsic reso-
lution and the evanescence of stresses introduced during the layerwise addi-
tive manufacturing process. Compared to the regular vat photopolymer-
ization process, the addition of ceramic powder increases physical complexity.
Hence, large scale adoption and optimization of AM for ceramics requires
a thorough understanding of the underlying physics. This work focuses on
the light scattering introduced through a complex interplay between optical
properties of different constituents and its effect on the photopolymeriza-
tion. The effect of the shape of the ceramic particle is investigated for isolated
and multiple particle cases using a parametric analysis with regular convex
polygons. Although the analysis of two-dimensional isolated particle shapes
indicates a preference for one shape over the other, this difference vanishes
in a multiple-scattering situation. A three-dimensional analysis furthermore
shows that a two-dimensional approximation of the three-dimensional scat-
tering problem is relevant and can be used to further the process understanding
of ceramic VP.

Reproduced from: Westbeek, S., van Dommelen, J. A. W., Remmers, J. J. C. & Geers, M. G. D.
Influence of particle shape in the additive manufacturing process for ceramics. Computers
&Mathematics with Applications 78, 2360–2376 (Oct. 2019)
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3.1 Introduction

Fabricating ceramics through additive manufacturing (AM) techniques is promising,
facilitating near-net product fabrication that would not be feasible using conventional
production techniques. Although it is possible to produce monolithic ceramics through
a single-step process, the most prevailing and prosperous strategies fall into the multiple-
step category [4, 16, 21].

The multi-step AM production approach considered here is based on vat
photopolymerization (VP) and is shown in Fig. 1.3. Initially, ceramic powder with a
particle diameter of the order of 1 μm is dispersed into a photopolymeric resin with
a high filling fraction, typically of the order of 50–60 vol%. The resulting highly
viscous fluid, termed a slurry, is then the base material for the indirect VP process. An
intermediate “green” part is produced by a repetitive process of depositing a layer of
slurry, patterned irradiation by UV light with a wavelength in the order ofO(400 nm)
and lowering the base platform [54]. The green part, a composite material of ceramic
inclusions in a polymer matrix is then subjected to a series of heat treatments, which can
be subdivided into a debinding step where the polymer is evaporated and a subsequent
sintering step where the part is sintered into a dense monolithic part [31]. Note that
the concept of polymer derived ceramics is not new and the AM step can be replaced
by other conventional polymer-forming techniques, such as injection molding [117].
Consequently, extensive knowledge and experience exists on the polymer-to-ceramic
conversion [16, 117]. The real interest therefore lies in the part shaping step by AM, i.e.
the highlighted block in Fig. 1.3.

With the maturing of AM techniques in general, the need for suitable simulation tools
to improve fundamental understanding of the process increases. A clear motivation
for this can be found in the most prominent factors limiting a wide adoption of AM
in industry, namely reproducibility, productivity and scalability [57]. For ceramics in
particular, a number of additional challenges consist in increasing the material density,
increasing feasible product sizes and wall thicknesses and avoiding the formation of
cracks [16].

Another challenge in VP for ceramics is the light scattering introduced by the
dispersed inclusions. This phenomenon is dominated by the difference in refractive
indices between the resin and the ceramic particles [31, 40–43]. As a result, the cured
polymer geometry can be considerably different from the expected geometry for unfilled
solutions (as a function of the light source). Additionally, the light dispersion through
the slurry is also much less homogeneous due to an interplay between diffraction
and interference at the considered length scales [78]. The inhomogeneous intensity
distribution might, in turn, lead to an inhomogeneous polymer conversion or even
the presence of residual monomer. The latter has been identified as a cause for crack
formation during post-processing of the green part [51]. From the polymer-to-ceramic
production chain it is known that high-quality green parts require a powder compact
with a highly homogeneous microstructure and powder packing density [16]. The
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influence of powder shape is however less studied and clear guidelines are missing. In
view of the light scattering phenomena, the actual shape might play an important role
in reaching a homogeneous as possible final conversion. This work therefore aims to
identify the influence of the particle shape in the vat photopolymerization step in the
AM process.

Within the field of VP for ceramics, the primary interest in experimental and
computational analysis has been focused on estimating the slurry’s cure depth. Different
factors have been recognized which influence the result, including the difference between
refractive indices of the resin and powder, the powder volume fraction and (mean)
diameter, and the light wavelength [31, 42, 118, 119]. Typically, this dependence
was found empirically. Similar approaches also exist to relate the cure depth to the
cure width [42, 118]. Many analytical approaches, such as the Kubelka-Munk theory,
are limited to a two-way prediction, i.e. transmission and reflection in the opposite
direction [120–122]. In order to numerically predict the full cure profile as a result
of the applied light source, Sun & Zhang [123, 124] implemented a Monte-Carlo ray
tracing approach using Mie single-scattering theory to determine the probability density
function for the scattering direction. An early warning that using a spherical shape
(through e.g. Mie theory) for non-spherical particles may lead to ambiguous results
was made by Thiele & French [88]. They concluded this on the basis of a finite element
scattering analysis of one (or two) representative rutile titania particle(s) in a coating.

In this work, a finite element model is used to obtain the near-field intensity field
induced by the particle’s shape, governing photopolymerization. In the following
section the theory underlying this approach is addressed and two parameters are
introduced to quantify the effect of the particle shape on the homogeneity of the
intensity distribution and the resulting photopolymerization. The influence of particle
geometry and orientation is first investigated in a two-dimensional setting in Section 3.3,
using academic model problems with parametrized regular and convex polygon shapes.
The translation to three-dimensions is made in Section 3.4, on platonic solids and shapes
introduced to investigate the representative nature of a two-dimensional simulation in
order to address a realistic three-dimensional configuration.

3.2 Mathematical framework

To identify the relevant phenomena induced by the particular shape of the inclusions
on the electromagnetics fields, Maxwell equations are solved capturing the wave-like
behavior of light. The reasoning for this is twofold. Firstly, due to the large filling
fraction and the small difference between light wavelength and particle dimensions,
which are both of the order of 1 μm, a wave description is required [85, 86]. Phenomena
such as interference and diffraction play an important role in this regime, where the
ratio of the feature size to wavelength is smaller than ten. Refractive optics such as ray
tracing are not able to capture these phenomena and should be applied only when the
scattering object is over 100 times the size of the wavelength [85]. Secondly, the large

37

33



INFLUENCE OF PARTICLE SHAPE

filling fraction introduces so-called multiple-scattering that prohibits the application
of single-scattering approaches such as the Mie theory, which is only applicable for
highly dilute suspensions [86, 87]. The theory described next is used to analyze the shape
influence on the intensity homogeneity using both single- and multiple-particle and both
2D and 3Dmodels in Sections 3.3 and 3.4.

3.2.1 Wave equation

In a numerical solution framework, the Maxwell equations are typically combined into a
single formula. To this end, constitutive equations are used to eliminate the dependence
of the electric field on the magnetic field or reversely. Here the former is used, such that
the equilibrium equation reads [93]

∇⃗ ×
(
1
μ
∇⃗ × E⃗

)
+ ε

∂2E⃗
∂t2

+ γ
∂E⃗
∂t

= − ∂⃗J imp

∂t
, (3.1)

where E⃗ is the electric field, μ the magnetic permeability, ε the electrical permittivity, γ
the electrical conductivity, ∇⃗× the curl-operator, J⃗ imp the imposed electrical current
density and t the time. By definition, the total current density J⃗ is equal to J⃗ imp + γE⃗.
Alternatively, under the assumption that the electric field takes the time harmonic form
E⃗ (⃗x, t) = ℜ

(
E⃗(⃗x)eiωt

)
, Eq. (3.1) can be rewritten in the frequency domain yielding [93,

94]

∇⃗ ×
(
1
μ
∇⃗ × E⃗

)
−
(
ω2ε − iωγ

)
E⃗ = −iω⃗J imp, (3.2)

where ω is the angular frequency. The analogy to light modeling becomes apparent by
introducing the wave number k in free space as [94, 95]

k0 =
ω
c0

= ω√μ0ε0, (3.3)

with c0 the speed of light in vacuum and μ0 and ε0 the permeability and permittivity
in vacuum. Considering the values in free space, μ0 and ε0, are constant, a relative
dimensionless material parameter is often introduced in the form of μr and εr, with
μ = μ0μr and ε = ε0εr. This, together with Eq. (3.3), allows rewriting Eq. (3.2) as

∇⃗ ×
(

1
μr
∇⃗ × E⃗

)
− k20

(
εr −

iγ
ε0ω

)
E⃗ = 0⃗. (3.4)

The second term is often simplified further using a complex form of the permittivity, i.e.

ε̃r = εr −
iγ
ε0ω

. (3.5)
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Since ceramics and polymers are typically dielectric, the relative magnetic permeability
μr is (very close to) unity [95]. Consequently, the complex relative permittivity can be
written as

ε̃r = (n− iκ)2 ≡ ñ2, (3.6)

where n is the refractive index and κ the extinction coefficient of the material. Using
μr = 1, the inhomogeneous vector curl-curl equation becomes [95]

∇⃗ ×
(
∇⃗ × E⃗

)
= k20ñ2E⃗. (3.7)

This differential equation is solved using the finite element framework. Note that the
magnetic field H⃗ can be recovered through the original Maxwell’s equations, i.e. through
Faraday’s law as [90, 93, 95]

H⃗ = − i
ωμ

∇⃗ × E⃗. (3.8)

3.2.2 Boundary conditions

The vector wave equation for the electric field must be complemented by appropriate
boundary conditions. A visualization of the applied conditions is provided in Fig. 3.1.

Along the interface between different media, i.e. the matrix and inclusion material
in this case as illustrated by the red line in Fig. 3.1, the jump conditions must be
satisfied [90, 125]:

n⃗×
[
E⃗
]
= 0⃗,

n⃗ ·
[
(iωε + γ) E⃗

]
= 0,

(3.9)

n⃗

I0

PML
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rio

di
ci
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Periodicity

Figure 3.1 Illustra on of the considered boundary condi ons.
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where [·] denotes the jump of the quantities from one side of the interface to the other
and n⃗ is the unit normal outward vector. A Neumann boundary acting as the port
condition for the incoming light is provided as

n⃗×
(
1
μ
∇⃗ × E⃗

)
= −iω⃗J imps , (3.10)

with J⃗ imps an imposed electrical surface current tangent to the boundary. The
corresponding source intensity I0, which will be defined in Section 3.2.4, is illustrated by
the blue arrows in Fig. 3.1. In order to truncate the computational domain, an absorbing
boundary condition is used in the form of a perfectly matched layer (PML) [110]. A
PML can be considered as a finite layer surrounding the physical domain where the
principle of coordinate stretching is applied through modification of the material
parameters [90, 126]. Typically, the domain extended by the PML is bounded by a
perfect electric conductor (PEC) or Dirichlet boundary condition, which reads

n⃗× E⃗ = 0⃗. (3.11)

Alternatively, the considered domain size is also reduced by using periodic boundary
conditions as indicated in Fig. 3.1. Within electromagnetics the corresponding boundary
condition stems from Bloch-Floquet’s theorem, which states that fields on opposite
surfaces are related through a constant phase shift [90, 127].

3.2.3 Discretization

Using regular FE elements in inhomogeneous electromagnetic problems can lead to non-
physical or spurious solutions, primarily due to the lack of enforcement of the divergence
condition [90]. Furthermore, imposing boundary conditions is inconvenient at material
interfaces and conducting surfaces. Lastly, treating conducting and dielectric edges and
corners is cumbersome due to the associated singularities. A common solution to these
problems was proposed in the 1980s in the form of vector elements that assign degrees
of freedom to the edges rather than to the nodes of the elements, thus called edge, vector
or Nédélec elements [90, 91, 111, 112]. The degrees of freedom of these edge elements
typically correspond to the integral of the tangential component (of either E⃗ or H⃗) along
the edges of the patches. Because a quadrilateral mesh shows a larger cumulative phase
error in comparison to a triangular mesh, the latter will be used in the following [90].
In this work the finite element package Comsol 5.0 [94] is used for the corresponding
numerical analyses.

3.2.4 Photopolymerization

Although the numerical framework solves for the electric and magnetic fields, the
real interest here lies in the (resulting) photopolymerization. In order to relate the
electromagnetic waves to the chemical reaction, a conversion to light intensity/irradiance
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is required. The electric and magnetic fields are akin to the local intensity through the
Poynting vector:

S⃗ = E⃗× H⃗∗, (3.12)

where H⃗∗ denotes the complex conjugate of the magnetic field H⃗ and S⃗ represents the
directional energy flux inW/m2. The intensity then simply follows from the magnitude of
the time averaged Poynting vector [94, 95, 98], i.e.

I = ∥⟨⃗S⟩∥ =

∥∥∥∥ 12ℜ{E⃗× H⃗∗
}∥∥∥∥ , (3.13)

where ⟨·⟩ indicates a time average and ∥·∥ the L2-norm. For heterogeneous media,
Eq. (3.13) provides the near-field information required to describe the polymerization
process.

In order to quantify the influence of the ceramic powder, one option is to compare
the local resulting intensity to the expected intensity without the presence of inclusions.
If the magnitude of the absorption is neglected and a homogeneous plane wave source is
assumed, a quantifier for the intensity inhomogeneity, II, can be formulated as

II =
1

VI0

∫
|I0 − I(x)|dV, (3.14)

whereV denotes the considered volume, I0 and I(x) are the (uniform and constant)
source intensity and composite intensity field, respectively, and the brackets |·| indicate
the absolute value of the term in between. Note that Eq. (3.14) equals the volume
average of the absolute intensity difference compared to the unfilled resin.

The light intensity is related to the photopolymerization through the polymerization
rate, i.e. the conversion rate of monomer [78]:

Rp = −d[M]

dt
= PM

√
I[M], (3.15)

where [M] is the monomer concentration andPM is a lumped polymerization factor.
PM can be a function of conversion, initiator, inhibitor, temperature, etc [53, 70, 99,
100]. The degree of conversion is defined as the concentration of monomer that has been
converted into polymer normalized to the initial monomer concentration, i.e. [53]

p =
[M]0 − [M]

[M]0
, (3.16)

with [M]0 the initial monomer concentration. To quantify the polymerization due to
the inhomogeneous intensity field (compared to the homogeneous unfilled situation), a
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second inhomogeneity quantification term is formulated and termed the conversion based
intensity effectiveness:

Ep =
1
V

∫ e− exp
(
1−

√
I(x)/I0

)
e− 1

dV, (3.17)

where e = exp(1). Note that exp
(
−
√

I(x)/I0
)
in Eq. (3.17) is the functional term

motivated by Eqs. (3.15) and (3.16), whereas the remaining terms are merely introduced
to ensure Ep (I(x) = I0) = 1 and Ep (I(x) = 0) = 0.

3.3 Analysis of the role of the inclusion shape

The influence of the inclusion shape is first analyzed in a two-dimensional framework.
The motivation for this lies in the numerical efficiency of the analysis compared to
a three-dimensional formulation. The question whether the resulting conclusions
translate to 3D is addressed in Section 3.4. The analysis is first conducted on an isolated
particle, subsequently moving to a more realistically filled resin.

3.3.1 Model formulation

The mathematical framework described in the previous section allows for an
electromagnetic analysis of a particle-filled resin. Focus is put on isolating the effect of
the inclusion shape, initially through a single-scattering analysis.

3.3.1.1 Isolated shape analysis

To parametrize and systematize the two-dimensional shape analysis, regular convex
polygons of order n are used, as displayed in Fig. 3.2. The volume of the different shapes
is equal to that of the 1 μm diameter circular shape denoted with n = ∞.

To accommodate the scatter-analysis, the electric field E⃗ is split into a background
plane-wave excitation field E⃗0 and a resulting scattered field E⃗s, i.e. E⃗ = E⃗0 + E⃗s, while
only solving the latter [128]. To do so, the scatterer (which is embeded in the domain of
interest) is bounded by an artificial layer, where the PML is applied [129]. Note that

z
x

θmax
θmax

θmax θmax θmax θmax

n = 3 n = 4 n = 5 n = 6 n = 8 n = 10 n = ∞

1 μm

Figure 3.2 Different polygonal shapes with iden cal volume of which the orienta on is
specified by the unique rota on angle θmax (denoted by the arrow).
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in contrast to the boundary conditions illustrated in Fig. 3.1, here a PML surrounds
the whole physical domain along all four edges. The physical embedded domain has
dimensions of x × z = 8 × 8 μm2, with the inclusion centered in the horizontal middle
and 2 μm from the top. The light with intensity I0 is propagating from a uniform source
in the negative z-direction, i.e. from top to bottom. This configuration puts the scatterer
close to the light source with sufficient space on the other side to display the resulting
inhomogeneity. The width is also chosen 8 μm to capture scattering effects in the
direction perpendicular to the illumination resulting from different orientations. These
domain dimensions were found to provide converged trends in the results, without being
unnecessarily large. To investigate the effect of the inclusions’ orientation with respect
to the incoming light, they are rotated over an angle θ = 0 to θ = θmax as illustrated
in Fig. 3.2, where θmax = π/n rad. Note that this is only half of the polygon’s rotation
symmetry angle due to symmetry of the defined problem.

3.3.1.2 Multiple-scattering

Although the model with a single inclusion provides a clear insight into the effect of
the orientation of an isolated particle, a typical slurry will have a high filling content
of particles with an arbitrary orientation. To investigate the cumulative effect of many
scattering events, a multi-particle model is also used. The physical domain in this model
is x× z = 6.5× 11.5 μm2 and contains 38 inclusions, such that the filling fraction equals
φ = 0.40. Uniformly distributed light enters the domain through the top edge with
intensity I0. The left and right boundaries are coupled through Bloch-Floquet periodic
boundary conditions and the domain is extended through a PML at the bottom, see
Fig. 3.1.

3.3.1.3 Material properties and model parameters

The required material properties for the models in Sections 3.3.1.1 and 3.3.1.2 are
provided in Table 3.1 and representative for a typical acrylic resin with alumina
powder as the ceramic filler. In the considered domains, the absorption of the resin has
been neglected because its effect would be insignificant within the considered length
scales [78]. At these wavelengths the absorption of the ceramic inclusions can also be

Table 3.1: Considered material proper es and model parameters.

Parameter Value Unit Description Source

r◦ 0.5 [μm] Radius of spherical particle
nr 1.5 [-] Refractive index of resin [28, 101]
nc 1.78 [-] Refractive index of alumina powder [101]
λ 400 [nm] Wavelength of UV light in vacuum
I0 100 [W/m2] Light source intensity
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neglected [31]. The applied light source intensity I0 and wavelength λ are also specified
in Table 3.1.

3.3.2 Results

Before presenting the more representative case of multiple-scattering in Section 3.3.2.2,
the impact of a single inclusion’s shape and orientation on the light propagation is
addressed first.

3.3.2.1 Analysis on isolated particle

The different inclusions displayed in Fig. 3.2 are rotated over 13 unique angles from
θ1 = 0 to θ13 = θmax. The resulting total intensity field in the 8 × 8 μm2

domains for the intermediate rotation angle (θ7) are displayed in Fig. 3.3. The graphs

6

5

4

3

2

0

1

I /
I 0

[-
]

n = 3 n = 4 n = 5 n = 6

n = 8 n = 10 n = ∞

Figure 3.3 Normalized intensity field I/I0 in the 8 × 8 μm2domain for n = 3, 4, 5, 6, 8, 10
and ∞ at θ7 = π/2n.

illustrate the influence of the inclusions on the intensity field I, compared to the initially
homogeneous intensity distribution I0, which is used to normalize the results. Notice
that already for polygons with n = 6 and higher, there is no clear (visible) difference
in the resulting field compared to the circular inclusion. In order to quantify the effect
of the shape and orientation of the particles, Fig. 3.4 shows the resulting intensity
inhomogeneity parameter II. The graph reveals several interesting trends. First of all,
the peak inhomogeneity for all shapes coincides with the maximum rotation angle. By
the choice of the initial orientation, i.e. with an edge facing downwards (cf. Fig. 3.2),
the peak intensity at θmax thus corresponds to a corner pointing in the direction of light
propagation. Secondly, as illustrated by the average II (the dashed blue line in Fig. 3.4),
the corresponding value largely coincides with the result for the intermediate rotation
angle as depicted in Fig. 3.3. Additionally, the dominant trend in the angle dependency
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Figure 3.4 II distribu on for the different polygonal shapes over 13 equidistant angles from
θ = 0 to θmax. The average value is indicated by the blue dashed line.

is a decrease in II for θ → 0. The exception here is the triangular particle, which for
increasing rotation angles initially shows a decrease followed by a steeply increasing
inhomogeneity. Overall, the bandwidth of II-values increases with a reduction in the
polygon-order n. The latter two trends are further highlighted in Fig. 3.5, which displays
II as a function of the actual orientation angle. Whereas all lines for n > 3 initially have
a positive slope, the line with n = 3 initially descends. Fig. 3.5 also reflects the rotational
symmetry for the intensity inhomogeneity of the different polygons analyzed.

An alternative intensity inhomogeneity quantification parameter, linked to its effect
on the conversion, was introduced in Section 3.2.4, termed Ep, for which the results are
provided in Fig. 3.6. Considering both Figs. 3.4 and 3.6, similar trends emerge with
respect to, e.g., range of II and Ep values for the corresponding polygon order. Whereas
II did not show a clear trend with respect to the average inhomogeneity for increasing
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Figure 3.5 II as a func on of the inclusion orienta on θ.
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Figure 3.6 Ep distribu on for the different polygonal shapes over 13 equidistant angles
along θmax. The average value is indicated by the blue dashed line.

polygon order, the average Ep does show a clear improvement of conversion effectiveness
for increasing n. The orientation dependence for Ep appears to be of opposite sign
compared to that of II, indicating that while the inhomogeneity in the intensity-field
decreases, the conversion effectiveness increases.

3.3.2.2 Analysis on multiple-scattering

The case of a single inclusion is not representative for a slurry with a high solid filling
fraction. Here, a filling fraction of φ = 0.40 is considered for 50 different realizations
of randomly positioned and oriented polygons of a single type in a horizontally periodic
6.5 × 11.5 μm2 domain. Three realizations for the different polygons (n) are depicted in
Fig. 3.7, including the resulting intensity field. At first glance, no characteristic features
can be identified that are coherent for a specific polygonal order. To scrutinize possible
hidden trends in these results, a statistical analysis is performed on the inhomogeneity
parameters. The results of this analysis are displayed in Fig. 3.8. Note that the horizontal
spread for each n has only been added to reveal overlapping values. For each polygon
shape the central red line inside the boxes indicates the mean value and the light red and
blue box represent the standard error of the mean within a 95% confidence interval and
the standard deviation, respectively. Based on Fig. 3.8, no trends can be identified in
either II or Ep. It has been verified that there is no inclination towards certain orientation
angles for any of the polygons, i.e. the inclusions are randomly oriented. Note that
the multiple-scattering significantly increases the inhomogeneity in the intensity II
compared to the single scattering situation, but this trend is not repeated by Ep, implying
that although the inhomogeneity in the intensity field increases, the average conversion
effectiveness is analogous to the single-scattering case. An interesting finding is the
occurrence of Ep-values larger than 1, which are attributed to the choice of model (both
material and boundary) conditions. Due to the introduction of multiple-scattering
and the periodic boundary conditions, the incoming light is partially refracted towards
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Figure 3.7 Intensity field for (from le to right) n = 3, 4, 5, 6, 8, 10 and ∞ for three
different random realiza ons.
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Figure 3.8 Distribu on of II and Ep for 50 random realiza ons per polygonal shape. For
each shape, the result of the 50 realiza ons is displayed by the markers. The red
line indicates the average value, the light red box its 95% confidence interval and
the blue box the standard devia on.
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the horizontal direction, causing the average intensity in the domain to increase. The
resulting higher peak intensity (cf. Fig. 3.7) in turn causes the increased II-values. Note
that the average in- and out-flow components of the intensity ⟨Sy⟩ are still equivalent
to I0. Considering a non-periodic setting this convincingly illustrates the effect of
broadening of the cure profile as observed experimentally. Even though the scattering
events (in these infinitely periodic domains) increase the local average intensity, the mean
Ep-value is still below 1, i.e. a homogeneous intensity profile equal to I0 still leads to more
effective photopolymerization. Note that the corresponding homogeneous conversion
would also be preferential considering the absence of residual monomer.

3.4 Three-dimensional analysis

Multiple inclusion simulations similar to the ones illustrated in Fig. 3.7 quickly become
computationally very demanding in a three-dimensional framework. To alleviate this, it
will therefore be verified whether the dominant trends in two-dimensions (qualitatively
or quantitatively) can be extrapolated to three-dimensional powder processes.

3.4.1 Model formulation

The most logical extension translating the two-dimensional regular, convex polygons to
three-dimensional particles is to use platonic solids, which are regular, convex polyhedra.
In total there are five of those geometries, i.e. the tetrahedron, hexahedron or cube,
octahedron, dodecahedron and icosahedron [130]. Here, the latter four, as illustrated
in Fig. 3.9, are considered and compared to the perfect sphere. The sizes are scaled such

y z

x

(a) Hexahedron (12, 6) (b) Octahedron (12, 8) (c) Dodecahedron (30, 12) (d) Icosahedron (30, 20)

Figure 3.9 Platonic solids and the considered orienta ons (along the major axis) with the
number of edges e and faces f denoted as (e, f ).

that the volumes of all considered geometries are equal to that of the sphere with 0.5 μm
radius. Whereas the hexahedron and octahedron and the dodecahedron and icosahedron
have the same number of edges, respectively 6 and 12, the number of faces increases from
6, 8, 12 to 20. Consequently, judging from the number of faces, from left to right in
Fig. 3.9 the shapes are ordered to more and more resemble the sphere. Whereas in a two-
dimensional simulation the orientation of the inclusions can only be varied along the
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out-of-plane y-axis, now two perpendicular axes, x and z, can also be considered. The
initial inclusion orientation (the black solid line in Fig. 3.9) with its local 1-, 2- and 3-axis
aligned with the global x-, y- and z-axis, respectively, is rotated around the x-, y- and z-axis.
The rotations over the major axes are illustrated by the dashed lines in Fig. 3.9.

In order to provide a direct relationship between the two-dimensional results and
the corresponding three-dimensional representation, a second series of 3D shapes are
considered. In converting the 2D geometries from Fig. 3.2 to 3D, instead of performing
an out-of-plane extrusion, the even-n shapes are revolved around the z-axis. This
revolution is both applied to the initial geometry with θ0 = 0 and the geometry with
θ0 = θmax (angles in Fig. 3.2). The resulting three-dimensional geometries are shown
for θ0 = 0 and θ0 = θmax in Figs. 3.10a to 3.10d and Figs. 3.10e to 3.10h, respectively.
The three-dimensional shapes will next be rotated around the y-axis (equivalent to the

y z

x

(a) n = 4, θ0 = 0 (b) n = 6, θ0 = 0 (c) n = 6, θ0 = 0 (d) n = 10, θ0 = 0

y z

x

(e) n = 4, θ0 = θmax (f) n = 6, θ0 = θmax (g) n = 8, θ0 = θmax (h) n = 10, θ0 = θmax

Figure 3.10 Two-dimensional shapes revolved around the z-axis in a 3D shape, by using the
2D configura on with either θ0 = 0 (Figs. a-d) or θ0 = θmax (Figs. e-h). Shape
color corresponds to the θi/θmax bar in Figs. 3.4, 3.6 and 3.12.

two-dimensional analysis) over angles from θ = 0 to θ = θmax as indicated in Fig. 3.10 by
the lighter wireframe geometries at θ = 1

2θmax and θmax.
For both three-dimensional models, i.e. with platonic solid inclusions and revolved

geometries, the computational domain is limited to x × y × z = 1.5 × 1.5 × 2.5 μm3,
with periodic boundary conditions on the xz- and yz-planes. The light enters the domain
from the top and the bottom surface is extended by an absorbing PML, in accordance
with Fig. 3.1. The inclusion is placed 0.75 μm from the top surface in the horizontal
middle and model parameters follow from Table 3.1.
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3.4.2 Results

The platonic shapes as described in Section 3.4.1 are analyzed first to examine the
influence of geometry and orientation. A comparison to two-dimensional results follows
in Section 3.4.2.2.

3.4.2.1 Platonic solid geometries

Compared to the initial orientation, the black solid line in Fig. 3.9, the platonic shapes
are rotated around the x, y and z-axis over intervals from 0 − 90 degrees. Consequently,
at least a full rotational symmetry is captured for the individual shapes. The 0−90 degree
interval is subdivided into both [0, 30, 60, 90] and [0, 45, 90] degree combinations.
This does not provide a full orientation map, but still involves 43 + 33 = 91
possible orientations (not subtracting multiply defined combinations). To further
reduce this orientation set, the considered orientations are limited to the ones with a
uniquely oriented 3-axis. This limiting choice implies that for each 3-axis orientation,
only a single 1- and 2-axis orientation is evaluated. Here, the convention is used that
the local inclusion axes initially correspond to the global axes, i.e without rotation
the local 1, 2 and 3-axis coincide with the x, y and z-axis, respectively. A total number
of 61 orientations, i.e. simulations, were finally considered to investigate the shape
orientation dependence of the platonic solids. It is interesting to emphasize the resulting
computational demand for these. Whereas the two-dimensional simulations can
still be performed on a portable system with 8 GB of RAM using a direct solver for
O(2.5 million) degrees-of-freedom, the three-dimensional simulations considered here
require approximately 60 GB of RAM using a GMRES iterative solver with a multi-grid
preconditioner forO(8 million) degrees-of-freedom.

The results of this analysis are visualized in Fig. 3.11 for both II and Ep. The result for
the sphere is also included for comparison. Note that the restricted range of angles may
not provide a full statistical analysis, but it is merely used to identify the spread in the
obtained results. Similar to previous graphs, the central red line indicates the mean value
and the light red and blue box represent the standard error of the 95% confidence interval
of the mean and the standard deviation, respectively. The horizontal spacing between
data points only serves to separate overlapping data points. Note that a quantitative
comparison to the results of the two-dimensional isolated shape analysis should not be
done here, given the reduced domain size and periodic boundary conditions applied
here. The physical geometry reflects a horizontal layer with inclusions arranged in a
regular grid. Consequently, neighboring particles do influence the light propagation and,
although periodic at the particle scale, more resembles the multiple-scattering case.

Fig. 3.11 shows a trend of increasing inhomogeneity II from left to right, so the order
hexahedron - octahedron - dodecahedron - icosahadron indeed converges to the sphere.
Equivalently, the spread in results narrows towards the sphere, which is independent
of the orientation. The distinction between the number of edges, 12 versus 30 for the
former and latter two shapes, can also be identified from the spread in data-points.
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Figure 3.11 II and Ep results for the three-dimensional shapes for rota ons over the x-, y-
and z-axis of angles in range from [0 : 30/45 : 90] deg. The red line indicates
the average value, the light red box its 95% confidence interval and the blue box
the standard devia on.

Comparing the hexa with the octa and the dodeca with the icosa, both pairs have a
similar bandwidth with respect to the average confidence interval and the standard
deviation. Similar conclusions can also be drawn from the Ep-values, although the
reduction in II translates to an increasing effectiveness Ep. For these boundary conditions
there appears to be a preference for lower order polyhedra, which contradicts the isolated
two-dimensional analysis in Fig. 3.6. In comparison to the two-dimensional multiple-
scattering simulation (cf. Fig. 3.8), the smaller magnitude of II-values indicates that the
regular grid does not promote significant horizontal light propagation. As a consequence
the conversion effectiveness is now further reduced compared to the homogeneous case.
The set of orientation angles considered induces a clear separation between two clusters
of Ep-values for the icosahedron while for the hexahedron and octahedron multiple
orientations exist with clustered or equal Ep-values. For a complete angle dependency the
reader is referred to Appendix A where Figs. A.1 and A.2 display the results for II and
Ep in polar graphs. The results from the analysis on platonic solids provide interesting
insights, but it remains interesting to deduce whether a two-dimensional analysis is
adequate in representing a three-dimensional physical process.

3.4.2.2 Revolved three-dimensional geometries

To facilitate a 2D-3D comparison, the second series of geometries is considered next, see
Fig. 3.10. In order to make the comparison to the 2D results, the results for the revolved
shapes in Fig. 3.10 are compared to two-dimensional simulations on a x × z = 1.5 ×
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2.5 μm2 domain which is also periodic in the horizontal direction. As a consequence,
the two-dimensional cross-section in the y = 0 plane is equal for the two- and three-
dimensional analysis. Comparing the two- and three-dimensional results in fact implies a
comparison between an extruded and a revolved three-dimensional polygon, respectively.
The resulting II and Ep-values are displayed in Fig. 3.12. The open circles denote the
result from the two-dimensional model with periodic boundary conditions, which are
clearly different from the results in Figs. 3.4 and 3.6. A first prominent difference is the
magnitude of the II and Ep-values. The II-values are significantly higher in this case,
because the domain of interest is smaller and inclusions are more closely packed together.
Such an increase of II was already identified in the multiple-scattering simulations but
also hold in the regular grid considered here. The Ep-values on the other hand differ more
from 1, i.e. the conversion based intensity effectiveness reduces. These findings indicate
that although higher peak intensities exist, the average effective conversion decreases
compared to the homogeneous domain or even the isolated particle case. The single
exception to these conclusions is the point where the square (n = 4) is oriented at
θmax. In this orientation the corners of the square are close together, which results in
a strong interaction between neighboring particles as reflected by both the II and Ep-
value. Similarly to some of the realizations in the two-dimensional multiple-scattering
simulations, the effectiveness appears to be higher than in the homogeneous situation.
This can again be attributed to the horizontal interactions and illustrates the significant
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Figure 3.12 Results of the two-dimensional versus three-dimensional revolved shape
analysis. Circles are the 2D results, the squares correspond to 3D shapes with
a side ini ally perpendicular to the incoming light (Figs. 3.10a to 3.10d) and the
rhombus depics 3D shapes with corners ini ally aligned with the light direc on
(Figs. 3.10e to 3.10h).
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effect of orientation for non-spherical particles. Another remarkable observation is that
due to the difference in boundary conditions the trend in average II- and Ep-values is
opposite to the one in Figs. 3.4 and 3.6, respectively. The slope of the II average shows
opposite behavior compared to Fig. 3.4 and the effectiveness Ep improves for increasing
polygon order. This clearly illustrates that using single scattering theories for multiple-
scattering physics is not appropriate.

The high II- and Ep-values for n = 4 are not found in the three-dimensional
simulations represented by the square and rhombus symbols in Fig. 3.12. This can
most likely be attributed to the increase in average distance between the faces of
neighboring particles. The squares in Fig. 3.12 correspond to revolved shapes with a
side initially perpendicular to the incoming light (Figs. 3.10a to 3.10d), similar to the
two-dimensional analysis, and the rhombus depicts results for revolved shapes with their
corners initially aligned with the light direction (Figs. 3.10e to 3.10h). In a general sense,
II-values are higher in a two-dimensional setting but the bandwidth of results overlaps
to a large extent with respect to Ep. This indicates that although the inhomogeneity in
the intensity field is overestimated in a two-dimensional setting, the effectiveness of the
resulting conversion is equivalent. As expected from the initial orientation similarity,
the orientation angle dependence of the shapes with θ0 = 0 is fairly similar to the two-
dimensional analysis. This is more obvious for Ep than for II, where n = 4 and 6 do
not show this dependence. The II- and Ep-values for the revolved shapes with θ0 = 0
and θ0 = θmax are highly analogous. Compared to the platonic shapes, the II-values
are slightly higher (on average) for the revolved shapes, but the Ep is of the same order
suggesting equivalent conversion effectiveness for all considered three-dimensional
shapes. A conclusion that can be drawn from Fig. 3.12 is that although the intensity
profile might be different on the local scale, the effective emanating conversion in a three-
dimensional setting is approximated correctly by a two-dimensional analysis.

3.5 Conclusions

The role of the powder in the additive manufacturing process for ceramics can not
be neglected. Clear effects were already identified in the initial attempts to print
ceramics through vat photopolymerization, e.g. the pronounced broadening of the cure
profile [31]. This work aimed to identify and quantify the effects introduced by particles
in the VP process for ceramics, using a physics-based numerical modeling approach.

The numerical framework solves Maxwell’s electromagnetic equations to capture
the relevant effects emerging when the size of the particles is of the same order as the
wavelength. From the resulting electric and magnetic vector field quantities, the field
variable of interest can be obtained, i.e. the intensity or irradiance, which is the driving
force for the photopolymerization reaction. The difference in refractive index combined
with the inclusion geometry induces a large inhomogeneity in the intensity field due to
the combined effects of reflection, refraction, interference and diffraction. The latter
two physical effects can only be captured through a full wave description of the light.
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In order to quantify the effect of the inclusions, two unique intensity-based quantities
are defined. The first one, the intensity inhomogeneity II, quantifies the deviation from
the disturbed intensity field compared to the uniform homogeneous case. The second
one, the conversion based intensity effectiveness Ep, relates the non-homogeneous intensity
field to the emanating polymerization reaction, without introducing additional material
parameters. To parametrize the powder shape, particles are represented by polygonal
(in 2D) or polyhedral (in 3D) shapes. This illustrates the academic nature of the study,
considering the possible degree of randomness in actual powder shape, but at the same
time allows for a clear and insightful study of the emerging effects.

Models with a single two-dimensional inclusion in a large uniform domain showed
a small but clear trend favoring a higher-order polygon with respect to Ep, on the other
hand II does not show a clear trend. With respect to orientation dependence, lower
II but higher Ep are found when the orientation is such that a flat side is opposite and
perpendicular to the light origin, as is the case for θ = 0 in the considered models.
Moving towards the more realistic multiple-scattering situation, all influences of particle
geometry vanishes and there is no statistical preference for one polygon shape over the
other. A practical transformation of multiple particle models to a three-dimensional
setting is computationally demanding. To restrict computational requirements,
models with a single incorporated inclusion and prescribed periodicity in the direction
perpendicular to the illumination direction are proposed. The difference of these
horizontally stacked particles compared to the isolated case is already significant in a two-
dimensional setting. No clear trend can be identified for II, but the effectiveness Ep now
increases for reducing polygon order. This finding illustrates the necessity of accounting
for multiple-scattering. The considered three-dimensional shapes (both platonic and
revolved polygons) show the same trend in Ep, i.e. a reducing value for more sphere-like
geometries. The intensity inhomogeneity II on the other hand increases towards the
sphere. By comparing results of a two-dimensional simulation to three-dimensional
equivalent revolved shapes, it becomes clear that the two-dimensional simulations
do have a clear predictive value. Although the inhomogeneity in the intensity field is
slightly overestimated in the two-dimensional framework, the correspondence is excellent
compared to II = 0 for the homogeneous case. Furthermore, the photopolymerization
effectiveness Ep is very analogous for both two- and three-dimensions. Considering the
interest lies in the conversion homogeneity resulting from the illumination step, the
trends in the Ep-value are deemed more important.

This study provides interesting insights for light scattering in a ceramic-resin system
where typical properties of alumina and photopolymer resin are used. Nonetheless, it
allows for other particle-matrix systems as well. The study illustrates the relevance of a
two-dimensional analysis, preventing the need for highly computationally demanding
three-dimensional simulations. However, a more generalized three-dimensional domain,
with randomized placement and orientation, still needs to be explored.54



4
Multi-scale process simulation for particle

filled vat photopolymerization

Abstract
The majority of research into vat photopolymerization (VP), has been focused
on experimental investigations of the influence of process and material param-
eters. In a specific application of the VP technique, where the resin is filled
with particles, this empirical approach has its limitations. In order to fully
understand the relation between process parameters and the material prop-
erties a detailed numerical analysis is needed. In this chapter a multi-scale
and multi-physical simulation approach to unravel such relations in the complex
production process is presented. Using a homogenization approach, the
influence of the filler particles, in this case alumina, on the light scattering,
conversion characteristics and resulting effective thermal and mechanical
properties is determined. The effective composite material and scattering
properties are then used as input in a process simulation framework. This
enables prediction of key filled-VP characteristics at a structural level. A mesh
sensitivity analysis at the component scale reveals that adequate predictions
may be obtained with a rather course discretization, facilitating multi-physics
VP part simulations.

Reproduced from: Westbeek, S., Remmers, J. J. C., van Dommelen, J. A. W. & Geers, M. G. D.
Multi-scale process simulation for additive manufacturing through particle filled vat photopoly-
merization. ComputationalMaterials Science 180, 109647 (July 2020)
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4.1 Introduction

Additive manufacturing (AM) through vat photopolymerization (VP) or
stereolithography is a powerful additive process based on selective UV illumination of
a photo-reactive resin in a layer-by-layer fashion. VP is generally recognized as an AM
technique with an excellent resolution in combination with high surface quality [23].
Although traditional photopolymerizable materials are limited to acrylic and epoxy
resins [132], through the addition of a solid phase powder, the VP process can also
be used to print other materials, for example in dental applications [53]. Appropriate
subsequent binder removal even facilitates fabrication of dense monolithic non-polymer
parts [16].

The current work considers a multi-step process for the fabrication of ceramics, as
illustrated in Fig. 1.3, with the focus on the (highlighted) AM step itself. It should
however be noted that the applicability of this work is not limited to ceramics only, but
also includes other particle filled and even unfilled traditional VP resins.

The introduction of the ceramic powder in the polymer resin increases the complexity
of the relevant physical processes involved. Besides rheological aspects (outside the
scope of this work) in depositing the new layer of powder filled resin [58], i.e. the
slurry, the presence of the powder strongly affects the illumination step. The powder
particles typically have different optical properties than the resin, introducing light
scattering. Due to the high filling fraction, this may have a profound effect on the
shape and size of the cured profile [31]. A similar contrast in properties also holds
for the thermomechanical characteristics. While typical resins show shrinkage during
solidification, the rigid-like inclusions introduce inhomogeneities in the strain field
and act as heat sinks for the exothermic heat generation [78]. These effects, although
introduced at the small length scale of the particles, have a profound influence on the
resolution and quality of the resulting printed composite part. A better understanding of
the VP process for filled resins is therefore considered key to predict or resolve problems
related to these effects [57], either before or during printing [62].

Starting from the pioneering work of Jacobs [54], different papers provide a better
understanding of the VP process through mathematical/numerical approaches that
can be categorized in two categories. Firstly, an extensive number of works focus
on the development of more sophisticated polymerization models. Based on the
illumination conditions, these contributions predict the spatial evolution of the degree
of conversion whilst accounting for the photopolymerization kinetics [66–68], the
presence of inhibitor species such as oxygen [69, 70] and photobleaching due to initiator
consumption [71–75]. Examples that attempt a similar approach for powder filled
resins are more scarce. A notable example is Ref. [76] where experimental work is used
to determine the optical properties of the filled resin, to subsequently apply these in
a simulation model to predict the solidified contour. More common are approaches
that extend the exposure threshold model developed by Jacobs to account for the
broadening (and shallowing) of the cure width (and depth) by the presence of inclusions
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through emperical expressions [31, 41, 43, 60, 77]. Apart from the aforementioned
photopolymerization models, secondly, phenomenological approaches exist that aim
to capture the mechanical effect of the layered process due to shrinkage [55, 63–65,
133] or the resulting part’s tensile strength [134], while considering individual layers as
homogeneous.

To obtain an improved comprehension of the influence of a particle filler in the
VP process, a numerical multi-scale process simulation framework is developed in this
work that captures the effect of the inclusions, starting from the illumination of the
monomer resin until the development of residual stresses and deformation in the printed
part after solidification. The developed simulation framework distinguishes itself in
three ways compared to (the aforementioned) published literature. (i) It combines
the multi-physical nature of Ref. [78] with a multi-scale framework to capture the
influence of the inclusions on the print process occurring at the component scale.
(ii)The effective behavior is extracted in a homogenization approach starting from
properties of individual constituents. (iii) It leads to a hybrid model compared to the two
aforementioned approaches in literature, combining inhomogeneous layer conversion
(kinetics) with the development of mechanical stress and deformation through process
simulation.

This chapter presents a detailed description of the developed multi-scale VP process
simulation framework for particle filled resins, with particular application to an alumina
(Al2O3) ceramic slurry in a process with a scanning Gaussian UV laser source. The
following section will introduce the relevant length scales and the physical background.
The derivation of effective material properties is presented in Section 4.3. In order to
demonstrate the relevance of the developed framework, it is applied to an illustrative
academic case study in Section 4.4.

4.2 Mathematical description of the multiscale modeling framework

The relevant physical phenomena occur at a large variety of length scales, ranging
from the wavelength of the UV light source, via the powder inclusions to a single
layer and even the full component scale. To put this into dimensional numbers, the
wavelength is in the order ofO(400 nm), particles have diameters in the same order
up to a few μm, layer thicknesses are 10s of μm with part sizes stretching (many) cms.
Although the wavelength itself has little importance for unfilled polymer resins where
the Beer-Lambert law is sufficient to predict light absorption, its relevance in particle
filled resins has been shown in our previous contributions, cf. Refs. [78, 116]. The
corresponding length scales vary from the light wavelength and particle diameter to the
penetration depth of the light, which is typically somewhat larger than the layer thickness
in VP applications. From a (thermo)mechanical point of view, the range of relevant
length scales stretches even further, from the particle size (μm) to the full component
dimensions (cm). Simulating all physical effects related to the presence of the inclusions
in a single process simulation framework is therefore an unfeasible task.
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macro meso micro
(∼cm) (∼10 μm) (μm)

solidified resin inclusion homogenized Gaussian laser

Figure 4.1 Graphical descrip on of the mul -scale framework. From le to right the three
depicted length scales are the macro-scale, the meso-scale and the micro-scale.
The macro-scale graph illustrates insufficient cure introduced by a (too) large
hatch-spacing

To account for the presence of the inclusions in the process simulation, a multi-scale
framework is here proposed, consisting of three coupled length scales as depicted in
Fig. 4.1. The full part scale where process boundary conditions are considered is referred
to as themacro-scale, a length scale where homogenized effective properties are used.
These are determined from the intermediatemeso-scale, governed by light scattering and
themicro-scale with heterogeneous local effective thermo-chemo-mechanical properties.
These scales are depicted from left to right respectively in Fig. 4.1.

To relate thermo-chemo-mechanical properties on the micro-scale to the macro-
scale, two requirements are assumed to hold; i.e. (i) the macroscopic domain spans a size
much larger than the microscopic domain and (ii) the time needed to impose changes
at the macro-scale is much larger than the time needed to reach a steady-state at the
micro-scale [135]. This implies separation of scales in both space and time. Assuming
that individual layers have a clear role in the residual stresses and deformations in the
final part, the separation of scales is less pronounced for the meso- to macro-scale.
The mathematical description and physical interpretation of the distinct length scales
together with the imposed assumptions is addressed in the following Sections 4.2.1
to 4.2.4, starting with the micro-scale. The problems at the individual length scales are
solved using tailored finite element formulations.

4.2.1 Microscopic problem formulation

The smallest length scale considered is the micro-scale (m), where the presence of the
inclusions inside the conversion dependent monomer-to-polymer matrix is accounted
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for in a continuum setting, also known as a representative volume element (RVE). Using
appropriate scale-transition relations, the micro-scale behavior is translated to effective
macro-scale constitutive laws. A total of three physical descriptions with appropriate
assumptions are relevant at this RVE scale, i.e. (i) the chemical evolution in the matrix
material and (ii) thermal and (iii)mechanical constitutive descriptions of the different
constituents. These will be addressed in the following Sections 4.2.1.1 to 4.2.1.3,
respectively.

4.2.1.1 Chemical evolution

The micro-scale is considered to be small and of size l, with only a limited number of
inclusions contained inside the considered volume. Using this restriction, a convenient
assumption is to consider the intensity to be homogeneous throughout the volume. For
the case of a homogeneous unfilled resin, this assumption makes perfect sense as long as
the depth of light penetration,Dp, is much larger than the microscopic size l, i.e. l ≪ Dp.
Note that formallyDp is the length in thickness direction where the irradiance has
reduced to 1/e of the initial value that originates from a modified version of the Beer-
Lambert law [19, 54]. Requiring that the magnitude ofDp for the filled resin is still≫ l,
the light intensity at the micro-scale can also be assumed homogeneous, despite of the
light scattering in the slurry.

For the description of the polymer conversion, a simple square root intensity
dependent monomer conversion is adopted [78]:

Rp = −d[M]

dt
= P

√
I[M], (4.1)

whereRp is the rate of polymerization, [M] the monomer concentration, t the time, I
the light intensity andP a lumped rate constant for the polymerization process. The
corresponding degree of conversion of the matrix material at the micro-scale pm is a linear
and weighted difference of the current and initial monomer concentration, [M] and
[M]0, respectively, formulated as

pm =
[M]0,m − [M]m

[M]0,m
. (4.2)

4.2.1.2 Thermal behavior

Thermal equilibrium A direct result of the two-scale transition setting introduced
above is a simple form of the thermal equilibrium equation inside the micro-scale
constituents, both matrix and inclusions, without transient terms, i.e. [135–137]

−∇⃗m · q⃗m = 0 with q⃗m = −km∇⃗Tm, (4.3)

where q⃗m is the heat flux vector introduced in the form of Fourier’s law, in which Tm is
the temperature and km the thermal conduction coefficient.
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Heat source The assumption of an instantaneous steady-state at the micro-scale does
not eliminate the possible existence of a heat source term at the macro-scale. In this work,
heat generation, r̂m, is restricted to the matrix material. The combined effect of heat
generated by photopolymerization and by light absorption is described as [44]:

r̂m = −ΔHm

(
d[M]

dt

)
m
+ amIm [C∗]m. (4.4)

The first contribution in r̂m is attributed to the exothermic heat, with ΔHm the
polymerization heat. The second contribution originates from heat by light absorption,
where am is the molar absorptivity and [C∗]m the concentration of the absorbing species.
Note that in opaque ceramic inclusions, the last term in Eq. (4.4), i.e. light absorption,
can be relevant, but for the alumina particles considered here, the absorption is negligible
at the considered wavelength [31].

4.2.1.3 Mechanical constitutive behavior

Requiring the RVE to be in equilibrium and in the absence of body forces—which,
compared to the divergence term, induce a negligible (volumetric) contribution due to
the small domain size—the divergence term in the balance of linear momentum becomes
dominant, which leads to

∇⃗m · σm = 0⃗, (4.5)

where σm is the micro-scale stress tensor. The relation between the microscopic strains
and stresses in both phases follows directly from the isotropic Hooke’s law, i.e.

σm = C4 m : εe,m (4.6)

where εe,m is the elastic strain tensor and C4 m is the fourth-order elastic stiffness
tensor [138] for which the relevant parameters, in this case Young’s modulus E and
Poisson’s ratio ν, are introduced in the following.

Even though the constitutive behavior is assumed to be purely elastic, non-elastic
strains and conversion dependent mechanical properties are accounted for. With
respect to the former, the total strain tensor ε is decomposed into an elastic, thermal and
chemical component, according to

εm = εe,m + εth,m + εch,m, (4.7)

respectively. For the inclusion material, the chemical strain is equal to zero and the
total strain in Eq. (4.7) reduces to the first two terms, i.e. elastic and thermal strain. The
thermal component in both constituents, i.e. matrix and inclusions, follows the classical
description for thermal expansion in an isotropic form, i.e.

εth,m = υm
(
Tm − Tref,m

)
I, (4.8)
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with υm the thermal expansion coefficient, Tref,m a reference temperature and I the unity
tensor. The chemical strain in the resin is assumed to be linearly related to the degree of
conversion using the shrinkage strain at maximum conversion as a scaling factor [78]:

εch,m = pmεch,max,mI. (4.9)

The inclusion properties are assumed constant at the micro-scale, however,
solidification in the matrix material is accounted for by introduction of a conversion-
dependent Young’s modulus Ep that reads [78]

Ep,m(pm) = e0Epol for pm < pgel,

Ep,m(pm) =
(

1− e0
1− pgel

(
pm − pgel

)
+ e0

)
Epol for pm ≥ pgel.

(4.10)

Initially when the resin is in a monomeric phase the mechanical properties are
insignificant as ensured by multiplication with e0 ≪ 1. After the gel-point, pgel, is
reached and solidification initiates, the Young’s modulus starts to increase linearly with
increasing conversion to a value of Epol for fully polymerized material.

4.2.2 Mesoscopic problem formulation

The meso-scale (M) is introduced to account for the effect of the particles on the light
intensity profile. Whereas knowledge of the light source intensity profile and the
resin’s penetration depthDp is sufficient to predict the cured profile in a traditional
unfilled polymer resin using Beer-Lambert’s law [54], this is no longer the case in filled
media [31].

Due to the high filling volume fraction and the small difference between the light
wavelength and particle sizes, an electromagnetic wave description of light is used
throughMaxwell’s equations. Considering that illumination times are much longer than
the time required for light to travel through a layer, the time-dependent light propagation
is not of interest and the problem is solved in the frequency domain [78]. A form of the
Maxwell curl-curl equation for the electric field that holds for dielectric materials can be
formulated as [95]

∇⃗M ×
(
∇⃗M × E⃗M

)
= ζ20ñ2ME⃗M, (4.11)

where E⃗M is the electric field, ζ0 the light wave number in free space and ñM the
complex refractive index which is a function of the refractive index nM and the
extinction coefficient κM:

ñM ≡ nM − iκM. (4.12)

The mesoscale problem description is completed by appropriate boundary conditions
as addressed in Ref. [116]. These ensure that the light source enters the domain via the
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top surface (cf. Fig. 4.1) and they account for the finite domain dimensions through a
perfectly matched layer (PML) on the lateral and bottom faces.

The intensity of the light that induces the photopolymerization process is obtained
from the wave solution through the magnitude of the time averaged Poynting vector S⃗:

IM = ∥⟨⃗SM⟩∥ =

∥∥∥∥ 12ℜ{E⃗M × H⃗∗
M

}∥∥∥∥ , (4.13)

where H⃗∗
M is the complex conjugate of the magnetic field, obtained using Faraday’s law.

4.2.3 Macroscopic problem formulation

At the macro-scale (M), the focus lies in capturing the influence of VP process conditions,
with respect to e.g., layer thickness and illumination conditions to name a few. Relevant
balance equations at this scale are mechanical and thermal equilibrium.

The mechanical linear momentum balance at the macro-scale becomes

∇⃗M · σM + ρMb⃗M = 0⃗, (4.14)

where dynamic contributions are ignored and b⃗M is the body force vector per unit
volume and ρM the mass density. The thermal equilibrium equation with transient
effects and a heat source term is formulated as(

ρcp
)
M

dTM

dt
= ∇⃗M ·

(
kM∇⃗TM

)
+ r̂M, (4.15)

where cp is the specific heat and Fourier’s law is substituted for q⃗.
Mechanical and thermal boundary conditions, on a domain as illustrated in Fig. 4.2

for four individual time steps, complete the macro-scale formulation. For the mechanical
boundary conditions, a simple displacement (Dirichlet) constraint (Δx⃗ = 0) suffices
in the AM process, i.e. a perfect bonding is considered at the interface between the base-
plate of the printer and the first slurry layer at t0. Assuming that the top and the sides

Δx⃗ = 0⃗,
T = Tbp

t0 t1 = t0 + Δt1 t2 = t1 + Δt2 t3 = t2 + Δt3
qs = 0

qs,cr

Figure 4.2 Visualiza on of the macro-scale descrip on. The con nuous expansion of the
domain in an AM process simula on is indicated for four me steps, star ng with
the layer deposi on at t0 , illumina on of the first layer at t1 and two subsequent
layers at t2 and t3.
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are free to deformmakes sense considering only a limited section of the whole fluid
vat. The temperature is also fixed at the base-plate at the temperature Tbp, where it is
mechanically connected. A thermal interaction with the surroundings is accounted
for by a combination of convection and radiation on the top surface. This defines a
Neumann surface heat flux formulated as [139]

qs,cr = h (T− Te) + eS
(
T4 − T4

e
)
, (4.16)

in which h is the convective heat transfer coefficient, e the emissivity, S the Stefan-
Boltzmann constant and Te the surrounding environmental temperature. A no-flux
thermal condition is assumed on the side faces of the domain such that there is no
thermal gradient in the direction perpendicular to the plane. This assumption is justified
as long as the total temperature increase (near the boundaries) remains limited and/or the
surface area on the sides is small compared to the top and bottom surface.

Another element that Fig. 4.2 highlights is the additional complexity added by the
additive nature of the process. Not only does the domain-size increase from layer-to-
layer, also the boundaries change, and, as such, the boundary conditions do as well. This
important issue will be further addressed in Section 4.4.1.

4.2.4 Coupling between the scales

To provide the scale-transition relations frommicro-to-macro and meso-to-macro, a first-
order and offline homogenization scheme is applied. In the current approach, offline
implies that homogenized effective properties on the macro-scale are first determined
from the scale-transition relationships before conducting the analysis at the component
scale. A coupling between the micro- and meso-scale is not considered in the present
framework. It is assumed that the change in the (effective) light scattering as a result of
polymer conversion and related effects, e.g., shrinkage, photobleaching and changing
of the refractive index is insignificant. This implies that the micro-scale evolution does
not affect the meso-scale, enabling application of the offline homogenization scheme and
greatly increasing computational efficiency. For an extensive motivation behind the latter
the reader is referred to Ref. [78].

4.2.4.1 Micro-to-macro

The scale transition for the thermomechanical micro-to-macro problem is well
documented in literature, see e.g., Refs. [135–137, 140]. Mechanically, micro-macro
consistency is obtained through the classical Hill-Mandel condition which is enforced
by application of periodic boundary conditions on the micro-level RVE. This ensures
consistency in internal virtual work between both scales. If an RVE is considered with
quantities on opposite faces denoted with a+ and− superscript, the mechanical
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periodic boundary conditions are given by

u⃗+
m = u⃗−

m + εM · [⃗x+m − x⃗−m ], (4.17)
t⃗+m = −⃗t−m , (4.18)

where x⃗ denotes the reference position and u⃗ and t⃗ the boundary displacement and
traction, respectively.

A similar approach also provides a thermal scale-relation that originates from the
second law of thermodynamics, which ensures consistency in entropy due to heat
conduction [141]. The corresponding periodic boundary conditions are

T+
m = T−

m + ∇⃗TM · [⃗x+m − x⃗−m ], (4.19)
q⃗+
m · n⃗+ = −q⃗−

m · n⃗− (4.20)

with q⃗ the heat flux vector and n⃗ the unit normal to the surface.
In the first-order computational homogenization scheme considered here, the

macroscopic gradients of the displacement field and temperature field are equal to the
volume average of the microscopic fields, through

σM =
1
Vm

∫
Vm

σm dVm, (4.21)

q⃗M =
1
Vm

∫
Vm

q⃗m dVm. (4.22)

Other volumetric quantities follow a similar volume averaging approach, such that [137,
140]

ρM =
1
Vm

∫
Vm

ρm dVm, (4.23)

r̂M =
1
Vm

∫
Vm

r̂m dVm, (4.24)

(
ρcp
)
M =

1
Vm

∫
Vm

(
ρcp
)
m dVm. (4.25)

4.2.4.2 Meso-to-macro

While the micro-to-macro transition is based on a strong scale-separation, this is not the
case for the meso-to-macro relation, as the light penetration depth typically surpasses
a layer thickness. The meso-to-macro scale transition is only a method to eliminate the
dependence on the micro-structural (spatial) realization with respect to light scattering.
Even though previous works showed that the illumination conditions on the micro-scale
can be highly inhomogeneous locally, at the macro-scale only the resulting cure profile is
of interest [78, 116].
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The homogenization approach used in this work is inspired by the experimental
approach in Ref. [76], where a known light penetration in an unfilled resin is scaled
by a beam width and depth that are corrected for the presence of powder particles. In
the current work, the broadening and shallowing, as illustrated in Fig. 4.3, is predicted
through numerical simulation.

z

I
0

Dp

Dp,M

I0,M I0

I0,M/e

I0/efilledunfilled

Figure 4.3 Graphical descrip on of the meso- to macro-scale transi on for an unfilled versus
a filled resin. The line plot on the right illustrates the intensity profile on the line
through the horizontal center of the Gaussian laser beam for both the unfilled
(yellow) and filled (blue) resin. Light sca ering in the filled resin causes a change
in apparent intensity, beam width and depth of penetra on, whilst conserving
laser power.

Using an apparent penetration depth, laser beam radius and intensity present in the
slurry,Dp,M, w0,M and I0,M, respectively, the spatial intensity profile induced by the
Gaussian laser is assumed to be given by

IM(x, z) = I0,Me−2x2/w0,M
2e−z/Dp,M , (4.26)

where x and z are the horizontal and vertical direction, respectively. The slurry dependent
values will also be compared to values in the homogeneous resin without the alumina
filler, i.e. I0,Dp and w0, cf. the left hand side of Fig. 4.3. Note that the apparent intensity
I0,M is introduced to conserve laser input power, PL, and as such is related to the beam
width according to

I0,M =

√
2
π

PL

w0,M
. (4.27)
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In order to transform the local meso-scale intensity field IM(x, z) to the macro-scale
homogenized mathematical form IM(x, z) in Eq. (4.26), a two-step approach is applied
where the surface intensity profile is extracted first and the corresponding penetration
depth is determined next. For the considered alumina slurry, this process is illustrated in
Section 4.3.1.

In order to conserve the effective conversion through the scale-transition, the volume
averaged meso- and macro-scale degree of conversion should be identical. Formally, that
implies∫

VM

pM (IM(⃗x), t) dV =

∫
VM

pM (IM(⃗x), t) dV. (4.28)

To ensure that Eq. (4.28) still holds after the homogenization, the conversion description
is scaled by introduction of a dimensionless scaling parameter B and a scaled power n.
The macro-scale photopolymerization law, cf. Eq. (4.1), consequently becomes

Rp,M = −
(
d[M]

dt

)
M

= PB
√

IM(⃗x)
(
IM(⃗x)
I0,M

)n
[M]M. (4.29)

To enforce conversion conservation in an effective sense, B and n are determined by
ensuring

1
VM

∫
pM (IM(⃗x),B, n, t) dV− 1

VM

∫
pM (IM(⃗x), t) dV → 0 ∀ t, (4.30)

such that the difference between macroscopic and mesoscopic domain averaged
conversion for all time steps approaches zero. This can also be written as a least squares
minimization problem:

min
B,n

te∑
t=0

(⟨ pM⟩ − ⟨ pM⟩)2 , (4.31)

where ⟨ p⟩ denotes the volume averaged conversion and the sum is taken over a discrete
number of time-steps t = 0,Δt, . . . , te. Note that this does not change the conversion
kinetics, it simply ensures the correct macro-scale conversion evolution. Additionally,
it is useful to realize that although this explicitly only enforces temporal agreement,
implicitly, due to the time integrated effect of conversion, the conversion profile will also
be captured correctly. This approach is further elaborated in Section 4.3.2.

4.3 Effective property determination

The scale-transition relations introduced in the previous section enable the extraction
of effective properties to be used in the solution of the macroscopic problem. In the
following, the effective illumination and chemo-thermo-mechanical properties are
derived for the photo-reactive alumina slurry, but the approach described in Section 4.2 is
generic and can in principle be applied to different filled resin systems as well.
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4.3.1 Effective scattering properties

The presence of the inclusions causes light scattering to occur, which broadens the
apparent laser beam width, typically reducing the penetration depth. To quantify this
effect, a penetration depthDp,M, beam width w0,M and light intensity I0,M (which is
related to w0,M through Eq. (4.27), cf. Fig. 4.3), characterizing the filled medium need to
be identified.

For the alumina filler in the monomer/polymer resin at hand, the light propagation
through the material is dominated by the difference in optical properties in the complex
refractive index ñ, cf. Eq. (4.11). The micro-scale optical properties used for the resin
and spherical inclusions with a constant radius are given in Table 4.1. Note that the
extinction coefficient κ in Eq. (4.12) is related to the penetration depthDp through:

κ =
αλ
4π

=
ln(10)a[C∗] λ

4π
=

(
Dp
)−1 λ
4π

, (4.32)

where λ is the wavelength of the light and α is the absorption/attenuation coefficient [78,
95–97]. Due to the presence of the initiator, which is assumed to be the only absorbing
species inside the resin, i.e. [C∗] = [In]0, the resin’s absorption is clearly non-zero. At the
wavelength of interest the alumina absorption is negligible [31].

The light scattering problem is solved using Comsol’s RF module [94] in a two-
dimensional finite element setting. The third dimension is ommited in order to
reduce the computational cost, which can be attributed to the required resolution to
fully resolve the wavelength of light [78]. Motivation can however also be found in
the equivalent light scattering efficiency for two- and equivalent three-dimensional
shapes [116]. To translate the three-dimensional alumina volume fraction to an
equivalent two-dimensional filling fraction, the path length of the light through and
from-particle-to-particle is required to be identical. Furthermore, the inclusion’s

Table 4.1: Op cal proper es of the micro/meso-scale cons tuents and boundary condi ons.

Parameter Value Unit Description

np 1.5 [-] Monomer/polymer refractive index
[In]0 1 [mol/L] Initial initiator concentration
aIn 150 [L/(mol cm)] Molar absorptivity initiator

ni 1.78 [-] Alumina refractive index
κi 0 [-] Alumina extinction coefficient
ri 0.5 [μm] Alumina inclusion radius
φi 0.5 [-] Alumina volume fraction

I0 500 [W/m2] Source peak light intensity
w0 6 [μm] Laser beam width
λ0 400 [nm] Light source wavelength
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curvature is considered highly relevant for the scattered result [116]. Correspondingly,
the two dimensional filling fraction and inclusion radius are taken equal to the three-
dimensional values.

The considered square domain with a filling fraction of 50% consists of 1000 circular
inclusions, which in turn dictates the length of the domain edges, see the example
domain shown in Fig. 4.4 (a). Particles are placed in a periodic arrangement at the left
and right boundaries, but they do not cross the top and bottom boundary to account for
the free illumination surface at the top.

An example light scattering result is illustrated in Fig. 4.4 (b) for the single realization
depicted in Fig. 4.4 (a). Individual particles are not displayed to clearly show the
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Figure 4.4 Graphical visualiza on of the homogeniza on approach for the par cle
realiza on depicted in (a). The original sca ered intensity field is displayed in
(b), a er applica on of the Gaussian smoothing in (c) and the corresponding
parameterized version that follows Eq. (4.26) in (d).

calculated field information. The color in the plot denotes the intensity field normalized
by the source intensity I0. The non-vertical intensity lines in the inhomogeneous
intensity field clearly illustrate the broadening of the light penetration. The subsequent
homogenization approach is visualized in Figs. 4.4 (c–d). In Fig. 4.4 (c), an energy
conserving Gaussian smoothing is applied to the original intensity field. The magnitude
of the Gaussian smoothing, i.e. the standard deviation in the blur operation, is optimized
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such that the best match is obtained at the top surface (z = 0) with a modified set
of power conserving source parameters, according to Eq. (4.27). This nested (least
squares) optimization, that results in the smeared intensity field in Fig. 4.4 (c), provides
the effective Gaussian laser parameters I0,M and w0,M, cf. Eq. (4.26). The remaining
parameter in this equation,Dp, is subsequently obtained from a minimization of the
difference between the Gaussian smeared field in Fig. 4.4 (c) and the parameterized
version in Fig. 4.4 (d). Figs. 4.4 (b–c) indicate that the light scattering concentrates
the light slightly below the resin surface. The resulting parameterized field displayed in
Fig. 4.4 (d) neglects this behavior, but overall remains consistent.

The homogenized effective values forDp,M and I0,M are obtained as the average
from 20 different geometrical realizations. The resulting normalized parameter values
are displayed in Table 4.2 with their corresponding standard deviation (SD). The

Table 4.2: Normalized effec ve op cal proper es at the macro-scale.

Parameter Value SD Unit
I0,M/I0 0.485 0.017 [-]
Dp,M/Dp 0.546 2.6 · 10−2 [-]

magnitude of the normalized values illustrates that for the considered slurry both the
depth of penetration and the apparent intensity are roughly two times lower compared
to the unfilled resin. Based on Eq. (4.27), the corresponding apparent beam width is
approximately twice as wide compared to the actual one. The result for the apparent
light source intensity, that approximately equals half the source intensity, closely matches
the experimental result obtained by Li et al. [142].

4.3.2 Effective conversion properties

Even though the homogenized intensity field introduced in the previous section
captures the averaged intensity field quite accurately, the highly inhomogeneous field
characteristics are lost. Because the relation with the conversion is non-linear, this could
affect the conversion efficiency. To remedy this, the conversion scaling parameter B and
modified power n from Eq. (4.29) are determined here. This analysis is conducted using
the properties denoted in Table 4.3. The mean and the 95% confidence interval of the
volume averaged meso-scale conversion evolution for the 20 considered geometrical
realizations i, ⟨ pi,M⟩, is shown in Fig. 4.5. For every geometrical realization, the

Table 4.3: Op cal proper es of the micro/meso-scale cons tuents and boundary condi ons.

Parameter Value Unit Description

[M]0 8.2 [mol/L] Initial monomer concentration
P 0.15 [m/(sW

1
2 )] Polymerization rate constant
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Figure 4.5 Domain averaged conversion in the original sca ered (solid) and parameterized
(dashed) fields, i.e. ⟨ pi,M⟩ and ⟨ pi,M⟩, respec vely, with mean and 95%
confidence interval for 20 geometrical realiza ons. ⟨ pi,M⟩ is a direct solu on
of the minimiza on problem in Eq. (4.31) following Eq. (4.29) with Bi and ni. The
homogenized effec ve value (do ed) uses the effec ve conversion proper es
from Table 4.4.

corresponding optimized effective Bi and ni parameter are determined, according to
the minimization problem in Eq. (4.31) with Δt = 0.1 s and te = 6 s. The resulting
mean and the 95% confidence interval of the volume averaged macro-scale conversion
evolution, ⟨ pi,M⟩, is also indicated in Fig. 4.5. Although the variation between the 20
geometrical realizations has been incorporated in Fig. 4.5 in the form of a confidence
interval band around the mean for both ⟨ pi,M⟩ and ⟨ pi,M⟩, it is hardly wider than the
line thickness itself and therefore considered insignificant. Subsequently, the mean of Bi
for all geometrical realizations (i) provides the effective parameter B, whereas the non-
linear value of n is obtained by a least-squares difference minimization to ⟨ pi,M⟩ for all
i. Resulting values are provided in Table 4.4 and the corresponding volume averaged
response is shown by the dotted line in Fig. 4.5. The latter shows that the proposed
scaling of the conversion laws facilitates conservation of the photopolymerization
efficiency through the scale-transition.

The resulting conversion field over time is illustrated in Fig. 4.6 for intermediate time
steps, together with the conversion evolution of a single realization that serves as an

Table 4.4: Normalized effec ve conversion proper es at the macro-scale.

Parameter Value SD Unit

B 0.873 3.22 · 10−2 [-]
n −0.120 n.a. [-]
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Figure 4.6 Conversion over me [s] for a single realiza on (top row) compared to the
homogenized conversion induced by the homogenized intensity (bo om row),
i.e. using effec ve proper es from Tables 4.2 and 4.4.

example.

4.3.3 Effective mechanical properties

In this subsection, effective mechanical properties are derived in terms of the effective
stiffness, thermal expansion and chemical shrinkage tensor. To this extent a total
of 20 unique microstructures are generated using the discrete element package
liggghts [143]. To respect scale-separation, the considered micro-scale domains consist
of 10 alumina inclusions with r = 0.5 μm, occupying a volume fraction φ = 0.5.
Three example realizations are visualized in Fig. 4.7. Proper dispersion of the inclusion in
the matrix material is ensured by first filling the domain to 64 vol.%, before reducing the
radius to the specified value.

Effective properties are obtained using Comsol 5.4 [144] by application of periodic
boundary conditions and using the constituents’ material properties denoted in
Table 4.5, at constant temperature and curing degree. The only variable assumed
conversion dependent is the polymer Young’s modulus, as described by Eq. (4.10).

The resulting effective stiffness, thermal expansion and chemical shrinkage can be
characterized as isotropic, as shown in Appendix B. The complete set of obtained
effective elastic properties is provided in Table 4.6, with the exception of the volume
averaged quantity ρM which follows directly from Eq. (4.23). The standard deviation
shows the limited spread between the different geometrical realizations.

(a) (b) (c)

Figure 4.7 Three different realiza ons of a micro-structure with r = 0.5 μm and φ = 0.5.
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Table 4.5: Mechanical proper es of the cons tuents at the micro-scale.

Parameter Value Unit Description

Ep 2 · 109 [Pa] Polymer Young’s modulus at p = 1
e0 1 · 10−3 [-] Unpolymerized stiffness factor
pgel 0.2 [-] Gel-point for conversion
νp 0.4 [-] Polymer Poisson’s ratio

εch,max −0.05 [-] Maximum shrinkage strain at p = 1
υp 280 · 10−6 [1/K] Polymer coeff. of thermal expansion
ρp 1150 [kg/m3] Polymer density

Ei 300 · 109 [Pa] Alumina Young’s modulus
νi 0.22 [-] Alumina Poisson’s ratio
υi 8 · 10−6 [1/K] Alumina coeff. of thermal expansion
ρi 3900 [kg/m3] Alumina density

Table 4.6: Effec ve mechanical proper es at the macro-scale.

Parameter Value SD Unit

EM 8.90 0.291 [GPa]
e0,M 1.06 · 10−3 3.63 · 10−5 [-]
νM 0.32 6.67 · 10−3 [-]

εch,max,M −0.02 1.49 · 10−3 [-]
υM 117 · 10−6 8.10 · 10−6 [1/K]
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4.3.4 Thermal properties

The same geometrical realizations used for the effective mechanical property
determination in Section 4.3.3 (cf. Fig. 4.7) are also used for thermal properties. Apart
from the thermal conduction k, all thermal characteristics are obtained by volume
averaging following Eqs. (4.24) and (4.25). As with the mechanical properties, the
constituents’ properties are assumed isotropic at the micro-scale, as given in Table 4.7.

Table 4.7: Thermal proper es of the cons tuents at the micro-scale.

Parameter Value Unit Description

cp,p 1700 [J/(kg K)] Polymer heat capacity
kp 0.26 [W/(m K)] Polymer thermal conductivity
ΔHp 5.48 · 104 [J/mol] Polymerization heat

cp,i 900 [J/(kg K)] Alumina heat capacity
ki 27 [W/(m K)] Alumina thermal conductivity

The effective conductivity is obtained by applying periodic boundary conditions
with a temperature gradient and, subsequently, measuring the resulting heat flux
as introduced in Section 4.2.4.1. The determined isotropic thermal conductivity is
provided in Table 4.8, cf. Appendix B for the spread in individual realizations.

Table 4.8: Effec ve thermal proper es at the macro-scale.

Parameter Value SD Unit

kM 1.14 3.86 · 10−2 [W/(m K)]

4.4 AM process simulation

To illustrate the relevance of the above homogenization procedure for the simulation
of the additive manufacturing process at the macro-scale, the proposed framework
is implemented into an in-house developed finite element code. Details of this
implementation will be addressed next, after which the applicability of the macro-scale
model formulation with the homogenized input is demonstrated.

4.4.1 Implementation of the process simulation framework

For simulating a section of the photopolymerization vat, a layer of slurry is deposited in
the form of a voxel mesh with a certain resolution [133]. To fully resolve the penetration
depth, the current implementation uses a uniformmesh size with multiple elements
per layer thickness. New bulk elements are only added once a new slurry layer is applied.
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Initially, the top nodes of the added elements are placed at the intended position, based
on the undeformed and as-intended layer. To ensure this initial state is stress free, the
initial strains upon activation are subtracted from the element strains in Eq. (4.7) to
obtain an updated total strain formulation [133].

The top surface of the domain consists of surface elements to account for the
convection and radiation boundary conditions, cf. the red surface in Fig. 4.2. As soon
as a new layer is added, the previous surface elements are removed.

The driving force for all physics of interest is the light intensity, which is considered
as a volumetric field quantity according to an axisymmetric modification of Eq. (4.26).
Movement of the laser (along with the addition of new layers) is driven by a G-code
script, which is here generated by the open-source Slic3r software [145]. As soon as the
process is completed, the part is removed from the base plate by removing the associated
mechanical constraints [133].

4.4.2 Sample bridge process simulation

The macro-scale framework is applied to simulate a 9-layer bridge sample as depicted
in Fig. 4.8. The complete dimensions are (x × y × z) 200 × 600 × 450 μm with
two square pillars. To prevent AM/VP related geometrical inaccuracies induced by
slicing the three-dimensional object, the pillars and the deck consist of exactly 6 and
3 layers of 50 μm thick, respectively, and faces are considered flat and either parallel or
perpendicular to the printing direction. Temperatures of the constrained printer base-
plate and the surrounding environment are set to 20 ◦C, while the convection and
emissivity coefficients are assumed to be 10W/m2K and 0.9, respectively. To discretize
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Figure 4.8 Graphical visualiza on the bridge shaped showcase. The part consists of 9-layers
out of which 6 cons tute the two pillars and 3 the bridge deck, for which the
laser scan pa erns are visualized by the lines. Irradia on of each feature, i.e. pillar
or deck, starts with the contour a er which the infill is scanned at an alterna ng
0/90 degree angle, as controlled by the G-code input script.
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the domain, five linear cube elements are placed over the layer thickness, δ, which is 50
μm. Based on the effective irradiation properties extracted from the meso-scale and a laser
speed of 30 μm/s, the cured-line width, Cw, is expected to be 40 μm. Accordingly, the
distance between the scanned contour profile and the outer part dimensions is equal to
Cw/2. After the contour is scanned, the infill of the part is solidified using an alternating
0/90 degree angle inside the xy-plane where the line spacing is reduced to 20 μm to
ensure proper solidification. Both the contour and the infill strategy are depicted by the
lines in Fig. 4.8, where each color designates a single layer.

Resulting fields for degree of conversion, temperature, stress and deformation for
intermediate time steps during this process simulation are provided in Fig. 4.9. The

temperature increase [K] degree of conversion [-] Von Mises stress [GPa]

(a) (b) (c)

(d) (e) (f)

0 0.02 0.04 0.06 0.08 0.1 0 0.02 0.04 0.06 0.08 0.10 0.2 0.4 0.6 0.8 1

z

y

x

Figure 4.9 Temperature, degree of conversion and Von Mises stress in different me
steps throughout the prin ng process. Temperature (a, d) is shown in the
computa onal domain. The degree of conversion (b, e) and the Von Mises stress
(c, f) are displayed in the solidified (p ≥ pgel) volume. Deforma ons depicted in
the Von Mises plot are magnified by a factor of 5.

temperature plots show the entire considered section of the slurry bath, while the degree
of conversion as well as the VonMises stress are only shown for the solidified volume
with p > pgel. Depicted deformations are multiplied by a factor of 5.

The thermal profile in Figs. 4.9 (a) and (d) immediately shows that, even though the
heat generation might be significant, cf. [78], the vat surrounding the laser heat source
and the base plate act as a heat-sink and ensure that the part does not overheat during
printing. Correspondingly, the temperature increase induced by the exothermic and
absorption heat generation is only occurring locally. This is something that might change
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for a more voluminous part but could also point to the dominance of the constraint base-
plate temperature. However, for the small volume considered and the limited energy
input at the considered speed, the assumption of the constrained base-plate temperature
is deemed appropriate.

The solidified profiles in Figs. 4.9 (b) and (e) clearly illustrate the geometrical
smoothing over individual layers of VP as an AM process, since no clear crevice can be
distinguished between layers along the edge of the part. This smoothing, introduced by
the required print-through into the previous layer does show in clear undulations on the
sides of the object. Furthermore, the conversion field shows that the current scanning
speed does not result in fully cured samples and post curing might be required.

A large build-up of stress is evident in Fig. 4.9 (c) where the part is connected to the
build-plate. After the part is printed and released from the build-plate this stress largely
relaxes, as depicted in Fig. 4.9 (f). The latter also clearly indicates the expected residual
deformation from a multi-layer additively manufactured bridge.

A highly resolved cube mesh is to a large extent limiting the feasibility of simulations
at a component scale. The possibility to obtain a nearly equivalent accuracy with a course
discretization is therefore important to explore. The mesh dependence of the obtained
geometry and deformation is shown in Fig. 4.10. It displays the outline of the geometry
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Figure 4.10 Visualiza on of the deformed outline cross sec on (deforma on at true scale)
through the middle of the part (x = 150 μm) a er release from the base plate,
for different element sizes Le in comparison to the layer thickness δ = 50 μm.
From light to dark line colors Le = δ/5, δ/4, δ/3, δ/2, δ , respec vely.

in a cross-section in the yz-plane through x = 150 μm for element sizes Le that are an
increasing fraction of the layer thickness, δ, i.e. Le = δ/5, δ/4, δ/3, δ/2, δ. Fig. 4.10 shows
that all different mesh sizes are well capable of capturing the overall deformation, i.e. the
warpage of the bridge. To confirm this graphical impression, the curvature of the bridge
deck for different mesh resolutions, which is on average equal to 1.2 cm−1, only has a
standard deviation of 6.2 · 16−3 cm−1. For the solidified shape in the horizontal direction,
a single element appears to over-predict the dimension of the solidified geometry, while
two or more elements already show an adequate agreement.
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Figure 4.11 Visualiza on (triangulated) of the Von Mises stress magnitude, σVM in the
middle of the part (x = 150 μm) for different element sizes Le for a layer
thickness δ = 50 μm. From le to right Le = δ, δ/2, δ/3, δ/4, δ/5, respec vely.

The cross-sectional stresses for the different mesh resolutions are provided in Fig. 4.11.
For a large resolution in the stress field, a highly resolved mesh is also required. However,
if one is only interested in the locations where the largest stress concentrations occur even
one or two (linear) elements suffice. It should be noticed that for the magnitude of the
stresses and deformations, the relevance of viscous or even plastic material behavior needs
to be further examined. The mesh resolution dependency will also change for higher-
order elements.

For reference, Figs. 4.12a and 4.12b compare the printed geometry to the intended
geometry, both visually and quantitatively, respectively. The most obvious difference is
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Figure 4.12 Comparison of the printed geometry with Le = δ/5 (a er release from the
base plate) to the intended geometry. A purely visual comparison between
the intended (yellow) and printed (blue) geometry is provided in (a), while (b)
includes the distance from the intended geometry (as displayed) to the printed
part.

the large print-through error that can be observed in the additional solidified material
underneath the bridge deck. Fig. 4.12b, generated using the open-source software
CloudCompare [146], indicates that the additional solidified volume is even more than
a single layer thickness. Furthermore, the shrinkage in the bridge deck causes the top to
be more narrow than intended, while the deformation in the pillars produces a wider
bottom part. Overall, the accuracy in the xy-plane is fairly accurate.

The process simulation, based on the homogenized optical, chemical, thermal and
mechanical properties of the ceramic-filled resin described above, adequately captures
the essential aspects of the multi-physical and multi-scale process in a convenient
fashion. Using a limited resolution, it could serve to optimize light path planning or
shape modification in an optimization framework to reduce geometrical deviations or
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stress concentrations. Note that in spite of the fact that smaller length scales have been
eliminated in the offline homogenization steps, the predicted outcome only holds for the
considered (composite) material and light source.

4.5 Conclusions

The addition of filler particles to a traditional VP process adds a large degree of
complexity. This work proposes a predictive multi-scale and multi-physical simulation
framework for the corresponding AM process. The micro-, meso- and macro-scale each
reveal distinct features. Whereas the micro-scale provides effective thermo-mechanical
properties at a length-scale where the intensity and corresponding conversion are
considered homogeneous, the meso-scale accounts for the (wave-like) interaction of the
laser light with the particle-filled resin. To enable full process simulations that account
for the presence of the inclusions, the offline micro- and meso-scale simulations provide
effective material and scattering properties, respectively, used as input in the macro-
scale simulation. Although the description of the individual physics may be considered
simplistic compared to other individual and tailored (single-physic) models available
in literature, the key characteristics of a complete ceramic VP process are captured.
Moreover, the modular set-up of the multi-scale modeling framework allows for more
advanced models to be incorporated. This framework enables component scale stress
and deformation predictions based on the constituents’ material properties and process
conditions. Simulating the AM process in an immersed setting* that accounts for a
section of the resin/slurry-vat enables to capture typical VP characteristics. This would
not be possible using a commonly applied geometry-conforming pre-meshing technique.

Although the conducted study was focused on a resin with an alumina filler, it is
expected that the model components are easily tailored to alternative systems with small
(compared to the wavelength) inclusions or even homogeneous resins. The description of
the (solidifying) polymer can be improved by, for example, incorporating viscoelastic
behavior and a more advanced polymerization model. Further advancement of the
developed framework can be achieved by capturing the relevant light scattering on the
meso-scale using more computationally efficient tools. In the current implementation,
the finite element formulation of Maxwell’s equations is a limiting factor in the
applicability to predict light scattering for larger light source diameters and/or layer
thicknesses or more realistic three-dimensional light scattering realizations. Possible
research directions are alternative near field methods, such as the multi-sphere T-matrix
method (limited to spherical inclusions [39]), that should be able to account for light
absorption. Furthermore, the current work only considers a scanning laser VP process,
whereas irradiation through mask-projection is also widely applied in the fabrication

* In this context immersed is meant purely geometrical, for the visualization of structures it may be
considered as a level-set.
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of ceramics. Future work will focus on capturing the relevant effects of that particular
approach.
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5
Prediction of the deformed geometry: A

qualitative validation of the multi-physical
model

Abstract
In photopolymerization-based additive manufacturing a complex interplay
exists between the vat photopolymerization process characteristics and the
(photo-active) resin’s material properties, which governs the trajectory from
the input target geometry to the resulting true geometry of a printed compo-
nent. Particularly for fine featured geometries, there might be a clear mismatch
between the latter two. Determining whether the entire component is print-
able can only be properly assessed through a test-print. The current work
proposes an alternative modeling-driven route, which, after system and mate-
rial characterization, facilitates predicting the geometrical defects of the resulting
solidified component (including deformation). This is enabled through a
coupled multi-physical modeling of irradiation, photopolymerization, mechan-
ical solidification and chemical shrinkage.

Reproduced from: Westbeek, S., Remmers, J. J. C., van Dommelen, J. A. W., Maalderink,
H. H. & Geers, M. G. D. Prediction of the deformed geometry of vat photo-polymerized
components using a multi-physical modeling framework. Submitted for publication (2020)
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5.1 Introduction

Vat photopolymerization (VP) is an additive manufacturing (AM) technique capable
of fabricating highly accurate polymer components with high speed. The additive
process is based on selective irradiation of a photo-active polymer resin by (near) UV
light in a layer-by-layer fashion. The relatively low energy input induces a chemical
photopolymerization reaction, which in turn causes solidification. Even though the
concept of VP might appear more suitable for rapid prototyping, high performance
materials with tailored properties for a wide variety of applications are nowadays broadly
available [9]. Filling the polymer resin with a powder material—followed by subsequent
(post-)processing steps—even enables AM of ceramic or metal components [14, 16, 31,
148].

The challenges in AM generally lie in reproducability from part-to-part and print-
job-to-print-job, productivity/speed of the printing process and size of printable
components, i.e. scalability [57]. Adapting a specific process to an intended geometry
and/or printer generally also implies a large portion of trial-and-error in tuning
process parameters [149]. Naturally, manufacturers provide well documented resins
accompanying their proprietary printer in an attempt to resolve part of this issue, but
it does not entail a generic solution. A noteworthy path towards increased part quality
in VP is the integration of sensors and (closed loop) control schemes into the printer [62,
150, 151].

The complexity of the VP process, in the context of the challenges addressed above,
originates from the intrinsic multiphysical nature of the process [78, 131]. Regardless
of whether the printing system uses a bottom-up (constrained surface) or top-down
irradiation (free surface)—as illustrated in Fig. 5.1 for a two-dimensional irradiation,
Digital Light Processing (DLP), system—the VP process starts with the addition
of a layer of resin of predefined thickness in the order of 50 μm. As soon as this so-
called “recoating” step is completed, the photopolymerization reaction is initiated by
a UV projection of the cross-section of the product [19]. Absorption limits the light’s
penetration depth into the resin. In all locations where enough photons are available
to be absorbed by the initiator, the liquid monomer polymerizes; a process which is
accompanied by an exothermic temperature increase and chemical shrinkage [152]. As
soon as a critical amount of energy, ϵc, is supplied, the conversion reaches a threshold and
solidification occurs [54]. The accumulated effect of inhomogeneous shrinkage in the
stack of layers that shape a component can cause deformation/warpage [63, 108]. The
number of relevant physical effects increases further when accounting for effects such as
photobleaching [71–74] or the presence of inhibitor species such as oxygen [70, 153–
156].

The combination of these effects and their complex interplay makes accurate
predictions of the quality of the printed component cumbersome. A simulation
tool that captures the multiphysical nature of the AM process greatly enhances the
process from design, material, printer and printing conditions towards a functional and
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(a) (b)

Figure 5.1 Illustra on of a typical bo om-up (a) and top-down (b) irradia on DLP system.
Compared to the UV light source, the build-plate is located on the opposing side
and the arrows denote its direc on of mo on.

qualitative part. Different authors have worked on modeling the printed part for both
scanning laser (stereolithography) and full-field irradiation (mask projection or DLP)
systems. Starting from Jacobs’ cure depth model [54], in the following papers a rough
distinction can be made between attempts that capture the effect of the layered nature
of the AM process by applying selective shrinkage to a predefined geometry [55, 63–
65, 134] or papers that incorporate highly detailed physics to predict the polymerized
profile of a single or a limited number of layer(s) as a function of the UV light input
[66, 68–70, 79]. The distinctive characteristic of the current work is that it predicts
the printed/solidified geometry on a full-component scale—and the (unintended)
deformation/warpage in it—through multi-physical modeling of irradiation, conversion,
mechanical solidification and chemical shrinkage, with the sliced cross-sections of
the target component as the departing point. This is accomplished by finite element
simulation in an immersed setting, for which the model input is the applied irradiation
pattern that corresponds to the (sliced) target geometry, analogous to previous work by
the authors on VP for ceramics [78, 131]. In contrast to those works, the scope of this
work is restricted to the prediction of VP for an unfilled polymer, whilst including a
qualitative validation for the DLP process.

In the following, first, the theoretical formulation of the framework will be addressed,
after which the experimental approach to obtain validation samples will be introduced.
Subsequently, the model parameter identification is presented. The work will be
concluded by the validation of the developed simulation framework.
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5.2 Modeling framework

The developed simulation framework is implemented in a dedicated finite element
code tailored for simulating direct and indirect AM processes [133]. The general finite
element formulation is considered outside the scope of this work, but the interested
reader can find a plethora of relevant literature, e.g., [157, 158]. Within this work, the
framework is applied to a bottom-up VP approach (cf. Fig. 5.1), which is schematically
depicted in Fig. 5.2. The repetitious process initiates with the build-plate moving
upwards by (effectively) a layer thickness. Afterwards, patterned light from the projector
enters the vat through the transparent slab, inducing the photopolymerization reaction.
The description of the considered physics, i.e. irradiation, photopolymerization, the
additive nature of the process and solidification—which rely on the model formulation
published in a previous paper [131]—are addressed in the following Sections 5.2.1
to 5.2.4. Effects related to the recoating step, either in a top-down or bottom-up system,
are not accounted for and the (instantaneously) deposited layer is considered to be
flat [59].

5.2.1 Illumination

Capturing the relevant physics starts with a suitable irradiation model for the DLP
process at hand, which is based on the work of Kang et al. [68]. In contrast to direct
laser illumination, as discussed in Ref. [131], the intensity profile of a single pixel

build-plate

polymer component

resin vat

transparent slab

projector

x
z

y

Figure 5.2 Schema c visualiza on of the bo om-up DLP system considered within this
work.
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is not a general two-dimensional Gaussian function; instead it reveals a rectangular
cross section. The corresponding intensity distribution in a global coordinate system,
x⃗ ∈ R3 = (x, y, z), for a pixel i located at x⃗Si = (xSi , ySi , zSi), can be formulated as

Ip,i(⃗x− x⃗Si , t) = Ip,i,max(t) exp

(
−2 [r(⃗x− x⃗Si)]

2

[w(⃗x− x⃗Si)]
2

)
, (5.1)

with Ip,i,max(t) the pixel’s peak intensity in the horizontal center, i.e. (x − xSi , y − ySi) =
(0, 0), at time t. In this equation, r(⃗x− x⃗Si) and w(⃗x− x⃗Si) are given by

r(⃗x− x⃗Si) = ∥⃗x− x⃗Si∥2, (5.2)

w(⃗x− x⃗Si) = w0
r(⃗x− x⃗Si)
fsq(⃗x− x⃗Si)

, (5.3)

where w0 is the intensity distribution’s 1/e2 Gaussian half-width and fsq ensures the
rectangular pixel shape through

fsq(⃗x− x⃗Si) =

 x− xSi , if
∣∣∣ y−ySi
x−xSi

∣∣∣ ≤ 1,

y− ySi , if
∣∣∣ y−ySi
x−xSi

∣∣∣ > 1.
(5.4)

An example intensity profile of a single pixel is provided in Fig. 5.3. The corresponding
total light source intensity profile is then provided by using the cumulative intensity as

I0(⃗x, t) =
∑
i

Ip,i(⃗x− x⃗Si , t). (5.5)

The horizontal position of a pixel simply follows from the distance between the pixels, i.e.
the pitch Π, as xSi = Π (nx − 1/2) and ySi = Π

(
ny − 1/2

)
. In the latter, nx and ny are

integers that vary between 1 and the number of pixels in x- and y-direction, respectively,
Nx andNy, i.e. nx = 1, 2, . . . ,Nx and ny = 1, 2, . . . ,Ny. zSi , i.e. the out-of-plane
position of pixel i, will be addressed later. The result for a 6 × 6 grid with 8 activated
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Figure 5.3 Intensity field for a single pixel Ip,i(xi, yj). The depicted intensity field is
normalized by Ip,i,max.
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(b)

Figure 5.4 Illustra on of the accumula ve effect of neighboring (ac vated) pixels for the
pixel characteris cs shown in Fig. 5.3, w0 = 50 μm and Π = 50 μm. The
ac vated pixels are shown in (a) and the resul ng intensity field is shown in (b).
Note that the maximum intensity magnitude is larger than Ip,i,max , which is used
as a normaliza on value.

pixels (with characteristics equal to the one in Fig. 5.3, w0 = 50 μm andΠ = 50
μm) is shown in Fig. 5.4. Eq. (5.5) is implemented in the numerical framework as a
two-dimensional field that is updated once for every unique layer’s bitmap. This is not
necessarily equivalent to the number of layers, because components with edges aligned
with the z-direction can have the same cross-section across multiple layers.

If we furthermore assume that Beer-Lambert’s law provides the in-depth light
absorption in the z-direction, the three dimensional intensity profile in the material
points (assuming perpendicular incidence) is provided by

I(⃗x, t) = Ĩ0(x, y, t) exp (−(zSi (t)−z)/Dp) (5.6)

withDp the penetration depth, i.e. the depth where the irradiance has reduced to e−1 of
the initial value [19, 54] and zSi the z-coordinate where the light enters the material, such
that I(x, y, zSi , t) = I0(x, y, t), which depends on the number of layers and the layer
thickness δ, cf. Fig. 5.2. Ĩ0(x, y, t) in Eq. (5.6) is the result of a linear interpolation step on
the (sufficiently refined, but discrete) field I0, which ensures that the x- and y-coordinates
where the two-dimensional intensity field I0 is stored do not necessarily need to coincide
with the (x, y)-coordinate of the material/integration points.

5.2.2 Photopolymerization

Different highly sophisticated models exist in literature to capture the physics of
photopolymerization in detail [66–75]. For the solidification process, the conversion
frommonomers to a long-chained polymer is of interest. The conversion process is
however influenced by multiple factors that can be accounted for. In a traditional
mechanistic form for free radical photopolymerization, one can account for the rate of
propagation and termination of the monomer consumption, kp and kt, respectively, and
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the influence of temperature therein [99], i.e.

−d[M]

dt
= kp[M]

(
ψIa
kt

)1/2

. (5.7)

[M] in the above equation is the monomer concentration, Ia is the absorbed intensity
and ψ the quantum yield for initiation. The differential equation in Eq. (5.7) is
completed by an initial condition [M](0) = [M]0. Typically, the progress of the
polymerization reaction is quantified by the degree of conversion p:

p =
[M]0 − [M]

[M]0
= 1− [M]

[M]0
. (5.8)

Extensions might incorporate more species balances [71–74], the diffusion of species
through the resin, or the presence of inhibitor species [70, 159].

To reduce the number of model parameters, this work applies a phenomenological
conversion law accompanied by a simple mathematical formulation that accounts for
oxygen inhibition. The latter is introduced to capture the limited print-through—which
is the additional (unintended) solidification in layers before the one currently irradiated—
encountered in printed specimens.

The phenomenological monomer evolution can be formulated in a similar form
compared to Eq. (5.7), i.e.

−d[M]

dt
= P[M]

√
I, (5.9)

withP a constant rate of polymerization.
Considering that our interest lies in the degree of conversion and not in the evolution

of the monomer concentration, the normalized quantitym = [M]/[M]0 is introduced
instead. Substitutingm into Eqs. (5.8) and (5.9) provides

− dm
dt

= Pm
√
I, (5.10)

p = 1−m, (5.11)

for whichm(t = 0) = m0 = 1. This model assumes that eventually all monomer is
turned into polymer whereby the conversion reaches one. In practice, after vitrification
occurs, the mobility of the non-reacted species decreases and p reaches a plateau value
< 1 [31, 62, 154, 160]. To account for this, Eq. (5.11) is pre-multiplied by an asymptote
accounting for the degree maximum of conversion, p∞ < 1, such that the absolute
conversion reads

p̂ = p∞ (1−m) . (5.12)

In the majority of literature considering VP—instead of accounting for the evolution
of the monomer conversion—a relation is identified between the energy input into
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the resin and the so-called cure depth Cd. For a single source intensity magnitude, a
number of different irradiation times is used to characterize the relationship between
exposure ϵ and Cd. The relationship between the natural logarithm of exposure,
ln(ϵ), and Cd is typically found to be linear [54, 159, 161]. The corresponding slope is
defined as the penetration depthDp, i.e. the same parameter as introduced in Eq. (5.6).
The intersection with a Cd of zero is the so-called critical exposure ϵc [19]. To relate
the resulting working curve, i.e. Cd(ϵ)—and in particular the critical exposure—to
Eqs. (5.10) and (5.11), it is key to note that after exposure of the resin with ϵc, gelation
occurs and solidification initiates. In the framework of polymerization, this tipping point
is generally termed the gel point, i.e. pgel [54].

The working curve has proven to be a valuable tool for characterizing resins in VP
and for tailoring process parameters to improve printing quality. It is, however, derived
from a single resin exposure. Consequently, in a multi-layer process, it does not capture
the extent of the solidification accurately, or, to put this more clearly: relying only
on the exposure in a material point, a large amount of (non-existent) print-through
would be predicted. To overcome this limitation, different researchers make use of
(partial) differential equations to accurately capture the cure evolution [70, 75, 155,
156, 162]—even while only considering a single irradiation step, i.e. the conversion of
a single layer. Usually, the limiting factor is attributed to the inhibition of oxygen. A
more phenomenological approach to capture this effect is used in the work of Kang et
al. [68], who experimentally identified a critical intensity based on the irradiation time
that follows a relationship of the form Ic = a ln(t/1[s])+b, where a is found to be< 0 and
b is the intensity threshold at t = 1 s. The critical intensity acts as a threshold value; if a
certain exposure is applied in a specific time interval, then the intensity should at least be
Ic to support solidification. For the time-continuous modeling framework in this work,
we invert this logarithmic relationship, giving an inhibition induced time delay:

τd = exp
(
ιc − I(⃗x)

ιs

)
, (5.13)

where ιc and ιs are two resin/process constants with the unit of intensity. The purpose
of Eq. (5.13) is to postpone the initiation of the conversion process, by enforcing
d[M]/dt = 0 while t < τd. Note that the phenomenon of a time delay is also observed
experimentally [62, 150].

5.2.3 Capturing the additive nature

In simulating an additive process, the size of the computational domain continuously
increases. To circumvent the associated bookkeeping required, the most common
methods for AM simulations perform a pre-meshing of the target printed geometry.
Imitating the additive nature of the process is typically done using an element activation
technique [163, 164].
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In this work, the outcome/resulting geometry is not assumed a priori, but follows
from the process simulation instead—through the input irradiation. A section of the
(resin) vat, inside which the part fits, is defined as the computational domain. New
elements are added, one layer at a time, before moving to the next irradiation step.

This procedure may seem similar to the aforementioned conventional pre-meshing
of the target geometry, but this only partly true. Highly similar is that the nodes of
the newly added elements are placed at the coordinates where they were ‘intended’
in the predetermined computational domain, i.e. the vat section, which can be done
conveniently since the finite element mesh is of a voxel type. The major difference lies
in the applied immersed setting, which allows updating the contour of the emerging
solidified geometry.

5.2.4 Evolution of the mechanical properties

The modeling framework accounts for two aspects affecting the evolution of mechanical
properties. These are (i) the shrinkage that is associated with the polymerization and
(ii) the progression of the (solid-like) material’s properties during solidification. The
influence of temperature is neglected while considering the above aspects in combination
with an elastic constitutive behavior, i.e. the process is assumed isothermal. This
simplification is made since it is the final printed state that is of interest here (with a
homogeneous temperature throughout the component). Only a limited influence of
thermal expansion during the irradiation step is expected.

Whereas the physics in Sections 5.2.1 and 5.2.2 can be solved inside a material point
using the source and initial conditions, for the mechanics, a balance equation has to be
solved on the entire computational domain. The linear momentum balance, omitting
dynamic effects, i.e. assuming a quasi-static process, is formulated as

∇⃗ · σ(⃗x) + ρ⃗b = 0⃗, (5.14)

where σ is the stress tensor, b⃗ is the gravitational (body) force vector per unit volume and
ρ the mass density. Strains enter Eq. (5.14) through the constitutive equation, which, in
this work, is given by Hooke’s law:

σ(⃗x) = C4 (⃗x) : εe(⃗x), (5.15)

with C4 the fourth-order elastic stiffness tensor and εe is the elastic strain tensor.
The total strain consists of the combination of the elastic strain εe and the

polymerization shrinkage strain εch, i.e.

ε(⃗x) = εe(⃗x) + εch(⃗x). (5.16)

εch is linearly dependent on the conversion via

εch(⃗x) = 1
p∞ p̂(⃗x)εch,maxI, (5.17)
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in which εch,max is the strain at maximum conversion p∞ and I the unity tensor to
account for the volumetric shrinkage. If needed, Eq. (5.16) can be further extended with
e.g. thermal, viscous and plastic strains.

Using a finite element discretization, the total strain needs some additional
considerations. Upon generation of a new layer of material—with its corresponding
new nodes at the intended positions, and pre-existing nodes from the previous layer in
a deformed configuration, cf. Section 5.2.3—an initial strain already exists. This prior
strain, present in the element upon introduction, should not induce any stress and is
therefore extracted from the (current) element’s strain (inside the integration points) to
obtain the total stain, i.e.

ε(⃗x) = εel(⃗x)− εel0 (⃗x), (5.18)

which is next substituted in Eq. (5.16).
The second aspect of the evolution affects Eq. (5.15) through the stiffness tensor C4 .

The isotropic linear elastic formulation of C4 is a function of the Poisson’s ratio ν and
the Young’s modulus E. To capture the solidification, the Young’s modulus is defined
conversion dependent:

E(p̂) =

{
e0Epol for p̂ < pgel,(

1−e0
p∞−pgel

(
p̂− pgel

)
+ e0

)
Epol for p̂ ≥ pgel.

(5.19)

This bilinear function uses a lower bound for E, for conversion< pgel, which is much
smaller than the polymerized Young’s modulus Epol by multiplication with e0 ≪ 1.
Once the gel point is reached, the Young’s modulus linearly increases from e0Epol to
Epol at maximum conversion p∞. Technically, in the fluid phase the resin’s E is not
defined, but—since the interest lies in the solidification—a value close to zero suffices
and facilitates the (immersed) finite element simulation. The resulting stiffness matrix is
isotropic and the Poisson’s ratio is assumed constant.

The mechanical description is completed by appropriate boundary conditions: at
z = 0 the displacements of the nodes are fully constrained to account for a proper
bonding with the build-plate. Because the simulation only considers a section of the
(resin) vat, the lateral boundaries of the domain are allowed to contract freely. The
separation force related to bottom-up VP systems—associated with detachment from
the transparent slab, cf. Fig. 5.2—is not accounted for.

5.3 Experimental setup

The modeling framework is qualitatively validated through a geometrical correlation
with physically printed samples. The following Sections 5.3.1 and 5.3.2 address the
experimental approach and the (intention of the) printed geometries, respectively.
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5.3.1 Process characterization

In order to perform the validation step, a number of sample geometries are printed on
a Rapidshape S60 mini DLP printer, which was schematically depicted in Fig. 5.2. The
pixels’ pitch Π is approximately 48 μm and layers are printed with a thickness δ = 50 μm
(which are self-corrected with +/−10 μm accuracy).

Samples are printed with a prototyping material containing multiple methacrylates,
2 wt% photo-initiator Irgacure 819 and 0,017 wt% of a blue light-blocking dye. The
corresponding working curve parameters are a critical exposure ϵc of 11 mJ/cm2 and
a penetration depthDp of 270 μm. The geometries are not additionally reinforced by
support structures during printing. To ensure sufficient bonding with the base plate, the
first three layers are printed with an exposure of ϵ0 = 100 mJ/cm2 , while the exposure
for the remaining layers is ϵ1 = 18 mJ/cm2 .

After printing, the samples are removed from the base plate using a glass scraper and
cleaned (twice) using IPA in an ultrasonic cleaner. The samples are not post-cured, in
line with the numerical simulations.

To extract the full three-dimensional geometrical shape of the printed samples, an
industrial μCT scanner (Phoenix Nanotom) is used. The samples are attached to a
rod—on which the sample rotates for imaging purposes—at the build-plate-cut-plane
using a small amount of clay material. Using the clay, the samples are placed at an angle
to optimize the visualization, but the clay can leave traces in the processed geometries.
Although multiple samples are printed of each geometry, see Section 5.3.2, only two
are examined. From the resulting three-dimensional voxelized data, obtained with a
resolution of 4 μm, the outside contours are extracted in an stl-format—after removal
of the air and rod/clay (by thresholding using VGStudioMax software, version 1.0)—
to conveniently compare to the numerically obtained data. Using these (relatively) high
resolution images allows to assess the solidified contour of individual layers and the
presence of small scale defects.

5.3.2 Components’ geometry specification

Three different sample categories are printed, all of size≤ 3 mm. The design of these
will be introduced—and compared to the actually printed samples—in Sections 5.3.2.1
to 5.3.2.3. An additional simple brick like shape (5 × 4 × 3 mm3) is printed for
characterization of the mechanical properties by indentation experiments.

5.3.2.1 Pixel characterization

The first sample, displayed in Fig. 5.5, is tailored to identify the irradiation characteristics
of the system. It consists of a rectangular base (1750×1750×500 μm3) that has its lateral
faces aligned with the x-, y- and z-direction of the printer, with simple characterizing
features on top. The smallest features are two layers high (2δ = 100 μm) with a
dimension of 50 μm in the horizontal plane. The dimensions of the square shapes on
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(a) (b)

Figure 5.5 Visualiza on of the irradia on characteriza on sample. Total dimensions of the
part are 1750 × 1750 × 800 μm3 and all features are coinciding with a 50 μm
interval grid in x-, y- and z-direc on. A perspec ve view is shown in (a) and an
xy-plane, just above the base (z = 500 μm), is depicted with the grid in (b).

the diagonal from the top-left to the bottom-right equal 50, 100, 150, 200 and 250 μm.
From small, to large, the height of these shapes increases by a single layer-thickness δ. The
remaining shapes have the same dimensional length, width and height as the (smallest)
in-line (w.r.t. the x- and y-axis) shape on the (from the top-left to the bottom-right)
diagonal. Due to the pitch between pixels, the shapes are expected to consist of one to
five pixels in a row. Considering the printed sample will always be the result of the multi-
physical process, the thickness of the base is chosen thick enough to ensure that shrinkage
and (resulting) deformation have minimal influence.

Two of the printed geometries are displayed in Fig. 5.6. The samples show the
widened first three layers as a result of the increased energy input and a repetitive pattern
in both vertical and horizontal directions, induced by the layers and individual pixels,

(a) (b)

Figure 5.6 The geometry of two printed samples, as obtained from CT imaging. A
perspec ve view is shown in (a) and the corresponding bitmap (input geometry),
for the le (top) and right (bo om) component, at the xy-plane just above the
base are depicted in (b).

92



5.3. EXPERIMENTAL SETUP

respectively. Minor variations between the samples exist which are introduced by—
but definitely not limited to—minor differences in the sliced cross-sections (as can be
deduced from Fig. 5.6b) and inhomogeneities in the intensity field from the mercury-
vapor lamp in the DLP system, for different positions on the print bed, and the cleaning
process.

When comparing the target geometry (Fig. 5.5) to the actually printed ones (Fig. 5.6)
a significant deviation becomes clear. The most obvious differences are the rounded
shape of the edges of both the sample’s base and pillars and the fact that a single (row
of) pixel(s) is insufficient to ensure solidification. For the 100 × 100 μm2 (2 × 2 pixels)
square pillar only hardly distinguishable features remain. This illustrates the profound
influence of the pixel characteristics—and the knowledge thereof—for the fabrication of
fine featured components.

5.3.2.2 T-shape

The second geometry allows to identify the warpage in a free-standing overhang, to tailor
the predicted print-through in the model. Different sizes are printed, as shown in Fig. 5.7,
with the corresponding (target) dimensions specified in Table 5.1. Note that the different
samples are symmetric around the central vertical axis, which motivates the T naming
convention. The pedestal is added to ensure proper bonding to the base plate of the

(a)

Wp

H

HT

Hf

αT

W

D
(b)

Figure 5.7 Geometry of the target T1–3-samples in (a) with the dimensions in front- and
side-view in (b). Values for the dimensions are provided in Table 5.1.

Table 5.1: T-sample dimensions as depicted in Fig. 5.7b.

W [μm] Wp [μm] H [μm] HT [μm] Hf [μm] D [μm] αT [°]

T1 1000 400 1000 200 200 1000 15
T2 2000 600 1500 300 300 1500 15
T3 3000 800 2000 400 400 2000 15
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printer.
The result after slicing, printing and cleaning is shown in Fig. 5.8. Whereas in the

Figure 5.8 Geometry of the printed T1–3-samples with different sizes, i.e. 1, 2 and 3 mm
width, two of each.

intended samples the faces are flat and the corners sharp, cf. Fig. 5.7, this is no longer the
case for the printed samples. Even though some curvature can be recognized in the top
section of the T, the amount of warpage is rather limited. Furthermore, based on the
absence of surplus thickness in the overhang, the amount of print-through appears small.
These findings should be confirmed in the modeling approach in Section 5.4.

5.3.2.3 H-shape

The final sample category is shaped in the form of anH on a pedestal, as shown in
Fig. 5.9. Sample dimensions are provided in Table 5.2. This geometry is based on an

Table 5.2: H-sample dimensions as depicted in Fig. 5.9b.

W [μm] Wp [μm] H [μm] HH [μm] Hp [μm] Hf [μm] D [μm] αH [°]

H1 1000 200 1500 200 400 500 1000 15
H2 2000 400 2000 300 600 500 1500 15
H3 3000 600 2500 400 800 500 2000 15

H-shaped diagnostic sample which is frequently used to benchmark the accuracy of
an SLA system [165–168]. However, in comparison, the currently printed H-samples
are smaller in size and include a sloped overhang. As a result, they do not require any
support structures. The addition of a pedestal ensures proper bonding to the build-plate
for the smaller sample(s).
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The H-samples were fabricated to quantify a number of interesting phenomena in
the VP process [165], which are also shown by the printed samples. This is illustrated
in Fig. 5.10, which depicts the three-dimensional scanned geometries and a cross-
section through the middle of the part. The cross sectional contours in Fig. 5.10b
are incorporated to illustrate that all samples show a particular deformation pattern.
Firstly, the cross-sectional width of the part is more narrow in the horizontally
connected regions, i.e. near the base and the overhang, compared to in the pillar sections.
Furthermore, the top pillars seem to warp outwards—an effect that is most dominant
starting from the overhang, which is referred to as a waist distortion [165]. Whereas
the overall contour of the part is fairly smooth, indicating sufficient cure, the overhang

(a)

Wp

H

Hp

αH

W

D

HH

Hf

(b)

Figure 5.9 Geometry of the target H1–3-samples in (a) with the dimensions in front- and
side-view in (b). Values for the dimensions are provided in Table 5.2.

(a) (b)

Figure 5.10 Geometry of the printed H1–3-samples in different sizes, i.e. 1, 2 and 3 mm
width, two of each are shown in (a). In (b) the middle cross sec on is displayed
on top of a(n arbitrary) square grid for all samples in (a), to be er illustrate the
deforma on.
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section is jagged. This illustrates the print-through effect and demonstrates that the
cleaning process can have a significant influence on the resulting thickness of overhang
regions, when there is no sharp gradient in the conversion profile [153].

5.4 Parameter characterization

In the following Sections 5.4.1 and 5.4.2, first, the conversion parameters are
characterized, followed by identification of the solidification characteristics. Even though
a subdivision in parameter categories is used, it is key to note that the simulation results
are the lumped effect of all the chemo-mechanical model parameters. Simulation results
are obtained with 3 cube elements per layer thickness while the intensity interpolation
grid points are spaced 5 μm apart and applied exposures are equal to the values denoted
in Section 5.3.1. Only the sample in Fig. 5.5 and the smallest samples in Figs. 5.7 and 5.9,
i.e. T1 and H1, are used for the parameter identification.

5.4.1 Conversion characteristics

The pixel characterization sample introduced in Section 5.3.2.1 is tailored to identify
irradiation characteristics. For the input intensity a representative value of I0 = 100
W/m2 is chosen [159], which, combined with a specific irradiation time provides
the critical exposure. Process parameters that have a profound influence are the pixel
properties, i.e. Ip,i,max and w0 in Eqs. (5.1) to (5.3). Together with the conversion
parameters,P , ιc and ιs, they govern the volume that solidifies.

The optimal combination of these parameters is found as Ip,i,max = 24 W/m2 ,
P = 2.25 · 10−2 m s−1W−1/2 , ιc = 50 W/m2 and ιs = 15 W/m2 . w0 follows
from the combination of Ip,i,max and the (average) plateau value that provides I0—for
a sufficiently large grid of pixels, i.e. in this case 50 × 50 using Π = 48 μm—resulting
in w0 = 70.32 μm. The conversion rateP follows directly from the critical energy. In
this case, it is found that the efficiency of the reaction needs to be reduced to 75% of the
expected value to account for effects such as the shelf-life of the resin or the status of the
light source. The provided value ofP ensures that p̂ = 0.75pgel is reached after applying
the critical exposure ϵc whilst accounting for p∞ = 0.7, which will be addressed in
Section 5.4.2.

Both the simulation result and the resulting printed pixel characterization sample
are displayed in Fig. 5.11 for the two sets of input bitmap slices displayed in Fig. 5.6b.
Note that the depicted simulation results show the (deformed) volume with p̂ > pgel.
The absolute distance between the CT-scanned sample and the simulated geometry—
extracted using the open-source software CloudCompare [146]—is included by color
grading, revealing that the difference for the majority of the data points remains well
below 25 μm. Fig. 5.11 indicates the relevance of the irradiance characteristics. Even
though features of 1 × n are irradiated, no (remaining) solidification occurs. On the
other hand, the smallest irradiation surface that provides a distinguishable feature on
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Figure 5.11 Comparison of the simulated geometries for the pixel iden fica on sample with
the CT-scanned sample for the iden fied model parameters. Graphs (a) and
(b) show two different simula ons with the input bitmap of the corresponding
printed sample, as indicated in Fig. 5.6b. Gray image (le ) is the simula on
result. The colored image (right) illustrates the absolute difference (in μm)
between the printed sample and the simulated sample. The range of the color
bar is limited to 50 μm.
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the resulting print is the 2 × 2 area. Even though it results in a minimal protrusion, the
simulation framework is capable of capturing it. For the printed pillars—and the contour
of the base as well—the simulation result under-predicts the widening effect from top to
bottom, but this effect is limited and therefore considered acceptable. Note that, unlike
the printed samples, the simulated samples are still rigidly connected to the build-plate.
Due to the linear-elastic material model and the increased energy dose in the first three
layers, with the corresponding higher amount of shrinkage, a build-plate release would
induce an unrealistic concave deformation pattern of the sample as a whole. Indeed, the
first three layers will be subjected to inelastic strains more significantly. The bottom of
the printed samples is also relatively flat because these are cut from the base plate and no
subsequent post-curing is applied.

The T-sample in Fig. 5.7 is ideal for identification of the print-through effect. Ideally,
the amount of print-through would follow from the experimentally determined working
curve, specifically throughDp. Here we require both τd, i.e. Eq. (5.13), and a slightly
increased absorption, i.e. by 125%. The correspondingDp that is input in the model is
216 μm, cf. the experimentally obtained value introduced in Section 5.3.1. Even with
this reduced depth of penetration, the simulation slightly over-predicts the print-through
effect for the T-sample, as shown in Fig. 5.12. The (absolute) difference between two
printed samples and the simulation result is again indicated by the coloring of the printed
samples, this time for three different views as depicted in Fig. 5.12a-c, respectively. The
two dimensional representation is not ideal, but in the following only a single view is
presented. In Fig. 5.12 a significant difference is noticeable between the two (right-hand
side) printed samples. Whereas for the middle, i.e. first printed, sample the absolute
difference is—with exception of some excess material on the pedestal—less than a layer
thickness, the second sample does surpass that value. This is a clear indication of the
limited reproducibility in the AM process, presumably caused by a local area of reduced
intensity in the projection. An interesting observation is that the simulated result shows
an influence of the geometrical slicing in the angled overhang, but in the printed samples
this effect is hardly noticeable.

5.4.2 Mechanical properties

Two different samples are of interest for the mechanical model description, i.e. the brick
like sample and the smallest H-sample in Fig. 5.9. Of these, the former provides the
Young’s modulus at an assumed Poisson’s ratio and the latter is used to determine the
resin’s shrinkage.

Indentation experiments on the brick-like sample for indentation depths ranging
from 5 to 10 μm do provide a consistent Young’s modulus of E ≈ 1 GPa (with
ν = 0.4) for an exposure of ϵ1. This is reflected by the simulation framework through
the incorporation of an equivalent value for E at the conversion corresponding to ϵ1,
i.e.≈ 0.5. Using p∞ = 0.7, the Young’s modulus at maximum conversion is chosen as
Epol = 1.7 GPa. The corresponding Poisson’s ratio is ν = 0.4.
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Figure 5.12 Comparison of the simulated geometry for the small T-shape with the CT-
scanned sample for the iden fied model parameters from three different
angles, in (a)-(c). Gray image (le ) is the simula on result, colored images (other
two) illustrate the absolute distance (in μm) from the printed samples to the
simulated sample. The range of the color bar is limited to 75 μm. For visual
comparison, the CT images also include a transparent simula on geometry.

The shrinkage strain is identified by comparing the deformation of the simulated H-
sample to that of the printed ones, giving εch,max = −0.05, which is representative for
an acrylic resin [55]. This maximum shrinkage strain holds for the conversion asymptote
p∞, which has been chosen at 70% conversion to capture the physical process limit [31,
62, 154, 159, 160, 169] and, to a lesser extent, to limit the inhomogeneity of shrinkage
within the sample, i.e. within a single layer and considering the different input exposures
ϵ0 (first 3 layers) and ϵ1 (other layers). To account for the gravitational body force,
i.e. b⃗ = (0, 0, 9.8)m/s2—even though the significance is small at the length scale of the
considered samples—the mass density of the medium, ρ, is assumed constant throughout
the conversion and equal to 1150 kg/m3.

The simulation result is visualized in Fig. 5.13 and shows remarkable correspondence
with the printed samples. Yet, there are also some notable differences. Even though
the widening of the first three layers is correctly captured, the printed samples show a
larger shrinkage in the pedestal. For the printed samples, this difference appears more
pronounced for the sides aligned with the ‘geometrically-extruded’ direction. This effect
might therefore be induced while printing the remainder of the structure, i.e. the pillars
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Figure 5.13 Comparison of the simulated geometry for the small H-shape with the CT-
scanned sample for the iden fied model parameters. Gray image (le ) is the
simula on result, colored images (other two) illustrate the absolute distance (in
μm) from the printed sample to the simulated sample. The range of the color
bar is limited to 50 μm. For visual comparison, the CT images also include a
transparent simula on geometry.

and overhang. The outward directed warpage of the top pillars and the waist of the H-
sample is captured accurately, but the total height of the printed samples is roughly a
layer thickness less, compared to the simulated result. Note that the printed geometries
do not show a variation larger than that, i.e.< 50 μm.

5.5 Model validation

A total of three differently sized T- and H-samples are printed and analyzed, as addressed
in Section 5.3. The two larger samples, with a width equal to two and three times that
of the small sample (cf. Tables 5.1 and 5.2) are considered for model validation, i.e. to
identify whether the size dependence can be captured accurately. The parameter set
identified in Section 5.4 is used for this purpose. The largest samples (T3/H3) are
simulated with a reduced resolution, i.e. 2 cube elements over the layer thickness.

5.5.1 T-shaped sample

The results for the T-shaped samples are depicted in Figs. 5.14 and 5.15 for the 2 and
3 mmwide sample, i.e. T2 and T3, respectively. In addition to the comparison of
the simulated result to the printed result (top row), the difference between the target
geometry—which is used for the sliced input into the DLP printer—and the printed
sample is now also included (bottom row). For the T2 sample, Fig. 5.14, the simulated
geometry clearly matches the printed results quite accurately. The difference of the target
geometry with the printed samples (experimental deviation) is much more pronounced.
For the larger T3 sample, printing induced geometrical errors become less pronounced.
Judging from the shape—including the rounded edges, pedestal broadening and
reduction of the pillar width—the simulation does provide an accurate prediction of
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Figure 5.14 Comparison of the simulated geometry with the printed samples (top row) and
the target geometry with the printed samples (bo om row) for the T2-shape.
The range of the color bar is limited to 75 μm. For visual comparison, the CT
images also include a transparent simula on/target geometry.
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Figure 5.15 Comparison of the simulated geometry with the printed samples (top row) and
the target geometry with the printed samples (bo om row) for the T3-shape.
The range of the color bar is limited to 150 μm. For visual comparison, the CT
images also include a transparent simula on/target geometry.

the resulting geometry. A significant deformation, which is not present in the printed
samples, is however predicted in the overhang inducing narrow end-sections at the edges
of the horizontal T-section. This indicates a restriction of the modeling framework in
that it does not capture, e.g., the contact with the transparent slab, cf. Fig. 5.2. The
differences between the target, predicted and printed samples for the two different sample
sizes also indicate that the relevance of (geometry) predictive models in AM is more
pronounced when printing samples/features closer to the resolution of the printer.

5.5.2 H-shaped sample

The results for the H-shaped samples are depicted in Figs. 5.16 and 5.17 for the 2 and 3
mmwide sample, i.e. H2 and H3, respectively. When comparing the simulated, intended
and printed results, the conclusions that were drawn for the T-sample also apply here. A
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Figure 5.16 Comparison of the simulated geometry with the printed samples (top row) and
the target geometry with the printed samples (bo om row) for the H2-shape.
The range of the color bar is limited to 100 μm. For visual comparison, the CT
images also include a transparent simula on/target geometry.
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Figure 5.17 Comparison of the simulated geometry with the printed samples (top row) and
the target geometry with the printed samples (bo om row) for the H3-shape.
The range of the color bar is limited to 150 μm. For visual comparison, the CT
images also include a transparent simula on/target geometry.102



5.5. MODEL VALIDATION

large difference is present between the two printed H2 samples in Fig. 5.16 due to process
inaccuracies. This induces a large deviation from the target result in the rightmost
printed sample, which is accurately captured by the simulation. For both printed shapes,
the overhang (and the corresponding print-through) and the deformation are accurately
captured by the simulation. The outward warpage of the top pillars (further away from
the waist itself) remains under-predicted.

5.5.3 Discussion

The simulation results in Sections 5.5.1 and 5.5.2 illustrate the need for predictive
modeling and the added value of the developed framework. Some additional (more
general) remarks need to be made.

Firstly, the limited reproducibility in the printed samples limits the correspondence
with simulation results. It is key to identify any causes for a limited reproducibility—
which might originate from, e.g., the cleaning process or the characteristics of the
irradiation source—and how to overcome these in practice [62]. In the current work, the
samples are inspected right after removal from the print bed after printing, i.e. no post-
curing is conducted. Note that this might have an additional influence on the resulting
shape and (mechanical) properties [170].

The parameter characterization in this work relies on the identification of model
parameters through numerical simulations. This implies that the modeling parameters
may not be necessarily equal to the physical parameters and the model validation is of
a qualitative nature, i.e. to identify whether the correct trends are captured through
the multi-physical approach (with some more phenomenological ingredients). The
mathematical formulation of the numerical framework is already involved from a
parameter identification point of view. From a physical perspective, however, the level
of detail is still limited. Due to the restricted fluid behavior, for example, the current
method is not ideal for the prediction of printability of an overhang structure. The
photopolymerization provides a final conversion between 0 and the peak conversion
(p∞), but it is independent of the depletion of the photoinitiator. Furthermore, the
current implementation of oxygen inhibition ensures a good correspondence to the
actual printed samples, but assumes full replenishment of oxygen from one irradiation to
the next. This might appear oversimplified at first, but the agreement of the predictions
indicate an adequate accuracy accompanying the phenomenological description of
multiple effects. Possible effects are (but not limited to) the diffusion of oxygen through
the resin, substitution of irradiated (but not solidified, i.e. liquid) resin during the
recoating step and vitrification [154]. Whereas the phenomenological approach suits
the goal of this work, enabling efficient component-scale simulations, a more accurate
description might account for the presence of initiator and inhibitor (e.g., oxygen)
species though additional ODEs [70, 75]. Although in the current model, the interest
lies in geometrical prediction—for a qualitative validation with printed specimens—the
mechanical formulation would also allow for the prediction of residual stresses. Due to
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the purely linear elastic assumption—neglecting viscous effects—the predicted stresses
might be considered an upper limit.

5.6 Conclusion

The characteristics of the AM apparatus and the material properties and process physics
have a profound influence on the (quality of the) printed specimens. This work proposes
a modeling framework for three-dimensional process simulation of the DLP VP process
in order to predict the resulting geometry and the (unintended) deformations therein.

This is enabled through the development of a chemo-mechanical simulation
framework that starts with the irradiation characteristics of the DLP system. To ensure
that the resulting geometry is not affected by the computational domain, the process
is simulated in an immersed region for which a (sufficiently large) volume of the resin
vat is simulated. This is distinct from typical component-scale simulation frameworks
that initiate from a pre-meshed geometrical realization of the target geometry that is
selectively ‘activated’. In this work, the model input consists of the sliced and pixelated
(based on the resolution of the printer) cross-sections of the target geometry. As a
result, the irradiation profile, combined with the polymerization and solidification
characteristics, induce the resulting geometry prediction.

The validation of the developed framework is conducted by a direct comparison
to printed samples. Although the printed samples show limited reproducibility, the
simulated results correctly (both qualitatively and quantitatively) capture the main
characteristic features that distinguish the printed samples from the target ones.
Considering that the deformation is a direct result of the chemical shrinkage and the
underlying linear momentum balance, the model can also be used as a predictive tool
for residual stresses—through the constitutive relation. This might prove useful in the
design of (complex shaped) geometries with respect to printability, e.g., to prevent the
occurrence of cracks/delamination or excessive warpage. In addition, looking ahead,
new paths to process optimization are opened as well as pre-manufacturing (digital)
compensation of VP-inherent limitations with respect to geometric accuracy.

Future work should focus on alternative parameter identification strategies. Whereas
the current work applies an iterative parameter optimization approach, ideally individual
parameters should be identified from dedicated experiments. To assess the shape
characteristics of printed parts, the current formulation provides accurate results but the
underlying stress prediction remains to be validated and, if needed, extended to a visco-
elastic formulation. The physical formulation can be further extended by incorporation
of temperature effects, or by accounting for the presence of a (static) powder filler that
induces e.g., light scattering and more involved mechanical behavior [131].
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6
Conclusion and outlook

To address the main challenges in the printing of ceramics, in particular the limited
feasible component size and wall thickness, as well as the development of defects and
cracks, an improved understanding of the manufacturing process is key. The goal of
this thesis was to develop a physically based description of the mechanical properties
of the printed component through a dedicated computational multi-scale model. As
the vat photopolymerization process (applied to ceramics) was not new in itself, from a
modeling point of view, there already existed a certain starting point.

Cure-threshold models exist that—based on a certain energy input and, if a powder
filled resin is considered, with additional slurry dependent parameters—predict the
contour of the solidified region [31, 40–43, 54]. Yet, the binary not-cured/cured
origin of this model does not allow to track the evolution of mechanical properties.
Alternatively, the existence of sophisticated photopolymerization models serves as a
valuable starting point, but their predictive value is limited to the degree of conversion,
i.e. nuance in uncured to cured, for unfilled resins [66–76]. By accounting for numerous
and detailed physical descriptions, e.g., the species balance and mass transfer of different
dissolved components, an excellent correspondence to experimentally obtained cure
profiles is found, but the applicability is typically limited to a (few) (two-dimensional)
layer(s). Finally, most finite element based methods (applicable to a broad range of
additive manufacturing techniques) are suitable for component-scale simulations
only. Using an effective (thermo-chemical) strain, which is homogeneous over the layer
thickness, allows for a coarse discretization that accounts for a large number of layers
efficiently. The applicability is however limited to a single combination of resin/slurry
formulation and printing process conditions, e.g., layer thickness and irradiation strategy,
after (empirical) determination of a tailored parameter set. Because the target geometry
is typically pre-meshed, the predictive value of these approaches—if any—resides in the
resulting deformation, not in the distinctive process induced features, e.g., print-through.

To advance the current state-of-the-art of the ceramic vat photopolymerization
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process and develop a tailored numerical framework for that purpose, a number of
research questions (RQs) have been defined in the Introduction (Section 1.2 – p. 9).
In the following, the key concepts and results of this thesis are discussed in relation to
these RQs, after which some pending questions, challenges and perspectives for future
research are given.

6.1 Conclusions

In order to capture the numerous relevant physical phenomena in the vat
photopolymerization process with appropriate detail, a multi-physical model has
been developed (Chapters 2 and 4). The model accounts for irradiation, and the
evolution of conversion, temperature and mechanical properties (RQ. I).

The presence of the inclusions has a profound influence that can not be ignored
in the vat photopolymerization process (RQ. II). The most obvious effect is
the light scattering induced by the difference in refractive index of the filler and
matrix material (RQ. I). The complexity in capturing this effect lies in the high
volume fraction of powder filler—which implicates so-called multiple scattering,
in contrast to more common single-scattering processes for dilute suspensions—
and the small difference in relevant length-scales, i.e. the particle diameter and the
wavelength of the UV light. In order to accurately capture the light scattering
phenomenon, a wave description of light is essential. This is accomplished
through a finite element formulation of Maxwell’s electromagnetics equations.

Due to the gap between the time-scale of light propagation and other process
conditions, such as laser movement and the emanating kinetics, the time of the
photon passing through a layer is not of interest (RQ. IV). To efficiently capture
the response to a single-wavelength light source, the time-harmonic formulation
of an electromagnetic field is applied to arrive at the resulting steady-state intensity
profile.

The wave description of light imposes strict requirements on the discretization of
the finite element mesh. In order to fully resolve the wavelength (cf. the Nyquist
theorem) ~10 elements are necessary. This severely limits the applicability to large
slurry areas or volumes (RQ. IV) and motivates the introduction of a multi-scale
model in Chapter 4.

Light scattering phenomena are found to induce a highly spatially inhomogeneous
solidification (RQ. II). This has clear implications on the induced spatial
conversion profile and the connected evolution of mechanical properties
(Chapter 2). A possibly important consequence might be locally extant uncured
resin, which is hard to evaluate experimentally.
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To quantify the inhomogeneity in the intensity field induced by the presence of
the inclusions and their effect on the resulting conversion, two parameters were
introduced, i.e. the intensity inhomogeneity, II, and the conversion based intensity
effectiveness, Ep (RQ. II, Chapter 3).
A parametric study using these parameters on various polygon-based inclusion
shapes showed that in a multiple scattering situation there is no clear dependence
on the particle geometry, with respect to the intensity inhomogeneity and
conversion effectiveness (RQ. III, Chapter 3). It should be noted that this
influence is found for the single scattering case, which illustrates the relevance of
accounting for the more realistic multiple scattering case.

A parametric study comparing the results of various polygon geometries to
equivalent (three-dimensional) revolved shapes revealed that the two-dimensional
results already have a clear predictive value (RQ. III, Chapter 3). Consequently,
after translating the powder volume fraction to an equivalent filling fraction,
the two-dimensional setting is applied to characterize scattering during (laser)
irradiation (RQ. IV, Chapter 4).

The experimentally found broadening of the solidified contour for filler resins is to
a large extent induced by the randomness in the spatial distribution of the ceramic
inclusions (RQ. II). In a fictitious scenario where the inclusions are included in
a highly repetitive periodic stacking, this phenomenon is expected to diminish
(Chapter 2).

The modeling framework captures the increased residual stresses due to the
presence of solid-like inclusions. As far as the temperature evolution is concerned,
the inclusions act as a heat sink, slightly reducing the temperature rise due to the
exothermic photopolymerization reaction (RQ. III, Chapter 3).

Throughout this thesis a common type of ceramic is used, i.e. alumina (Al2O3).
Besides the commonality of alumina, this choice is further motivated because it
is not trivial from a modeling perspective, due to its significant refractive index
contrast with the resin. The numerical framework is, however, applicable to a
broad range of materials by incorporation of the corresponding (optical, thermal,
mechanical) material properties.

To enable full process simulations that account for the presence of the inclusions,
a multi-scale modeling framework is proposed (RQ. IV). The offline micro-
and meso-scale simulations provide effective material and scattering properties,
respectively, used as input in the macro-scale component vat photopolymerization
process simulation (Chapter 4).

Through the multi-physical and multi-scale modeling, the resulting component’s
quality can be predicted (RQ. V). This is enabled by directly relating material
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parameters, i.e. opto-chemo-thermo-mechanical properties, and process
conditions, e.g., irradiation strategy, to the development of residual stresses and
deformations (Chapter 4).

To extract effective properties from the micro- and meso-scale, different
homogenization approaches are applied (RQ. V, Chapter 4). The micro-to-macro
scale transition follows a traditional first-order approach that ensures consistency
in internal virtual work and entropy for the mechanical and thermal problem,
respectively. The meso-to-macro transition is based on a scaling (that conserves
input energy and conversion effectiveness) of the optical and chemical parameters
of an unfilled resin. These apparent properties are extracted based on the meso-
scale simulation of light scattering.

Using an immersed simulation setting, where the resin/slurry vat inside which the
part fits is accounted for, facilitates the prediction of the resulting component’s
geometry including its distortion/defects (RQ. V). A key enabling aspect in this
analysis is the irradiation strategy, which is applied as the driving model input.
In the modeling framework, this is done using sliced two-dimensional cross
sections—that would normally be sent to the AM apparatus—defining a planned
laser scanning path (Chapter 4) or a pixelized irradiation profile (Chapter 5).

When attempting to print fine-featured (small) components, knowledge of
the irradiation characteristics is crucial (RQ. V). This holds for both laser-
scanning and projection based systems. For the former this is simply related to the
achievable resolution of the target geometry (Chapter 4), but for the latter this has
a more pronounced influence because the number of active adjacent pixels defines
the (curvature of the) resulting shape (Chapter 5). The use of significant overlap
between pixels can even prevent a small area from solidifying.

To efficiently determine the result of the accumulated intensity of all individual
(active) pixels, the numerical framework applies a linear interpolation scheme
(Chapter 5). This is used to relate an independent and predetermined intensity
field to the intensity inside the integration points (which is the point inside a
discrete element at which all integrals are evaluated). As a result, the resolution
of the intensity field is independent on the underlying finite element mesh and
looping over all integration points can be done efficiently, i.e. without looping over
all active pixels for each integration point, for every iteration.

The macro-scale model (for unfilled resins) is qualitatively validated through a
full three-dimensional comparison of simulated results with printed samples
(Chapter 5). Characterization of the geometry of the printed polymer samples
is performed through (micro-)CT imaging. The resulting three-dimensional
model compares conveniently to the contours of the simulation result. Even
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though various simplifying modeling assumptions can be identified, the modeling
framework shows its clear predictive value (RQ. V).

6.2 Remaining questions, challenges, and perspectives on future research

The profound influence of the ceramic powder in the vat photopolymerization
process for ceramics was delineated in this work, starting from the light
propagation through the slurry. From a modeling point of view, capturing the
relevant light scattering phenomena using the finite element method has proven
to be a bottleneck for application to three-dimensional multiple-scattering
conditions. Research into alternative predictive techniques is eminent for the
improvement of the understanding of powder filled vat photopolymerization. Key
to those methods is that they should provide near-field information and account
for absorption of the resin (and inclusions) and for high solid loading. A possible
candidate worth considering is the multi-sphere T-matrix method [39].

In any numerical model/framework a (debatable) balance exists between the level
of detail and the computational feasibility. Micro-scale modeling, for example,
typically allows for detailed physical descriptions. Throughout this work, the
numerical implementation tends more towards a phenomenological approach.
In order to further investigate the influence of specific process parameters and
material formulations, a higher level of detail is required in the mathematical
description of the relevant physics. A large list of possibilities would further
refine and increase the complexity of the multi-physical process, but the most
prominent candidates to be considered are within the field of conversion and
solidification. Notable examples here are the concentration of absorbing species,
e.g., photobleaching of the initiator [71–73], a changing refractive index [17,
101] or inhibitor species affecting the photopolymerization reaction [70, 159]
and visco-elastic material behavior [107–109]. The separated implementation
of individual physics in the modeling framework facilitates a straightforward
extension to incorporate the aforementioned (more complex) models.

The current macro-scale modeling approach proved feasible for the simulation of
small physical components. For the prediction of samples of more layers spanning
a larger area, exploiting the current implementation was no longer feasible in terms
of its computational effort. Different standard/common optimizing modifications
are however applicable to this implementation [133], e.g., parallelization, mesh
coarsening or reduced order modeling. For the simulation of AM in general,
however, the focus should be directed towards inventive principles that account
for the addition of material (layers), the continuously expanding computational
domain and the diminishing relevance of previously added layers.

The developed multi-physical framework follows a continuum description
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(through finite elements). As such, the model can predict areas where stress
concentrations might occur or where conversion and/or bonding is insufficient—
which are therefore prone to cracks or debonding. However, in its current form
the model is unable to assess the severity of these phenomena. Possible extensions
to incorporate debonding and cracking are a cohesive zone approach or a phase-
field damage approach, respectively.

From a validation perspective, the qualitative validation in Chapter 5 is not
all-encompassing with respect to the multi-scale modeling framework for vat
photopolymerization of ceramics. It provides a clear indication that the multi-
physical approach facilitates the prediction of the component’s geometry.
However, the quality of the component is also related to the homogeneity of
the conversion, the corresponding residual stresses and (other) ceramic powder
induced phenomena, such as light scattering. The identification/validation of
there aspects requires additional experimental efforts.

The ability to predict the deviation of the printed geometry in comparison to
the target geometry enables a pre-manufacturing corrective step. Through the
application of an optimization approach that incorporates process physics, the
printer input can be tailored to prevent unintended deviations, such that the
printed component converges to the target geometry. This is referred to as inverse
modeling and should encompass optimization of both geometrical deformations
and irradiation characteristics.

The collaboration described in Section 1.2 can be even more fruitful by
combining the insights and translating them into practical applications for future
vat photopolymerization equipment. Regarding the research in this work, this
would require a translation of the multi-physical and multi-scale numerical
framework towards more mathematical (feed-forward) closed-loop control
oriented models. A possible direction to pursue in this regard is to integrate degree
of polymerization sensors in the machine and couple these to predictive models, in
order to influence the resulting quality in a targeted way [62, 150, 151].

From the moment the printing of green ceramics products is no longer a challenge,
the post-processing process automatically becomes interesting again. Even after
printing seemingly qualitatively satisfactory components, damage might still
occur in the debonding and/or sintering process. Although there is a lot of
knowledge available from the similar (post-) process for injection molding, the
influence of the printing process needs to be investigated. A possibly related issue
is, for example, the influence of the recoating step on the distribution of particles
through a layer. The current work assumes a homogeneous spread, but statistical
deviations in general matter here.
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A
Orientation dependence in 3D

The orientation dependent results corresponding to Fig. 3.11 are displayed in Fig. A.1
and Fig. A.2 for II and Ep, respectively. The polar graphs show the orientation of the 3-
and 1-axis, i.e. the local inclusion axis initially aligned with the z- and x-axis, respectively.
The marker sizes are scaled with the II and Ep-value (corresponding to the marker color)
such that the overlapping values are still uniquely visible. Note that the scales of the
colorbar are not uniform to emphasize the orientation dependence. For the comparison
between individual shapes, the reader is referred to Fig. 3.11.
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ORIENTATION DEPENDENCE IN 3D
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(a) Hexahedron (Fig. 3.9a)
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Figure A.1 Orienta on dependent II for the platonic shapes. The magnitude of II is
displayed for the orienta on of the 3- and 1-axis (i.e. the axes ini ally coinciding
with the the global x- and y-axis) using an equal area projec on on the xy-plane.
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Figure A.2 Orienta on dependent Ep for the platonic shapes. The magnitude of Ep is
displayed for the orienta on of the 3- and 1-axis (i.e. the axes ini ally coinciding
with the the global x- and y-axis) using an equal area projec on on the xy-plane.
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B
Confidence in effective properties

The matrix components of the thermal expansion, chemical shrinkage and thermal
conductivity are provided in Figs. B.1a to B.1c, respectively. A box-plot is depicted with
the individual values of the realizations depicted by the overlayed circles.
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Figure B.1 Symmetric thermal expansion, chemical shrinkage and thermal conduc vity
components.

The derived mean effective stiffness from which the isotropic elastic properties are
extracted at final conversion equals

D =
1.25 · 1010 5.97 · 109 5.92 · 109 −1.20 · 108 1.26 · 107 −7.71 · 106

1.25 · 1010 5.98 · 109 9.10 · 107 −2.52 · 107 −7.90 · 106
1.26 · 1010 −1.20 · 107 −8.94 · 107 2.98 · 107

3.49 · 109 9.98 · 105 2.64 · 106
3.54 · 109 −1.27 · 107

3.47 · 109

 .
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