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Chapter 1

Introduction

Abstract The regulated transport of critical molecules is important in drug de-
livery systems as well as in the living cell. Targeted transport is handled at the
molecular level by nanoparticles. In the cell these carriers are vesicles, spherical
compartments composed of lipids whose amphiphilic nature provides the vesicles
with the remarkable ability to spontaneously mend holes and to fuse with cellular
membranes. In drug delivery systems, to exercise control over delivery of phar-
maceuticals, apart from artificial vesicles also polymeric nanoparticles are in use.
Among these polymers, dendrimers are unique for their distinctive branched struc-
ture, a result of their well-controlled synthesis. These dendrimers are ideally suited
for host–guest chemistry, as their ends can be functionalized to create a defined
number of interaction sites for compatible guests to bind to. Because observing
the dynamic behavior of individual molecules in the vesicle and dendrimer systems
is experimentally infeasible, we employ molecular dynamics to study the function
and behavior of these nanoparticles. As the required time and length scales are
too large for conventional all-atom simulations, we use a coarse-graining approach
to reduce the complexity of the models while retaining important chemical detail,
so that extensive simulations become practical.
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Vesicle/liposome Carbon nanotube Functionalized gold
nanoparticle

Polymeric nanoparticle Dendrimer

Figure 1.1: Various nanoparticles (reproduced from van Rijt et al. [7] with permission of
the © ERS 2020).

1.1 Nanoparticles
In the living cell as well as in drug delivery systems, accurate control over transport
of critical molecules is of vital importance. In both cases, it is desired to precisely
regulate which specialized molecules are to be transported to what exact destination
and when they are to be released. For that purpose, tiny (<100 nm diameter)
vehicles known as nanoparticles are used as carriers. [1–5]

Conventional parenteral drugs rely on the unimolecular drug to freely reach its
destination at the diseased tissue once entered into the blood stream. However, the
drug may have non-ideal properties that reduces its therapeutic effect, like poor
solubility, rapid breakdown, and lack of selectivity for the target tissue. These
pharmacological properties can be improved by designing nanoparticle-based drug
delivery systems that enhance the absorption and target the distribution, while
reducing premature metabolism and excretion. [1,2,4] Release of the drug can be
triggered by internal stimuli such as changes in pH, enzyme concentration or redox
gradients, or even in response to external stimuli such as variations in temperature,
magnetic field, ultrasound intensity, light or electric pulses. [6] Thus the drug’s effi-
cacy may be enhanced by accumulating drugs in diseased tissues, while the lower
overall dosage leads to fewer undesirable side effects. [1] Figure 1.1 shows some
examples of different kinds of nanoparticles in clinical use, namely artificial vesicles
(liposomes), carbon nanotubes, metallic nanoparticles, inorganic (ceramic) nanopar-
ticles, polymeric nanoparticles, magnetic nanoparticles, and dendrimers. [2,5,7] Each
type has unique structural properties, including size, shape, deformability, surface
charge, and chemical composition. [4] Some particles allow therapeutic agents to
reside inside a flexible matrix, while solid ones only allow attachment to the out-
side. [2] All these characteristics affect their in vivo pharmacological behavior. [4]
In this thesis we focus our attention on two types of nanoparticles: vesicles and
dendrimers.

2
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a)

Nucleus

RER Golgi
apparatus

Transport
vesicles

Immature
β-granules

Mature
β-granules

Plasma
membrane

Microtubules
Docked
β-granule

Ca2+-induced
secretion

Exocytosis

Constitutive secretion

b) Exocytosis

Figure 1.2: Vesicle transport. (a) Intracellular vesicle transport in a healthy β-cell
(adapted from Boland et al. [18]). (b) A detail showing lipid membranes that fuse
during exocytosis.

1.2 Vesicles
In essence, vesicles are spherical lipid bilayers with an enclosed liquid. In water,
the amphiphilic nature of phospholipids makes them spontaneously form micelles,
bilayers, and vesicles. Then their hydrophobic tails assemble and are shielded from
water by their hydrophilic headgroups. The lipid bilayers thus formed are fluid
and can be considered as two-dimensional liquids with distinct monolayers.

As artificial vesicles, liposomes find clinical application in, e.g., gene therapy, [8,9]
targeted drug delivery, [3,9,10] and contrast enhanced MRI. [11] With their lipid
components, the main advantage of liposomes over other nanoparticles is their
excellent biocompatibility. [3,12]

The cell membrane is made up of a sea of phospholipids with embedded proteins
that are responsible for various biological activities. [13,14] The amphiphilic nature
of the lipids not only gives rise to the bilayer structure, but also to remarkable
characteristics, such as the ability to mend holes spontaneously, to bud off vesicles,
and to fuse with other bilayers. [3,15] Furthermore, the lipid bilayer being imperme-
able for most ions, proteins and other hydrophilic molecules, is ideally suited for
the principal task of cellular membranes, i.e., compartmentalization. Each cellular
process must be carried out in a specific environment in a controlled way. While ele-
mentary components like metabolites and nucleotides may diffuse unassisted in the
cytosol, [16,17] for other molecules intracellular transport is strictly regulated using
vesicles. [13] Hence, these vesicles can be considered biological nanoparticles.

The uptake of blood glucose in muscle and fat tissue after eating a meal pro-
vides an excellent example to highlight various aspects of vesicular action. In the
rough endoplasmic reticulum (RER) of the β-cells of the pancreas, preproinsulin,
a precursor to the signal hormone insulin, is steadily synthesized and immediately
cleaved and folded to form proinsulin. [18] Vesicles containing proinsulin then bud
from the RER and travel along microtubules pulled by motor proteins to the Golgi

3
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apparatus, where they fuse releasing the proinsulin [19,20] (Figure 1.2a). At the
other end of the Golgi apparatus, again vesicles containing proinsulin bud, however
this vesicle serves as bioreactor. Here in an acidic environment (pH 5.5) proinsulin
matures into insulin proper. [18] Healthy β-cells always maintain a reserve of these
matured vesicles (β-granules), while keeping a portion docked at the cell membrane.
Docking is mediated by SNARE proteins that are anchored in both apposing mem-
branes, when bound they hold the membranes close together. [18,21] These vesicles
await a signal cascade, initiated primarily [18] by high blood glucose levels, that
ultimately instructs them to fuse with the cell membrane, secreting insulin into
the circulation, a process called exocytosis (Figure 1.2b). Meanwhile, in striated
muscles and fat tissue, glucose transporter type 4 (GLUT4) is responsible for the
uptake of glucose. It is a transmembrane protein for passive glucose transport, as
it transports glucose across the cell membrane down its concentration gradient. In
these cells, GLUT4 proteins are also stored in vesicles, embedded in the membrane.
The vesicles are similarly waiting for a signal at the end of the insulin transduction
pathway that instructs them to fuse with the cell membrane, depositing GLUT4
thereby facilitating glucose transport. [22,23] Later, when glucose uptake needs to
be reduced, the GLUT4 protein-embedded membrane again forms a storage vesicle
that returns to the cytosol, a process called endocytosis. [22]

Understanding the mechanisms by which vesicles and bilayers undergo fusion is
thus essential. In this thesis we elucidate the basic mechanisms of fusion by
investigating lipid bilayers in computer simulations of lipids at a molecular scale;
first by studying how fusion is initiated between two small lipid vesicles, and
also, resembling exocytosis, between a vesicle and a planar bilayer. Later, the
effect of proteins is studied with model transmembrane proteins, one resembling
a passive water channel and another that facilitates lipid exchange between the
monolayers.

1.3 Dendrimers
Dendrimers are a class of polymeric macromolecules with a highly branched tree-
like architecture. [24,25] Compared to other polymeric nanoparticles, they are well-
defined due to their controlled iterative synthesis. Herein short branches em-
anate from a multifunctional core, each an anchoring point for a new set of short
branches. Each iteration adds another generational shell of branches, multiplying
the number of reactive ends. This process results in well-defined monodisperse
structures. Additionally, their ends can be coupled to functional groups to provide
specific features to the dendrimer. The large number of possible cores, branches
and end-groups [26–28] allows for nanoengineering of properties like size, shape,
topology, flexibility and surface chemistry. This in turn enables a wide range
of applications. For instance, dendrimers have been used as concentrated dis-
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Figure 1.3: Two variants of dendrimer-based guest transport. (a) Dendritic box of
DAB−dendr−(NH−t−BOC−l−Phe)64 dendrimer with two trapped 3-carboxy-proxyl
radicals. [44] (b) Third-generation adamantylurea-modified poly(propylene imine) den-
drimer acting as a host for urea acid guests with its specific peripheral binding sites. [45]

plays of contrast agent, [24,25,29–31] as (stimuli-responsive) targeted drug delivery
vehicles, [24,25,29,30,32–34] as DNA-carriers for gene therapy, [25,29,30,35,36] as enzyme
mimics, [24,25,30] as biosensors, [25,30] and as building blocks in supramolecular struc-
tures. [24,30,37] Many of these applications are examples of host–guest chemistry,
employing the dendrimer as a temporary host vehicle for non-covalently bound
guest compounds. [24,25,29,30] The dendrimer is ideally suited for this, as small guests
can be loaded in internal cavities and by subsequently modifying the end-groups
to form a dense shell the dendritic box is closed [32] (Figure 1.3a). Alternatively,
the ends can be functionalized to create a defined number of interaction sites for
compatible guests to bind on the outside (Figure 1.3b).

In this thesis we specifically study poly(propylene imine) (PPI) dendrimers and
their urea–adamantyl-functionalized counterparts. Next to poly(amido amine),
poly(propylene imine) is one of the most commonly used dendrimer types in
supramolecular [25,27,30,37] and medicinal chemistry. [29–31,36] The PPI dendrimers
functionalized with urea–adamantyl ends serve as a host for ureido acetic acid
guests. [38,39] We take the host–guest paradigm one step further by introducing
multivalent guests. The concept of multivalency, i.e., the principle for binding
between entities whereby multiple identical ligands bind to multiple identical re-
ceptors is often applied in nature. [40] Examples include the adhesion of viruses
to host cells and the binding of antibodies to pathogens. In evolutionary terms
it is easier to multiply a weak interaction to yield a potent collective than to in-
vent a stronger one. The concept of multivalency is also applied successfully in
supramolecular chemistry to self-assemble novel complexes. [41–43]

1.4 Molecular dynamics
It would be immensely helpful for our understanding of the vesicle and dendrimer
systems to be able to observe them at the molecular level, but currently that is
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rather difficult. For instance, it is possible to view stable intermediates in vesicle
fusion of giant unilamellar vesicles using fluorescence microscopy in micrometer
and millisecond resolution, [46–48] but not to view the phospholipids as they perform
the fast transitions between fusion stages. Likewise with cryogenic transmission
electron microscopy (cryo-TEM), clusters of dendrimers can be observed, [39,49] but
not the dynamic interactions that lead to their formation.

To investigate both systems in detail, we use molecular dynamics (MD), a computer
simulation technique to study the behavior of classical many-body systems. Given
the current positions and velocities of all particles in a system (the state) and
knowing their masses and the forces acting upon them (the model), the motion of
all individual particles can be inferred for a sufficiently small time step. Thus, by
iteratively calculating every particle’s position and velocity the system dynamics
can be followed through time. The force exerted on a particle is equal to the
negative gradient of the potential energy acting on that particle, which is made
up of bonded and non-bonded interaction potentials. [50]

1.5 Coarse-graining
We use MD simulations to recreate and thereby elucidate the behavior of vesicles
and dendrimers in water. Although their dynamics are fast on a chemical scale, it
is not practical to reproduce this a fair amount of times using conventional fully
atomistic MD. The size and time scales required are too large to follow spontaneous
vesicle fusion and the interactions between dendrimer and solvent molecules in
statistically relevant numbers if every atom of all molecules in these systems needs
to be considered. To undertake simulations on sufficiently large length and time
scales, the underlying models need to be simplified in order to keep computation
times practical. Simulating these phenomena in explicit water is feasible with
a coarse-graining (CG) scheme wherein roughly four heavy atoms are lumped
together to form a single particle. With this approach, the number of particles
is heavily scaled down as are the corresponding interactions (Figure 1.4). As
high frequency motions are removed, and the interaction potentials are smoother,
larger simulation time steps can be made as well. Moreover, because the coarse-
grained system experiences less friction, the apparent dynamics are faster. All in
all this gives a total speed-up of up to three orders of magnitude compared to fully
atomistic simulations. [51]

The origin of coarse-grained (lipid) models can be traced back to the seminal
work by Smit et al. [52,53] of molecular dynamics of amphiphilic molecules. By
having hydrophilic particles, hydrophobic particles, and surfactants made of joined
particles, the phase behavior and aggregate structures of lipids in an aqueous
environment emerged. Similar coarse-grained models of lipids and amphiphilic
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Figure 1.4: The coarse-graining approach. (a) The molecular structure of a fifth-
generation poly(propylene imine) dendrimer. (b) In atomistic form all 3174 atoms are
present. (c) In the coarse-grained form this is reduced to 190 particles.

molecules have since been successfully used to investigate their self-assembly in
increasingly extensive simulations. [54–63] Apart from amphiphilic molecules, the
coarse-grained approach has also been successfully applied to make simulations
of other systems computationally viable; these include such diverse systems as
liquids, [64,65] polymers [66–73] and specifically dendrimers, [74–80] carbonaceous [81]
and silica nanoparticles, [82] DNA [83,84] and peptides. [85–88] Our lipid model [89,90]
distinguishes itself from the extensive models by its relatively simple design, con-
sisting of only three particle types with a select few interaction types. From these
particles a proportioned 12-particle lipid molecule is constructed with a hydrophilic
head and two hydrophobic tails, while water particles make up the solvent. This
generalized lipid model enables us to gain insight into what affects lipid behav-
ior. By changing few parameters it becomes clear what variables are important
and what variables are less influential. It is fascinating how complex behavior
emerges from such simple interactions. Our dendrimer model on the other hand is
built to specifically characterize the adamantylurea-modified poly(propylene imine)
dendrimer and urea acid guests in full. It is therefore comprised of nine particle
types and a proportionately larger number of interactions. Despite our aspiration
to build the optimal dendrimer model, as experimental validation is elusive, the
simulation results must still be considered qualitative rather than quantitative.

1.6 Thesis outline
In Chapter 2 we introduce our coarse-grained lipid model and use it to shed light
on the spontaneous fusion of vesicles and compare our simulations with a number
of theoretical models. We observe how fusion is initiated between small vesicles
without forceful collision. For the evolution of that initial contact two conflicting
predictions exist in literature, surprisingly the simulations prove they are both
equally viable. After fusion, the vesicles do not have their ideal spherical shape
due to insufficient water content and a mismatch of the number of lipids in inner
and outer monolayers. In Chapter 3 we investigate which of these discrepancies is
decisive by introducing simple transmembrane proteins: a water transport channel

7
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and two proteins that facilitate mixing of the monolayers. These proteins raise
issues of their own, e.g., because their hydrophobic height differs slightly from
the lipid membrane, they exhibit some level of spontaneous aggregation, but as it
turns out there is more than hydrophobic mismatch that determines aggregation
strength.

The design and validation of a new coarse-grained poly(propylene imine)-urea–
adamantyl dendrimer model is treated in Chapter 4. The CG model is compared
with atomistic simulations and available experimental data for all generations up
to the limiting seventh generation. The results highlight that the dendrimers’
structural dynamics originate from flexible chains constrained by configurational
and spatial requirements: large dendrimers are quite rigid and spherical, while small
ones are much more flexible. After considering individual dendrimers, in Chapter 5
the model is applied to perform large scale simulations to investigate poly(propylene
imine) dendrimers in dilute to concentrated solutions. Among other things, these
simulations look at the intermolecular spacing and dendrimer interpenetration to
see whether the dendrimers really interweave after the overlap concentration point.
Moreover we use the simulations to investigate the validity of assumptions that
are typically made to be able to calculate structure factors from experimental
scattering studies. The dendrimer model is extended with compatible multivalent
guests in Chapter 6 to create a host–guest complex platform. This enables us to
test the multivalency effect, a powerful practice to make strong specific interactions,
on a small globular host containing an abundance of receptors. We observe how
the complex forms dynamic patchy nanoparticles which in turn self-assemble into
various macromolecular nanostructures depending on the host–guest–water mix.
Subsequently, we systematically study guest concentration-dependent multivalent
binding and find a clear multivalent effect.
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Chapter 2

A detailed look at vesicle fusion

Abstract Many different hypotheses on the molecular mechanisms of vesicle
fusion exist. Because these mechanisms cannot be readily asserted experimentally,
we address this issue with coarse-grained molecular dynamics simulations and com-
pare the results with the results of other techniques. The simulations performed
include the fusion of small and large vesicles and exocytosis, i.e., the fusion of
small vesicles with flat bilayers. We demonstrate that the stalk, the initial contact
between two fusing vesicles, is initiated by lipid tails that extend spontaneously.
The stalk is revealed to be composed of the contacting monolayers only, yet with-
out hydrophobic voids. Anisotropic and radial expansion of the stalk have been
theorized; we show that stalk evolution can proceed via both pathways starting
from similar setups and that water triggers the transition from elongated stalk to
hemifusion diaphragm.

This work has been published in:
A.F. Smeijers, A.J. Markvoort, K. Pieterse, and P.A.J. Hilbers, A detailed look at vesicle
fusion. Journal of Physical Chemistry B 2006, 110, 13 212–13 219.
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Chapter 2

2.1 Introduction
Vesicular trafficking is the means of directed transport between organelles inside
the cell and via exocytosis to the outside. [1] Vesicles bud from one membrane to
fuse with a target membrane, merging both their bilayers and contents. Addition-
ally, liposomes function as carriers in medicine and drug delivery. [2] Therefore, the
elucidation of vesicle fusion is of great importance. Many in vitro fusion experi-
ments have been performed with liposomes, revealing the fusion dynamics at the
millisecond and micrometer scale. In the basis, vesicle fusion is straightforward:
two vesicles touch and merge to become a single vesicle. The process follows various
discrete stages, their presence is relatively easy to observe experimentally in giant
unilamellar vesicles with fluorescence microscopy. [3–5] Starting with two vesicles
that come into close contact, an initial connection is formed involving lipid mixing
of the contacting monolayers, while leaving the contents separated—a stage called
hemifusion. Once the vesicle contents mix, full fusion is reached. The molecular
structures and the transitions between these stages, however, cannot be visualized
experimentally with the techniques currently available. With modeling techniques,
the fusion process can be studied in more detail. Previous studies used elastic
continuum models [6–10] and simulation techniques such as Brownian dynamics, [11]
Monte Carlo, [12] dissipative particle dynamics, [13,14] and coarse-grained molecular
dynamics (MD). [15,16] Of these techniques, MD is the only one to incorporate
solvent explicitly. Here we apply the coarse-grained MD technique to elucidate
the fusion of vesicles at the molecular level, and compare the results to theorized
structures.

In theory, the vesicle’s inclination to fuse depends on the curvature of the contact
zone, and the lipids present. Sonicated vesicles range in size from 21.4 nm [17] to
>1 µm in diameter; their curvatures change accordingly. The lipids influence the
fusion process as they dictate membrane properties, e.g., through their spontaneous
curvature. [18,19]

In fusion models, the contacting monolayers (the external monolayers of the vesi-
cles) are generally labeled cis-monolayers, whereas the inner monolayers are labeled
trans-monolayers. The initial lipid connection between the vesicles is widely re-
garded to be a stalk, a union of cis-monolayers in a toroidal hourglass shape. The
original stalk model was envisioned to have the cis-monolayers curved circularly. [6]
This and other stalk models are the product of elastic continuum calculations, [20]
a method used to calculate the free energy of hypothetical structures. However,
the original stalk model has a substantially higher energy than the bilayers from
which it is supposed to stem. [21] The stress-free stalk [7] is a revision of the original
stalk. It has gained a lower energy by dropping the assumption of a circular geom-
etry, and by allowing the voids to be filled with lipids of different tail lengths [18]
or small hydrophobic molecules. Another revision, the transmembrane contact
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stalk, [8] is so called because its trans-monolayers make contact at the stalk center;
in turn, the monolayers are sharply bent to fill any hydrophobic voids. Recently
conducted X-ray diffraction experiments support the existence of stalks. [22] If in
this experiment hydrophobic voids are present in the inverted hexagonal phase (as
expected [23]), then the images suggest the stalk contains voids as well, although
this is not highlighted in that paper.

The stalk model is well received; however, other hemifusion models exist as well. For
instance, the extended lipid hemifusion model [24] implies that the cis-monolayers
are stacked and joined together by the tails of stretched lipids, while their head-
groups stay in the interface.

To explain complete fusion after contact is made, several pathways were con-
ceived. One is the stalk–pore hypothesis. [9] It states that the stalk expands radially,
bringing the trans-monolayers together in a transmembrane contact. The contact
expands further so a bilayer, called a hemifusion diaphragm (HD), is formed. Be-
cause the HD edge is energetically unfavorable, some argue that expansion of the
stalk stops before an HD with a radius exceeding the monolayer thickness can be
formed, [9] whereas others argue that only large diaphragms exist. [7] Eventually, a
fusion pore opens in the HD that is subsequently assimilated. As tensions are con-
centrated along the rim, that is where the fusion pore is thought to emerge. [9] The
fusion pore continues to grow due to reduction of the free edge. [7] In an alternative
hypothesis, the direct stalk–pore model, [9,10] the fusion pore directly originates from
the radially expanding stalk. In the third hypothesis, the anisotropic stalk–pore
model, [11,12] the stalk grows anisotropically, thus forming an elongated connection.
Consequently, the stalk destabilizes the bilayers so that holes appear in its vicin-
ity. These holes are then encircled by bending of the stalk, thus a fusion pore is
created.

In vitro experiments are used to examine vesicle fusion at a microscopic scale,
but on a time scale much larger than the actual lipid dynamics, whereas elastic
continuum models consider the fusion intermediates at a submicroscopic scale and
do not consider dynamics. Molecular dynamics allows for both, the subnanosecond
dynamics being on the scale of individual atoms. To perform simulations of
complete vesicle fusion in a reasonable amount of time, we use a coarse-graining
approach. It is based on the observation that lipids in an aqueous environment and
block copolymers in a homopolymer environment exhibit common phase behavior
and form similar aggregate structures, despite being chemically very different.
Similar coarse-grained models of amphiphilic molecules have been successfully
used to investigate their self-assembly. [25–30]
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2.2 Methods

2.2.1 Molecular dynamics

In our coarse-grained and atomistic molecular dynamics simulations, The energy of
each bond length, angle and torsion is calculated with respect to known equilibrium
bond lengths, angles and torsions. Non-bonded interactions include the van der
Waals interaction and electrostatic interactions. The van der Waals interaction
between two neutral particles is described mathematically by the Lennard-Jones
potential. It is mildly attractive as two particles approach each other from a
distance, yet strongly repulsive when they come too close. At its minimum (Fig-
ure 2.1a) the particles are at equilibrium. The Pauli repulsion part arises from
the energetically unfavorable deformation of the electron clouds of colliding atoms.
The attraction at larger distances is due to instantaneous dipole–dipole moments
between uncharged atoms, known as the London dispersion force.

For two non-bonded particles (i and j) the Lennard-Jones potential is: [31,32]

VLJ (rij) = 4εij

((
σij
rij

)12
−
(
σij
rij

)6
)

(2.1)

where rij is the distance between the particles in nm and εij is the well depth in
kJ/mol. The contact distance σij is in nm; it relates to the van der Waals radius
(Ri) as σi = 25/6Ri and unlike particles follow the Lorentz rule: σij = 1/2(σi + σj).
At relatively large distances the Lennard-Jones potential still accounts for some
attraction between particles. Although its pull is very low for individual particles,
there are much more particles at a large distance than at a small distance, thus
incurring substantial computational cost. With only a small loss in accuracy, the
Lennard-Jones potential can be truncated at a distance of, e.g., 5R. To ensure a
smooth transition, the potential is shifted toward the baseline: [32]

VtsLJ (rij) =
{
VLJ (rij)− VLJ (rc) if rij ≤ rc;
0 if rij > rc.

(2.2)

The distance between a pair particles that share a bond is governed by the har-
monic bond potential. Attraction and repulsion are symmetrical around a favored,
equilibrium bond length. For two bonded particles (i and j), the harmonic bond
potential is:

Vbond (rij) = kij (rij − r0,ij)2 (2.3)

where rij is the current bond length and r0,ij the equilibrium bond length in nm.
The spring constant kij (kJ nm−2 mol−1) determines the steepness of the potential
(Figure 2.1b).
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Figure 2.1: Bonded and non-bonded potentials: (a) Lennard-Jones potential, (b) harmonic
bond potential (T–T, kTT = 3156 kJ nm−2 mol−1), and (c) harmonic angle potential
(N–N–N, kNNN = 0.66 kJ rad−2 mol−1, Chapter 4).

Likewise, the harmonic angle potential between three connected particles i, j, and
k is:

Vangle (θijk) = kijk (θijk − θ0,ijk)2 (2.4)

with θijk the current angle about j, θ0,ijk the equilibrium angle in rad, and kijk
the spring constant in kJ rad−2 mol−1 (Figure 2.1c). [32]

The simulations are performed in an isothermal–isobaric (NPT) ensemble, mean-
ing with constant number of particles, pressure, and temperature. Typically the
pressure is 1 bar and the temperature 298 K. To smoothly adjust the system to
the desired temperature and pressure, the Berendsen loose coupling technique [33]
is used. Conceptually, the system temperature is maintained by exchanging heat
with an external heat bath with constant temperature. As heat is exchanged the
particles’ velocities change. However, an instantaneous adjustment of the tem-
perature to its target value would impact the system, therefore the velocities are
proportionally scaled from v to λv with

λ2 = 1 + λc

(
T0

T
− 1
)

(2.5)

where T0 is the desired temperature and λc is the coupling constant that determines
the rate of adjustment (0 ≤ λc ≤ 1). Similarly, the volume is adjusted to maintain
the pressure P by rescaling the box length from L to µL (assuming an isotropic
system in a cubic box) and the particles’ positions within, with

µ3 = 1 + µc

(
P

P0
− 1
)

(2.6)

where P0 is the desired pressure and µc is the proportional constant. In our coarse-
grained simulations, the pressure and temperature are typically rescaled every 100
time steps with λc = 0.005 and µc = 0.00005.
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Figure 2.2: Structural formulas of water
and dipalmitoylphosphatidylcholine on
the left as basis for the coarse-grained
lipid and water particle on the right.
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2.2.2 Lipid model

The coarse-grained model for lipid and water used in this thesis is an updated
version of the lipid model of Markvoort et al. introduced with a bilayer–vesicle
transition study. [34] The model performed well in the spontaneous formation of
lipid bilayers and vesicles, and it displayed the appropriate area per lipid and
bilayer thickness. The coarse-grained lipid is based on the glycerophospholipid
class of which dipalmitoylphosphatidylcholine is a representative example, yet it
is generic in the sense that the details that draw a distinction between natural
phospholipids are omitted. Its two apolar tails are represented by four hydrophobic
T particles each and its polar headgroup is represented by four hydrophilic H
particles (Figure 2.2); the solvent is represented by hydrophilic W particles. All
bonded particles in the system are regulated by harmonic bond potentials; the non-
bonded interactions are governed by truncated shifted Lennard-Jones potentials.

In short, derivation of the model parameters went as follows. The fundamental
particle, tail particle T represents four methylene groups with a mass of 56.1 u.
Scaling the melting temperature of a simulation of T particles to butane defines
that εTT = 1.967 kJ/mol which is used as the reduced unit of energy (1 ε∗). Particle
densities of T3 and T4 simulations scaled to match dodecane (C12H26) and hexade-
cane (C16H34) gives RT = 2.53Å. A W particle represents four water molecules
with a mass of 72.1 u. The melting and boiling temperature scaled to simulations
of W particles gives εWW = 1.88 ε∗ and the density requires that RW = 2.59Å. To
keep the model as general as possible the hydrophilic particle H gets the same size
and mass as the T particle (Table 2.1) and all hydrophilic interactions are identical.
Polar–apolar phase separation is incorporated by setting the Lennard-Jones cutoff
rc,ij at Ri+Rj for these interactions (Equation 2.2), so that only the repulsive part
remains [25] (Table 2.2). Finally, for the harmonic bond potential (Equation 2.3),
the equilibrium bond length is derived from an atomistic simulation of eicosane
(C20H42): r0,TT = 4.73Å. Simulations of T2 representing octane (C8H10) gives,
through harmonic frequency calculations, kTT = 3156 kJ nm−2 mol−1. These pa-
rameters are used by all bonds in the lipid molecule.
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Table 2.1: Coarse-grained particles
Particle Approximate chemical name Formula Mass (u) Van der Waals

radius (Å)
T 4 methylene groups −(CH2)4− 56.1 2.53
H — — 56.1 2.53
W water 4H2O 72.1 2.59

Table 2.2: Lennard-Jones well depth (εij (ε∗); 1.0 ε∗ = 1.967 kJ/mol)
T H W

T 1.0 1.0 1.0
H 1.88 1.88
W 1.88

Thus the model is fitted for water and alkanes, instead of lipids in a bilayer, so
there is no a priori bias toward membrane formation. To ensure flexibility of our
lipids and to enable vesicle fusion with relatively small vesicles, the bending spring
constant is set to zero. Lipid shape affects the propensity of the lipid to form
differently shaped aggregates. The lipid model has a cylindrical, neutral, shape,
not opposed to form different structures.

Due to the smooth potentials and lack of hydrogen bond network, the diffusional
time scales of coarse-grained MD simulations are not identical to the time scale
implied. One could decide on a calibration factor to make for instance the lateral
lipid diffusion a perfect fit. However, in the same system other diffusion coefficients
require a different calibration factor, as the factor varies with the mass and size
of the particles. [35] Because a general calibration factor for a mixed system does
not exist, we have chosen to present the time-dependent results without such a
factor.

2.2.3 PumMa

All coarse-grained simulations described in this and subsequent chapters were per-
formed using our in-house-developed molecular dynamics platform PumMa. [34]
Its name is an acronym of Parallel Utility for Modeling of Molecular Aggrega-
tion, because it was originally designed for the formation of micelles in oil–water
environments. Since then PumMa has been used for coarse-grained simulations
on diverse systems as lipid vesicles, [36–43] proteins, [42–45] flow and heat exchange
in microchannels, [46–49] and now dendrimer systems. [50–52] In the course of these
studies, the need to collect bond and angle distributions from atomistic simulations
for coarse-graining purposes arose, and PumMa has been extended to also perform
atomistic simulations based on the CHARMM27 [53] force field.

Together with PumMa, a toolkit was developed, PumMaTK, which is used to
simplify the construction and modification of the various initial molecular system
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Table 2.3: Overview of vesicle fusion simulationsa

Label Nout Nin NW DB
(nm)

Fusion pathway TS
(ns)

LS
(ns)

LHD
(ns)

large1 655 369 3483 1.4 Anisotropic, 1 pore 20.6 6.47 34.5
large2 655 369 3497 1.4 Anisotropic, 2 pores 0.12 5.47
large3 638 380 3555 1.3 Radial 8.42 0.96 >86.8
small1 134 26 17 1.7 Anisotropic, 1 pore 0.26 2.91 0.24
small2 161 39 66 1.3 Anisotropic, 2 pores 8.63 2.02
small3 181 58 102 1.5 Radial 1.66 1.32 0.26
exocy1 181 58 87 1.7 Radial 13.3 2.43 0.87
exocy2 181 58 87 1.4 Anisotropic, 1 pore 5.80 2.65 28.0
a The simulations are labeled large for large vesicles, small for small vesicles and
exocy for ‘exocytosis’ simulations involving small vesicle fusion with a bilayer. For
these simulations, the number of lipids in the inner and outer monolayer (Nin, Nout)
and the number of encapsulated water particles (NW) for each vesicle, the bridging
distance (DB), the fusion pathway, the time to stalk formation (TS), the stalk lifespan
(LS) and the HD lifespan (LHD) are given. The bridging distance is the intervesicle
distance of the configuration before a connection is made.

states. The simulation analyses in this thesis are predominately done with custom
built tools developed in python with computational intensive subroutines written
in C.

2.2.4 Simulations

The simulations described in this chapter have been performed at constant tem-
perature (307 K) and constant pressure (1 bar) with time steps of 24 fs.

Lipid bilayers were made by randomly distributing a number of lipids in a sim-
ulation box filled with water particles. When the simulation is run, a bilayer is
formed spontaneously. Pressure scaling was applied independently in all three
spatial directions such that no unnatural stress was introduced in the bilayer. Vesi-
cles were made by placing such a bilayer in a larger simulation box. When the
simulation is run, in an entropy-driven move, [34] the bilayer curls to minimize its
edge, ultimately forming a vesicle.

The setup for vesicle fusion is made by duplicating the simulation box with the
vesicle inside. Both duplications are translated and placed next to each other in
a larger simulation box, such that the vesicles start at a relatively small distance
from each other; on average 6.3 layers of water particles remain in between. The
parts of the box devoid of particles are filled with water. In contrast to the earlier
practices, [15,16] no restraints are put on the vesicles during the simulations.
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Figure 2.3: Graph of the intervesicle dis-
tance and the distance between the cen-
ters of mass of the vesicles’ interiors. Ev-
ident are vesicle drift, membrane undu-
lations and lipid movement.

2.3 Results
In the following sections, several fusion simulations are discussed. The simulations
consist of either large or small vesicles; the large vesicles have a typical diameter of
∼17 nm, whereas the small vesicles are typically ∼11 nm in diameter. An overview
of the performed simulations and their characteristics is given in Table 2.3.

2.3.1 Fusion of large vesicles

The first simulation discussed, large1, is one of large vesicles. With large vesicles,
the intermediate states of fusion can be visualized properly. This first simulation
is treated as a framework for general fusion events that are discussed in detail.
Subsequent simulations are treated more concise, focusing on the differences with
the events of large1.

2.3.1.1 Vesicle movement

In the first simulation (large1) a stalk emerged after 20.6 ns. Before a stalk can
be formed, the vesicles have to move into contact range. The intervesicle distance
is defined as the minimal distance between the lipids of the two vesicles, measured
between the tail particles connected to the headgroup particles. This intervesicle
distance is affected by movement of the vesicles on different scales, as shown in
Figure 2.3. The first is caused by Brownian motion. In this case the vesicles drifted
toward each other, the centers of mass got about 1.3 nm closer over 20 ns. As the
vesicles undulate, this causes an oscillation of the minimal distance on top of the
change caused by Brownian motion. The minimum distance was 2.5 nm at the
start, it became as high as 3.5 nm and as low as 1.0 nm. At the actual start of
stalk formation the vesicles were 1.4 nm apart. The final effect is caused by lipid
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a) b) c) d)

Figure 2.4: Stalk formation. Subfigures (b)–(d) show the contact region, highlighted by
the red box in subfigure (a). In subfigures (b)–(d) the view is a cross-section along
the vesicle–vesicle axis, as depicted in the inset of subfigure a. This orientation is
maintained in all figures unless specified otherwise. Lipids are shown in stick repre-
sentation with white hydrophilic headgroups and green hydrophobic tails; water has
been omitted for clarity. (a) Shortly before fusion commences, the vesicles are at a
considerable distance (19.48 ns). (b) The vesicles draw closer and hydrophobic patches
appear in both (20.49 ns). (c) Lipid tails form a hydrophobic bridge (20.54 ns). (d)
Other lipids complete the stalk (20.61 ns).

movement, such as out-of-plane movement, lateral diffusion, and atomic motion.
The rapid fluctuation of the intervesicle distance graph is due to this movement.

2.3.1.2 Stalk formation

When the vesicles come into close contact, a stalk can be formed. In Figure 2.4 the
formation event is illustrated. First hydrophobic patches emerge on opposite sides
of the contact zone (Figure 2.4b). In these patches the tail ends are at the surface
and as their headgroups are out of the way, the tails are less restricted to move into
the interstice. Some lipids extend one of their tails into the interstice, bridging
the gap between the vesicles (Figure 2.4c). As these lipids are splayed, this is
somewhat reminiscent of extended lipid hemifusion, except for the important fact
that the splayed lipids do not interweave the cis-monolayers but rather act as a
bridge while the vesicles remain at their respective positions. Clearly the bridging
lipids have moved out of the bilayer plane to let their tails connect. Several lipids
move along the bridge structure, shielding it from water, thus forming a proper
stalk (Figure 2.4d). From this point on the outer monolayers are connected and
their lipids are allowed to mix. In every fusion simulation we have performed, the
stalk never disintegrated once it was formed.

2.3.1.3 Anisotropic stalk expansion

Typically, the stalk is formed where the vesicles are closest together, that is, in the
center of the contact zone (Figure 2.5). In this first simulation, the stalk expands
anisotropically into an elongated stalk (Figure 2.5a, b), which grows and folds
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a) b) c) d)

Figure 2.5: Anisotropic stalk expansion. The view is a cross-section through the stalk
region, perpendicular to the vesicle–vesicle axis. The particles lying in the cross-section
are shown individually. (a) The initial stalk (20.6 ns). The stalk proceeds to elongate
(b) (22.9 ns), and bend (c) (24.7 ns) until it is about to close (d) (26.5 ns).

a) b) c) d)

Figure 2.6: Hemifusion diaphragm formation via stalk-bending and one small pore. Shown
is a cross-section along the vesicle–vesicle axis, through the pocket. Water is shown as
dark blue van der Waals spheres, while the water particles that enter the bottom vesicle
are light blue. (a) Some water enters the vesicle, and initializes a pore (26.5 ns). (b)
The pore is evident (26.8 ns). (c) As the stalk ring closes and the last water particles
enter the vesicle, the pocket is internalized (27.0 ns). (d) A hemifusion diaphragm is
results (27.2 ns).

to form a ring (Figure 2.5c, d). In its pocket, the movement of water and lipid
headgroups is restricted, but as water can move more freely, it is likely to get out
of the pocket first. Visible in Figure 2.6a is that some water particles manage to
slip past the membrane into one of the vesicles. They function as a trigger for
pore formation, as several lipid headgroups and water particles follow, thereby
opening up the pocket to that vesicle (Figure 2.6b). Approximately 0.5 ns later,
the ring is completed (Figure 2.6c). In this manner the entire pocket has been
internalized into the vesicle (measuring 25 lipids and 35 water particles). The
resulting hemifusion diaphragm (Figure 2.6d) is not a classical one in the sense
that it is formed by a single trans-monolayer complemented by the cis-monolayers
instead of the other trans-monolayer.

In the second simulation of large vesicle fusion (large2), the stalk-bending mech-
anism was different in that 0.2 ns after the pocket opened up to one side, it opened
up to the other side as well, thereby causing full fusion instantly. Thus anisotropic
stalk expansion can lead to stalk-bending with one or two pores, the latter fusion
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a) b) c) d)

Figure 2.7: Hemifusion diaphragm breach and assimilation: (a) the HD (61.1 ns); (b) HD
breach (61.6 ns); (c) the HD is assimilated as the pore grows (62.4 ns); (d) full fusion
(62.8 ns).

process is markedly faster.

2.3.1.4 From hemifusion diaphragm to full fusion

The final interesting stage of the fusion process presented by the large1 simula-
tion is the transition from an HD to full fusion. In the hemifused state, the vesicles’
interiors are largely the same as in the separated state before fusion, whereas the
external surface area is reduced. Hence, the surplus exterior lipids must stretch
as they have a smaller area to fill. This results in a substantially thicker external
membrane compared to the HD (Figure 2.7a), which consequently is the weakest
part of the structure. Nonetheless, the HD is quite stable; here it took 34.5 ns
before a pore emerged near the HD rim. Pore formation is again triggered by
the movement of some water particles across an unstable bilayer (Figure 2.7b).
Had the bilayer been stable the pore would have quickly receded, instead, the
diaphragm contracted to reduce the area per lipid (Figure 2.7c). Now, in less than
1 ns the HD was assimilated in its entirety (Figure 2.7d).

With the vesicles fully fused, the lipids and water molecules are again confined to
their compartments; there is little water transport and no lipid redistribution over
the monolayers. The vesicle as a whole therefore does not become spherical in the
remaining 57 ns but instead retains its tubular shape.

2.3.1.5 Radial stalk expansion

Whereas the prior two fusion simulations follow the anisotropic stalk expansion
path, the third simulation (large3) follows the radial stalk expansion path. This
means the cis-monolayers that make up the stalk expand outward, thereby straight-
ening the outer monolayer. As the cis-monolayers expand outward, the contacting
part of the monolayers must separate as well, thus leaving an empty space in their
wake (Figure 2.8b). As this void is energetically unfavorable, the mechanism of
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a) b) c)

Figure 2.8: Radial stalk expansion. The top row is a cross-section through the stalk
region, perpendicular to the vesicle–vesicle axis; the bottom row is the normal view
along the vesicle–vesicle axis. For clarity, voids are visualized by automatically filling
them with additional particles. Note that only clusters of ‘void particles’ indicate
substantial voids, whereas solitary ‘void particles’ do not. (a) The stalk is evident
(8.7 ns). (b) As the stalk expands radially, a hydrophobic void is present in its center
(9.1 ns). (c) When the trans-monolayers connect, a hemifusion diaphragm is formed
(9.6 ns).

straightening the outer monolayer now has to compete with the mechanism of
reducing void size. Thus, the void size fluctuates, until the inner monolayers plus
their contents have changed their shapes to fill the void. Here, the void lasted for
0.5 ns, after which the inner parts of the vesicles have deformed to fill the void and
form an HD (Figure 2.8c). In the case of large vesicles, radial stalk expansion is
considerably faster than anisotropic stalk expansion. Here within 1 ns after the
appearance of the stalk an HD is already formed.

Although the large3 simulation has been continued for almost 90 ns after HD
formation, a fusion pore has not appeared in the HD—it is still expected to however,
as it took a long time in large1 as well. However, a control simulation was
performed starting with a configuration of large3 in which the stalk expanded
radially, with a minute difference in particle velocities. In this simulation, the
stalk expands normally, but almost immediately after HD formation, it is already
punctured. Thus, this small HD lasted for only 0.22 ns.
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a) b) c) d)

Figure 2.9: Thin slices through the center of a small vesicle fusing with a bilayer. (a)
The stalk is formed (15.4 ns). (b) It expands radially, so a hydrophobic void is present
(15.6 ns). (c) A small HD is formed by adaptation of the trans-monolayers (15.7 ns);
(d) Then a pore opens up the HD (16.5 ns), and the water content of the vesicle is
released across the bilayer.

2.3.2 Fusion of small vesicles

The fusion process has also been studied for smaller vesicles. In the first simulation
(small1) the vesicles fuse according to the anisotropic stalk expansion model. A
single pore is formed, thus an HD state follows, which is short-lived. In the second
simulation (small2) the anisotropic stalk expansion pathway is followed as well,
but here two pores are formed, thus the second hemifusion state is bypassed. In the
third simulation (small3) the vesicles fuse according to the radial stalk expansion
principle. This includes the presence of a transient void. As the inner parts of
the vesicles are deformed to fill the void, a short-lived HD is formed. After only
0.12 ns the HD opens when lipid heads and water from both vesicles make contact.
During the remainder of all three simulations the vesicles retain an elongated shape.
Small vesicle fusion thus follows the general pathways of the large vesicle fusion
simulations, providing a fast alternative to study the process.

2.3.3 Exocytosis: fusion of vesicle and bilayer

In all previous simulations both vesicles were of equal size. In nature, this is usually
not the case. In the process of exocytosis, for example, material is discharged from
the cell via fusion of a vesicle with the much larger cell membrane. [1] To model
exocytosis, we focus on the contact zone between vesicle and cell membrane. Due
to differences in size, the cell membrane is modeled as a flat bilayer. In the
first simulation a small vesicle and a bilayer of 904 lipids are considered. As the
curvature of a bilayer is minute, especially compared to the curvature of small
vesicles, it is of interest to investigate whether their combination differs from the
fusion process described above.

In the first exocytosis simulation (exocy1), a stalk formed after 13.3 ns (Fig-
ure 2.9a). Stalk formation is normal as the bridging lipids come from both mono-
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layers. The stalk has a tendency to elongate, but little room was available in the
contact zone for stalk-bending. Eventually, the concave monolayer was released
from the convex monolayer, leaving a hydrophobic void (Figure 2.9b). The void
was mainly filled by the distal monolayer of the bilayer and somewhat by defor-
mation of the vesicle interior; the bilayer looks cratered as a result (Figure 2.9c).
The curved nature of the hemifusion state imposes a strain on the waist that can
be relieved by straightening the membrane. This force pulls at the HD; thus a
pore opened up in the center of the HD (Figure 2.9d), and the vesicle contents are
released.

In the second exocytosis simulation (exocy2), with slightly different initial particle
velocities, the stalk followed the anisotropic stalk expansion scenario. The HD
lasted much longer than in the previous simulation (28.0 ns versus 0.8 ns), and
thus had the time to grow larger as well (on average 18 nm2). A fusion pore was
initiated by water crossing the diaphragm membrane, thus completing the fusion
process.

The fusion mechanisms of these simulations are qualitatively similar to the vesicle
fusion simulations described above.

2.4 Discussion
In this section the various stages of fusion, as observed in our simulations, are
compared to the various hypotheses presented in this chapter’s introduction. Addi-
tionally, the characteristics of the two modes of stalk expansion are distinguished.

2.4.1 Bridging lipids

We demonstrated the spontaneous formation of a stalk, initiated by splayed lipids
forming a bridge structure. Such a transient structure of single lipids was not and
cannot be described by elastic continuum models. By using a coarse-grained model,
the details of stalk formation can be observed, but what initiates stalk formation?
Here explanations are suggested on the basis of these observations.

Apparently, the bridging lipids originate from hydrophobic patches. There is no
immediate explanation as to why these patches emerge. The attraction between
hydrophilic particles is identical for water and headgroup particles; there is no
reason headgroups would preferentially aggregate. However, without a preferred
state the system fluctuates between states, thus occasionally sizable hydrophobic
patches are present. The appearance of hydrophobic patches does not require
imminent fusion.
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The position of the lipids that initiate the bridge in these hydrophobic patches is
such that one of their tails is folded back toward the headgroup region, but not
yet extended into the solvent. Even regular isolated bilayers or vesicles have some
amount of back-folded lipids, not limited to hydrophobic patches. In our model
bilayers, on average 11 % of the lipid tail ends are folded back, 4.7 % are near water
and thus part of a patch with minimal water shielding. These percentages rise with
increasing curvature. For the outer monolayer of the large vesicle (large1) 15 %
of the lipid tails are back-folded 8.8 % are accessible to water. For a small vesicle
(small3) these values are 19 % and 12 %, respectively. These findings support the
notion that stalk formation is easier for smaller vesicles.

Although the flexibility of our model lipids does make back-folding less costly, it is
not limited to our model, e.g., it is also found in a united atoms model [54] where
2 % of the lipids in a flat bilayer have an alkyl chain outside the average plane
and in other coarse-grained vesicles. [55] Furthermore, it should be stressed that
these back-folded lipids are not in the extended conformation: the lipids are not
stretched and their tails are not in the water phase. In fact, in all the bilayer
simulations we have performed, a lipid was never found to be in the extended
conformation of stable bilayers as suggested, [24,56] although the flexibility of our
lipids surely would have permitted it.

Among other things, Table 2.3 lists the bridging distance, the distance lipid tails
need to span to serve as basis for the stalk. This intervesicle distance ranges from
1.3 to 1.7 nm. This is consistent with GUV fusion experiments, where a reduction of
intervesicle distance from 3 to 1 nm was found to trigger (hemi-)fusion. [4] However,
this distance is beyond the cutoff radius of the Lennard-Jones potential between
two T particles. Therefore, the T particles of opposite vesicles are not able to
sense each other before fusion. Furthermore, achieving the bridging distance is not
sufficient to initiate a lipid bridge. In the simulations, often the bridging distance
was reached various times before the stalk actually formed. For instance in large1
the bridging distance of 1.4 nm was reached at least seven times earlier; once the
distance was no more than 1.0 nm (Figure 2.3). Thus the question remains, what
triggers lipid bridging?

On closer inspection, another mechanism becomes apparent. Namely, small voids in
the water phase accompany the lipids that are forming the bridge between vesicles
in the simulations (Figure 2.10). These voids facilitate bridge building, they are
empty spaces whose presence allows some lipids to extend their tails without energy
gain repercussions. How these voids come to be, may be for entropic reasons. A
thin water layer is entropically unfavorable, so the water in the cleft moves aside to
the bulk, thus facilitating tail movement. As water and lipid tail particles associate
with like particles, the process is self-amplifying; a moving lipid tail instigates a
void through which it can move.

28



A detailed look at vesicle fusion

a) b) c) d)

Figure 2.10: Stalk formation, the images of Figure 2.4 repeated with added particles filling
and thereby highlighting the voids: (a) vesicles (19.48 ns); (b) hydrophobic patches
(20.49 ns); (c) hydrophobic bridge (20.54 ns); (d) stalk (20.61 ns).

We have shown that vesicles can fuse spontaneously and the stalk forms in the
center of the contact zone, as the lipid bridge forms spontaneously between vesicles
at a small but considerable distance. This contradicts with the work of Stevens
et al., [16] who, using a similar CG model, conclude that stalks emerge at the edge
of the contact zone. However, this is based on the assumption that spontaneous
vesicle fusion requires excessive simulation time. Consequently, their simulations
are geared toward rapid fusion: the vesicles are constructed by placing lipids on a
spherical template, their interior is put under pressure and extra forces are applied
to all vesicle particles. With these extra forces the stressed vesicles are pushed
together. In the resultant configuration of flattened vesicles, multiple stalks emerge
at the strained edge of the contact zone.

2.4.2 Stalk

When the bridging lipids are joined by others, a stalk is the result. In all our
simulations, the stalk has an identical structure, but how does this structure relate
to the various stalk models defined through the elastic continuum theory? The
models can be differentiated by the shape of the trans-monolayers (from flat to
bent), the accompanying void in the bifurcation, and the associated lipid tilt and
splay.

In the simulations, there are no hydrophobic voids present in the membrane core
during the transition from separated vesicles to vesicles connected by a stalk. The
stalk forming process is sufficiently slow and the lipids are sufficiently flexible to
allow the lipid tails to remain connected. The lack of voids is in agreement with
the transmembrane contact stalk, [8] except that in our case the trans-monolayers
do not make contact and are only moderately bent. In this respect, the stress-
free stalk model [7] better resembles the simulation stalks, despite that they are
voidless. Thus we propose a stalk structure closely resembling the stress-free stalk,
but without hydrophobic voids; they are ‘filled’ with lipids undergoing tilt and
splay.
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2.4.3 Anisotropic stalk expansion and stalk-bending

When, of the two pathways leading to full fusion, the pathway of stalk elongation
and bending is followed, a small transient pore emerges in the pocket formed by
the bent stalk. The pore allows the uptake of lipids and water from the cavity.
The question whether pore formation is triggered by a trace of water through the
membrane, or the pore is only the result of a stressed membrane, is addressed here.
To provide insight, an extra simulation has been performed. As a starting-point,
the configuration of large1 at 0.04 ns before water pore emergence has been
taken, and all water particles have been removed from the cavity. The resulting
events are the same, except that indeed the water pore is initiated later (0.41 vs
0.04 ns) as the cavity has to be refilled with water particles before pore formation
can be triggered. A transient pore could also be formed by lipids solely, but
apparently the energy barrier cannot be overcome without water involvement.

Our simulations support the stalk-bending hypothesis presented in the introduction
section fairly well. The fact that the stalk may elongate and bend is in agreement
with the model. Furthermore, the case in which two pores are formed and the
hemifusion diaphragm is bypassed, is almost entirely analogous. The case where
only one pore is formed, suggests a major revision, as the hypothesis does not
entail the formation of an HD. Another difference is the manner in which the pores
appear. In our simulations the pores always appear in the cavity of the bent stalk,
the hypothesis suggests pore formation in the general vicinity of the stalk, followed
by enveloping of these pores. Thus, the simulations demonstrate a more ordered
mechanism than the hypothesis suggest. This difference is due to the methods
used. The Brownian dynamics simulations, with which the anisotropic stalk effect
was first demonstrated, [11] do not reproduce hydrodynamic behavior [32] and utilize
small rod-shaped lipids, thus creating unstable vesicles and promoting disordered
fusion.

2.4.4 Radial stalk expansion

During the transition from radially expanded stalk to hemifusion diaphragm a
fairly large void appears. At first glance this might seem incorrect, but it is not as
improbable as it may seem. A void is merely an absence of matter, an empty space.
A void collapses rapidly because neighboring particles have a greater chance to
move into a void than into a mass of other particles, simply because there is nothing
to stop them. Granted, a void is not a preferential state. Particles preferably are in
the vicinity of particles of the same kind. However, because the mutual attraction
of hydrophobic particles is lower than the attraction of hydrophilic particles—
they have a lower well depth in the Lennard-Jones potential—it is expected that
the tails separate rather than the headgroups separate from water. Indeed, the
monolayer attachment is the weakest interaction of the membrane. For instance,
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with the freeze–fracture technique, membranes are often split in two monolayers.
Furthermore, despite the shortcomings in Brownian dynamics simulations, the
appearance of a void during this transition is reported by Noguchi and Takasu [11]

as well.

2.4.5 Radial or anisotropical stalk expansion

The stalk can expand radially or anisotropically, but what are the characteristic
differences that make a stalk expand radially or anisotropically? Both transitions
from stalk to (hemi-)fusion have different characteristics. For instance, the amount
of lipids occupied in the bent stalk is larger than in the radial expanded stalk.
These lipids are extracted from the cis-monolayers, so these must have spare lipids
to build an elongated stalk. In this sense, spare lipids are lipids that are not
required to shield the trans-monolayers, which depends on the ability of the lipids
to flatten and shield a larger area. However, predicting the number of spare lipids
is not straightforward. For instance, a simulation of the fusion of two flat bilayers
shows that even with the same amount of lipids on cis- and trans-monolayers,
lipids can be spared to construct a large elongated stalk. Moreover, bilayer fusion
does not go beyond the elongated stalk phase. The stalk elongates and bends
but is not steered toward a tight ring that would lead to pore formation. This
shows that the shape of the elongated stalk depends on the shape of the contact
zone. Whereas a radially expanded stalk would require fewer lipids than a long
elongated stalk, there is no immediate gain in expanding radially. On the contrary,
radial expansion is accompanied by a transient hydrophobic void. In the small
vesicle simulations, this energetically unfavorable phase is readily compensated
by reducing bending tension by complete flattening of the outer monolayer—a
cylinder shape is preferred over an hourglass-shape. Regardless of the preferences
caused by curvature, even if the amount of spare lipids could be calculated and
the contact zone mapped, it would still be impossible to predict beforehand which
pathway fusion would take. In particular, similar setups (e.g., the exocytosis
simulations) evolve via different pathways, showing that subtle differences have
major consequences.

2.4.6 Hemifusion diaphragm

After radial stalk expansion and anisotropic stalk expansion with a single pore,
a hemifusion diaphragm develops. The size of the HD surface area is controlled
by two opposing mechanisms of the external monolayer. One is minimization
of bending tension by flattening of the monolayer, the other is minimization of
tension caused by overcrowding. Due to the reduced exterior area because of
hemifusion, each external lipid must cover a smaller area, which causes tension. In
the LARGE1 simulation this causes the HD size to fluctuate around 38 nm2 with
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amplitude of about 6 nm2. When, in a control simulation, 15 % of the exterior
lipids were removed, thereby reducing monolayer overcrowding tension, the HD
grew to 65 nm2. This means that in the anisotropic stalk expansion scenario, the
involvement of the transient pore in HD formation is twofold. On one hand it
triggers HD formation, on the other hand it redistributes lipids and water so the
HD can grow larger than would be possible otherwise.

Of the fusion hypotheses only the stalk pore hypothesis recognizes a sizable hemi-
fusion diaphragm structure. However, there is no consensus on the size an HD can
adopt, although it is agreed that small diaphragms are energetically unfavorable.
Some insist that the diameter cannot exceed the thickness of a bilayer, [9] whereas
others claim that HDs grow to overcome this constraint. [7] The simulations are
in accordance with both viewpoints, the HD either ruptures almost immediately
or grows as much as possible—only limited by the compressibility of the outer
monolayer—and is stable for quite a long time.

2.5 Conclusion
Vesicle fusion is essentially a mechanism of lipid rearrangement. We have used
coarse-grained molecular dynamics to monitor these vast rearrangements over a
relatively long time span. We have performed spontaneous unbiased fusion experi-
ments with vesicles ranging between 160 and 1024 lipids, and with combinations
of bilayers and small vesicles. In all simulations, the fusion process is analogous,
but the stalk evolution may differ. From Table 2.3 it is clear that whether the
fusion process follows the radial stalk expansion route or the stalk-bending route
is not solely a matter of vesicle size, bridging distance, or acclimatization time.
For large vesicles radial stalk expansion is considerably faster than stalk-bending,
although the latter is more frequent. Typically, small vesicles fuse faster than
large vesicles. They have a high curvature, so their lipids’ tails are quite exposed
to water and have much freedom of movement. The simulations of exocytosis
show that a vesicle can fully fuse with a bilayer, but only if it is small enough to
warrant radial stalk expansion or restricted stalk-bending, because two flat fusing
bilayers do not overcome the anisotropically expanded stalk state. Generally, the
preference for a fusion pathway varies with decreasing curvature at the contact
area. Small vesicles develop a radially expanded stalk—reduction of monolayer
curvature is a strong driving force here—or a bent stalk if the contact area permits.
When the curvature decreases, the contact zone becomes too large to direct an
elongated stalk into a tight ring, and the vesicles remain in a hemifused state. The
fusion process is thus characterized by rapid transitions between long periods of
stability. These transitions are initiated by trigger events that each have a small
chance of happening; transitions that can nicely be shown using coarse-grained
simulations.
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Chapter 3

Transmembrane protein-
influenced vesicle fusion

Abstract Experimentally, fused vesicles become spherical promptly. In the
available time scale of molecular dynamics simulations they do not, because the
lipid and water distribution of the fused state is inappropriate for a spherical
vesicle and spontaneous amendment is slow. Here, we study the hypothesis that
enhanced transport across the membrane of water, lipids, or both is required to
produce spherical vesicles. This is done by introducing several kinds of model
proteins to fusing vesicles. The results show that equilibration of both water
and lipid content is a requirement for spherical vesicles. In addition, the effect
of these transmembrane proteins is studied in bilayers and vesicles, including
investigations into hydrophobic matching and aggregation. Our simulations show
that the level of aggregation does not only depend on hydrophobic mismatch, but
also on protein shape. Additionally, one of the proteins promotes fusion by inducing
pore formation. Incorporation of these proteins allows even flat membranes to fuse
spontaneously. Finally, we encountered a novel spontaneous vesicle enlargement
mechanism we call the engulfing lobe, which may explain how lipids added to a
vesicle solution are quickly incorporated into the inner monolayer.

This work has been published in:
A.F. Smeijers, K. Pieterse, A.J. Markvoort, and P.A.J. Hilbers, Coarse-grained transmembrane
proteins: Hydrophobic matching, aggregation, and their effect on fusion. Journal of Physical
Chemistry B 2006, 110, 13 614–13 623.

37

https://dx.doi.org/10.1021/jp062012y
https://dx.doi.org/10.1021/jp062012y
https://dx.doi.org/10.1021/jp062012y


Chapter 3

3.1 Introduction
A vesicle’s shape is preferentially spherical so it has minimal membrane tension
distributed uniformly over the surface. Whereas the coarse-grained MD vesicle
fusion simulations of the previous chapter display the proper fusion processes,
the resultant vesicles remain tubular instead of becoming spherical as they do
experimentally; the reason being that during fusion the total water content and lipid
distribution over the bilayers does not change markedly. Hence, the fused vesicle’s
volume is too small as compared to its membrane area, and its lipid distribution is
not adapted to the new situation. In addition, the membrane’s capacity for water
transport and lipid flip-flop is low as compared to the required transport and, more
importantly, the accessible simulation time. We hypothesize that, to promote fused
vesicles to become spherical, increased water transport, increased lipid flip-flop, or
both is needed. To this end, we incorporate functional transmembrane proteins
into our lipid membranes. To increase the water permeability, we have reproduced
the water channel function of aquaporin. To increase the rate of lipid flip-flop, we
built two scramblase proteins; one being a bare transmembrane helix, which is
supposed to induce flip-flop; [1] the other a prototype of the class of pore-forming
antimicrobial peptides, which is reported to form pores and promote flip-flop. [2]
Aside from fused vesicles becoming spherical or not, the incorporation of coarse-
grained proteins presents challenges of its own. The requirements of coarse-grained
proteins need to be elucidated. Is it even possible to build authentic transmembrane
proteins with a simple coarse-grained model? The proteins need not only perform
their desired function, but also exhibit realistic interactions with the membrane
and other proteins. Does the membrane adapt to the transmembrane protein, as
the hydrophobic matching theory suggests, and do the proteins aggregate when
multiple proteins are incorporated in a membrane?

In addition to the effects of the proteins on the vesicles following fusion, they
may also have an effect during the initial stages of fusion. In particular, one of
the scramblases possesses characteristics displayed by the putative proteinaceous
fusion pore model; [3] does such a protein indeed promote fusion?

In this chapter, we investigate these questions by applying our coarse-grained lipid
model described in Chapter 2 to build proteins. However, despite focusing on
proteins, we also encountered a novel spontaneous vesicle enlargement mechanism,
which functions without protein involvement. This mechanism may explain how
lipids added to a solution of vesicles get incorporated into the inner monolayers of
these vesicles.
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3.2 Methods

3.2.1 Lipid and water

Based on dipalmitoylphosphatidylcholine, the coarse-grained lipid is modeled by
four hydrophilic H particles, and two tails of four hydrophobic T particles each
(Figure 3.1a). Water particles are denoted by W. All bonds are regulated by
harmonic bond potentials; the non-bonded interactions are governed by truncated
shifted Lennard-Jones potentials. The model was fitted for water and alkanes,
instead of lipids in a bilayer, to avoid unnecessary bias toward membrane formation.
To ensure flexibility of our lipids and to be able to investigate vesicle fusion by
using relatively small unstressed vesicles, no bending potentials are applied. Time-
dependent results are presented without a time scaling factor.

3.2.2 Water channel

In the present chapter, we extend this coarse-grained model with two proteins,
the first being a water channel to enhance water transport through bilayers. To
keep our model as simple as possible, we only use existing H and T particles and
the previously mentioned potentials. The challenges we are presented with are
as follows: is it possible to produce a coarse-grained water channel, and what
requirements must such a channel adhere to? We base our design on the protein
aquaporin.

In nature, when active in a membrane, aquaporin functions as a passive water chan-
nel. Its four subunits each make up a narrow pore. Two funnel-shaped apertures
lead to the pore, formed by the tilted arrangement of seven helical structures. The
channel apertures have series of accessible carbonyl oxygens forming hydrophilic
paths leading to the pore. The pore is largely hydrophobic with discrete hydrophilic
spots that provide an alternative for the hydration shell of water. The pore lining
facilitates fast water transport. [4–6]

The coarse-grained water channel is built resembling one aquaporin subunit. An
ideal channel is stable in a lipid membrane, stays open most of the time, and
provides rapid water transport. However, the simplicity of the underlying model
directs the design, as only H and T particles are used and the potentials to
favor a specific conformation are limited to Lennard-Jones and bond potentials.
Therefore, helical structures are impossible to reproduce. Nonetheless, a simple
hollow cylinder suffices to represent a pore.

The cylinder is composed of a stack of 10 rings, whereby all particles are bound in
a triangular mesh (Figure 3.1b). The internal ring consists of 8 particles and has
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a) b) c) d)

Figure 3.1: The coarse-grained water, lipid, and proteins. (a) Stick representation of the
coarse-grained lipid molecule with hydrophilic headgroups (white) and hydrophobic
tails (green) and a van der Waals representation of the water particle (blue). (b)
Stick representation of the coarse-grained water channel showing its structure and a
cross-section highlighting the hydrophilic band and rings inside the channel. (c) Front
and side view of the type A scramblase; it has a purely hydrophobic transmembrane
part. (d) Front and side view of the type B scramblase; it has a hydrophilic band down
its side.

an effective diameter of 0.70 nm, whereas the effective diameter of W is 0.52 nm.
The pore is wide and flexible enough to occasionally let water particles trade
places, just like fully atomistic simulations of aquaporin [7] suggest. To ensure
the semihydrophilic pore remains stable in the bilayer, it is coated with particles
matching the local polarity of the bilayer, just as proteins are in vivo. To avoid
any loose ends that would obstruct the pore opening, the pore ends are built as
tetrahedrons.

Of various pore lining patterns tested, a pattern resembling the hydrophobicity of
the aquaporin interior proved to encourage water flow best. Accordingly, the water
channel has hydrophilic apertures, the middle consists of alternating hydrophilic
and hydrophobic rings, and a hydrophilic band from top to bottom leads water
particles through the pore. An additional advantage of this pattern is that the
pore will collapse less easily as mutual repulsion between the hydrophilic and
hydrophobic parts prevents complete flattening. Furthermore, the channel is filled
from the start such that no time is lost on filling the channel.

Our coarse-grained proteins share similarities with a coarse-grained channel de-
veloped by Lopez et al., [8] which in turn was made to resemble a fully atomistic
carbon nanotube. [9] Their protein is a simple hydrophobic cylinder built from a
similar mesh either with or without hydrophilic ends. These ends are found to
enhance its position in the membrane and reduce occlusion by lipid tails.

3.2.3 Scramblases

Next, we add scramblases to our coarse-grained model. These proteins enhance
the flip-flop of lipids. Again, we only use H and T particles and base the design
on real proteins.
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In lipid bilayers, the structural and amphiphilic properties of phospholipids are
such that there is hardly any spontaneous flip-flop. The half-times of sponta-
neous membrane translocation for in vitro vesicle membranes are in the order of
days, [10,11] whereas in eukaryotic plasma membranes flip-flop is in the order of
months. [12] In cell membranes, the composition of phospholipids in each face of
the bilayer is different and stable; this is associated with cellular processes such
as membrane recognition and phospholipid–protein interaction. [12] On the other
hand, sometimes lipid flip-flop is asked for in the cell, for example, with apoptosis
or in the biogenic membranes, the membranes where lipid and protein synthesis is
localized. To maintain the right lipid distribution, or to disrupt it, several protein
groups are present in the cell.

In general, there are two classes of proteins promoting flip-flop, flippases that
actively maintain an asymmetric lipid distribution of the membrane by transport-
ing specific lipids in one direction and scramblases that passively equilibrate the
membrane. [13,14] Examples of the first class are aminophospholipid translocase and
ABC transporters, while phospholipid scramblase is a scramblase. [11,15]

Another scramblase protein is assumed to exist in biogenic membranes. Phospho-
lipids are synthesized exclusively on the cytoplasmic monolayer of the endoplasmic
reticulum (ER) in eukaryotes and the plasma membrane in prokaryotes. If not
resolved, this would result in unwanted membrane curvature, the lack of which
indicates the presence of a scramblase. Its activity has been measured and shown
to be passive, bi-directional, headgroup unspecific, partially sensitive to protein
denaturing agents, and satiable. [11,15] Historically, this putative protein was named
flippase, but in fact it functions as a scramblase. With half-times of 8–16 s for
phosphatidylcholine and phosphatidylethanolamine, [16] it is relatively fast.

Until a scramblase protein is indisputably identified in biogenic membranes, the
question remains whether there is a single scramblase, a group of scramblases,
or no scramblases at all. In the latter case, as advocated by Kol et al., [1,15,17]
flip-flop would be a general property of biogenic membranes resulting from the
mere presence of proteins. An intrinsic flip-flop capacity would be advantageous, as
newly synthesized lipids would only have to move down their gradient to be evenly
distributed over the membrane leaflets. This hypothesis has been tested in various
experiments, for example, by using model transmembrane peptides (XALPs) in
E. coli membrane liposomes. These peptides form helices with a hydrophobic
core consisting of alternating alanine and leucine residues. The core is capped
with two hydrophilic residues and additional end-groups. With these peptides,
half-times were found to increase to the order of minutes at peptide-to-lipid ratios
of 1:250. [1] Fractionated protein extracts [18] and transmembrane proteins with a
primary function not linked to flip-flop [17] give different flip-flop rates for different
proteins, indicating that not all membrane proteins are capable of inducing flip-
flop. Two modes of flip-flop were postulated. One is that a transmembrane
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protein produces a somewhat more hydrophilic environment. [1] The second is that
a single transmembrane protein locally disturbs the bilayer with dynamic protein–
lipid interactions such as rotational motion, wobbling, tilting, or bending of the
helix. [15]

Pore-forming antimicrobial peptides are another kind of flip-flop peptide present
in nature. They are α-helical transmembrane peptides with a hydrophilic side
covering about 40 % of their surface; examples include magainin 2 [2] and pandinin
2. [19] They are believed to form pores in the cell membrane, thereby disrupting
the transmembrane electrochemical gradient and inhibiting cell growth or even
killing the cell. [20] Antimicrobial peptides spark a renewed interest because bacteria
become increasingly resistant to conventional antibiotics.

A coarse-grained transmembrane protein has been constructed with the aim of
reproducing the fast flippase activity of biogenic membranes and the structure of
the XALP model peptides. As its function is fast and indiscriminate flip-flop, our
protein is simply called scramblase. The coarse-grained water channel design is used
as a basis. Likewise, scramblase is a cylinder measuring 10 rings in height, including
tetrahedral hydrophilic caps. The tetrahedral ends remain for their presumed role
as shields against water penetrating the membrane. Modifications are the reduced
ring size of 5 particles, so the cylinder’s core is inaccessible to water particles, and
the absence of hydrophobic coating particles (Figure 3.1c). In the configuration
where the core is entirely hydrophobic and the scramblase resembles XALPs, we
refer to the protein as a type A scramblase. Type B denotes the configuration in
which the scramblase is made similar to pore-forming antimicrobial peptides by
giving it a two particle wide hydrophilic band down the side (Figure 3.1d).

3.2.4 Simulations

All simulations described in this chapter have been performed at constant tem-
perature (307 K) and constant pressure (1 bar) with time steps of 24 fs. Lipid
bilayers and vesicles were created as mentioned in the previous chapter, namely
by spontaneous formation from randomly distributed molecules. In similar fash-
ion, transmembrane proteins containing bilayers were constructed by adding the
proteins to the random initial state.
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Figure 3.2: The water channel embedded in a lipid bilayer. (a) Density profiles of the
water channel (left axis) and the bilayer and water (right axis) superimposed. The
different scales are due to the different amounts of protein and other particles in the
simulation. The lipid data is partitioned into tails (center) and headgroups, the water
channel data into the associated pore and ends (dotted and solid lines, respectively).
(b) A cross-sectional view showing the water channel. (c) Altered membrane thickness
around the water channel and both scramblases. The membrane thickness is measured
in concentric rings around the transmembrane protein center and averaged over 72 ns.
The bilayer thickness depends on the distance to the transmembrane protein.

3.3 Results

3.3.1 Bilayers

To start, the effect of transmembrane protein addition is determined in bilayer sys-
tems. First, general effects as hydrophobic matching and aggregation are studied,
followed by the proteins’ specific transport activities.

3.3.1.1 Hydrophobic matching

First, we study the incorporation of a single protein in the bilayer. In a simulation
of 144 ns, the water channel remained anchored at both water–lipid interfaces. The
channel seems to fit seamlessly in the bilayer (Figure 3.2b). On closer inspection,
the peaks in the density profile (Figure 3.2a) show that the channel does not fit
perfectly and is somewhat too large. However, shortening the channel by removal
of one particle layer would create a larger mismatch. In this simulation, the
overall bilayer thickness, as measured by the distance between headgroup density
peaks, is on average 3.07 nm. In our simulations, pure lipid bilayers have an
average thickness of 3.05 nm, thus the overall membrane thickness is not altered
significantly with a transmembrane protein present.

However, a commonly accepted theory suggests that a height mismatch between
the hydrophobic part of a transmembrane protein and the hydrophobic part of a
lipid bilayer leads to hydrophobic matching; that is, the transmembrane protein
locally imposes its hydrophobic height on the membrane. Because contact between
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polar and apolar groups is preferably minimized and the lipid phase is much more
deformable than a protein, a state of membrane deformation is considered less
costly than a state of hydrophobic mismatch. The dimeric β-helical ion channel
gramicidin, for instance, has been demonstrated to change membrane thickness. [21]
Depending on the rigidity of the lipids, at a certain distance from the protein the
membrane thickness returns to normal.

The extent of hydrophobic matching in our system is visualized in Figure 3.2c, for
the case of both the water channel and the two scramblases. From the figure it is
clear that close to the water channel the membrane thickness is about 10 % larger
than the normal thickness of 3.05 nm. The transmembrane protein locally changes
the structure of the bilayer. For the type A scramblases, despite the identical base
height, the hydrophobic mismatch is lower. This is because the water channel’s
coating particles can spread between the tetrahedral ends, thereby enlarging its
hydrophobic length. The difference between the hydrophobic matching patterns
of type A and B scramblases is due to the mobility of the lipid headgroups near
the hydrophilic band of type B. Close to the protein the thickness has changed
significantly, but in all three cases the difference has vanished at about 2.5 nm from
the protein center. Because of the inherent flexibility of the lipids in our model,
the affected area is quite small.

3.3.1.2 Aggregation

Hydrophobic matching putatively drives a membrane-mediated protein–protein
attraction. With multiple transmembrane proteins, aggregation is energetically
favorable as this reduces the area of the membrane that needs to be deformed.
The distance over which this protein attraction functions therefore depends on
the rigidity of the bilayer as well. From Figure 3.2c follows that in this model the
protein–protein distance at which the mutual attraction is significant is at most
5 nm.

However, in a simulation with 14 type A scramblases and 144 lipids there is
little aggregation of scramblases. Instead, a dynamic equilibrium is established
in which the scramblases connect and disconnect regularly (Figure 3.3a). Upon
closer inspection, it follows that the lack of aggregation is due to the shape of the
scramblases. The tetrahedral ends prohibit full contact between the scramblases
so there is always room for a lipid tail to interfere, thereby negating stable protein–
protein interaction. When the simulation is redone using scramblases without
the tetrahedral end-groups (Figure 3.3b), a different picture emerges, despite the
hydrophobic matching being markedly similar. As these proteins can connect
tightly across their entire length and through optimal packing have maximal van
der Waals attraction, one big aggregate is formed after 15 ns of simulation time. In
the remainder of the simulation, none of the proteins dissociate from the aggregate.

44



Transmembrane protein-influenced vesicle fusion

a) b) c)

Figure 3.3: Several modes of aggregation; shown is a top view of the bilayer with 14
transmembrane proteins. (a) Weak aggregation of regular type A scramblases; they
connect and disconnect regularly (72 ns). (b) Strong aggregation of type A scram-
blases trimmed of the tetrahedral parts; none of the proteins dissociate (72 ns). (c)
Intermediate aggregation of type B scramblases; two pore complexes are formed (72 ns).

When type B scramblases are used instead of the hydrophobic ones, the level
of aggregation is intermediate (Figure 3.3c). As the tetrahedral ends inhibit full
contact, aggregates are still dynamic, but as the hydrophilic bands are preferentially
near each other, there is an extra inclination to aggregate. During the course of this
simulation, the type B scramblases cluster with their bands together. Eventually
these clusters grow into two large clusters of 7 proteins each; each forming a pore
complex in the membrane.

3.3.1.3 Function

Water channel To test the effectiveness of our water channel, W particle perme-
ation rates have been measured and multiplied by 4 to match regular permeation
rates. Our coarse-grained water channel thus achieves a rate of 2.7× 10−15 mol/s.
The maximal flow through an aquaporin subunit has been determined to be about
5× 10−15 mol/s. [22] These rates are comparable, despite the fact that our simula-
tions are performed under steady-state conditions, whereas the aquaporin flow has
been determined under forced osmotic pressure.

The permeation rate of water through a pure lipid membrane in our model is
139× 10−6 m/s, which is well within the order of magnitude of the experimental
diffusive water permeability of dipalmitoylphosphatidylcholine (DPPC) bilayers
(50× 10−6 m/s). [23] Incorporating 1 water channel in a 225 lipid membrane leads
to a permeation rate through the membrane as a whole of 430× 10−6 m/s.

Scramblase First, one type A scramblase is tested in a flat lipid bilayer of
225 lipids to see whether it induces flip-flop and by what mechanism. In all
our pure lipid bilayer simulations, no spontaneous flip-flop was ever encountered,
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a) b) c) d)

Figure 3.4: A lipid flips headfirst along a type B scramblase; each frame is 0.24 ns apart.

so any flip-flop due to the scramblase would be of significance. To stimulate
flip-flop, a lipid gradient is created by removing 25 % of one monolayer’s lipids.
However, despite the scramblase, in 72 ns not a single lipid flipped, just as in the
control simulation without scramblase. Increasing the protein content (as in the
aggregation experiment), while maintaining the lipid gradient, yields a membrane
of 14 scramblases and 126 lipids, but still no flip-flop occurs. Instead of locally
disturbing the lipid continuum, as predicted by Kol et al., [15] the multitude of
type A scramblases stabilizes the bilayer; for instance, the lateral diffusion rate of
lipids is reduced by 35 %. As the absence of flip-flop might be due to the lack of
undulations in the small box, the bilayer length is tripled in one direction. Yet,
although this membrane exhibits considerable undulations with large amplitudes,
no flip-flop occurs in this simulation as well.

As none of the hydrophobic scramblases prompted lipid flip-flop, configurations
with a hydrophilic band have been tested in the small bilayer as well. These
type B scramblases do enhance flip-flop, but as a side effect also allow water to
traverse the bilayer; during 72 ns, 14 lipids and 221 water particles crossed the
bilayer. Each lipid flip is characterized by movement of the headgroup along the
hydrophilic band, while the tail ends remain in the bilayer interior (Figure 3.4).
The lipid can flip headfirst with tails splayed or sideways with tails together. In
a full bilayer, without lipid gradient, the scramblase functions a bit slower; 44
lipids flipped and 1672 water particles traversed the bilayer in 720 ns. The water
flux (15.4× 10−15 mol/s) is about 10 times faster than through our coarse-grained
water channel, so the scramblase also functions as a water channel. Yet, contrary
to the aggregation experiment, with a single scramblase a constant water pore is
not formed; the type B scramblase merely allows water particles to slip through the
bilayer more frequently. Compared to this single scramblase, the flip-flop capacity
of the multiple pore-forming scramblases of the aggregation experiments is reduced.
As the aggregated scramblases work together during flips, the individual protein
flip-flop frequency has diminished from 6.1× 10−2 ns−1 to 1.6× 10−2 ns−1.

Whenever flip-flop function is required hereafter, type B scramblase will be used
exclusively, whereas type A will be used as a non-functional protein in control
experiments.
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Figure 3.5: The vesicular contents (left axis) and outer to inner monolayer lipid ratio
(right axis) followed through time as additional lipids are incorporated in a small vesicle
with (a) type A scramblase and (b) type B scramblase.

3.3.2 Small vesicles

With the effect of the coarse-grained water channel and type B scramblase suffi-
ciently validated in lipid bilayers, the proteins are incorporated in vesicles.

3.3.2.1 Scramblase in an isolated vesicle

To test the effectiveness of one type B scramblase in a vesicle, a lipid gradient has
been imposed by placing the vesicle of 255 lipids in a larger water-filled box with
another 225 lipids dispersed randomly around it. A portion of these lipids will
enter the outer monolayer right from the start, while the rest forms micelles that
will, eventually, merge with the outer monolayer. Thus a skewed lipid distribution
is generated and as a result the outer monolayer becomes stressed.

In the control simulation, the non-functional type A scramblase is used. Figure 3.5a
depicts the time course of the lipid ratio between exterior and interior lipids, and
the absolute number of interior lipids and water particles. The number of interior
molecules increases stepwise twice. Each step is the result of a novel vesicle
enlargement process we will refer to as the engulfing lobe.

As the outer monolayer cannot pass on lipids to the inner monolayer, it cannot take
in more lipids while maintaining a normal flat structure. Instead, once the uptake
limit is reached, additional micelles become part of the outer monolayer and are
not fully absorbed but form a bilayer-like attachment (Figure 3.6a). Lipids from
the tense outer monolayer allow this lobe to grow larger, as it proceeds to curl into
a semivesicle (Figure 3.6b). Before the lobe becomes another vesicle on top of the
initial one, a pore opens at its base, allowing enveloped water particles and lipids
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a) b) c) d)

Figure 3.6: The engulfing lobe process demonstrated in a small vesicle that takes up
additional lipids. (a) A micelle merges with the outer membrane (42.4 ns). (b) The
lobe bends (43.6 ns), (c) and a transient pore emerges at its base (44.6 ns). (d) The
vesicle after it has taken up lipids and water (46.6 ns).

to enter the initial vesicle (Figures 3.6c,d). Thus, the engulfing lobe mechanism
is a spontaneous vesicle enlargement mechanism whereby the vesicle uses surplus
exterior lipids to take up a portion of these lipids and additional water.

Over the course of this simulation, all exterior lipids became part of the vesicle;
each added lipid raised the lipid ratio and the membrane tension. The first lobe
emerged and engulfed water in 3.4 ns at a lipid ratio of 5.1:1; the second lobe cycle
took 3.0 ns at a ratio of 4.8:1. At the end of the simulation, the vesicle is elongated
and its lipid ratio is 3.1:1.

When the simulation is redone with a type B scramblase, a different growth pattern
develops (Figure 3.5b). The banded scramblase quickly redistributes the lipids
that merge with the outer monolayer. Hence, the number of interior lipids and
water particles increases gradually, while the lipid ratio decreases gradually. This
vesicle does eventually adopt a spherical shape.

3.3.3 Small vesicle fusion

In the following sections, several vesicle fusion simulations are discussed; their char-
acteristics are summarized in Table 3.1. First, small vesicles are fused, because by
utilizing small vesicles we can relatively quickly determine the effect of the various
proteins on the vesicles during and after fusion. Subsequently these simulations
are verified with larger vesicles.

In the present chapter, the plain vesicle fusion simulations of Chapter 2 serve as
control experiments, labeled pure1–5.

3.3.3.1 Vesicle fusion with water channels

As mentioned in the introduction section, a vesicle’s shape is preferentially spheri-
cal, yet the resultant vesicles of pure lipid vesicle fusion simulations remain tubular
throughout the simulations. Provided that the required membrane tension and
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Table 3.1: Overview of vesicle fusion simulationsa

Label Nout Nin NW Fusion pathway Nout/Nin
pure1 134 26 17 Anisotropic, 1 pore 3.78
pure2 161 39 66 Anisotropic, 2 pores 3.40
pure3 181 58 102 Radial 3.12
pure4 655 369 3483 Anisotropic, 1 pore 1.68
pure5 655 369 3497 Anisotropic, 2 pores 1.70
scrb1 176 49 70 Anisotropic, scramblase pore 2.98
scrb2 638 380 3555 Anisotropic, scramblase pore 1.65
wacha1 180 45 85 Anisotropic, 2 pores 3.59
wacha2 180 45 92 Radial 4.00

a The simulations are labeled pure for vesicles consisting only of lipids, scrb for
vesicles with type B scramblases, and wacha for vesicles with water channels. For
these simulations, the number of lipids in the inner (Nin) and outer (Nout) membrane
layer of each vesicle, the number of encapsulated water particles (NW) in each vesicle,
the fusion pathways, and the lipid distribution ratio of the vesicle membrane (Nout/Nin)
are given. The lipid distribution is calculated immediately after the development of a
hemifusion diaphragm or a double pore.

water permeability are present, water can simply diffuse through the membrane to
increase vesicle volume and thus create a spherical vesicle. Here, we test the hy-
pothesis that increased water permeability, due to the presence of a water channel,
enables fused vesicles to become spherical faster.

In this simulation (wacha1), each vesicle consists of 225 lipids and 1 water
channel. Full fusion is reached through the anisotropic stalk expansion pathway,
here followed by double pore formation after 4.0 ns. This fast fusion is similar to
the fusion of regular small vesicles (pure1, pure2). The result is quite similar
as well; the vesicle remains tubular and there is no significant increase in volume
apart from the uptake during the stalk-bending part of fusion. The effect of the
water channels is simply that the water content fluctuates more. Apparently, in
their current configuration there is not enough incentive for the vesicles to become
spherical.

In this case, aggregation of water channels is significant. Compared to the flat
bilayer case, the vesicle’s bilayer has a different structure; this causes a larger
hydrophobic mismatch, thus increasing the cost of membrane deformation and the
strength of aggregation. After 17.8 ns, the inner ends of the water channels make
contact, the outer ends 3.0 ns later, and then the last of the intervening lipids
departs. For most of the remainder of this simulation, the two water channels
remain attached to each other, yet this attachment is by no means fixed. For
several short intervals, ranging from 60 ps to a few nanoseconds, the inner or outer
ends dissociate.

In a second simulation involving these vesicles, but with a slightly different initial
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Figure 3.7: Cross-sectional view of the stalk–pore transition facilitated by a type B
scramblase. (a) While the stalk is expanding anisotropically, a pore is formed next
to the hydrophilic band of the scramblase in the vesicle on the right (3.2 ns). (b) A
hemifusion diaphragm is already present, while the pore is still open (4.3 ns). (c) When
the pore closes, another pore opens in the HD, completing the fusion process (4.4 ns).

configuration (wacha2), the outcome is quite different. The stalk initially grows
anisotropically, but reverts to expand radially. This series of events is analogous to a
simulation performed with pure vesicles (pure3). Because of this fusion pathway,
the membrane lipid distribution and water content of the resultant vesicle are
identical to (the sum of) those of the vesicles before fusion. Therefore, the vesicle
has little water content situated in a thin cylinder of hydrophilic particles, and
the outer monolayer experiences more tension than in wacha1. This structure
changes into a spherical vesicle with a large lobe, thereby maximizing hydrophilic
interactions and relieving membrane tension. The vesicle proceeds to take up
water and lipids through the engulfing lobe process. As the water channels are
not involved in the lobe’s appearance, this simulation suggests the engulfing lobe’s
applicability in regular vesicle fusion. Despite the improvement in lipid and water
distribution made by the engulfing lobe, the vesicle remains tubular in shape.
Again, the water channels aggregate.

3.3.3.2 Vesicle fusion with type B scramblases

Even though MD simulations of vesicle fusion do not produce spherical vesicles,
Brownian dynamics simulations have shown this behavior. [24] However, those
vesicles have properties inconsistent with naturally occurring vesicles. Spontaneous
swelling occurs because their solvent is represented by a potential acting on the
lipids rather than by explicit solvent particles. Moreover, the lipids are able to
spontaneously exchange between the monolayers. As increased water permeability
is insufficient to ensure spherical vesicles in our MD simulations, we hypothesize
that frequent flip-flop of lipids is also required.

With the scrambling effect of type B scramblase demonstrated in bilayers (Sec-
tion 3.3.1.3) and vesicles (Section 3.3.2.1), we next test whether it actually allows
small fusing vesicles (scrb1) to become spherical. Furthermore, these simulations
suggest that scramblase can facilitate fusion via the anisotropic stalk expansion
as well. The scramblase, which happens to be near the stalk region, allows the
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a) b) c) d)

Figure 3.8: The fused vesicle becomes spherical when type B scramblases are present.
(a) The initial setup (0 ns). (b) After fusion, the resultant vesicle is still elongated
(21.6 ns). (c) When the scramblases find each other, they aggregate (91.4 ns). (d)
Despite aggregation, the scramblases remain to function and consequently the vesicle
becomes spherical (336 ns).

formation of a pore along its hydrophilic band (Figure 3.7a). During the 1.2 ns that
the pore lasts, 9 lipids and 30 water particles enter the vesicle. The lipid transfer is
in the same order as in comparable simulations that exhibit the anisotropic stalk–
pore process (pure1, pure2), whereas the water transport is roughly doubled.
A hemifusion diaphragm is already present before pore closure (Figure 3.7b); the
pore is part of the vesicle wall. The pore closes and another pore opens in the
HD immediately thereafter (Figure 3.7c). In this manner, fusion is reached by the
same lipid and water dynamics as present in anisotropic stalk–pore process, but
the pore is induced by the amphiphilic peptide.

As the vesicles are fully fused within 4.4 ns, the bulk of the simulation time is spent
on adaptation of the vesicle (Figure 3.8). Figure 3.9a shows the time course of the
contents of the vesicle. In this case the time for equilibration is roughly 100 times
as long as the time for fusion. Evidently, the number of internal lipids increases
rapidly the first 35 ns and changes only marginally thereafter. The water content
increases very fast during the fusion process and steadily thereafter, until about
325 ns, when the vesicle reaches an equilibrium state. The shape of the vesicle
can be deduced from the graphs depicting the three principal diameters versus
time (Figure 3.9b). A perfect sphere would show three superimposed lines, but
this result is not expected. A vesicle with a type B scramblase equilibrates by
releasing excess membrane tension. Without tension, the membrane will be able
to undulate and thus does not have the shape of a perfect sphere. Nevertheless,
the graph shows that the fused vesicle becomes rather spherical.

Apparently, the lipids are faster than water at adapting to the new situation.
However, the fact that the vesicle is not spherical in the early stages does not mean
that the lipid distribution corresponding to a spherical vesicle is unfavorable; the
lipids move from the regions of high membrane tension regardless of the overall
shape of the vesicle. Nonetheless, for the vesicle to become spherical, and for
the system to gain another level of energy minimization, water has to diffuse into
the vesicle. This diffusion is rate limiting as the steady increase in water content
shows.
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Figure 3.9: The growth of the fused vesicle. (a) The number of interior lipid molecules
and water particles following vesicle fusion. The lipid content reaches a plateau well
before the water content does. (b) The ‘primary’, ‘secondary’, and ‘tertiary diameter’
computed with principal component analysis and smoothed with a moving average
window of 1 ns. As the lines converge, the vesicle becomes spherical.

The final vesicle has 140 lipids and 446 water particles inside and 310 exterior lipids.
Of those 446 water particles, only 9 were initially present in the vesicles. This
shows that there is much water exchange; even though the banded scramblases
do not form actual water pores as seen in the aggregation experiment, they vastly
increase membrane permeability. The scramblases do aggregate, and after 51 ns
they connect and remain so for the rest of the simulation.

3.3.4 Fusion of large vesicles

To see whether the effects of type B scramblase in small vesicle fusion can be
reproduced in large vesicles, we perform such a simulation as well. The simulation
(scrb2) consists of two large vesicles of 1018 lipids and 4 type B scramblases
each. Similar to prior large vesicle fusion simulations (pure4–5), fusion starts by
following the anisotropic stalk expansion pathway. Again, the scramblase facilitates
fusion; a pore is initiated by a scramblase that happens to be in the center of the
stalk ring. Through the pore, 13 lipids and 27 water particles enter the vesicle.
With the formation of an HD, the pore closes. As no pore is formed in the HD
in the short time after HD formation, the equilibrating properties of the banded
scramblases stabilize this hemifusion state. The graphs of Figure 3.10 show that the
vesicle labeled II is the one where the pore has formed. However, the scramblases
proceed to equilibrate the vesicles so that earlier on the lipid content, and later
also the water content, becomes similar for both vesicles. Compared to pure4,
the vesicle loses its hourglass shape and the diaphragm grows into a stable bilayer
as thick as the outer membrane (Figure 3.11). Therefore, a destabilizing pore in
the HD is not likely to appear.
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Figure 3.11: Cross-sections of the hemifusion diaphragm states of (a) pure4 and (b)
scrb2. Whereas the hemifusion state in pure4 has a characteristic hourglass shape
and a thin HD as compared to the outer membrane, the type B scramblases—here two
of them are shown lying to the right of the HD—have equilibrated the HD state in
scrb2. Consequently, the whole membrane of scrb2 has obtained a uniform thickness,
and the hourglass shape is gone.

With multiple type B scramblases, a certain level of aggregation, maybe even
peptide pore formation, is anticipated. However, only 2 out of 8 scramblases have
actually aggregated in the 72 ns the simulation lasted. Nonetheless, the interaction
of the peptides with the membrane does stimulate the scramblases to move toward
the HD. All but one of the scramblases settle in this region, with their hydrophilic
bands turned toward the HD.

3.3.5 Bilayer fusion

Giant vesicles are not able to fully fuse without an extra driving force, [25] thus
various fusion protein models were conceived. [3] As an MD simulation of giant
vesicle fusion is as yet unfeasible in both the length and the time scale accessible by
the currently available fastest computers, we focus on the contact zone. At such a
scale the vesicle membrane appears flat, so a representative simulation contains two
bilayers with a small water layer in between. Like in in vitro experiments, [26] two
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Figure 3.12: Cross-sectional side view of
two fused horizontal bilayers. A fusion
pore has been established by two paired
type B scramblases.

flat bilayers do not fuse spontaneously in our simulations (Section 2.4.5). However,
when the bilayers are placed sufficiently close together so they are able to undulate
into contact range, a stalk is formed. This stalk then grows anisotropically into
one large elongated stalk; it bends depending on the local shape of the contact
zone, but not into a small ring. This hemifusion state is stable, and a hemifusion
diaphragm state is not reached.

Here we test whether addition of type B scramblases permits two flat membranes
to fuse. Our simulation setup consists of two parallel bilayers containing 890 and
899 lipids and 2 type B scramblases each; the adjacent monolayers are separated
by an average of 3.4 layers of water particles, the distant monolayers by 12.4
layers. During stalk elongation, all four scramblases end up next to the stalk, but
they do not aggregate. As the stalk keeps on growing, it meanders around the
scramblases. Moreover, the scramblases in the opposite bilayers form pairs. In
effect, the scramblases are linked together at the ends, as they both favor to be
next to the bent stalk. The pairs subsequently allow formation of a continuous
water pore (Figure 3.12). When the bilayers are regarded as the contact zone
of giant vesicles, these pores allow the vesicles’ content and inner monolayers to
mix. Thus this state corresponds to full fusion facilitated by two pairs of banded
scramblases.

3.4 Discussion

3.4.1 Hydrophobic matching and aggregation

In our simulations, we have verified the existence of changed membrane thickness
due to hydrophobic matching of lipid bilayers to transmembrane proteins. On the
basis of the structural differences between bilayers and vesicles, the latter having a
reduced membrane thickness among other things, it is probable that the mismatch
is larger in case of a vesicle. As the fused vesicle in the wacha1 simulation did
not become spherical, there are areas of minimal curvature. Indeed, the water
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channels stay in the areas where hydrophobic mismatch is minimal, in this case
areas that resemble a bilayer the most. Therefore, the water channels favor the
side of the tubular vesicle as opposed to the rounded ends. In fact, they even
pair along the length axis of the vesicle where curvature is minimal. A similar
kind of preference is exhibited by the type B scramblases in scrb2; they group
around the hemifusion diaphragm. In the aggregation simulation with multiple
scramblases, the level of transmembrane peptide aggregation was shown to be
strongly dependent on complementing contact shapes and hydrophobicity.

In the simulations presented here, and in the simulations of others, [27,28] the addi-
tion of a transmembrane peptide locally altered the membrane thickness. However,
the experimental addition of an isolated WALP helix into bilayers did not alter
membrane thickness. [29] This was attributed to an assumed difference in packing
of lipids around a single transmembrane helix as compared to a large protein. The
reason for this disagreement in results may be that the membrane thickness is
altered only slightly and locally, comparable to our 1.5 % decrease in 2.5 nm around
the protein center, which is difficult to detect experimentally.

3.4.2 Engulfing lobe

The engulfing lobe, a novel spontaneous vesicle enlargement process, was observed
in the small vesicle simulations. What are the prerequisites for a vesicle to enlarge
via an engulfing lobe, and could it be universally present in nature? The most
obvious requirement is that the outer monolayer is made up of enough lipids to
cover the inner monolayer and simultaneously form a substantial bilayer appendage.
In addition, the outer monolayer must be under considerable tension due to crowd-
edness. Of course, the effective lipid shape is important in lobe formation as well
as in lobe curvature. The first two requirements are typically only met in small
vesicles after fusion. In MD simulations (e.g, Chapter 2 and Ref [30]), vesicles were
spontaneously generated with a lipid content of 150 and up. Such tiny vesicles
are not easily found in the in vitro experiments; we expect they rapidly fuse into
larger ones.

The engulfing lobe process might be an additional mechanism for fast flip-flop
in biogenic membranes. The reason protein involvement is implied is essentially
that in vitro, lipids do not spontaneously flip frequently. However, this flip-flop
activity is measured under steady state conditions in stable membranes, whereas
the biogenic membrane is characterized by growth of a single monolayer and as such
inherently unstable. In the simulation of the vesicle with additional lipids, such a
condition is quickly resolved by the appearance of multiple engulfing lobes.
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3.4.3 Scramblase flip-flop

At first glance, the hypothesis that the mere presence of transmembrane proteins
causes substantial lipid flip-flop [1,15] is not readily supported by our simulations.
One of the principles the hypothesis conveys is that transmembrane helices in
bilayers produce sufficient disorder for the lipid headgroups to slip into the bilayer,
and subsequently pop-up on the other side. Our simulations show little disorder
near the type A scramblases. However, the different outcomes of the in vitro and
in silico experiments might simply be due to the different time scales at which they
are measured. The flip-flop rate of the in vitro experiments is much lower than the
perceived rate in the simulations with the type B scramblases. The flip-flop effect
of type A scramblases cannot be rejected with certainty, for the bilayer simulations
might just have to be extended for the effect to show.

On the other hand, the experimental lipid flips might be linked to a dynamic
equilibrium of transmembrane helix insertion and expulsion, instead of helices
that are stable in a bilayer. The latter is at least suggested by MD simulations
of transmembrane peptide insertion, [8] where insertion is accompanied by trans-
bilayer movement of lipids chaperoning the hydrophilic ends. The ‘barrel-stave’
mechanism [20] is another putative bilayer insertion mechanism for amphiphilic
transmembrane helices resembling the type B scramblases. It states that multiple
peptides drift over the surface of the membrane, but upon aggregation fold into the
membrane together, thus forming an instant hydrophilic pore, which subsequently
allows water permeation and lipid flip-flop. We have shown that with multiple
amphiphilic helices such pore formation does occur, but aggregation is not quite
necessary for an increase in the water permeability and flip-flop rate.

3.4.4 Fusion facilitated by type B scramblases

Apart from enhancing spontaneous flip-flop, type B scramblase has been demon-
strated to promote fusion as well. It does so by providing a way to relieve membrane
tension that results from crowding of the outer monolayer due to growth of the
stalk. Normally, the tension rises until it is relieved by a pore appearing in the
stalk ring; here the hydrophilic band promotes pore formation. In essence, this
is still the result of changing the rates of flip-flop and water permeation. This
may explain the results of Müller et al. [31] Using Monte Carlo simulations of block
copolymers, they found full fusion of two bilayers, something which is not nor-
mally found in natural bilayers or MD simulations. However, compared to lipid
bilayers, their membranes already have increased flip-flop and water permeation
rates. The major difference between their model and our lipid bilayers including
scramblase is that, like proteins, the scramblase functions locally; its rate of lipid
flip-flop depends on the local gradient. For example, in the scrb1 simulation,
the banded scramblase that formed the pore allowed 9 lipids to enter the vesicle,
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and the other let only 2 lipids in. In this simulation, the time from stalk to HD
was decreased compared to the equivalent simulations pure1–2, but not by many
orders of magnitude (from 2.91, 2.02, to 1.66 ns). However, the fact that banded
scramblases can induce a pore next to a stalk means that much larger vesicles and
bilayers are also able to fuse. In this sense, the scramblase functions as a fusion
protein. Of the various putative fusion protein models that permit flat membranes
to fuse, [3] the local perturbation model and the proteinaceous fusion pore model
both describe the shape and characteristics of type B scramblase well. The first
model is loosely defined; it merely features leaky fusion induced by amphiphilic
peptides that are said to disturb the membrane. The second model suggests that
multiple amphiphilic transmembrane peptides form pore complexes in both fusing
membranes. The complexes of apposing membranes connect, and subsequently the
pore subunits dissociate to let the lipids unite the apposing bilayers. Although the
type B scramblases can form such an instant pore by aggregation, in the simulation
of bilayer fusion, the fusion pore was not of this nature. Association of juxtaposed
scramblases did occur, and a fusion pore has been established, but guided by an
elongated stalk. Thus, our simulations suggest an alternative proteinaceous fusion
pore model with a larger role for lipid dynamics.

3.5 Conclusion
With our coarse-grained molecular dynamics model previously only lipid interac-
tions were simulated; in this chapter, we have demonstrated its use in simulations
involving protein–lipid interactions. We introduced model proteins that enhance
the bilayer’s ability for water permeability and lipid flip-flop. When incorporated
in membranes, these transmembrane proteins induced hydrophobic matching of the
membrane and accordingly protein aggregation emerged. The strength of aggrega-
tion depends on the fit of the proteins. In some of the simulations, a novel vesicle
enlargement process, referred to as the engulfing lobe, was observed. This mecha-
nism might have gone unnoticed experimentally, due to its rapid development on
a small membrane area.

Although inclusion of a water channel increased water flow through the membrane,
the fused vesicle did not become spherical; the lipid distribution of the membrane
needed to adapt as well. To test the hypothesis that protein presence in general
promotes fast flip-flop, model transmembrane helices were incorporated in various
bilayers and vesicles, but without result. Pore-forming antimicrobial peptides are
known to combine pore-formation and flip-flop. The current view is that fully
developed proteinaceous pores are needed to promote flip-flop. Using a coarse-
grained equivalent, our simulations show that for both increased water transport
and lipid flip-flop a single peptide is sufficient, although multiple peptides do
aggregate into pore complexes. This peptide was found to equilibrate fused vesicles,
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which subsequently became spherical, and also to accelerate and even enable fusion
in systems that normally do not fully fuse.
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Chapter 4

Coarse-grained modeling of
poly(propylene imine) dendrimers

Abstract To investigate the behavior of poly(propylene imine) dendrimers—and
urea–adamantyl-functionalized ones—in solution using molecular dynamics simu-
lations, we developed a coarse-grained model to tackle the relatively large system
sizes and time scales needed. Harmonic bond and angle potentials were derived
from atomistic simulations using an iterative Boltzmann inversion scheme, mod-
ified to incorporate Gaussian fits of the bond and angle distributions. With the
coarse-grained model and accompanying force field simulations of generations 1 to
7 of both dendrimer types in water were performed. They compare favorably with
atomistic simulations and experimental results on the basis of size, shape, monomer
density, spacer back-folding and form factor measurements. These results show
that the structural dynamics of these dendrimers originate from flexible chains
constrained by configurational and spatial requirements. Large dendrimers are
more rigid and spherical, while small ones are flexible, alternatively rod-like and
globular.

This work has been published in:
A.F. Smeijers, A.J. Markvoort, K. Pieterse, and P.A.J. Hilbers, Coarse-grained modelling of
urea–adamantyl functionalised poly(propylene imine) dendrimers. Molecular Simulation 2016,
42, 882–895.
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Figure 4.1: Three representations of the fifth-generation urea–adamantyl-decorated 1,4-
diaminobutane poly(propylene imine) dendrimer. (a) Skeletal formula. (b) Fully
atomistic model showing the initial connectivity (top) and the form at the end of
the simulation (bottom). (c) Coarse-grained model in initial (top) and ultimate form
(bottom).

4.1 Introduction
Dendrimers are a class of hyperbranched polymeric macromolecules, [1,2] synthe-
sized in a controlled iterative fashion. Each iteration adds another generational
shell of branches, multiplying the number of reactive ends. The large number of pos-
sible cores, branches and end-groups [3–5] allows for nanoengineering of properties
like size, shape, topology, flexibility and surface chemistry.

Dendrimers have been investigated using computer models for a long time. The
first attempts were made by using the principles of statistical models of macro-
molecules [6,7] to generate dendrimers with a self-avoiding walk algorithm. [8] To
elucidate the dendrimer structure of an archetypal dendritic molecule, various bead-
spring models have been researched using lattice Monte Carlo algorithms [9–11] and
off-lattice ones, [12–16] mostly with implicit solvent. Other models where the sol-
vent was treated implicitly were made with molecular dynamics [17–19] (MD) and
Brownian dynamics. [20–23] One improvement in detail has been the inclusion of
explicit solvent particles. [24–28] Another was using atomistic MD to model specific
dendrimer variants, but still in implicit solvent or actual vacuum. Most notable
are poly(propylene imine) (PPI) in vacuum [29,30] and melt [31,32] and poly(amido
amine) (PAMAM) in vacuum [33–35] and melt, [36] but also various phenyl- [37–40]
and carbosilane-based [41,42] dendrimers have been modeled. As both the solvent
and the dendrimer composition influence the behavior, explicit solvent atomistic
simulations have also been performed for, e.g., PPI, [43–46] PAMAM [46–50] and
carbosilane [51] dendrimers. The early simulations scarcely lasted more than a
nanosecond, but the recent examples typically reach time scales of up to tens of
nanoseconds. Since experiments are performed with multiple dendrimers in so-
lution and for much longer time scales, these atomistic simulations are only able

62



Coarse-grained modeling of PPI and PPIUA dendrimers

to reproduce a limited portion of experimental results. For phenomena where
dendrimer–dendrimer interactions play a role, while also maintaining chemical
specificity, coarse-grained simulations may provide new insight.

For some dendrimers such coarse-grained models have been published. The dif-
ference with earlier bead-spring models is that they are fitted on data obtained
from atomistic simulations. The first reported coarse-grained model is a study of
PAMAM engaging with a lipid bilayer. [52] The dendrimer uses repurposed lipid
parameters. The same is true for a recent study of two PAMAM dendrimers
interacting. [53] Another model is of stiff polyphenylene dendrimers in the melt
phase, [54] where each bead represents 6 phenyl groups. These dendrimers have
been made using a Boltzmann-inversion scheme for non-bonded interactions, and
a fit of multiple Gaussians for the bonded interactions. Recently two new coarse-
grained models have been published. One is a Monte Carlo model for various
dendrimers [55] where the atomistic input is based on Langevin dynamics. The
second is another PAMAM model in vacuum. [56] Despite the suggested use for
larger simulations of multiple dendrimers, these recent models are only shown to
reproduce structural properties of single dendrimers.

In this chapter, we investigate the behavior in water of poly(propylene imine)
dendrimers in regular PPI form (G5: DAB−dendr−(NH2)64) and functionalized
with urea–adamantyl groups (PPIUA, G5: DAB−dendr−(urea−adamantyl)64)
(Figure 4.1a). The latter are a useful template for acetic acid–urea guests in
host–guest chemistry [57,58] (Chapter 6). PPIs are often used in experiments, and
therefore ideally suited to base the coarse-grained model on.

We use molecular dynamics (MD) simulations to recreate and thereby elucidate
the behavior of PPI dendrimers in water. Although the dynamics are fast on a
chemical scale, it is impractical to reproduce this a fair amount of times using
conventional fully atomistic MD. The size and time scales required are too large to
follow dynamic interactions between dendrimer and solvent molecules a reasonable
amount of time. With a coarse-graining (CG) scheme, however, it is possible to
simulate aggregation in explicit solvent. Herein roughly four heavy atoms are
joined into a single particle, significantly reducing the computational cost as fewer
particles and interactions need to be calculated. Also, because high frequency
motions are removed and the interaction potentials are smoother, larger time steps
can be made. Moreover, because the system experiences less friction, the observed
dynamics are faster. [59]

Simulations were performed using PumMa. The coarse-grained model defined in
this chapter is an extension to the lipid model (Chapter 2), meaning the same
water parameters are used.

In Section 4.2, we describe the derivation of a coarse-grained model for PPI and
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Figure 4.2: Molecular structure of a part of the (a) PPI and (b) PPIUA dendrimers
with coarse-grained sites indicated (left), and the equivalent coarse-grained structure
(right).

PPIUA dendrimers, using a scheme that iteratively adapts to input distributions
obtained from a single atomistic PPIUA dendrimer in water simulation. Subse-
quently, in Section 4.3, the CG model is tested against experimental data and
atomistic simulations of these dendrimers over a wide range of generations, both
to validate the model and to augment the experimental data with an accurate
molecular picture.

4.2 Model
Coarse-graining to acquire a correct model consists of two phases: deciding on
which atoms to group into coarse-grained sites, and determining effective interac-
tion potentials.

4.2.1 Coarse-grained sites

In general, each site should represent a functional group, so chemical specificity can
be incorporated as its typical behavior is known. Also the choice to represent it
by a single spherical particle should not be detrimental to the structure generated,
i.e., a long chain should not be coarse-grained into a single particle.

The fifth-generation dendrimer, subject of the all-atom template simulation, con-
sists of a large branched structure of poly(propylene imine) where each end is
functionalized with urea and adamantyl moieties (Figure 4.1a). From a structural
point of view, the recurring element of the PPI base is a tertiary amine connected
to three other tertiary amines by hydrocarbon branches of 3 carbon atoms. Only
the core differs, 1,4-diaminobutane being one carbon atom longer. Considering
the branches originate at the nitrogens it is appropriate to take them as centers
for a CG site. This leaves two options: either place another site at the center of
the intermediate branch or forgo placing additional sites. Not counting hydrogens,
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Table 4.1: Coarse-grained sites
Particle Approximate chemical

name
Formula Mass (u) Van der Waals

radius (Å)
N trimethylamine C3NH6 + 3/2CH2 77.2 2.66
U urea CN2H2O + 3/2CH2 79.1 2.71
A adamantyl C10H15 135.2 3.33
W water 4H2O 72.1 2.59

the first option results in particles that either represent a branch (2 carbons) or
an extended nitrogen (1 nitrogen plus 1.5 carbons). The second option results
in particles that represent 1 nitrogen plus 4.5 carbons. While the first option
better conveys the idea of focal points and branches, it also limits the degree of
coarse-graining, i.e., the reduction of degrees of freedom is not much larger than
provided by a united atoms model, and the attainable increase in scope is meager.
Furthermore, we wanted to use the same water particles that were previously used
in our water–lipid model (Chapter 2), where the water particles represent 4 water
molecules. This dictated that each coarse-grained particle should represent roughly
4 heavy atoms. Thus the option with large coarse-grained particles (named N) was
chosen, which provides a large reduction while maintaining the branched structure
(Figure 4.2). This choice in turn reduced the options for the urea and adamantyl
moieties. The urea moiety (CN2H2O) contains 4 heavy atoms, so it forms a fine
coarse-grained site by itself. Yet when the atomistic model is considered, it follows
that the urea moiety is linked to the tertiary amine via 3 carbon atoms. So another
one and a half carbons had to be placed with the urea particle (U) just to account
for all the atoms. The adamantyl group finally consists of 10 heavy atoms, so for
that amount at least 2 coarse-grained sites are appropriate. However, since it is a
dense bulky group, it is better represented by a single spherical particle (A). The
chosen coarse-graining is depicted in Figure 4.2 which results in the dendrimer
of Figure 4.1c. The coarse-grained sites’ approximate chemical names, molecular
formulas, corresponding masses, and van der Waals radii are given in Table 4.1.

4.2.2 Interaction potentials

After having defined the coarse-grained particle sites, an appropriate force field
governing their interactions was devised. There are several options for develop-
ing an effective force field. The input data may be predominantly structural or
thermodynamic, the chemical detail may range from highly specific to phenomeno-
logical, and the resulting potentials may be of analytical form or tabulated. [59]
To obtain a fairly general, transferable, force field, i.e., one that does not need
to be reparameterized at every new state of interest, while still incorporating as
much structural and chemical detail as possible, a combination of techniques was
used. The bonded interactions were derived via Boltzmann inversion of a set of
fully atomistic simulations. The overall chain structure of a polymer may depend
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Figure 4.3: Distributions of coarse-grained site–site bond lengths from regular atomistic
simulations and simulations without non-bonded interactions present. Distributions
are normalized so the area under the curves equals 1. Each distribution (solid line) is
fitted with a Gaussian distribution (dashed line).

on the solvent in which it is suspended. That is, the same polymer that is ex-
panded in one (good solvent) may be collapsed in another (bad solvent). At the
coarse-grained level this is reflected in the angles. For a general model to be appli-
cable to simulations of different dendrimer sizes and concentrations, the influence
of the medium must be conducted via non-bonded interactions, instead of being
ingrained into the angle potentials. Therefore neutral intrinsic angle distributions
were obtained from a separate atomistic simulation performed in vacuum with the
Lennard-Jones and electrostatic interactions switched off. The solvent effect will
stem from non-bonded interactions. The bond distributions are obtained from
regular atomistic simulations, as in the CG model no van der Waals interactions
are calculated between atoms directly bound to each other. The distributions were
not used for Boltzmann inversion directly, but rather their Gaussian distribution
fits, because the coarse-grained model uses harmonic bond and angle potentials,
which lead to practically Gaussian distribution functions. For the non-bonded
interactions the Lennard-Jones potential is used, initial parameters were defined
phenomenologically, while some were refined to reproduce experimental data.

4.2.2.1 Atomistic input

For the bonded interactions fully atomistic simulations of a G5 PPIUA dendrimer
in vacuo were used as input (Figure 4.1b, top). Since there is a strict relation
between the atoms in the atomistic model and the coarse-grained particles, the
center of mass of the constituting heavy atoms was taken as the center of each CG
particle. Thus these CG sites were followed during the atomistic simulation run,
continuously collecting the distribution of distances rij between bonded CG sites
i and j and angles θijk between sites i, j and k. This was achieved with a version
of our PumMa code that performed atomistic simulations with CHARMM27 [60]
parameters. Simulations using only the structural parameters (bonds, angles, dihe-
drals, and improper dihedrals) and none of the non-bonded interactions (van der
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Figure 4.4: Distributions of coarse-grained site–site–site angles for regular and structural
only atomistic simulations. Distributions are equalized (divided by sin(angle)) and
normalized, having the area under the curves equal 1. Each distribution (solid line) is
fitted with a Gaussian distribution (dashed line).

Waals and electrostatics) were performed. This highlights the effect of steric hin-
drance, electrostatic attraction and repulsion and hydrogen bonding on the innate
dendrimer structure. The bond and angle distributions for the 2 ns simulations
are shown in Figures 4.3 and 4.4. For example, the pincer angle U–N–U normally
displays a large sharp peak at 54°. This is entirely the result of steric hindrance.
In contrast, the amine–urea–adamantyl (N–U–A) ends are predominately straight
independent of the non-bonded interactions. For details of input variables, initial
states of the atomistic simulation and partial atomic charges see Appendix 4.5.1.

Separating the derivation of the angles from the bonds in this manner is allowed
because they are fairly independent. In principle an angle does not change when its
constituent bonds are stretched or compressed. Here for example, while the N–U
bonds differ little in both simulations, the U–N–U angle is either 60° or unrestricted.
Meanwhile the N–N bonds differ most, while the N–N–N angles remain similar.

4.2.2.2 Structure parameter derivation

Using the Boltzmann inversion scheme, effective model potentials can be derived
from structural information in the form of pair correlation functions. [59,61,62] The
pair distributions can be acquired from experimental data to optimize atomistic
potentials, or, as is the case here, from atomistic simulations to optimize coarse-
grained potentials. As the model is based on structural information, it will re-
produce accurate structural details. The method is based on the notion that a
one-to-one correspondence exists between the potentials and the radial distribu-
tions that follow. Boltzmann inversion has been used to obtain potentials for
liquids, [63,64] homopolymers, [62,65,66] and copolymers. [67] It can be done for any
pair correlation function, i.e., for obtaining non-bonded, bond, angle, dihedral, etc.
potentials. For the atomistic bond distributions, P (rij), the Boltzmann inversion
calculation is as follows:

V 0
bond (rij) = −kB T ln (P (rij)) (4.1)
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with kB the Boltzmann constant and T the temperature. Because the bond dis-
tribution is influenced by the rest of the system, the result is in fact a free energy
function. As the influence is minor, the function serves well as an initial guess for
the potential energy function. It can be improved in an iterative process: A sim-
ulation using V nbond (rij) is run and afterwards the output distribution Pn (rij) is
compared to the target distribution PT (rij). Distribution differences are reduced
iteratively by decreasing (or increasing) the potential at those distances where the
output distribution underestimates (or overestimates) the target distribution: [64]

V n+1
bond (rij) = V nbond (rij)− kB T ln

(
PT (rij)
Pn (rij)

)
(4.2)

After optimization, this potential is as irregular as the target distribution. There-
fore, such potentials are usually applied in tabulated form, i.e., for every interpar-
ticle distance sampled, the potential value is stored in a table. During the CG
simulation the required potentials are then interpolated from the pre-calculated
ones.

When the distribution has a bumpy shape, it implies that the bonds between sites
are flexible. For instance, the N–N bond consists of a 3 carbon chain. Depending
on its conformation, its end-to-end distance changes, which leads to a narrow
bistable distribution (Figure 4.3a). Using tabulated potentials it is straightforward
to put this bistability in the N–N bond. However, in the coarse-graining process
the origin of the bistability is lost. In the CG model there is no need for the N–N
bond to be bistable as it is just a bond, the different conformations of the bond
have no meaning. Therefore we opt to use harmonic analytical potentials for the
bonded interactions. They are of the form:

Vbond (rij) = kij (rij − r0,ij)2 (4.3)

To determine the reference bond length r0,ij and force constant kij the Boltzmann
inversion scheme needs to be modified. It is known that harmonic bond potentials
give rise to Gaussian distributed bonds (Equation 4.4). Therefore a Gaussian
distribution fitted to the atomistic distribution shows the best possible outcome a
harmonic potential can achieve.

PGauss (rij) = 1
σ
√

2π
e

−(rij−µ)2

2 σ2 (4.4)

Assuming the bond distribution is indeed Gaussian, the harmonic potential can
be attained by Boltzmann inversion:

Vbond (rij) = −kB T ln
(

1
σ
√

2π

)
+ kB T

(rij − µ)2

2σ2 (4.5)
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As the first part on the right hand side is a constant, it can be removed. From the
second part the analytical constants for Equation 4.3 can be derived:

kij = kB T

2σ2 and r0,ij = µ (4.6)

Thus, by fitting a Gaussian distribution to the atomistic data (the dashed lines in
Figures 4.3 and 4.4), target parameters for a coarse-grained harmonic potential can
be derived that should produce distributions that match this Gaussian fit. Again,
the match is not exact so the parameters are adjusted iteratively to minimize the
error. At the start (n = 0), the bond potential is as follows:

V 0
bond (rij) = k0

ij

(
rij − r0

0,ij
)2 with (4.7)

k0
ij = kB T

2 (σ0
in)2 = kB T

2 (σT)2 and (4.8)

r0
0,ij = µ0

in = µT (4.9)

where σT and µT are the target values from the atomistic Gaussian fit. The output
distribution is also fitted, giving the first output mean µ0

out, thus the relative error
is |µ

0
out−µT|/µT . The input bond length for the next iteration rn+1

0,ij = µn+1
in is derived

in the following manner, adjusting kij with σ works in the same way:

µn+1
in =


µnin (1 + β) if µnout

µT
< 1− β

α ;
µnin

(
1− α (µnout−µT)

µT

)
if 1− β

α ≤
µnout
µT
≤ 1 + β

α ;
µnin (1− β) if µnout

µT
> 1 + β

α .

(4.10)

where α is the adaptation strength and β is the maximum adaptation. The input
is thus the previous input with a slight increase or decrease depending on the
relative error that input generated. Parameter α gives the amount of adaptation
with respect to the error; at 0 there is no adaptation, at 1 the error is subtracted
entirely. Parameter β restricts the amount of adaptation to within limits. During
the parameter adjustment phase, α is set to 0.5 to have a steady approach to the
target value where overshoots are purely due to interference from the rest of the
system, and β is set to 0.25 to further limit the step size taken each iteration.

For the harmonic angle potentials the procedure is similar. The only difference is
the normalization of the distribution by dividing by sin (θijk), the random angle
distribution, to give each angle the same weight.

Vangle (θijk) = −kB T ln
(
P (θijk)
sin (θijk)

)
(4.11)

Because the system is dense, the distributions depend on all potentials so they have
to be optimized in batches. First all bond potentials were iterated concurrently,
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Table 4.2: Harmonic bond and angle parameters
Type Bond

length (Å)
Strength

(kJ nm−2 mol−1)
N–N 4.90 1244
N–U 5.01 409
U–A 4.60 4856

Type Angle
(°)

Strength
(kJ rad−2 mol−1)

N–N–N 97.0 0.66
N–N–U 82.7 0.88
U–N–U 75.1 1.13
N–U–A 138.6 19.67

as they do not depend on the others. Then all angle potentials were optimized.
To avoid an unnecessary increase of complexity of the model, no dihedrals were
incorporated. As they represent interactions over 4 coarse-grained beads (roughly
16 heavy atoms), they should only be added when more limited potentials fail
to produce the required structure. Parameter adjustment was stopped after the
total error of adjustable parameters reached a steady minimum, small fluctuations
may still occur as the simulations inherently will not behave exactly the same. A
demonstration of the automatic tuning of the N–N bond is given in Figure 4.5. By
matching the parameters derived by Gaussian fitting the atomistic distributions,
the parameter error and the distribution error were simultaneously minimized. For
details of these coarse-grained tuning simulation see Appendix 4.5.2. The obtained
parameters are listed in Table 4.2.

4.2.2.3 Non-bonded interactions

To derive non-bonded interaction potentials, the Boltzmann inversion scheme may
be used again, now with the radial distribution function as input. However, usually
this is only applied on systems where just one or two particle types are present;
e.g., a homopolymer in implicit solvent [62,65] or a diblock copolymer in vacuum. [67]
Moreover, although it has been done recently, [68,69] coarse-graining the solvent
using Boltzmann inversion is difficult when a single CG bead comprises multiple
solvent molecules as the solvent molecules need to be dynamically clustered into
beads every time step.

Instead, in our coarse-grained model, the non-bonded interactions between two
particle types, being Pauli repulsion, van der Waals attraction, and Coulombic
interactions, are all described by a single Lennard-Jones potential. The potentials
are parameterized more phenomenologically based on known physical-chemical
properties of the chemical compounds best resembling each particle and the overall
behavior of the PPIUA dendrimer in water. This is analogous to our water–lipid
model (Chapter 2) from which we reuse the W (water) particles. The masses
of the particle types can be calculated straightforwardly (Table 4.1) as the sum
of the masses of the atoms they represent. Although the physical properties are
not known for the exact compounds the particle types represent, they can be
found for similar chemical compounds: A being adamantane; N being in between
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Figure 4.5: An example of how the potential parameters are tuned automatically: the
N–N bond. Iterations 1 (blue), 2 (red), 9 (best parameter match, cyan), and 16
(best distribution match, orange) are highlighted. (a) The bond distribution from the
atomistic simulation is fitted with a Gaussian distribution. This gives the target bond
distance (rNN ) and force (kNN ) parameters, which are used as the initial input for
the coarse-grained simulation. A new distribution is produced which is also fitted.
Depending on the magnitude of the difference between target and output parameters,
new parameters are calculated. Note that iteration 9 is obscured by iteration 16, which
in turn traces the Gaussian fit. The search trajectories for the length (c) and force
parameters (d) are shown. The input parameters are on the x-axis, the corresponding
output parameters on the y-axis. (b) The differences between the target and output
parameters (right axis) and between the atomistic and output distributions (normalized,
squared and summed) (left axis), for all bond types, are shown. After 6 iterations, the
errors have reached a minimum, after which the parameter adjustments are minute,
and the distributions fall within line thickness of the target Gaussian fit.

dimethylethylamine and diethylmethylamine; and U being a combination of methy-
lurea, ethylurea and dimethylurea. For each particle type this provides a theoretical
density at a certain temperature, a melting point and optionally a boiling point.
The van der Waals radii and characteristic Lennard-Jones energies (ε) of the par-
ticle types are optimized through a series of MD simulations of 2600 particles
each. An initial van der Waals radius is calculated from the target density and
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Table 4.3: Lennard-Jones well depth in water (εij (ε∗); 1.0 ε∗ = 1.967 kJ/mol)
A N U W

A 1.0 1.0 1.0 1.0
N 1.0 1.4 1.4
U 2.2 1.88
W 1.88

known mass assuming sphere packing. An initial ε follows from the target melting
temperature. Locating the actual melting point starts with 0.5 million time steps
of equilibration at a temperature 100 K below the expected melting point, followed
by heating the system 350 K over 3 million iterations and subsequently cooling
it back down, while checking the density for phase transitions. Due to the fast
temperature changes (∼5 K/ns) a hysteresis effect occurs such that the observed
crystallization and melting points differ. The true melting point is then taken as
the average of both phase transition temperatures, and any difference between
this and the target melting point leads to an adjustment of the ε. If the change
is small (<5 %) the simulated annealing process is stopped. The same strategy is
applied for the known boiling points. This may lead to a different ε. The final ε
is obtained via a linear interpolation between both points to room temperature
and rounded to a single decimal. Finally another simulation of 1 million time
steps is performed to measure the density and adjust the van der Waals radius.
The so obtained values for the van der Waals radii are reported in Table 4.1 and
those for ε on the diagonal of Table 4.3. Only for the A particle an exception
was made as adamantane has an extraordinarily high melting point (540 K) while
it also sublimates at room temperature. Because these unusual properties are
incompatible with the above strategy the ε of butane from the lipid model was
used instead. As in the earlier vesicle simulations of Chapter 2, the water–water
interaction is 1.88 ε∗ which also incorporates both melting and boiling points.

Also the interactions between different particle types are based on the physical-
chemical properties of the chemical compounds and the overall behavior of the
PPIUA dendrimer in water. That is, in water the dendrimers aggregate because of
the hydrophobic adamantyl ends, but the urea moieties and in a lesser extent the
tertiary amines, are water-soluble. Therefore three additional well depths are used.
For the interactions of the hydrophobic adamantyl ends with all other particle types
the same value is used as for the hydrophobic interactions like butane–water (1.0 ε∗
= 1.967 kJ/mol) in the lipid model, but with the regular Lennard-Jones cutoff. For
the water-soluble urea moieties the well depth for interaction with water is set
to the same value as for water–water (1.88 ε∗). For the interaction of the slightly
less water-soluble tertiary amines with water, as well as for the N U interaction,
an intermediate value (1.4 ε∗) is taken. The chosen values are also shown as the
off diagonal values in Table 4.3. Finally, the collision diameters between unlike
particle types are obtained using the Lorentz rule (σij = 1/2(σi + σj)).
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4.3 Results and discussion

4.3.1 Simulations

To validate the coarse-grained force field derived in the previous section, its results
are compared to atomistic simulations of the same dendrimers and results of
PPI dendrimer experiments described in literature. Additionally, predictions are
made when the model provides more detail than the experiments. Although
the CG dendrimer model was derived with the fifth-generation urea–adamantyl-
functionalized poly(propylene imine) dendrimer as a reference, the generalized
analytical potentials should make the model applicable to similar molecules. This
means correct results should be produced for both PPIUA and PPI dendrimers
over a range of generations.

The limiting generation is the final generation at which the volume occupied by a
dense space-filling dendrimer is smaller than the volume occupied by a dendrimer
with all branches stretched outward. [70] For our PPI dendrimers this limit is at G10,
so G7 should in principle still be attainable and is an appropriate final generation
to study.

For the experimental validation, small-angle neutron scattering (SANS) measure-
ments of PPI dendrimers by Scherrenberg et al. [29] in dilute solution are used for
structural information. The PPI dendrimers studied range from generation 1 (4
end-groups) to 5 (64 end-groups).

All simulations described here are performed in an NPT ensemble, with constant
pressure (1 bar) and constant temperature (298 K). The coarse-grained simula-
tions were performed on single dendrimers of generations 1 through 7 in water.
Dendrimers were generated in an extended configuration, minimized, solvated and
again minimized (Figure 4.1c). A simulation was performed for each of the gener-
ations. Each simulation encompasses 625 ns, of which the first 6 ns are considered
equilibration time, and the final 619 ns production run. Every 0.06 ns a configura-
tion was saved for analysis. For details of the input variables and initial states for
the coarse-grained simulations see Appendix 4.5.4.

The atomistic simulations were performed on PPI and PPIUA dendrimers of
generations 1 through 6 and solvated with TIP3 water (Figure 4.1b). In water,
PPI dendrimers are charged through protonation of the nitrogens. The protonation
order of PPI dendrimers of generations 1, 2 and 3 at different pH were investigated
using natural abundance 15N-NMR spectroscopy and an Ising model. [71] Their
findings indicate that, at each protonation level, most of the charge resides at
the primary amines of the outer layer. When more charge is present, subsequent
layers of tertiary amines become charged, preferably alternating to keep the charges
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separate. For the simulations the appropriate extent of protonation was determined
performing a series of simulations with varying degrees of protonation, using the
G5 PPI dendrimer as calibration point. A protonation level of 37.5 % was found to
match the known radius of gyration best. For simulation results of the search for
the appropriate protonation level see Appendix 4.5.3.1. All other PPI dendrimers
were generated with the same degree of protonation, of these roughly 90 % reside
at the outer layer, the others were proportionally distributed on the nitrogens of
alternative layers. As the PPIUA dendrimers lack primary amines, they are much
less prone to protonation, therefore, as an approximation, only the protonation
level of the tertiary amines of the corresponding PPIs was adopted. Generations
1, 2, and 3 were simulated for 30 ns, the others for 20 ns, of which the final 20 ns
or 10 ns were used for analysis, respectively. For details of the input variables and
initial states for the atomistic simulations see Appendix 4.5.3 and 4.5.3.2.

The structure of a single dendrimer can be characterized by various measures, of
which some can be found through experiment, while others can be directly calcu-
lated from simulation. In this chapter, we assess the similarities between coarse-
grained and all-atom simulations, and, whenever possible, experiments. Specifically
measured are the radius of gyration, asphericity, radial monomer density, and the
form factor.

4.3.2 Radius of gyration

The radius of gyration is a measure of the mass distribution of a molecule around
its center of mass. It is used as a measure of size for near-spherical colloids. It is
calculated as:

〈
Rg

2〉 = 1∑N
i=1mi

〈
N∑
i=1

mi |ri − c|2
〉

with c =
∑N
i=1mi ri∑N
i=1mi

(4.12)

where 〈 〉 denotes the ensemble average, N the number of atoms, mi the mass of
the ith atom, ri its position and c the center of mass of the molecule. This Rg is a
prime measure to evaluate the merits of the coarse-grained model as it can also be
determined with scattering experiments: In dilute solvent, there is no scattering
interference between the molecules, so only the averaged internal scattering of each
individual molecule is measured. Then Rg can be derived by using the Guinier
approximation:

I(q) ' I(0)e−
q2Rg2

3 . (4.13)

By plotting the scatter intensity in a Guinier plot, ln(I(q)) versus q2, at low q (the
magnitude of the scattering wave vector) a straight line with a slope proportional
to Rg

2 emerges. [72]
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Figure 4.6: Radius of gyration versus (a) generation number and (b, c) number of
monomers as determined for the coarse-grained, fully atomistic and experimental [29]
dendrimers. (a) These lines are to guide the eye. (b) The lines are the best linear
Rg ∝ Nν fits. (c) Best fits for the relation between Rg and N : Rg ∝ N

1/5 (G+[1+]0.5)
2/5 .

The dashed lines are the best linear fits of (b); should the linear relation hold, the data
points would follow these.

The lower set of curves shown in Figure 4.6a are for the PPI dendrimers. The
experimental values [29] match the coarse-grained and atomistic values quite well.
Their observation that the relationship Rg ∝ G is linear, seems correct for small
generations (G1 to G4), but fails once larger generations are also considered. Then
the growth appears to be increased. The upper set of curves is for the PPIUA
dendrimers. Not only are these dendrimers larger, also the atomistic simulations
do not follow the coarse-grained lines as neatly.

To better explain the increase in dendrimer size with larger generations (i.e., number
of monomers), usually the relation Rg ∝ Nν is determined. The best fits for
Rg ∝ Nν are shown by the dashed lines in Figures 4.6b,c. The PPI and PPIUA
dendrimers follow the same general scaling law. These results, (ν ranging from 0.29
to 0.34) compare favorably with other simulations. For instance, a relationship
of Rg ∝ N0.29 is found with a united atoms simulation of PPI dendrimers (G2 to
G5) in melt. [32] Another molecular dynamics simulation of generic dendrimers (G1
to G8) in implicit solvent of various quality follows Rg ∝ N0.30 for all cases. [17]
Reported values for PAMAM dendrimers are ν = 0.34 in water [73] and ν = 0.33 in
water under low, medium, and high pH conditions. [47] Results of coarse-grained
PAMAM dendrimers in vacuum (G1 to G11) [56] are reported as Rg ∝ N0.32.

However, the scaling law merely gives the impression to follow Rg ∝ N
1/3 under

all solvent conditions. Strictly speaking, it is only valid for bad solvents, where
the polymer collapses and becomes a space-filling object with constant density.
Under other conditions different relationships can be derived. [74,75] The radius of
gyration is expected to be proportional to the end-to-end distance (R) of a single
linear strand emanating from the central core. According to Flory-theory [76,77]
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the mean-field energy of the strand is

F (R)
kB T

∼=
R2

R2
0

+NS

(
v
N

R3 + w
N2

R6

)
(4.14)

with R0 the ideal chain length, NS the number of monomers in the strand, N the
total number of monomers in the dendrimer, v the excluded volume parameter, and
w the three-body interaction parameter. In the minimum, the derivative should
be 0.

F ′(R)
kB T

∼= 2R−2
0 R− 3 v NSNR

−4 − 6wNSN
2R−7 = 0 (4.15)

Substituting R/R0 with expansion factor α gives

α5 ∼=
3
2 v NSNR

−3
0 + 3wNSN

2α−3R−6
0 (4.16)

In a good solvent, the expansion is fairly large, so the α−3 term may be removed
(and R0 ∝

√
NS). Then the end-to-end distance follows

R ∼=
(

3
2 v
) 1

5

N
2
5

S N
1
5 (4.17)

with v > 0. In a bad solvent, the expansion factor is small so α5 vanishes and
indeed

R ∼=
(
−2w

v

) 1
3
N

1
3 (4.18)

with v < 0. At the theta point (ideal solvent) the polymer acts like an ideal chain,
i.e., without excluded volume effects (v = 0) and yields

R ∼= (3w)
1
8 N

1
4

S N
1
4 (4.19)

For our dendrimers, the number of monomers in a strand NS = (G+ 0.5)p for PPI
and (G+ 1.5)p for PPIUA dendrimers with the number of monomers per spacer
p = 1.

For PPI the good solvent fits Rg ∝ N
1/5(G+ 0.5)2/5 presented in Figure 4.6c are an

improvement over the linear fits, the G1 values are no longer outliers. The ideal
solvent fits Rg ∝ N

1/4(G + 0.5)1/4 are almost as good. It is therefore difficult to
discern the quality of the solvent from this particular graph, comparing dendrimers
of different structures would help. [78] For PPIUA the linear fits remain best. Water
is not a good solvent for the hydrophobic adamantyl ends.

4.3.3 Aspect ratios

The radius of gyration represents the shape of a polymer by a single measure,
thus relating it to a sphere. More descriptive measures are available, like the
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Figure 4.7: The first (axy,5) and second aspect ratios (axz,4) versus generation of the
coarse-grained and fully atomistic (a) PPI and (b) PPIUA dendrimers. The coarse-
grained values are connected to guide the eye. Shown are the median values and,
with error bars, the 15.9th and 84.1th percentiles. The first-generation PPI dendrimer
has a 84.1th percentile of 24.0 which has been cut off to permit comparison between
dendrimer types; such a large value indicates a flat shape.

aspect ratios of a polymer as defined by the ratios between the principal axes. The
principal axes are calculated using the shape or gyration tensor (T):

T = 1
N

N∑
i=1

rixrix riyrix rizrix
rixriy riyriy rizriy
rixriz riyriz rizriz

 (4.20)

where rix represents the x coordinate of the ith atom relative to the center. By
diagonalizing to matrix R the eigenvalues g1 ≥ g2 ≥ g3 follow, which are the
lengths of the three principal axes. Should they all be the same, then the molecule
is spherical, should two be the same, then it is cylindrical, etc.

R =

g1 0 0
0 g2 0
0 0 g3

 (4.21)

The aspect ratios are defined as axy = g1/g2 and axz = g1/g3 . In Figure 4.7 the
average aspect ratios are shown for all simulations. It is clear that the lower the
dendrimer generation, the farther apart the aspect ratios are. As the coarse-grained
simulations are easily equilibrated their results combine into fairly smooth curves.
While the atomistic results are more irregular they do follow the general trend,
i.e., smaller dendrimers appear rod-like while larger dendrimers are more globular.
The G4 PPI dendrimer values compare well with an atomistic simulation [44] with
reported aspect ratios between 1 and 2 and between 2 and 3.
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Figure 4.8: The asphericity versus genera-
tion of the coarse-grained and fully atom-
istic dendrimers.
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4.3.4 Asphericity

From the principal axes the asphericity [79,80]1

A = T 2 − 3M
T 2 (4.22)

can be calculated with

T = g1 + g2 + g3 (4.23)
M = g1 g2 + g2 g3 + g3 g1 (4.24)

This asphericity can take values from 0 for a configuration where the atoms are
arranged symmetrically around an origin to 1 for a linear configuration. At 0.25
a planar configuration may exist (e.g., g1 = g2 = 1.0, g3 = 0.0), but a cylindrical
object is also possible (e.g., g1 = 1.0, g2 = g3 = 0.25).

The average asphericity for the generations in solution simulations are shown in
Figure 4.8. The larger dendrimers are more spherical whether that size increase
is due to more generations or the addition of urea and adamantyl groups. The
atomistic values are in the range of the coarse-grained values, but are more erratic
than the latter’s smooth trend. This is likely due to the calculation wherein small
fluctuations of atoms in the molecule lead to significant changes in the principal
axes. In turn the asphericity is quite variable. With longer simulation times the
atomistic values are expected to converge with the CG data.

In a series of 0.4 ns united atoms simulations of PPI generations 2 to 5 in melt, a
decline in asphericity of similar magnitude has been observed. [32] Coarse-grained
polyphenylene dendrimers have also shown a decline in asphericity, but not nearly
as much. [54] Those dendrimers are rather rigid, they experience hardly any back-
folding, and thus retain their shape with each increased generation.
1For a consideration of these two not quite identical asphericity calculations see Appendix 4.5.5.
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Figure 4.9: Radial monomer densities. (a) Overall density of CG PPIUA dendrimers
with shell width 0.5Å and (b) compared to the fully atomistic dendrimers. (c) The
radial monomer density of the CG PPI dendrimer ends (solid lines) compared to the
dendrimer size represented by the radius of gyration (dashed lines).

4.3.5 Radial monomer density

The radial monomer density (gm(r)) is the preferred way to represent the distri-
bution of monomers with respect to the dendrimer’s center of mass. The density
is defined as the number of monomers (N) found within the shell of width ∆r
starting at r − 1/2∆r divided by the volume of this shell:

gm(r) = N(r)
4
3π
(
r + ∆r

2
)3 − 4

3π
(
r − ∆r

2
)3 . (4.25)

In Figure 4.9a the overall densities are depicted for the coarse-grained PPIUA
dendrimers. For low generations (G1, G2), the density decreases monotonically
from the center. At higher generations (G3 to G5), a plateau appears after the
initial peak. The initial peak is due to the apparent abundance of monomers near
the center of mass, which does not necessarily contain the dendritic origin. At
even higher generations (G6, G7) the plateau exhibits oscillations. The radial
distribution graph then attains the distinct shape known from simple liquids, i.e.,
first a high peak a small distance from the origin, followed by several peaks of
solvent shells, and finally a plateau when the structure is lost. The radial monomer
distribution decays to zero; this shape depends on the roughness of the dendrimer
surface. That several peaks are present for G6 and G7, indicates the dendrimer’s
CG sites are relatively fixed with respect to each other. This is in agreement with
the experienced difficulty to synthesize such large dendrimers correctly in pure
form.

In Figure 4.9b the radial monomer densities of a select group of atomistic simu-
lations are depicted with their coarse-grained counterparts. To get comparable
results, the positions of the virtual coarse-grained sites were calculated from the
atomistic simulations. As there were not enough samples or atoms to get a con-
sistent view of the first few shells, these are omitted. With these caveats, the
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Figure 4.10: Comparisons between (a) the radial monomer densities of G5 PPI and its
extension G5 PPIUA, and (b) G5 PPI and G4 PPIUA which has a closer number of
monomers. Each generational layer of monomers is labeled with a lower case ‘g’ to
distinguish it from full generations.

observed behavior, i.e., the monotonic decrease, the plateaus, and the decays, are
quite similar.

Looking solely at the distribution of the extremities of the dendrimers, Figure 4.9c
shows that for small dendrimers (G1 to G3) the end-groups can be found at the
periphery, as hinted at by the depicted radius of gyration (N.b., for solid spheres
Rg =

√
3/5R). For larger dendrimers (G5 to G7) there is not enough room at the

periphery for all the end-groups, therefore their branches must bend and distribute
them over the available space thus widening the distribution peak. This contrasts
with the prediction of Zacharopoulos and Economou, [32] that states that for higher
dendrimers (G > 5) the distribution becomes bimodal with a depletion of end-
groups in the region around Rg. The broad distribution does however coincide
with the results of others for large generations. [17,29]

The fifth generation of coarse-grained PPI contains 126 monomers, while the
PPIUA variant contains 190. The fourth-generation PPIUA with 94 monomers
is in fact a closer numerical match. Recalling the similar origins of G5 PPI and
PPIUA, DAB−dendr−(NH2)64 and DAB−dendr−(urea−adamantyl)64, wherein
the secondary amines effectively become ureas, their connectivity is evidently the
same up until the final extension with adamantanes. The question which of the
G4 or G5 PPIUAs has the better monomer distribution match with G5 PPI, is
answered in Figure 4.10. It shows that G5 PPIUA is indeed an extension of G5 PPI.
Apart from the 2 monomer g0-layer, only the g5-layer distribution is appreciably
different having become urea. The added adamantyl ends are spread evenly across
the dendrimer, just as the end-groups in Figure 4.9c. Conversely, with G4 PPIUA,
where next to the transformations into urea and adamantyl half the monomers of
the g5-layer are removed, the distributions are quite different.
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Figure 4.11: Relative expansion of the spacers originating at each branch generation of
(a) PPI and (b) PPIUA dendrimers. The coarse-grained simulations have solid lines
connecting circular points, the atomistic ones have dashed lines and square points. The
legends for the PPI graphs also describe the corresponding PPIUA dendrimer graphs.
PPI dendrimers of generation 7 have a final marker at branch point generation 6, etc.
PPIUA dendrimers have an extra branch.

4.3.6 Spacer expansion

The distribution of the monomers depends on the shape of the branches in the
dendrimer, whether they are extended or crinkled. This behavior can be assessed
with the spacer expansion calculation. The relative expansion (S) of a spacer
spanning from branch point m to the next (m+ 1) is calculated as the projection
of its vector (Im+1) on the vector of its parent spacer (Im) normalized by its
theoretical all-trans spacer length (lm+1): [32]

S = Im · Im+1

|Im| lm+1
(4.26)

as shown in the inset of Figure 4.11a.

In the figure the average expansions of the spacers originating at each generation of
branch points are shown. The coarse-grained PPI dendrimers show that no matter
the size of the dendrimer, the final layer is the least expanded, meaning that its
final branches are splayed. For small generations (G1 to G4), the spacers are
relatively expanded at the origin and this expansion uniformly drops. For higher
generations (G5 to G7) the expansion around the core is a bit less than in the
subsequent shells to accommodate for the greater crowding there. There are two
differences in going from PPI to PPIUA via the addition of the urea–adamantyl
group. First the change of the final N–N monomers to N–U which show a similar
weak expansion. Secondly the extra U–A spacer which shows extensive expansion.
The latter is explained by the preferred N–U–A angle, and the fact that each
U particle is the origin of only one spacer. Despite the more flexible four-bond
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spacers, the atomistic simulations do follow the same trends, albeit more erratic.
The least similar is G5 PPIUA which shows a relatively flat expansion profile across
the whole propylene imine part.

Compared with our CG PPI dendrimer, a bead-spring model with a similar topol-
ogy (except for a trifunctional core), has shown a similar parabolic expansion
profile. [13] Some united atoms PPI dendrimer melt simulations have shown a differ-
ent expansion profile, however; [32] their small dendrimers (G2, G3) expand more
from the core outward, while the larger dendrimers (G4, G5) have a uniform
expansion profile.

At the onset of theoretical dendrimer research, all branches were envisioned to
extend toward the surface, [81] leading to a vacant core region and crowding at
the surface. This model was thus termed the dense shell model. A competing
view, the dense core model maintains that the branches through bending and
back-folding occupy any available space, thereby having a dense core and not-so
dense shell. The dense core view was established with computer simulations of
dendrimer growth by employing a self-avoiding walk algorithm. [8] Although there
is some evidence supporting the dense shell theory, [32] the dense core model is
currently favored. E.g., in G4 PPI dendrimers decorated with ureaphenyl groups,
the ends were found with SANS to be distributed throughout the dendrimer. [82]
As seen in Section 4.3.2, solvent conditions alter dendrimer conformations. In good
solvent the branches are more extended and thus appear to follow the dense shell
model on average, while in bad solvent the collapsed dendrimers better resemble
the dense core model. [12] Even in this updated view of the dense shell concept, the
shell is not nearly as dense as the core in the dense core model. The results shown
in Figures 4.9a,b, and 4.11 agree well with the prevalent dense core view.

4.3.7 Solvent-excluded surface volume

The space a dendrimer occupies in solution is not merely the sum of the atom
volumes. It encompasses the space in between these atoms whether empty or
occupied by trapped solvent molecules. The surface of a dendrimer can thus
be defined as the smallest outer surface that is inaccessible to the bulk of the
solvent. This solvent-excluded surface (SES) is computed for every saved state
of the simulations with MSMS [83] using a probe size of 1.5Å. From the polygon
surface the volume is calculated and averages for all generations are depicted in
Figure 4.12.

Both PPIUA simulations match each other exceptionally well, indicating the coarse-
grained model is correct in overall size and average dynamic structure. The values
for the PPI dendrimers are not alike however. The experimental values are expected
to be larger as the solvent-excluded surface constitutes a tight lower bound, while in
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berg et al. [29] are also shown.

the hydrodynamic radius calculations the drag of the dendrimer plus accompanying
solvent is accounted for. Still, the SES volume of the coarse-grained PPI simulation
is a factor off (about 1.7). This is explained by the fact that while branches of
the atomistic model are capped by NH2, the coarse-grained model uses a whole N
particle (Figure 4.2a). The radius of gyration (Figure 4.6a) is not much affected
by this, as the bigger point mass is in the correct position, but the SES is affected
for having traced the surface of those particles.

4.3.8 Form factor

The final test of the dendrimer shape is done by comparison with SANS experiments.
In SANS experiments of dilute dendrimer solutions scattering due to different
dendrimers is extremely weak and may be ignored. The resulting form factor thus
describes the correlation of scatterers in the dendrimer:

F (q) = 1
N

〈
N∑
j=1

N∑
k=1

e−iq·(rj−rk)

〉
= 1
N

〈
N∑
j=1

N∑
k=1

sin(q |rj − rk|)
q |rj − rk|

〉
(4.27)

with q denoting the magnitude of the scattering wave vector q in Å−1 and rj
the position vector of particle j; Note that F (q) = F (q) because of the angular
isotropy. [84] Using the correlation between monomers (or CG particles) from the
simulations in Equation 4.27 leads to simulated form factors which can be directly
compared with the experimental ones, like in the Kratky plot of Figure 4.13a.

At small angles the scatter intensity comes from large distance scatterers, i.e.,
the left side of the Kratky plot represents the overall dendrimer shape, while at
large angles the small internal distances are represented. The latter is increasingly
hard to do well experimentally, and for the coarse-grained simulation the size of
the particles puts a limit on the smallest possible distances. This effect is also
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Figure 4.13: Kratky plots. (a) The G5 PPI dendrimer from experiment [29] and sim-
ulations. Simulation values are scaled to match the height of the peak. (b) The
coarse-grained (solid lines) and atomistic (dashed lines) PPIUA dendrimers of different
generations. For convenience, the dependence of the length scale has been removed by
plotting (qRg)2F (q)/N versus qRg.

visible in Figure 4.13b, where the difference between atomistic and coarse-grained
simulations becomes more pronounced at larger scattering angles.

The simulated form factors in Figure 4.13a follow the experimental one quite nicely.
The atomistic one does a bit better than the coarse-grained one. The clear peak
means the dendrimer is a fairly dense globular structure, [85,86] which is just as
expected. Should the curve form a plateau instead, it would imply a chain-like
conformation. Such a plateau is present in Figure 4.13b where the coarse-grained
first-generation dendrimer can indeed be viewed as chain-like, as it consists of few
particles. On the opposite end, the seventh-generation dendrimer begins to show
the characteristic periodicity of a solid sphere. [72,87]

4.4 Conclusion
We investigated the behavior of poly(propylene imine) (PPI) and urea–adamantyl-
modified poly(propylene imine) (PPIUA) dendrimers from generation 1 to 7 in
water with coarse-grained simulations.

The coarse-grained model was built to reproduce the bonds and angles of virtual
coarse-grained sites accumulated during atomistic simulations of G5 PPIUA. With
Boltzmann inversion of Gaussian fits harmonic potentials were obtained. By
decoupling the atomistic input into a complete simulation for bond distribution
and a structural simulation for angle distribution, correct bond potentials and
natural innate angle potentials were derived. Thereby leaving the effect of solvent
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a) G3 b) G5 c) G7

Figure 4.14: Representative structures for three PPIUA dendrimer generations at their
average radius of gyration and asphericity: (a) G3 (Rg = 11.05Å, asphericity = 0.079),
(b) G5 Rg = 16.46Å, asphericity = 0.030) and (c) G7 (Rg = 24.78Å, asphericity =
0.009). The poly(propylene imine) part is colored light blue at the core to dark blue
at the ends, highlighting the propensity for back-folding.

on the dendrimer to separate non-bonded interactions. Thus creating a general
model capable to simulate different dendrimer sizes and concentrations.

Although parameterized on G5 atomistic PPIUA, the coarse-grained model com-
pares well with the atomistic variants, and with the available experimental re-
sults [29] with respect to various structural measurements over a wide range of
generations. We have determined the radius of gyration, asphericity, solvent-
excluded surface volume, radial monomer densities, spacer expansions and form
factors, providing a complete molecular picture. Representative structures for
three generations of PPIUA dendrimers are shown in Figure 4.14.

The amine–amine chains of the base PPI dendrimers are flexible. Therefore the
dendrimers are flexible provided the chains have sufficient room to move. The
small dendrimers (≤ G3) are so capricious they sometimes are rod-like and some-
times globular. Their core does not necessarily reside in the center of the molecule,
something that is inevitable for the dendrimers that approach the limiting gen-
eration (≥ G6). The latter even exhibit liquid-like crowding around the center.
The middle generations (G4, 5) are fairly flexible, fairly spherical and without an
exposed core. For all generations, the dendrimer’s extremities are distributed over
the complete volume through abundant back-folding—thus pointing to dendrimers
of sufficient size having a dense core. Finally, with respect to the distribution of its
branches, PPIUA is indeed fully an extended PPI molecule of that generation.

Having demonstrated the effectiveness of this coarse-grained model, the next step
is to simulate the behavior of the PPI dendrimers in concentrated solutions.

85



Chapter 4

4.5 Appendix

4.5.1 Modeling: Atomistic input

Fully atomistic (FA) dendrimer simulations were performed to collect bond and
angle distributions to calculate coarse-grained (CG) parameters with. These sim-
ulations were based on the atomistic G5 PPIUA dendrimer–guest simulations [57]
previously done in NAMD 2.5. [88] But as NAMD does not generate the distribu-
tions required we have extended PumMa to allow for the use of CHARMM27 [60]
parameters and reporting the desired metrics.

The dendrimer was simulated in vacuo using a relative dielectric constant of 1.
The neighbor list, used for calculating the non-bonded interactions, was fixed at
22.5Å and updated every ten steps. Whenever the temperature was controlled,
this was done by rescaling the atom velocities. Every 1000 steps, the linear and
angular momenta were set to zero.

The first 100 000 time steps, of 1 fs each, were spent on equilibration of the system,
followed by a 2 million time steps production run. As the simulation was performed
in vacuo, the initially open dendrimer rapidly collapsed during the equilibration
phase. This part was done in the canonical (NVT) ensemble to ensure the produc-
tion run starts with the correct temperature (307 K). The second part was done
in the microcanonical (NVE) ensemble so no energy was added or subtracted from
the system while distributions were gathered. The production run was performed
twice, once with non-bonded interactions and once with them nullified.

The initial dendrimer configuration was generated using SYBYL 6.9 [89] and in-
house-developed software, then minimized and converted into appropriate input
files for NAMD (PDB and PSF files) with X-PLOR 3.851 [90] and psfgen. [88]
Any missing parameters were estimated using chemically similar structures in the
CHARMM27 parameters, while partial atomic charges were based on Gasteiger
charge calculations as implemented in SYBYL. These files were then converted to
PumMa input files. The partial atomic charges are shown in Figure 4.15.

4.5.2 Modeling: Iterative coarse-grained simulations

In our Boltzmann inversion scheme, in each iteration the derived bond and angle
parameters were tested in a coarse-grained simulation. During these simulations
distributions were also generated to check whether they match the distributions
of the CG sites in the fully atomistic simulations.

As the PumMa simulation software knows exactly which atoms form a CG site, it
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Figure 4.15: Residues with partial atomic charges. Oxygen is red, nitrogen is blue, carbon
is cyan and hydrogen is white.

is able to generate a coarse-grained structure based on the FA simulation. Thus
the original atomistic structure was conveniently converted to a coarse-grained
variant. This open, expanded, structure was used as a starting structure for each
iteration of the parameter derivation scheme.

The structure was simulated in vacuo in the NVT ensemble with a target tem-
perature of 307 K. As the calculated bond and/or angle parameters need not be
well suited to the starting structure, first each structure was minimized for 10 000
time steps. Each production run on the other hand consisted of 2 million time
steps of 12 fs and a smaller temperature coupling (0.000 01). The linear and an-
gular momenta were removed every 100 time steps. As only the structures were
parameterized, Lennard-Jones interactions were not calculated.

4.5.3 Measurements: Fully atomistic simulations

Similar to the G5 PPIUA dendrimer described above, dendrimers of generations 1
through 6 of PPIUA and PPI were generated following the same procedure. They
were solvated in a large periodic box of TIP3 water with added chloride ions to
get a neutral solution using the modeling extension of VMD 1.8.6. [91]

The solvated fully atomistic simulations were performed with NAMD 2.5 [88] using
CHARMM27 [60] parameters.

The input options of the solvated simulations are such that the non-bonded in-
teractions were smoothly cut off at a distance of 12Å using a switching function
starting at 8Å. Short-range non-bonded interactions are evaluated every 2 steps.
The neighbor list is fixed at 13.5Å and updated every 10 steps. 1–2 and 1–3 bonded
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Table 4.4: Atomistic G5 PPI protonation test
Charge % Atoms Water

particles
Charge &
No. of Cl–

Rg (Å) Asphericity

0 1382 4742 0 11.57 0.036
10 1395 4493 13 12.38 0.075
25 1414 4454 32 12.68 0.060
37.5 1429 4663 47 15.05 0.081
50 1445 5228 63 15.27 0.034
66 1466 5008 84 15.36 0.018
66� 1466 4974 84 15.99 0.047

100 1508 4542 126 16.17 0.013
� denotes the ‘onion’ configuration

atoms are excluded from non-bonded interactions, for certain 1–4 bonded atoms
modified van der Waals parameters are used. Electrostatics were calculated using
Particle Mesh Ewald (PME) every 4 steps. The simulations were performed in the
NPT ensemble, with constant temperature (300 K, rescaled every 1000 steps) and
constant pressure (1 bar). The pressure coupling uses Berendsen’s method every
100th step with a relaxation time of 2000 fs and a compressibility of 0.000 05 bar−1.
The compressibility relaxation ratio sets the strength of the volume adjustment.

The time steps are again 1 fs, and every 500th is saved for further analysis. The
number of time steps spent on each simulation depends on the size of the dendrimer
as large ones take a long time to equilibrate but change little when in equilibrium,
and small ones require a longer production run as their conformations are more
variable. The first 10 million time steps are equilibration time, followed by 20
million steps for G1 to G3, and 10 million steps for G4 to G6.

4.5.3.1 Protonation test simulations

The level of protonation of the dendrimers depends on the pH. Each protonated
amine has a charge of +1, which in turn may lead to extended spacers and den-
drimers. The Rg of G5 PPI dendrimers as reported in the experimental data is
13.9Å. [29] To determine the percentage of charge needed to approach this target
value we performed a series of 10 ns atomistic simulations of which the second half
was production run. As 90 % of the charges are present on the primary amines,
the rest are randomly distributed over the tertiary amines. [71] The details and
results are shown in Table 4.4. It is clear that the G5 PPI with 37.5 % protonation
is closest to the experimental Rg. While 25 % is also a possible choice, from the
graph of Rg versus time (not shown) follows that it remains low, while 37.5 % is
more variable.

Recently two groups have performed atomistic simulations of G5 PPI with a special
interest in the protonation and its effect on the shape in the form of the Rg and
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Table 4.5: Atomistic dendrimer simulations
PPI

Genera-
tion

Atoms Water
particles

Charge &
No. of Cl–

Box size (Å)
(edge)

Rg (Å) Asphericity

1 64 780 2 28.5 4.52 0.283
2 155 1102 5 32.2 6.89 0.223
3 337 1469 11 35.8 9.13 0.122
4 701 3463 23 47.5 11.41 0.102
5 1429 4663 47 52.9 14.31 0.077
6 2885 7797 95 63.2 17.76 0.033

PPIUA
Genera-
tion

Atoms Water
particles

Charge &
No. of Cl–

Box size (Å)
(edge)

Rg (Å) Asphericity

1 174 1336 0 34.3 6.67 0.167
2 375 2809 1 44.0 8.12 0.129
3 775 3472 1 47.6 10.48 0.174
4 1576 5721 2 56.5 12.50 0.052
5 3179 8310 5 64.6 16.89 0.055
6 6384 10 814 10 71.9 20.86 0.012

the asphericity. The first is a series of 5 ns simulations at 0 %, 66 % and 100 %
charge by Wu [45] utilizing the COMPASS force field. The second is a series by
Maingi et al. [46] in the Generalized AMBER Force Field that started with a 20 ns
equilibration time followed by 1 ns for production of data with charges of 0 % and
66 %. These 66 % dendrimers are in the so-called ‘onion’ configuration, i.e., the
odd layers of the dendrimer are fully protonated. [92] The Wu Rg values compare
well with ours (12.34Å, 15.99Å, 15.83Å), but their reported asphericity is lower
(0.0027, 0.0059, 0.0091). On the other hand, the Maingi asphericity values are of
the same order as ours (0.127, 0.020), and while the 66 % charge Rg value is similar
(16.01Å), the 0 % value is a bit larger (13.11Å). Indeed it nears the experimental
target value of 13.9Å. To ascertain the influence of the charge distribution, we
also simulated the onion configuration. Then for both our 66 % charge simulations
the asphericity values are still within the range of the others (0.018, 0.047), and
the Rg differ little (15.36Å, 15.99Å). Apparently, as most of the charge is at the
periphery, whether the other charges are distributed randomly or according to the
‘onion’ model seems of less importance.

4.5.3.2 Atomistic PPI and PPIUA dendrimers

With the appropriate degree of protonation found, atomistic simulations of gener-
ations 1 to 6 of PPI and PPIUA were performed. Generations 1, 2, and 3 were
simulated for 30 ns, the others for 20 ns. The first 10 ns are considered equilibration
time. The simulation details and select results are listed in Table 4.5.
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Table 4.6: Coarse-grained dendrimer simulations
PPI

Gene-
ration

Parti-
cles

Mass
(g/mol)

Water
particles

Box size
(Å) (edge)

Rg ± std (Å) Convex hull
volume ± std (Å3)

1 6 462.9 482 39.1 4.82± 0.39 61.2± 16.5
2 14 1080.1 474 39.1 7.01± 0.46 637.4± 117.1
3 30 2314.5 650 43.7 9.27± 0.47 2718.9± 377.9
4 62 4783.4 1095 52.1 11.71± 0.45 7949.0± 807.1
5 126 9721.1 2337 67.0 14.46± 0.38 19 109.9± 1356.4
6 254 19 596.4 2007 65.3 17.72± 0.29 41 196.6± 1882.1
7 510 39 347.1 1751 65.4 21.59± 0.22 82 750.9± 2491.4

PPIUA
Gene-
ration

Parti-
cles

Mass
(g/mol)

Water
particles

Box size
(Å) (edge)

Rg ± std (Å) Convex hull
volume ± std (Å3)

1 10 1011.5 1114 51.6 6.86± 0.66 287.5± 61.9
2 22 2177.4 1087 51.4 8.91± 0.59 1589.7± 273.3
3 46 4509.0 1170 53.2 11.05± 0.51 5163.1± 662.3
4 94 9172.4 2367 67.2 13.50± 0.40 13 266.0± 1172.4
5 190 18 499.0 2271 67.5 16.46± 0.29 29 952.1± 1727.7
6 382 37 152.3 5778 91.5 20.16± 0.21 62 784.3± 2321.5
7 766 74 458.9 5394 92.1 24.78± 0.15 125 324.0± 2867.2

4.5.4 Measurements: Coarse-grained simulations

The coarse-grained simulations were performed on dendrimers of generations 1
through 7. They were built by an in-house-developed software package which
generates an extended configuration, and subsequently minimized to reduce steric
overlap. They were then put in an equilibrated box of water, and minimized a
second time.

With a time step of 24 fs, each simulation lasts 625 ns of which the first 6 are
considered equilibration and the final 619 production run. Every 0.06 ns a state is
saved for further analysis.

The simulations are performed in an NPT ensemble, with constant pressure (1 bar)
and constant temperature (298 K). The pressure and temperature are scaled
using Berendsen’s loose coupling technique. For the temperature coupling the
proportional constant which indicates the rate of the adjustment is 0.005 and for
the pressure coupling the proportional constant is 0.000 005. To reduce volume
fluctuations the pressure and temperature are rescaled every 100th time step.

Note that the averages in Table 4.6 are calculated over all 10 300 saved states, as
are the standard deviations. They show the variation of radius of gyration values,
not the standard error of the measurements. The Waters column shows the number
of water particles, each represents 4 water molecules.
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The manner in which these dendrimers are generated is not supposed to mimic
the actual polymerization where steric effects and back-folding increasingly hinder
synthesis for every added generation. Indeed the rigid structure of theG7 dendrimer
shows the infeasibility of synthesizing such a molecule.

4.5.5 A consideration of the asphericity measurement

From the shape tensor more intricate measures have been defined to characterize
the shape of atomic objects. From the three principal axes, three invariants are
formulated:

T = trace(R) = g1 + g2 + g3 ' Rg
2 (4.28)

M =
∑

minors(R) = g1 g2 + g2 g3 + g3 g1 (4.29)

D = determinant(R) = g1 g2 g3 (4.30)

Note that although often assumed otherwise, T does not give the same Rg as
defined in Equation 4.12, because the shape tensor is not weighted by mass. From
these Theodorou and Suter [79] defined an asphericity (b), acylindricity (c) and
relative shape anisotropy (κ2) measure:

b = g1
2 − (g2

2 + g3
2)

2 (4.31)

c = g2
2 − g3

2 (4.32)

κ2 = b2 + 3 c2

4Rg4 = 1− 3〈M
T 2 〉 (4.33)

As b and c can range from zero to infinity, the often used measure is κ2 which
ranges from 0 to 1. Independently, Rudnick and Gaspari [80] defined a measure
also named asphericity (A) which is the same as κ2 when ignoring the placement
of 〈 〉:

〈A〉 = 〈(T
2 − 3M)〉
〈T 2〉

(4.34)

We opt to calculate the asphericity at every saved state independently and average
at the end—the same procedure as for all other measurements.
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Chapter 5

Poly(propylene imine) dendrimers
in dilute to melt conditions

Abstract The behavior of poly(propylene imine) (PPI) dendrimers in concen-
trated solutions is investigated using molecular dynamics simulations containing up
to a thousand PPI dendrimers of generation 4 or 5 in explicit water. To deal with
large system sizes and time scales required to study the solutions over a wide range
of dendrimer concentrations, the coarse-grained model was applied. Simulation re-
sults on the radius of gyration, structure factor, intermolecular spacing, dendrimer
interpenetration, and water penetration are compared with available experimental
data, providing a clear concentration-dependent molecular picture of PPI den-
drimer solutions. It is shown that with increasing concentration the individual
dendrimer volume diminishes accompanied by a reduction of internalized water,
ultimately resulting in solvent filled cavities between stacked dendrimers. Concur-
rently dendrimer interpenetration increases only slightly, leaving each dendrimer
a separate entity also at high concentrations. Moreover, we compare apparent
structure factors, as calculated in experimental studies relying on the decoupling
approximation and the constant form factor assumption, with directly computed
structure factors. We demonstrate that these already diverge at rather low con-
centrations, not because of small changes in form factor, but rather because the
decoupling approximation fails as monomer positions of separate dendrimers be-
come correlated at concentrations well below the overlap concentration.

This work has been published in:
A.F. Smeijers, A.J. Markvoort, K. Pieterse, and P.A.J. Hilbers, Coarse-grained simulations
of poly(propylene imine) dendrimers in solution. Journal of Chemical Physics 2016, 144,
074 903.
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Chapter 5

5.1 Introduction
Because of their wide range of potential applications, [1] dendrimers have been
investigated extensively for quite some time, also using computer models. In these
computer models the focus commonly is on the average shape or internal structure
of a single dendrimer (Chapter 4). These simulations can only reproduce a subset
of experimental results, for experiments on dendrimers are typically conducted on
solutions of various concentrations. For concentrated solutions the interactions
between polymers come into play and dendrimers behave remarkably different
than linear polymers. Dendrimers are globular, have fewer entanglements, and
offer opportunities to create nanoscale materials with a greater level of control. In
simulations of phenomena involving such dendrimer–dendrimer interactions large
numbers of dendrimers and solvent molecules need to be regarded and substantial
time scales are required. This is prohibitive to fully atomistic molecular dynamics
(MD) simulations yet possible with a coarse-graining (CG) scheme wherein groups
of atoms are lumped together to form a single interaction site.

Previous endeavors in computational modeling of multiple dendrimers started with
the melt phase, i.e., mobile dendrimers without solvent. The earliest examples are
short atomistic MD simulations (0.4 ns) of small numbers of PPI dendrimers, i.e.,
14 third-generation (14 G3), [2] 8 fourth-generation (8 G4) [3] and 4 fifth-generation
(4 G5) [3] dendrimers. These studies were followed by longer simulations of melt
containing larger numbers of dendrimers and using simpler models (125 bead-
spring G4, [4] 100 ns 216 G4 (45 beads) CG polyphenylene dendrimers [5]) as well
as a longer atomistic simulation of poly(amido amine) dendrimers (15 ns 8 G4 [6]).
In solutions, the behavior of dendrimers is an interplay of dendrimer–solvent and
dendrimer–dendrimer interactions. A starting point for simulations is the study of
2 dendrimers in solution. This has been investigated with bead-spring dendrimers
of G4 or G5 in implicit solvent [7,8] and in explicit water. [9,10] Solutions of more
dendrimers have been simulated a couple of times with bead-spring models in
implicit (Monte Carlo 500 G4, [11] 32 G3 [12]) and explicit solvent (30 G4 [13]).

Compared to those papers, here, we perform larger scale simulations (up to 1430
G4 PPI of 62 particles each or 968 G5 PPI of 126 particles each) in explicit
water, over a full range of concentrations, each simulation covering 24 ns. For this
we use our previously developed coarse-grained poly(propylene imine) (PPI, G5:
DAB−dendr−(NH2)64) dendrimer model (Chapter 4) shown in Figure 5.1.

In the next section we describe the coarse-grained PPI model and the simulation
arrangements matching experiments reported in literature. This is followed by
the simulation results providing descriptions of the various dendrimer properties
measured. First, the radii of gyration, radial distribution functions and structure
factors are calculated to demonstrate the similarity between the simulations and
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Figure 5.1: The fifth-generation 1,4-diaminobutane poly(propylene imine) dendrimer
drawn as the molecular structure representation (left) and the coarse-grained form
(right) with the coarse-grained sites indicated in the middle.

experiments. Next, the simulations are used to answer further questions raised by
experiments, i.e., to quantify the amount of overlap of dendrimer branches under
different concentrations, to determine the ‘average distance’ between dendrimers,
and to observe possible dendrimer shape changes upon increasing concentration.

5.2 Model
In this chapter, we use the coarse-grained poly(propylene imine) (PPI) model
which we derived in Chapter 4 as illustrated in Figure 5.1. All simulations were
performed using PumMa.

For the validation of the simulations of dendrimer solutions in this chapter two
available small-angle neutron scattering (SANS) studies of PPI in good solvent
are used. First, the measurements of G5 PPI in D2O by Ramzi et al. [14] (vol-
ume percentages: 5 %–60 %), and second, the measurements of G4 and G5 PPI in
methanol by Topp et al. [15] (mass percentages: 1 %–80 %). To allow for compar-
ison with these experiments, the coarse-grained simulations were also performed
on PPI dendrimers of generations 4 and 5, with dendrimer mass percentages of
approximately 0.1 %, 1 %, 2 %, 6 %, 23 %, 43 %, 64 %, 83 %, and 100 %. Note that
the actual volume percentages are rather similar to the mass percentages up to
64 % after which they drop (see Appendix 5.5.1).

The simulation boxes (Figure 5.2) initially consist of duplicates of a dendrimer
isolated from the earlier simulations (Chapter 4) with the number of water particles
reduced to get the desired concentration. To minimize empty space between
duplicates, for each generation one dendrimer was selected for its small radius and
minimal asphericity. These dendrimers were subsequently desolvated, multiplied,
resolvated and minimized. This procedure resulted in 5 G4 PPI dendrimers with
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6% 23% 64% 100%

Figure 5.2: Snapshots of the simulation states at the end of the G5 PPI simulations for
the dendrimer mass percentages indicated.

250 105 water particles for 0.1 % up to 1430 dendrimers for 43 % and beyond and
2 G5 PPI dendrimers with 204 078 water particles for 0.1 % up to 968 dendrimers
for 43 % and beyond. Simulation box volumes range from 12 203.1 to 37 431.2 nm3

(for all configurations see Appendix 5.5.1).

For each combination of concentration and generation one simulation was per-
formed with constant pressure (1 bar) and constant temperature (298 K) using
Berendsen pressure and temperature coupling. With a time step of 24 fs, each
simulation lasts 24 ns, of which the first 6 ns are considered equilibration time,
and the final 18 ns production run. Autocorrelation functions for dendrimer Rg,
asphericity and rotation indicate that the 6 ns equilibration time suffices as the re-
laxation times are well within this time scale (see Appendix Section 5.5.2). During
the production run every 0.06 ns a configuration was saved for further analysis.

5.3 Results and discussion
The final configurations of simulations at four different concentrations are shown
in Figure 5.2. Overall the dendrimers do not form large aggregates, instead they
constantly collide and separate over the course of the simulations. Yet in concen-
trations as low as 23 % mutual distances are often so small that any clustering
algorithm would still lump most dendrimers together.

5.3.1 Radius of gyration

We first investigate the dendrimer size as a function of concentration. This den-
drimer size is again calculated by the radius of gyration, a measure of the mass
distribution of a molecule around its center of mass (Rg, Equation 4.12). In Fig-
ure 5.3, these values are compared to the radii of the solitary G4 andG5 dendrimers
as calculated in Section 4.3.2. Evidently in low concentrations the radii are the
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lated over all dendrimers. Diamonds rep-
resent experimental values from Ramzi
et al., [14] Topp et al., [15] Scherrenberg
et al., [16] and Bodnár et al. [17]

same, but with increased concentration the dendrimers become more and more
compacted.

The Rg values of PPI dendrimers at dilute concentrations (1 %) were measured
experimentally in water as 10.2Å [17] and 11.6Å [16] for G4 and 13.9Å [14,16] and
14.1Å [17] for G5. In methanol the measured values were 12.4Å for G4 PPI [15]
and 15.6Å for G5 PPI. [15] Our simulation values lie between these reported values.
The shape-persistence at low to medium concentrations is in agreement with SANS
measurements of G4 PPI functionalized with urea phenyl in dimethylacetamide, [18]
where no difference in shapes was observed between volume percentages 15 % and
23 %. Under those conditions similarly flexible linear polymers show much more
pronounced shape changes. Over a larger concentration range (0.5 %–50 % in
water) solution densitometry and viscometry measurements of G4 and G5 PPI
functionalized with acetyl chloride did show their hydrodynamic volumes decreas-
ing. [17] The authors postulated that these dendrimers either interpenetrate at high
concentrations, or expel solvent. We will examine the extent of both phenomena
in Sections 5.3.4 and 5.3.6, but first continue with a direct comparison of the
simulations with experimental SANS measurements.

5.3.2 Structure factor

Small-angle neutron scattering is a technique for examining the structure of, e.g.,
a solution of dendrimers by casting a beam of neutrons at it and measuring the
deflections caused by the nuclei of the atoms within. The structure may then
be reconstructed from the measured total coherent scattering intensity which is
a function of the scattering angle (I(q)). The randomness of the orientation
of the dendrimers in solution results in angular isotropy of the signal such that
I(q) = I(q), where q denotes the magnitude of the scattering wave vector q in
Å−1.

101



Chapter 5

Figure 5.4: Kratky plot of G4 and G5
PPI from experiments, [16] current 0.1 %
coarse-grained simulations and atomistic
simulations of a single dendrimer (Sec-
tion 4.3.8). Simulation values are scaled
to match the height of the peaks.
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In dilute solutions the scattering due to distant dendrimers is extremely weak
and may be ignored. The measured scattering is dominated by scatterers within
the individual dendrimers, which can be used to assess their shape. This form
factor (F (q), Equation 4.27) thus describes the correlation of scatterers in the
dendrimer.

The form factors from simulations are compared with experimental ones in a
Kratky plot (Figure 5.4). At small angles the scatter intensity is associated with
distant scatterers. The left hand side of the Kratky plot thus represents the overall
dendrimer shape, while at the right hand side (large angles) the local internal
structure is expressed. In experiments the latter is increasingly difficult to do well,
while for the coarse-grained simulation the particles’ size limits the smallest possible
distances. As a result the difference between the form factor graphs becomes
more pronounced at larger angles. Still, the simulated form factors follow the
experimental one quite well. The clear peak means the dendrimer is a fairly dense
globular structure. [19,20] The difference between the isolated atomistic dendrimers
of Chapter 4 and the current dilute coarse-grained simulations is imperceptible on
the upwards slope of the peak.

From simulations F (q) can also be calculated for higher concentrations. The actual
form factors for these higher concentrations differ only slightly, as evidenced in
Figure 5.5. An inset is required to illustrate that the form factor broadens with
rising concentration, which is expected as the dendrimers become more compressed
as observed in Figure 5.3.

In experiments this F (q) cannot be measured directly for higher concentrations.
Measured is the full scattering intensity I(q) which can be calculated similarly
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Figure 5.5: The form factors of generations (a) 4 and (b) 5 in various concentrations.
The inset is to highlight the increasing differences between the least concentrated and
beyond.

as:

I(q) = 1
νN

〈
ν∑

m=1

ν∑
n=1

N∑
j=1

N∑
k=1

e−iq·(rm,j−rn,k)

〉

= 1
νN

〈
ν∑

m=1

ν∑
n=1

N∑
j=1

N∑
k=1

sin(q |rm,j − rn,k|)
q |rm,j − rn,k|

〉
(5.1)

where ν is the number of dendrimers in solution and periodic boundary conditions
are applied.

The coherent scattering plots shown in Figure 5.6 are comparable to experimental
ones [14] with the caveat that the latter were only investigated for concentrations up
to 60 %. The change in internal dendrimer structure with increasing concentration
shows in the divergence from a single curve at high q-values.

As shown in Figure 5.6 the overall scattering intensity changes dramatically with
concentration. This is mostly due to scattering between dendrimers. Two measures
for the short range order of the dendrimers in the solution are the structure factor
(S(q)) and the radial distribution function (g(r)) of the dendrimer centers. The
calculation for the structure factor is effectively the same as for the form factor,
but with the dendrimers’ centers of mass instead of their atoms: [11]

S(q) = 1
ν

〈
ν∑

m=1

ν∑
n=1

e−iq·(cm−cn)

〉
(5.2)

Analogous to the radial monomer distribution, the radial distribution function g(r)
describes the probability of finding a dendrimer at a certain distance of another
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Figure 5.6: Log-log plot of the scattering intensities I(q) of PPI dendrimers of generations
(a) 4 and (b) 5 at various concentrations as indicated by the legends.

dendrimer relative to this same probability in a random distribution with equal
density:

g(r) = 2nhist(r)
νρ0

4
3π
((
r + dr

2
)3 − (r − dr

2
)3) (5.3)

where nhist(r) is a histogram of interdendrimer distances (r = |cm − cn|, n > m)
with bin size dr, and ρ0 is the overall density, i.e., the number of dendrimers
divided by the volume of the simulation box (ρ0 = ν/V ). Note that g(r) can only
be calculated for r ≤ R, half the minimum box length; g(r) is set to 1 for r > R
as per the definition of non-correlation at large distances.

The structure factor and the radial distribution function are related via:

S(q) = 1 + 4πρ0

∫ R

0
dr r2 sin(q r)

q r
(g(r)− 1) (5.4)

Both have their own interesting features and both are shown for a subset of the
simulations in Figure 5.7.

The spatial correlation between dendrimers is shown in the radial distribution
graphs wherein the level of order in a system is represented by the number and
steepness of peaks. For example, in 6 % G5 the first peak is hardly discernible,
indicating the dendrimer distribution is unordered. For 23 % G5 and 6 to 23 % G4
one clear peak is present, representing weak correlation between first neighbors
only. The higher concentrations show secondary and tertiary peaks corresponding
with a liquid-like order. Real crystalline distributions with dendrimers at discrete
distances would show as sharp discrete peaks, but no such distribution is observed
here.

While less intuitive, the structure factor graphs are better suited for comparison
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Figure 5.7: Interdendrimer distances of generations 4 and 5 in various concentrations. (a,
c) Radial distribution functions (bin size 1Å). (b, d) Corresponding structure factors.

with experiments. The trend exhibited by the curves at low q-values is quite similar
to the experimental ones. In these graphs the height of the primary S(q) peak is
said to represent the level of crystallinity of the solution. Crystallization occurs
at S(q) values near 2.85, [21] while 1.5 suggests liquid-like order. [14] Following this
rule of thumb, it seems unusual that the 64 % and 83 % simulations have a higher
peak than the 100 % simulations. For both G4 and G5 dendrimer simulations,
even at 100 % the dendrimers exhibit no long range order, as evidenced by g(r)
and S(q). In the g(r) graphs the 100 % simulations exhibit closer packing, but not
increased order. Visual inspection of the simulations shows the dendrimers remain
mobile with respect to each other, even if their size and crowdedness lead to a high
viscosity. Similar S(q) peak height progression is apparent in the experimental
results of Topp et al. [15] where the highest peaks are around 20 % G5, while for
G4 the structure factors plateau early. The 5 %–60 % structure factor results of
Ramzi et al. [14] do not show any peak (in Figures 5.8c,f these experimental results
are reproduced).

Knowing all atom positions in the simulations, the differentiation between internal
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scatterers for the form factor and scattering between dendrimers for the structure
factor is straightforward. For the SANS experiments it is more difficult to make
this distinction in order to determine the structure factor. Recall that the total
coherent scattering intensity is a combination of internal scattering and scattering
due to other dendrimers. Assuming the correlation of interdendrimer distances
and the correlation of intradendrimer monomer distances is completely separate,
i.e., the positions of individual monomers of one dendrimer do not correlate with
the positions of monomers of any other dendrimer, the total coherent scattering
intensity can be factorized as the product of the form factor and the structure factor
(I(q) ∼= F (q)S(q)). Thus with this decoupling or factorization approximation the
structure factor can be calculated if the form factor is known. At least in infinitely
diluted solution S0(q) = 1 and F0(q) = I0(q). One must then assume this form
factor is constant over all concentrations for the apparent structure factor to be
calculated: Sapp(q) = I(q)/F0(q).

It is clear that with increasing concentration, dendrimers come in close contact and
the validity of both the decoupling approximation and the constant form factor
assumption weakens. By comparing the actual structure factor with the apparent
structure factor(s), the vulnerability of the experimental procedure for increased
concentrations is examined. The results are shown in Figure 5.8. For comparison
the actual structure factors from Figure 5.7 are repeated. That comparison does
not appear favorable for the indirect calculations. Only the lowest concentrations
of 6 % are reproduced with minimal disparity. At 23 % the Sapp(q)’s are still quite
similar, but the divergence becomes progressively larger. At 43 % the peaks become
subdued. The same is true for 64 %, but now the required asymptotic value of
1 is not reached anymore. At 83 % the expected peak is only visible for G5, and
at 100 % the peaks are practically nonexistent. Utilizing the actual form factors
changes the apparent structure factors only slightly—which is expected as they
do not differ by much (Figure 5.5)—but not for the better either considering the
peak values. The very assumption that I(q) can be decoupled into factors S(q)
and F (q) is what fails; the monomers of separate dendrimers are correlated even
at fairly low concentrations. The error in the assumption that F (q) remains F0(q)
is of lesser importance.

These results compare well to Monte Carlo simulations of archetypical G4 den-
drimers where a dilute state and the overlap concentration state were simulated. [11]
Especially the 43 % state is surprisingly similar to their overlap concentration sim-
ulation. That in our simulations the decoupling approximation deteriorates well
before the overlap concentration is reached may be because the explicit solvent
molecules actively conduct monomer movement thereby increasing their correla-
tion.
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Figure 5.8: The differently calculated structure factors of generations 4 (a, d) and 5 (b,
e) in multiple concentrations. The dotted lines are the actual S(q) values directly
calculated from the simulations as in Figure 5.7. The dashed lines are the apparent
structure factors calculated by dividing the coherent scattering by the current form
factor, while the solid lines are the apparent structure factors (Sapp(q)) calculated with
the form factor of the diluted dendrimers as is customary in experiments (here 0.1 %).
(c, f) The results of such experiments by Ramzi et al. [14] and Topp et al. [15] for similar
concentrations of G5 PPI.

5.3.3 Intermolecular spacing

Ever since the application of small angle scattering techniques to particles dispersed
in solvent, researchers have noticed a small peak appearing in the scattering curve
at higher concentrations (e.g., Figure 5.6). A common interpretation ties the
position of this peak (qmax) to the so-called average distance between neighboring
particles (d) using a theoretical validation provided by Guinier and Fournet [22]—
who simultaneously warned of the fallacy in defining neighbors in a substance
without long-range order. By assuming the system consists of spherically symmetric
particles that lie on a distorted face-centered cubic lattice (an fcc-paracrystal) they
derived an average nearest neighbor distance function:

d =
√

3
2

2π
qmax

≈ 1.225 2π
qmax

(5.5)

This relation has been used to infer the average dendrimer–dendrimer distance in
many experimental sources including PPI–PPI. [14,15] We applied this technique to
our simulations to see whether it yields distances comparable to those that were
measured directly, namely the most common nearest neighbor distance given by
the first peak in the radial distribution function g(r) (Figures 5.7a,c).

107



Chapter 5

0 20 40 60 80 100
20

30

40

50

Dendrimer mass %

A
ve

ra
ge

 d
is
ta

nc
e 

(Å
)

G4 g(r)   max

G5 g(r)   max

G4 1.225 × 2  / q   max

G5 1.225 × 2  / q   max

G4 1.189 × 2  / q   max

G5 1.189 × 2  / q   max

a)

π

π
π
π

0 10 20 30 40 50 60
96

97

98

99

100

101

102

Added noise %

A
ve

ra
ge

 d
is
ta

nc
e 

%

g(r)    max

1.225 × 2  / q   max

1.189 × 2  / q    (dendrimer fit)max

b)
π

π

0 20 40 60 80 100
20

30

40

50

60

70

80

Dendrimer mass %

A
ve

ra
ge

 d
is
ta

nc
e 

(Å
)

G4 g(r)   max

G5 g(r)   max

G4 range
G5 range

c)

0 20 40 60 80 100
20

30

40

50

60

70

80

Dendrimer mass %

A
ve

ra
ge

 d
is
ta

nc
e 

(Å
)

G4 g(r)   max

G5 g(r)   max

Ramzi G5
Topp G4
Topp G5

d)

Figure 5.9: Average nearest neighbor distances between dendrimers as derived from the
radial distribution function. (a) The distance compared to calculations from the
structure factor. The common factor 1.225 overstates the distance, 1.189 provides a
better fit. (b) The performance of both factors in average distance calculations of
distorted fcc lattices. (c) Dendrimer–dendrimer distance with dashed ranges denoting
complete aggregate (horizontal line) and maximal dispersion (exponential line, d(ϕ)).
(d) The distance compared with experimental results. [14,15]

First, using the peak positions of the scattering curve I(q) for qmax in Equation 5.5,
just like in the experiments, [14,15] decidedly overestimates the distance values.
Fitting the clear peak positions (60 %–100 %) to the known distances results in a
smaller factor, namely 1.122.

The difference between the fitted value and
√

3/2 may stem from the fact that
the Guinier model [22] originally assumed hard spheres for which the interparticle
distances correspond with the structure factor. By taking for qmax the peak position
of S(q) as calculated from the dendrimer centers in our simulations (Figure 5.7),
the factor

√
3/2 indeed performs better (Figure 5.9a), although it still slightly

overstates the average distance. Fitting these peak positions, which are visible for
all concentrations (5 %–100 %), yields a factor of 1.189.
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To test whether the slight overestimation of the average particle distance is specific
to the dendrimer simulations or not, we performed the same radial distribution
function and structure factor methods on a trial system of 108 000 particles. These
were placed on an fcc lattice with increasing levels of noise added to simulate
distortion of the lattice. The noise is a random displacement of each particle
within a sphere whose diameter is a percentage of the fcc unit length. At 65 %
noise and up, the radial distribution is too random to calculate a meaningful
g(r)max. Figure 5.9b shows that with increasing noise g(r)max decreases (up to
3 %), while qmax increases almost imperceptibly (up to 0.1 %). The theoretical
factor of

√
3/2 is very good for unperturbed fcc latices, but should become smaller

with increased randomness. Indeed the factor determined by fitting the G4 and
G5 PPI simulations, 1.189, matches the graph at large noise.

Given that the apparent structure factor as derived in experiments is only an
approximation of S(q), we also considered qmax from Sapp(q) (Figure 5.8, G4:
20 %–80 %; G5: 40 %–100 %). This leads to a factor of 1.203 upon fitting. In
conclusion, while the common factor of 1.22 seems an overestimate, especially in
case qmax is determined from I(q), it provides a reasonable estimate for the average
distance given experimental error in determining the peaks.

How dispersed are the dendrimers in the simulations? At the 100 % end of the
concentration range the dendrimers are packed in a smeared fcc lattice, the dens-
est possible packing for spherical particles. Should the dendrimers not dissolve
in water, they would form an equally dense aggregate where the nearest neigh-
boring distance does not change upon dilution. Should the dendrimers however
be completely dispersed through solvation, conceptually an expanded fcc lattice
remains a convenient representation for their positions, as an fcc lattice is merely
the most efficient way of packing spheres with the largest possible nearest neighbor
distances. The volume of an fcc box (Vfcc) is defined as 2

√
2d3 with d the nearest

neighbor distance. It contains 4 spherical dendrimer volumes (VD, fit at 100 %)
with a volume fraction (η defined as π/√18 ≈ 0.74). Then the maximal minimum
distance between dendrimers as a function of the mass fraction ϕ is:

d(ϕ) = 3

√√
2 1
ϕ

1
η
VD = 3

√
6VD

π ϕ
(5.6)

In dilute solvent the dendrimers behave somewhere between complete aggregation
and maximal dispersion (Figure 5.9c). From visual inspection, it is clear they
do not aggregate, yet fleeting pair forming is observed. As for concentrations of
64 % and above the upper bound d(ϕ) converges to the dendrimer diameter, the
dendrimers are forced into an aggregate, albeit a porous one at first.

Figure 5.9d shows the simulation results combined with results from the SANS
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experiments on PPI. While the simulations go up to 100 %, at the 64 % end of
the experiments the results are similar (especially for G4), which is an indication
that the subsequent trend is plausible. Lower than 30 % however, the experimental
distances rise faster than the simulation equivalents. The simulation dendrimers
are often closer together than in the experiments, which would indicate that the
dendrimers should be a little more repulsive. This is probably due to the fact that
the charges in the dendrimer are made implicit in the CG particles. Thus, while
the splaying of dendrimer branches due to interparticle repulsion is correct, the
long range repulsion between dendrimers is not made explicit. On the other hand,
the most striking outlier (experimental measurement of 76.7Å at 10 % [14]) would,
according to Equation 5.6, only be possible in solutions with concentrations up to
5 %.

Recently 30 bead-spring trifunctional core dendrimers at 60 mass percent were
studied. [13] The novelty being that the end-groups are charged, there are explicit
counterions, and the electrostatic interactions are varied with the dielectric permit-
tivity constant. Noteworthy is that apparently the third-generation dendrimers
(91 beads) form structures in accordance with the body-centered cubic (bcc) lat-
tice, while the fourth-generation dendrimers build fcc structures. For both our
dendrimer sizes, from 20 mass percent and up, the emerging structures adhere to
the smeared fcc pattern.

5.3.4 Dendrimer interpenetration

When the intermolecular spacing is low, the dendrimers come into close contact
with each other. What happens at the interface? Do the dendrimers interpenetrate
and become part of a larger entity or do they repel each other so each dendrimer
retains its independence while being a bit compressed? And what method is most
suitable to calculate such interpenetration?

Attempts have been made to examine dendrimer aggregates in vitro. Cryo-TEM
of dilute G10 poly(amido amine) (PAMAM) in water shows clustering but no
apparent interpenetration in the clusters. [23] That is, instead of a single large
blob, discrete dendrimers can be recognized. However, the fact that these large
aggregates emerge in such dilute conditions leads the authors to speculate that
this could be a side effect of the preparation of the specimen.

To calculate the level of interpenetration in the simulations of increased densities,
we used a convex hull method. This method entails the creation of a convex hull for
each dendrimer, i.e., the minimal polygon which encompasses all the positions of
the dendrimer’s particles. Then the number of particles of other dendrimers that
fall within the hull are counted as penetrating the dendrimer. The penetration
percentage is that amount divided by the number of original dendrimer particles,
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Figure 5.10: Dendrimer interpenetration
in various concentrations, calculated us-
ing the cell method and the convex hull
method. See the text for the different
meaning of penetration percentage for
these methods. The percentages calcu-
lated per saved time step are so alike that
all standard deviation bars fall within
the symbols drawn for the averages.

times 100. Note that the convex hull does not span the van der Waals radii of the
particles, but rather the particles’ centers.

The results are shown as the lower two lines of Figure 5.10. It is clear the inter-
penetration is practically the same for both generations. At low concentrations
there is almost no interpenetration, the dendrimers are separate although they
may collide. Even at 64 % dendrimers, the penetration percentage is lower than
5 %. In melt the penetration percentage reaches approximately 15 %, that is on
average 8.7 invading particles for G4 (62 particles) and 19.6 invading particles for
G5 (126 particles).

Previously Zacharopoulos and Economou came to a different view for their PPI melt
simulations, [3] namely that with larger dendrimers the amount of interpenetration
decreases considerably. They calculated an interpenetration percentage with a
cell method by dividing the simulation box into cubic cells. From the perspective
of an individual dendrimer, it is said to be penetrated if a cell containing its
particles also contains other dendrimers’ particles. The penetration percentage of
the dendrimer is then defined as the number of cells with a mixed presence divided
by the number of occupied cells, times 100. Applying this methodology on our
simulation data yields the upper lines shown in Figure 5.10, whereby the cell size
is chosen such that at 100 % the interpenetration values match with their results [3]
(i.e., 6.2Å gives 41.6 % vs. the original 40.9 % for G4 and 34.0 % vs. 33.2 % for
G5, for a maximum of 6 particles per cell). These results would indeed imply G4
has a higher interpenetration than G5, even across all concentrations. However,
note that the cell size greatly influences the result in such a setup. Even in a
hypothetical case with no actual interpenetration, at high concentrations all cells
at dendrimer interfaces contribute to the penetration score. Furthermore, the
smaller the dendrimers considered, the larger the part of the simulation box that
contains interfaces. This effect is the root cause of the difference with our results.

Yet another method was applied on a melt of general bead-spring trifunctional
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a) b)

Figure 5.11: A view of the dendrimer with most overlap according to the convex hull
method, at the end of the simulation (in white), including (a) just the hull penetrating
particles and (b) the associated dendrimers.

core dendrimers under increasing temperatures. [24] There the interpenetration was
calculated by looking at the average radial monomer density from the core bead, and
where this graph overlaps with the average monomer density of other dendrimers
this is counted as interpenetration (A comparable graph is Figure 5.12c). First,
this assumes that dendrimers are perfectly spherical, and second, as the monomer
density slowly approaches zero, more and more monomers are included that merely
have the good fortune to be at the same distance from the core bead as one monomer
once was. Still the interesting observation that interpenetration increases with
decreasing temperature, and this dependence is greater for smaller dendrimers, [24]
deserves further investigation.

Given that even in melt the number of hull penetrating particles is fairly low,
what does this mean for the opposing views on dendrimer structure simplified
as dense shell or dense core? Recall that in the dense shell model all branches
are envisioned to extend toward the surface, leading to a vacant core region and
crowding at the surface. [25] In the dense core model the branches occupy any
possible region through bending and back-folding, thereby having a dense core and
not-so dense shell. [26] Even the dendrimer with the most particles penetrating the
hull at the end of the simulation (48 particles, 38.1 %) is still easily recognized as
a separate dendrimer (Figure 5.11). In fact, although the dendrimer hull is highly
permeated, one side is not penetrated at all. A high level of penetration does
not mean a bunch of intertwined branches, nor overlapping splayed dendrimers
with each other’s branches in cavities near their cores. In this sense, the view
that dendrimers in melt are dense impenetrable spherical cores with permeable
shells may be a tad simplistic, it at least gives the right impression. It is also in
agreement with our previous simulations where the radial monomer densities and
spacer expansion profiles support the dense core view (Section 4.3.6).
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5.3.5 Overlap concentration

A commonly used term in classifying the behavior of polymers in solution is the
overlap concentration (C∗). It is loosely defined as the concentration where the
distance between macromolecules equals their size. [27] At concentrations below C∗

the solution is dilute, whilst above C∗ it becomes concentrated. In concentrated
solutions the macromolecules either interpenetrate or deform to accommodate
the high concentration. Because dendrimers are pretty dense compared to linear
molecules, their overlap concentration is fairly high.

While excellent for formulating ideas, difficulties arise when actually calculating
the overlap concentration, as the size of macromolecules is not clearly defined.
We use the average convex hull volumes of the single dendrimer simulations to
calculate appropriate diameters of unconstrained dendrimers:

D = 2 3

√
Vhull

4
3π

(5.7)

resulting in DG4 = 24.8Å and DG5 = 33.2Å.

By taking the average distance between dendrimers as g(r)max as shown in Fig-
ure 5.9c and looking at where the diameter intersects, we obtain the overlap
concentration. For G5 it is at 55 %, for G4 even at 68 %. From the fairly flat char-
acter of the distance graph, it is clear that slightly larger calculated sizes would lead
to lower overlap concentrations. Nevertheless, such high overlap concentrations
are not unheard of with dendrimers (e.g., 56.6 % [11]).

As all experimental graphs shown in Figure 5.9d are steeper, and their molecular
sizes are calculated differently, the reported overlap concentrations are lower. Topp
et al. [15] use the relationship R =

√
5/3Rg for the dendrimer size (DG4 = 32.0Å

and DG5 = 40.3Å) so the intersection with the average distance graph puts C∗ for
both G4 and G5 at 25 %. Ramzi et al. [14] calculated C∗ by dividing the theoretical
bulk volume by the measured hydrodynamic volume, arriving at 36.5 % for G5
PPI.

While the calculated overlap concentration of around 60 % is high compared to
the SANS experiments, in the simulations (Figure 5.10) the penetration percent-
age does indeed shift between practically non-existent before C∗ and increasing
thereafter. Moreover, Figure 5.9c shows overlapping after C∗ is unavoidable, even
if the dendrimers were maximally dispersed.
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Figure 5.12: The level of water penetration into the dendrimers at the final state at
varying concentrations. (a) The number of water molecules per dendrimer convex hull
volume. (b) The percentage of water particles that fall inside the convex hulls plotted
against the percentage of box volume occupied by dendrimers. The dotted diagonal
indicates the theoretical percentage should the water particles be distributed uniformly
over the simulation box. Even at 100 % dendrimers, the total volume occupied by
convex hulls amounts to 73.2 % for G4 and 84.8 % for G5 (see Appendix 5.5.1). (c)
Radial monomer densities of G5 PPI dendrimers and water (0.5Å shell width). (d)
The solitary dendrimers of G1 to G7 (Chapter 4); and G4 and G5 PPI dendrimers at
a concentration of (e) 60 % and (f) 80 %.

5.3.6 Water penetration

Aside from what the fate of the dendrimer branches is with increasing dendrimer
concentration, the destination of the diminishing solvent has its own hypotheses. In
one view the solvent enters pockets within the dendrimers while the dendrimers ex-
pand to fill the space, which can be imagined like stacked sponges. In another view
the solvent fills cavities between stacked dendrimers, comparable with submerged
marbles.

The level of water penetration in the dendrimers can be calculated by counting
the water particles inside the convex hull of each dendrimer. The water density,
the number of water particles divided by the volume of each convex hull, is shown
in Figure 5.12a as a function of the dendrimer concentration. For convenience, the
water density is calculated to molecular values (i.e., 1 particle represents 4 water
molecules). The dilute dendrimers at 2 % contain on average 217.3 internal water
molecules in G5 and 88.1 molecules in G4. The most concentrated dendrimers, at
83 %, contain 75.9 water molecules in G5 and 27.7 molecules in G4. Even then
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Table 5.1: G4 and G5 PPI: Radius of gyration and convex hull volume
G4 PPI

Mass % Rg ± std
(Å)

Volume ± std
(nm3)

0.133 11.65± 0.44 7.87± 0.78
1.18 11.69± 0.44 7.93± 0.79
2.36 11.69± 0.44 7.93± 0.78
5.86 11.69± 0.44 7.93± 0.79

22.82 11.67± 0.44 7.88± 0.78
44.09 11.61± 0.44 7.76± 0.77
63.95 11.48± 0.43 7.52± 0.74
82.55 11.30± 0.43 7.19± 0.71

100.0 11.11± 0.43 6.85± 0.70

G5 PPI
Mass % Rg ± std

(Å)
Volume ± std

(nm3)
0.132 14.46± 0.38 19.12± 1.30
1.18 14.46± 0.38 19.08± 1.33
2.35 14.47± 0.38 19.11± 1.33
5.84 14.46± 0.38 19.08± 1.33

22.75 14.44± 0.38 18.99± 1.31
42.98 14.37± 0.37 18.76± 1.29
63.86 14.19± 0.36 18.10± 1.24
82.50 13.89± 0.35 17.08± 1.18

100.0 13.56± 0.35 16.04± 1.14

the number of water particles that appear in two convex hulls is quite low, for
in G5 it happens to only 2.4 % of the 27 714 water particles. With increasing
concentration the convex hull volume average decreases from 7.9 to 6.8 nm3 for G4
dendrimers (Table 5.1). For G5 dendrimers this decrease is from 19.1 to 16.0 nm3.
By comparing the convex hull volumes for the 0.1 % dendrimer simulations with
those in bulk follows that for dilute G4 PPI 12.9 % of the dendrimer volume is from
solvent and for G5 that percentage is 16.1 %. Figure 5.12a suggests that the larger
G5 dendrimers absorb relatively more water than the G4 dendrimers. However,
when the total absorbed water percentage is plotted against the percentage of box
volume occupied by dendrimers (as calculated with the convex hull method), both
generations behave alike (Figure 5.12b). That is, more water particles remain
outside the dendrimers than if they were uniformly distributed. The same can
be seen in the radial monomer densities (gm(r), Equation 4.25) Figures 5.12c–f
which show the distribution of monomers with respect to each dendrimer’s center
of mass. In the dilute dendrimers of Chapter 4 in Figure 5.12d the internal as well
as external water level is equal for all generations. Also at high concentrations, G4
and G5 are similar, see Figures 5.12e,f. Those figures and Figure 5.12c reveal an
increased overlap between dendrimers at higher concentrations, while the density
peak of the water on the interface gradually recedes to more uniform levels. These
observations lead to the conclusion that, although water is present in both domains,
of the views presented in the introductory paragraph the one with water filling
cavities between dendrimers is more accurate than the one with water filling cavities
inside the dendrimers.

5.4 Conclusion
We examined the behavior of generation 4 and 5 poly(propylene imine) dendrimers
in water at concentrations ranging from dilute to dendrimer melt, by performing
coarse-grained simulations to compare with SANS experiments. [14,15] The overlap
concentration is said to be the point marking the transition between a dilute and
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semidilute solution. Calculations located them at 55 % for G5 and 68 % for G4.
Indeed at 64 % and up the average nearest neighbor dendrimer–dendrimer distance
follows the limit for purely repulsive particles; the dendrimers cannot move farther
apart. However as the overlap concentration is not a tipping point, the various
properties—average nearest neighbor distance, radius of gyration, water content,
and interpenetration—steadily change with increasing concentrations.

From using experimental procedures with simulation calculations it follows that
the interdendrimer distance calculated from qmax with the traditional factor 1.22
is somewhat overestimated. On the same grounds the utilization of the decoupling
approximation and constant form factor assumption to calculate apparent structure
factors gives correct results only up to concentrations of ∼20 %. This is well below
the overlap concentration, not because of form factor changes, they are small, but
because the monomer positions of separate dendrimers are already correlated.

With increasing dendrimer concentrations and increased competition, the den-
drimers’ volume diminishes. In the dilute situation there is quite some water
inside the dendrimers. With increasing concentration the dendrimer volume de-
creases as water content decreases. Instead of being uniformly distributed, the
solvent fills cavities between stacked dendrimers. Concurrently interpenetration of
dendrimer branches does increase, but remains quite subdued. Only 15 % external
particles enter each dendrimers’ space. Each dendrimer remains a separate entity.
Contrary to other publications, we found that when accounting for their size there
is no difference between dendrimer generations G4 and G5 for both water penetra-
tion and dendrimer interpenetration. Together, this gives a clear molecular picture
of PPI dendrimers from dilute solutions to melts in comparison with the available
experimental data.

5.5 Appendix

5.5.1 Coarse-grained simulations

With a time step of 24 fs, each simulation lasts 24 ns of which the final 18 are
considered production run and the first 6 equilibration time. We have confirmed
that the simulations reach equilibrium in that time by checking the radius of
gyration and dendrimer interpenetration versus time and using autocorrelation
functions (see next Section). Every 0.06 ns a state is saved for further analysis.

The simulations are performed in an NPT ensemble, with constant pressure (1 bar)
and constant temperature (298 K). The pressure and temperature are scaled
using Berendsen’s method, with temperature coupling constant 0.005 and pressure
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Table 5.2: Volume and mass percentages for G4 and G5 PPI dendrimer simulations
G4

Theoretical
volume %

Dendrimers Water
particles

Mass % Convex hull
volume %

Box volume
(nm3)

0.11 5 250 105 0.133 0.12 30 498.5
0.83 45 303 795 0.97 0.87 37 368.9
1.0 45 250 105 1.18 1.05 30 830.5
2.0 72 198 063 2.36 2.10 24 716.9
5.0 240 256 000 5.86 5.23 33 166.5

20.0 720 161 684 22.82 20.14 25 676.9
40.0 1430 120 421 44.09 38.01 26 612.5
60.0 1430 53 520 63.95 52.87 18 543.0
80.0 1430 20 070 82.55 64.33 14 558.2

100.0 1430 0 100.0 73.16 12 203.1

G5
Theoretical
volume %

Dendrimers Water
particles

Mass % Convex hull
volume %

Box volume
(nm3)

0.11 2 204 078 0.132 0.14 24 885.8
1.0 18 204 078 1.18 1.24 25 154.3
2.0 48 269 356 2.35 2.49 33 607.2
5.0 100 217 592 5.84 6.17 28 176.0

20.0 245 112 232 22.75 23.84 17 786.2
40.0 968 173 272 42.98 44.21 37 431.2
60.0 968 73 905 63.86 62.74 25 435.4
80.0 968 27 714 82.50 75.55 19 936.6

100.0 968 0 100.0 84.83 16 687.5

coupling constant 0.000 05. The pressure and temperature are rescaled every
2.4 ps.

The number of dendrimers and water particles in the simulations and the resulting
volume and mass percentages are shown in Table 5.2. Note that initially an
estimated theoretical volume was used to generate the starting configurations by
dendrimer to water ratios. To minimize confusion, because for some measurements
the actual dendrimer volumes were determined, all graphs show the dendrimer
mass fractions expressed as percentages. This is why there are differences between
the concentrations used for G4 and G5. Additionally, for comparison with the
SANS experiments mass fractions are convenient. The data of Topp et al. [15] with
methanol as solvent are provided in this manner. The data of Ramzi et al. [14] with
water as solvent are given in volume fraction, but as they mention the dendrimer
density is approximated to 1 g/cm3, here volume fraction equals mass fraction.

To calculate dendrimer volumes from the atom positions, the convex hull method
is used, which utilizes the quickhull algorithm [28] via MATLAB. [29] In the penul-
timate column the percentage of box volume occupied by these convex hulls is
shown. At concentrations approaching the bulk concentration this value deviates
more from the theoretical values, which is counterintuitive as a box with only
dendrimers, has 100 % of its volume filled with dendrimers. However, the convex
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Figure 5.13: Autocorrelation functions for the PPI dendrimers. The first column contains
the graphs for the solitary dendrimers (Chapter 4) of generations 1 through 7, the
second column is for the G4 PPI concentrations and the third for the G5 concentra-
tions. Row 1 (a, b, c) depicts the Rg autocorrelation, row 2 (d, e, f) the asphericity
autocorrelation and row 3 (g, h, i) the rotational autocorrelation. The dashed line
shows the equilibration value of 1/e.

hull method uses the atom positions as vertices for its polygons, without taking
the van der Waals radius into account. This is also why the discrepancy is larger
in the case of G4 than in the case of G5, as the latter has a lower surface to volume
ratio.

5.5.2 Relaxation times

Relaxation times ofRg, asphericity and rotation are calculated from autocorrelation
functions:

C(t) = 〈δX(t) · δX(0)〉
〈δX2〉

with δX(t) = X(t)− 〈X〉 (5.8)
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Table 5.3: Comparison between first and final periods of 100 % G5 PPI
Time (ns) Rg ± std (Å) Asphericity ± std Interpenetration ± std (%)

6–24 13.561± 0.348 0.046± 0.026 19.61± 0.25
222–240 13.563± 0.348 0.046± 0.026 19.67± 0.24
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Figure 5.14: Interdendrimer distances of generations 5 in the melt. (a) Radial distribution
function (bin size 1Å) and (b) structure factor of 100 % G5 PPI. For comparison the
graphs of the first production run period are overlaid with the dotted graphs of the
final period.

where X is any measurement. [30] The relaxation time τ is defined as the time at
which C(t) reaches 1/e. Calculated are the radius of gyration autocorrelation with
Rg (Equation 4.12), the asphericity autocorrelation with A (Equation 4.22) and
the rotational autocorrelation with vectors from the center of mass to a number
of end-groups (4:G1, 8:G2–G5, 16:G6, 32:G7).

In Figure 5.13 the autocorrelation functions calculated over the 6–24 ns production
run are shown for the solitary dendrimers (Chapter 4) of generations 1 through
7 (a, d, g) and for the simulations of G4 (b, e, h) and G5 (c, f, i) PPI in various
concentrations. Both Rg and A demonstrate that shape change is rapid with relax-
ation times smaller than 0.1 ns, even for large dendrimers. Rotational relaxation
times are larger and also increase with dendrimer size, but are rather independent
on the concentration (G4: τrot ≈ 0.6 ns, G5: τrot ≈ 1.5 ns). These relaxation times
as well as those for Rg and asphericity fall well within the 6 ns equilibration time
used.

To further confirm that the applied equilibration time suffices, we extended the
most concentrated simulation (100 % G5 PPI) to 240 ns. We compare properties
calculated from the 6–24 ns period with properties calculated from the final 18 ns,
corresponding to an equilibration time of 222 ns. In Table 5.3 the results are shown:
the differences in average shape and convex hull interpenetration are minute. The
graphs for the corresponding radial distribution functions and structure factors as
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shown in Figure 5.14 are also quite identical.
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Chapter 6

Multivalency in a
dendritic host–guest system

Abstract Multivalency is an important instrument in the supramolecular chem-
istry toolkit for the creation of strong specific interactions. In this chapter we
investigate the multivalency effect in a dendritic host–guest system using molec-
ular dynamics simulations. Specifically, we consider urea–adamantyl-decorated
poly(propylene imine) dendrimers that together with compatible mono-, bi-, and
tetravalent ureido acetic acid guests can form dynamic patchy nanoparticles. First,
we simulate the self-assembly of these particles into macromolecular nanostructures,
showing guest-controlled reduction of dendrimer aggregation. Subsequently, we
systematically study guest concentration-dependent multivalent binding. At low
guest concentrations multivalency of the guests clearly increases relative binding
as tethered headgroups bind more often than free guests’ headgroups. We find
that despite an abundance of binding sites, most of the tethered headgroups bind
in close proximity, irrespective of the spacer length; nevertheless, longer spacers do
increase binding. At high guest concentrations the dendrimer becomes saturated
with bound headgroups, independent of guest valency. However, in direct compe-
tition the tetravalent guests prevail over the monovalent ones. This demonstrates
the benefit of multivalency at high as well as low concentrations.

This work has been published in:
A.F. Smeijers, Koen Pieterse, Peter A.J. Hilbers, and Albert J. Markvoort, Multivalency in a
dendritic host–guest system. Macromolecules 2019, 52, 2778–2788.

It also contains the molecular dynamics simulation part of:
Thomas M. Hermans, Maarten A.C. Broeren, Nikos Gomopoulos, A.F. Smeijers, Brahim Meza-
ri, Ellen N.M. van Leeuwen, Matthijn R.J. Vos, Pieter C.M.M. Magusin, Peter A.J. Hilbers,
Marcel H.P. van Genderen, Nico A.J.M. Sommerdijk, George Fytas, and E.W. Meijer, Stepwise
noncovalent synthesis leading to dendrimer-based assemblies in water. Journal of the American
Chemical Society 2007, 129, 15 631–15 638.
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Chapter 6

6.1 Introduction
For many processes, nature relies on reversible non-covalent interactions. To ensure
these interactions are sufficiently strong, it often employs the concept of multiva-
lency, i.e., the principle for binding between entities whereby multiple identical
ligands bind to multiple identical receptors. [1] Examples of the use of multiva-
lency include the adhesion of viruses to host cells and the binding of antibodies
to pathogens. Not only is it in evolutionary terms often easier to multiply a weak
interaction to yield a strong collective one than to newly construct a stronger one,
it also allows for enhanced specificity in the binding. The concept of multivalency
is nowadays also applied successfully in supramolecular chemistry to self-assemble
novel complexes. [2–4]

Of course, dendrimers enhanced with functional end-groups, thus having a definite
number of interaction sites with specific properties (Figure 6.1a), are frequently
studied in supramolecular chemistry. The versatility of the dendrimer components
and attachments allows for a multitude of applications; e.g., dendrimers have been
used in targeted drug delivery, contrast agents, gene therapy, enzyme mimics,
biosensors, and supramolecular structures. [5–8] Many of these applications are
examples of host–guest chemistry, whereby the dendrimer acts as a temporary host
vehicle for non-covalently bound guest compounds.

An interesting example of supramolecular chemistry with dendrimers is provided
by urea–adamantyl-decorated dendrimers, which aggregate in water due to the
hydrophobic nature of their bulky adamantyl end-groups but can be solubilized by
coating them with guests featuring ethylene oxide tails. [9,10] When the dendrimer
is only partially covered with guests, it forms a complex with both hydrophilic
and hydrophobic domains, which in turn facilitates aggregation into larger nanos-
tructures [11] in a process of hierarchical self-assembly. [12] In contrast to regu-
lar anisotropic nanoparticles with static interaction domains—where the formed
supramolecular nanostructure is predetermined by the number and shape of these
domains [13]—with these dynamic patchy nanoparticles the non-covalent coating
offers opportunities to tune the aggregation. That different guest concentrations
change the coverage and thereby the size and branching of the nanostructures
has been observed in cryogenic transmission electron microscopy (cryo-TEM) im-
ages. [10,11] Exerting control over the nanostructures formed, however, requires thor-
ough understanding of how the nanoparticles are coated with the non-covalently
bound guests. The coverage will not only depend on the guest concentration, but
also on the host–guest interaction. As dendrimers provide a relatively controlled
presentation of binding sites on a spherical macromolecule, a way to enhance the
dendrimer–guest interaction may be by employing multivalent guests.

Here, we study the aggregation of dendritic host–guest complexes as well as the
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Figure 6.1: Two-dimensional representations of the molecules, showing the coarse-
grained sites and the equivalent coarse-grained structures. (a) G5 PPIUA, the fifth-
generation urea–adamantyl-decorated (U–A) poly(propylene imine) dendrimer made
from trimethylamines (N). (b) Water particle (W) representing four water molecules.
(c) Primary ureido acetic acid guest. (d) Monovalent guest. (e) Bivalent guest. (f)
Tetravalent guest. The multivalent guests may bind to the dendrimer with their head-
groups containing an acetic acid (carboxylic acid, C) and urea moiety (U), each followed
by a spacer of ethylene oxide (E). These are connected to a bifurcating part consisting
of N-methylacetamide (M) and isobutane (B) which is linked to a hub made up of an
urea and a benzene group (Z). The hub further holds three ethylene oxide tails. The
ethylene oxide spacers are two moieties long, except for the elongated bivalent guests
which contain three additional moieties per spacer.

host–guest interactions using molecular dynamics (MD) simulations for monova-
lent as well as multivalent guest compounds. Specifically, we consider the fifth-
generation urea–adamantyl-terminated poly(propylene imine) dendrimer (PPIUA,
G5: DAB−dendr−(urea−adamantyl)64, Figure 6.1a) in combination with mono-,
bi-, and tetravalent ureido acetic acid guests (Figure 6.1d–f). For this purpose
we expand our coarse-grained (CG) PPIUA dendrimer model (Chapter 4) with
multivalent acetic acid guests.

Simulations of dendrimers with non-covalently bound molecules have been reported
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before. [14–16] They typically come in two varieties. Either they concern a dendrimer
encapsulating small guest molecules in the interior [17–23] where the dendrimer
functions as a dendritic box, [24] or they simulate gene delivery with the dendrimer
as a nanoparticle. The latter case involves the coiling of single-stranded DNA
around a dendrimer [25,26] or the adhesion of dendrimers to double-stranded RNA
(short interfering RNA, siRNA) [27–30] and DNA. [30–33] As the many negatively
charged phosphate groups of RNA and DNA interact with the many positively
charged amines of e.g., PAMAM and PPI dendrimers, this can be regarded as a
multivalent complex where the dendrimers act as multivalent guests to the RNA
or DNA host. In fact, simulations show that the generation of the dendrimers
involved determines to a great extent the nature of the adhesion. Low generation
dendrimers are flexible and dynamic, as seen in Chapter 4, so they can cover
the helical siRNA reaching many phosphate groups at an entropic cost, while
rigid large generation dendrimers lack the ability to adapt to the siRNA. [29] In
contrast, we focus on how small multivalent guests bind to a stable multivalent
dendrimer scaffold. Such simulations of dendrimers with many small multivalent
guests are novel. Moreover, this dendrimer–guest system provides a nice platform
to investigate the multivalency effect on a small spherical object containing an
abundance of receptors.

In the next section we describe the CG models of PPIUA and primary and multiva-
lent guests, as well as the simulation arrangements. This is followed by simulation
results of macromolecular structure formation through self-assembly of patchy
nanoparticles. Subsequently, we use the high temporal and spatial resolution of
MD simulations to zoom in on the binding sites to uncover the ligand–receptor
binding details. Next, we investigate the effect of multivalency by checking the
concentration-dependent binding strength, the effective concentration of binding
sites, and how the length of the spacer connecting the headgroups impacts binding.
Finally, we show the benefit of multivalency through a competition between mono-
and tetravalent guests.

6.2 Model

6.2.1 Atomistic assemblies

First, we demonstrate an application of fully atomistic MD simulations, namely
as a way to determine how many dendrimers are present in spherical host–guest
assemblies formed in water. [10] These aggregates were observed, using cryo-TEM
imaging (Figure 6.2a) and dynamic light scattering analyses, to mostly have a
hydrodynamic radius (RH) of 4.1± 0.45 nm. [10] To this end we have constructed
assemblies ranging from 1 to 6 dendrimers, coated them with 32 primary guests
per dendrimer, and simulated them for 1 ns in vacuo (Figure 6.2b) (for simulation
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Figure 6.2: Determining the average radius of host–guest assemblies. (a) A cryo-TEM
image with mostly complexes of ∼4 nm in radius from a guest concentration of
1.23× 10−2 mol/L and guest-to-host ratio of 32, reproduced with permission from
Hermans et al., [10] © 2020 ACS. (b) Snapshot of an atomistic simulation of a complex
of 3 dendrimers with 96 guests. (c) Relating radius of gyration to hydrodynamic radius.

details see Appendix 6.5.3). To obtain their hydrodynamic radii we applied an
established conversion factor for PPI to the radius of gyration (Rg, Equation 4.12),
namely RH ≈ 1.42Rg. [34] The factor correctly relates the single coated dendrimer
simulation to dynamic light scattering measurements of dendrimer–guest complexes
in chloroform. Combining these measurements, even though the solutions display
a distribution of particle sizes, the supramolecular assemblies containing three
dendrimers at the core were found to be the most abundant (Figure 6.2c).

These six pre-built assemblies in a vacuum, can be comfortably simulated with
atomistic molecular dynamics. Yet, although chemically speaking association
and dissociation of a guest to the dendrimer is fast—in chloroform equilibrium is
reached within 2.4 ms, [10] the temporal resolution of 13C NMR—it is impractical to
reproduce these events a statistically relevant number of times using fully atomistic
MD. The size and time scales required are too large to follow dynamic interactions
between host, guest, and solvent molecules in a reasonable amount of time. To
simulate the dynamic host–guest complexation and complex aggregation in explicit
solvent, we again use a coarse-graining scheme, wherein roughly four heavy atoms
are united to form a single particle, reducing the computational cost considerably.
Therefore we expanded the dendrimer model of Chapter 4 with primary, mono-, bi-,
and tetravalent ureido acetic acid guest molecules, as illustrated in Figure 6.1.

6.2.2 Coarse-grained parameter fitting

The coarse-grained (CG) model for the urea–adamantyl-functionalized poly(pro-
pylene imine) (PPIUA) dendrimer was previously derived as detailed in Chapter 4.
We followed the same procedures to derive a model for the multivalent ureido
acetic acid guests. In summary, first CG sites were defined, such that small groups
of atoms comprising a chemical moiety are represented by one CG particle (see
Table 6.1 and Figure 6.1). During 20 fully atomistic simulations of a tetravalent
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Table 6.1: Coarse-grained sites
Particle Approximate chemical

name
Formula Mass (u) Van der Waals

radius (Å)
A adamantyl C10H15 135.2 3.33
B isobutane C4H7 55.1 2.64
C acetic acid C2H3O2 59.0 2.41
E dimethyl ether C2H4O 44.1 2.29
M N-methylacetamide C2NH3O + 2/3CH2 65.2 2.67
N trimethylamine C3NH6 + 3/2CH2 77.2 2.66
U urea CN2H2O + 3/2CH2 79.1 2.71
W water 4H2O 72.1 2.59
Z benzene C6H2 74.1 2.75

guest in vacuum, the positions of these sites were tracked (for simulation details see
Appendix 6.5.1). Resulting distributions of bond lengths and angles between con-
nected sites were used as input in a Boltzmann inversion scheme to generate bond
and angle potentials. As our CG model uses harmonic bond and angle potentials
which lead to essentially Gaussian distributions, the atomistic distributions were
first Gaussian fitted. The fits thus form the target distributions and Boltzmann
inversions of these fits generate initial harmonic potentials. A CG simulation with
these potentials provides new distributions and the error between these and target
distributions determines a change in the potentials. This process is iterated until
the error reaches a minimum.

The expansion or collapse of a polymer depends on the quality of the solvent. In
the CG model these shapes are governed by the angles between particles. For a
generally applicable model the influence of the medium should not be ingrained
into the angle potentials but conducted via non-bonded interactions. Therefore
intrinsic angle distributions were obtained from a separate atomistic simulation
with the Lennard-Jones and electrostatic interactions switched off. As in reality,
the solvent effect will stem from non-bonded interactions with the medium. The
bond distributions were obtained from regular simulations, as in the CG model
no van der Waals interactions are calculated between directly bound atoms. The
obtained harmonic bond and angle parameters are listed in Table 6.2.

In the CG model non-bonded interactions between particles are described by
Lennard-Jones potentials parameterized phenomenologically based on their phy-
sical–chemical properties: mass, density at a certain temperature, melting point,
boiling point, and behavior in water. The mass of each particle type is the sum of
the masses of the atoms they represent (Table 6.1). Van der Waals radii and char-
acteristic Lennard-Jones energies (ε) were optimized through a series of molecular
dynamics simulations. The van der Waals radius is initially calculated from the
target density and known mass and ε follows from the target melting temperature.
Then the actual melting point is detected via heating while checking for phase
transitions, and again via cooling. The observed crystallization and melting points
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Table 6.2: Harmonic bond and angle parameters
Type Bond

length (Å)
Strength

(kJ nm−2 mol−1)
A–U 4.60 4856
B–M 3.30 397
B–U 2.90 4856
C–U 3.70 2443
E–E 3.61 4856
E–M 4.77 2061
E–U 4.67 1164
E–Z 3.19 4856
N–N 4.90 1244
N–U 5.01 409
U–Z 3.85 4856

Type Angle
(°)

Strength
(kJ rad−2 mol−1)

A–U–N 138.6 19.67
B–M–B 120.7 10.24
B–M–E 95.1 6.05
B–U–Z 166.0 19.67
C–U–E 163.7 8.16
C–U–Z 180.0 1.46
E–Z–E 180.0 0.00
E–Z–U 180.0 3.70
E–E–E 176.4 0.89
E–E–M 170.9 0.73
E–E–U 171.3 0.74
E–E–Z 180.0 1.74
M–B–M 124.7 0.81
M–B–U 101.0 1.72
N–N–N 97.0 0.66
N–N–U 82.7 0.88
U–N–U 75.1 1.13

Table 6.3: Lennard-Jones well depth in water (εij (ε∗); 1.0 ε∗ = 1.967 kJ/mol)
A B C E M N U W Z

A 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
B 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
C 1.2 1.2 1.2 3.0 1.4 1.88 1.0
E 1.0 1.2 1.0 1.2 1.2 1.0
M 1.4 1.2 1.4 1.4 1.0
N 1.0 1.4 1.4 1.0
U 2.2 1.88 1.0
W 1.88 1.0
Z 1.0

differ due to the fast temperature changes, thus their average is then taken as the
true melting point. If it differs from the target melting point the ε is augmented for
another simulated annealing round. The same strategy is applied for the boiling
point, leading to a different ε. The final ε is obtained by interpolating both points
to room temperature and rounding to a single decimal. An ultimate simulation
is performed to measure the density and optimize the van der Waals radius. The
obtained van der Waals radii are listed in Table 6.1 and the ε on the diagonal of
Table 6.3.

Interactions between different particle types are based on the physical–chemical
properties of the chemical compounds and the behavior of the compounds in
water. In water the dendrimers aggregate because of the hydrophobic adamantyl
ends. Guests are water-soluble, when bound they confer that property to the
dendrimer via their tails. To bind, their carboxylic acid ends must bind to the
amines optionally supported by mutual urea bonds. As the number of particle
types in the model increased from 4 to 9 by adding the multivalent guests, the
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number of non-bonded interaction pairs increased from 10 to 45. To keep the
model relatively simple, in addition to the previous unlike well depths (1.0 ε∗,
1.4 ε∗, 1.88 ε∗) only a weak one (1.2 ε∗) for lower strength interactions was added
to fill out the interaction table. That is except for the C N and E W interactions
as they control the host–guest and guest–water partitioning, see next section. The
more generic interactions are first specified. The hydrophobic particles isobutane
(B) and benzene (Z) are given the same treatment as adamantyl (A), namely
their interactions with all other particle types use the same value as the butane–
water hydrophobic interaction (1.0 ε∗ = 1.967 kJ/mol) in the preceding lipid model
(Chapter 2). For the water-soluble urea (U) and carboxylic acid (C) moieties the
well depth for interaction with water (W) is set to the same value as for water–water
(1.88 ε∗). For the interaction of the slightly less water-soluble trimethylamine (N)
and N-methylacetamide (M) with water, as well as their interaction with urea, an
intermediate value (1.4 ε∗) is taken. That is also the value of C U. The interaction
of dimethyl ether (E) with carboxylic acid, N-methylacetamide and urea has been
set at a modest 1.2 ε∗. Idem for N-methylacetamide with carboxylic acid and
trimethylamine. To discourage the ethylene oxide tails from bonding with the
amine base of the dendrimer, the E N interaction has also been set to 1.0 ε∗.
The chosen values are shown as the off diagonal values in Table 6.3. Finally, the
collision diameters between unlike particle types are obtained using the Lorentz
rule (σij = 1/2(σi + σj)).

6.2.3 Guest parameter fine-tuning

The percentage of primary guests bound to dendrimers at a 4.92× 10−2 mol/L
guest concentration and a guest-to-host ratio of 64 has been estimated to be
53 %. [11] This was derived from the results of 1H-DOSY NMR measurements which
yielded the diffusion coefficients of all primary guests (Dg,obs = 1.63× 10−10 m2/s),
only bound guests (approximated by the dendrimers themselves, Dg,dendrimer =
0.79× 10−10 m2/s) and only unbound guests (approximated by diluted guests with-
out dendrimers, Dg,mono = 2.64× 10−10 m2/s). Thus the observed guest diffusion
coefficient was 53 % down from the upper value of free guests to the lower value of
dendrimers, which leads to the estimation by assuming a linear relation between
diffusion coefficient and fraction bound (fb)1:

fb =
Dg,unbound −Dg,obs

Dg,unbound −Dg,bound
≈

Dg,mono −Dg,obs

Dg,mono −Dg,dendrimer
=

(2.64− 1.63)× 10−10 m2/s
(2.64− 0.79)× 10−10 m2/s

= 0.55 (6.1)

The guests in the simulation should exhibit the same equilibrium as in the ex-
periments: roughly half of guests move with the dendrimer, the other half is free.
On the one hand the guest is bound to the dendrimer via an interaction between
1Using these diffusion values gathered from the provided graph, [11] fb amounts to 0 55.
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Figure 6.3: Guest parameter fine-tuning to match 53 % observed binding. (a) Percentage
of primary guests that are observed to be bound, i.e., they move with the dendrimer.
(b) Percentage of actually bound guests.

the carboxylic acid (C) and tertiary amines (N). On the other hand the guest
is pulled into the solvent via an interaction between its ethylene oxide (E) tails
and water (W). Thus the tail–water interaction needs to be balanced with the
headgroup–dendrimer interaction to attain the preferred equilibrium, given the
guest and dendrimer concentrations from the experiment.

The parameter calibration series of simulations contain one dendrimer, 64 primary
guests, and 16 564 water particles. The guests start off evenly distributed around
the dendrimer. Each simulation begins with 45 ns of equilibration time followed by
a 27 ns production run. The carboxylic acid–tertiary amine interaction (C N) is
varied between 2.75 ε∗ and 5 ε∗ with steps of 0.25 ε∗ and the hydrophilic interaction
with the tails (E W) is varied between 1.1 ε∗ and 1.5 ε∗ with steps of 0.1 ε∗. The
effect of these 60 parameter combinations on the fraction of guests bound to the
host is shown in Figure 6.3. Here guests are categorized as bound to the dendrimer
(C within 0.70 nm of N), held at the interface (any guest particle within 0.73 nm
of any dendrimer particle), or free.

For the guests to be seen moving along with the dendrimer (Figure 6.3a), the
tail–water interaction is the dominant parameter: a small change has a large effect.
This is mainly because for every guest there are 15 tail particles interacting with
water and only a single C particle interacting with the dendrimer. To have a
large amount of actually bound guests (Figure 6.3b), it is clear that a high C N
value in conjunction with a low E W value is needed. Otherwise many of the
guests that move with the dendrimer are located at the interface. However, with a
strong binding guest it is hard to obtain a good dynamic equilibrium: there is little
exchange between the solvent and the dendrimer. This problem is exacerbated
for the simulations with multivalent guests, as those guests are expected to bind
stronger than these primary guests. Given the constraints of 50 % observed binding
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Figure 6.4: Binding events of representative mono-, bi- and tetravalent guests. Selected
are guests with a binding percentage nearest to the average binding percentage of the
simulations with 1, 2 and 4 guests. (a) Timelines of association and dissociation. The
dotted line marks the equilibration time. (b) The distance between center of mass of
the dendrimer and the guest. (c) Histogram of bond durations.

in conjunction with fast dynamics, the optimal guest parameters were found to be
C N = 3.0 ε∗ and E W = 1.2 ε∗.

These parameters lead to the dynamic binding of multivalent guests in a low guest
concentration environment shown in Figure 6.4a. The dissociation and association
events are grouped into blocks; before a dissociated guest diffuses away, it can
rebind. Likewise, the binding state correlates strongly with the guest’s average
distance from the dendrimer (Figure 6.4b). The average bond lifetimes of these
mono-, bi-, and tetravalent guests are 0.54 ns, 0.63 ns, and 0.99 ns, respectively.
It is clear that these averages are skewed by the many rapid dissociation and
association events that take place (Figure 6.4c). These guests do exhibit longer
binding lifetimes. Here the longest are 5.9 ns, 10.4 ns, and 13.6 ns, respectively.
Multivalency evidently helps increase binding lifetimes. The longest lifetimes
are found in high concentration simulations with 21.0 ns, 36.5 ns, and 62.0 ns,
respectively.

6.2.4 Coarse-grained simulation setup

Unless explicitly noted otherwise, all simulations are performed using this coarse-
grained model. The initial configuration of the simulations consist of either a
single centered dendrimer or 16 dendrimers spread over the simulation box, with
guests evenly distributed in explicit solvent. For lower concentrations guests were
randomly pruned. These simulations were performed using PumMa under constant
pressure (1 bar) and temperature (298 K) using Berendsen pressure and tempera-
ture coupling. With time steps of 24 fs, every 0.06 ns a configuration was saved for
further analysis. Further simulation details are given in Appendix 6.5.2.

In the simulations we consider a headgroup bound to the dendrimer if the carboxylic
acid particle is within 0.70 nm of a tertiary amine, a distance at which no water
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Figure 6.5: Aggregation of dendrimers and tetravalent guests. (a, b) Snapshots of the
complexes formed halfway into the simulation (after 240 ns) for the low and high guest
concentrations, respectively. Each dendrimer is colored distinctly, guests not bound
to a dendrimer are drawn thinner, and water is omitted for clarity. (c, e) Timelines
of the dendrimer aggregation for the low and high guest concentration simulations,
respectively. Each line represents an aggregate, its width proportional to the number
of incorporated dendrimers. Upon fusion of two aggregates, their lines are likewise
merged. Guests bridging aggregates leading to fusion are marked with a cross. (d)
Details showing a bridge, colored as in Figure 6.1. It is the instance marked with a
dashed circle in (e) where a link is formed 0.3 ns before the two dendrimers aggregate,
resulting in the rightmost cluster in (b). Not all bridges precede fusion; the dashed
curve linking two lines in (e) represents such a fleeting connection.

particle fits in between. Guests are deemed bound if any headgroup is bound.
Being unbound thus does not necessarily mean the guest is freely floating in the
solvent. It may still be located at the dendrimer–water interface.

6.3 Results and discussion

6.3.1 Macromolecular nanostructures

To investigate how the formation of macromolecular nanostructures through self-
assembly of dynamic patchy nanoparticles is affected by the guest concentration, we
simulate 16 dendrimers in a 2.56× 104 nm3 water box with a low guest concentra-
tion (24 tetravalent guests, 1.54× 10−3 mol/L) and with a high guest concentration
(300 tetravalent guests, 1.96× 10−2 mol/L) for 480 ns. At the start the guests are
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distributed in the solvent (details available in Appendix 6.5.2.1).

Figures 6.5a,b depict the aggregation states after 240 ns, i.e., halfway into the
simulations, for the low and high guest concentrations, respectively. In the low
concentration simulation the dendrimers form one large cluster (10 dendrimers)
and two smaller ones. In the high concentration simulation five small clusters
are present, although they look quite bulky because of the associated guests. To
investigate the aggregation as a function of time, we created clustering timelines
(Figures 6.5c,e). These show that in the initial 60 ns there is little difference
between both regimes; dendrimers coming into contact aggregate swiftly and the
guests have not yet coated them. The subsequent 140 ns, aggregation is rare for the
high concentration simulation, while it continues apace in the low concentration
simulation. Eventually aggregation slows down because it takes time for the larger
clusters to come into contact. At low guest concentration aggregation proceeds at
approximately the same rate as in a control simulation without guests, showing
that the guests are unable to impede aggregation. While aggregation is slower
for the high guest concentration simulation, the outcome after 480 ns is similar
for both simulations: two spherical assemblies, one containing the majority of the
dendrimers and the other containing the rest.

The hypothesis put forward with the cryo-TEM experiments [11] that different
guest concentrations lead to different aggregate structures via altered hydrophobic
patches—e.g., two hydrophobic patches per dendrimer make for a dendrimer string
while more patches build a network—could not be verified with these simulations
as the high guest concentration simulation ultimately resulted in similar globular
clusters as in the low guest concentration simulation. Rather, these clusters evoke
an alternative experimentally observed result, namely, the globular trapped core
structures [10,11] that were formed at a primary guest-to-host ratio of 32 irrespective
of the guest concentration. Because of their dynamic nature, the guests are so
mobile that while they do hinder aggregation some of the time, at other moments
they leave parts of the dendrimer exposed. Once dendrimers come into contact at
these hydrophobic patches, the guests simply continue to move out of their way,
further increasing the binding surface. As the guests do not separate previously
aggregated dendrimers, eventually the clusters become spherical as the guests do
not impose otherwise.

An interesting side effect of the tetravalent guests is their ability to bind to multiple
dendrimers, effectively keeping otherwise separate dendrimer–guest complexes near
(Figure 6.5d). Multiple times, such a bridge formation precedes actual aggregation,
reminiscent of the way a splayed lipid bridges the watery divide between vesicles
at the onset of their fusion (Section 2.3.1.2). Other times, the dendrimers sepa-
rate despite the bridge, bringing to mind the kiss-and-say-goodbye mechanism of
micelles in solution. [35] A similar bridging effect was exploited to create transient
networks between dendrimers in chloroform by means of long linear chains with
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a) b)

Figure 6.6: Self-assembly with a high dendrimer concentration (125 dendrimers). Both
snapshot are taken after a 240 ns simulation. (a) A stable macromolecular network with
fibers of single dendrimers (2500 tetravalent guests). (b) A coalesced box-spanning
network with massive strands. (625 tetravalent guests).

headgroups at both ends. [36]

Note that even though the guest concentration 1.96× 10−2 mol/L lies in the range
tried in the cryo-TEM experiments [11] (i.e., 0.31× 10−2 to 4.92× 10−2 mol/L),
there the (primary) guest-to-host ratio remained at 64, whereas here it differs
per simulation. This is due to a restriction of methodology: they keep doubling
the water content, here the simulation box size is kept constant. Furthermore, in
the experiment the complexes become more connected upon dilution, from linear
structures to densely branched networks. This is impossible to reproduce in a sim-
ulation as a box with the correct number of host and guest particles corresponding
to the overall concentration does not contain the mass to form such a structure.
E.g., 2.49× 10−2 mol/L should produce a branched network but contains, given
our box size, 384 guests and only 6 dendrimers. Therefore, two extra simulations
with 125 dendrimers and 5 and 20 guests per dendrimer (3.68× 10−2 mol/L and
16.60× 10−2 mol/L) were also performed. These do indeed produce box-spanning
nanostructures. Namely with 2500 tetravalent guests a stable macromolecular
network is formed where the dendrimers form single strands (Figure 6.6a), while
with 625 guests they aggregate into a solid network (Figure 6.6b), which may well
turn into a single layer eventually. Again the guest concentration determines the
shape of the dendrimer complex by controlling aggregation.

6.3.2 Guest binding details

Having demonstrated the solubility effect the bound guests have on the dendrimers,
we now take a closer look at how they are bound using simulations with a single
dendrimer in a 3007 nm3 water box and 8 guests lasting 960 ns or 96 guests lasting
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480 ns (simulation details are available in Appendix 6.5.2.2).

Figure 6.7b shows a cross-section of a dendrimer with a bound monovalent guest.
Originally, the dendrimers were conceived to have discrete receptors acting as
pincers: [37–39] The ends bifurcate at a tertiary amine, which is flanked by two
ureas each capped by an adamantyl moiety. The guest headgroup was envisioned
to bind to the amine with its carboxylic acid end in an acid–base electrostatic
interaction, its urea would form hydrogen bonds with both ureas of the pincer, and
the benzene ring would be matched by the adamantyl groups for a hydrophobic
interaction. In practice any of these interactions may be present, but not all
in the same pincer, as the headgroup is too large to fit. [40] Examples of typical
interactions are depicted in the schematic of Figure 6.7a. In accordance with the
schematic, in the CG simulations binding is more intricate than the pincer ideal
suggests. The important host–guest interactions are present, just not limited to
groups of one bifurcated branch. Additionally, the ethylene oxide tails are shown
to project into the surrounding water.

To compare the binding under different guest conditions, radial monomer density
profiles (gm(r), Equation 4.25) were created that depict the monomer density as
a function of the distance from the dendrimer’s center of mass. The difference
between bound mono-, bi-, and tetravalent guests was studied in a simulation
with 8 guests present (Figure 6.7c). The dendrimer is unaffected by the change
in guest valency. As only bound guests are taken into account in the profiles,
the differences for the headgroups (C, U) beyond the dendrimer’s periphery stem
from additional unbound headgroups. All guests’ carboxylic acid ends manage to
penetrate toward the center of the dendrimer, followed by the urea particle. The
hub (U, Z) represents the part where the tails originate. It is located near the
periphery, although for the tetravalent guests it is shifted away from the center
because of its larger connecting part (B, M).

Subsequently, the effect of saturation of a dendrimer with monovalent guests was
investigated by adding an excess of 96 guests (Figure 6.7d). This leads the den-
drimer to become swollen, while the adamantyl (A) distribution shifts from the
center toward the perimeter with less back-folding ends on account of the first
three generational branches being straighter. Whenever possible, the headgroups
are forced a little toward the center of the dendrimer while the tails (Z, E) stick
out into the solution. Thus, to accommodate more bound guests, each guest loses
some freedom of movement and becomes more stretched.

6.3.3 Multivalent guest concentrations

To investigate the degree of guest binding as a function of the concentration, we
performed additional simulations of the single dendrimer with numbers of guests
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Figure 6.7: Binding of the guests to a dendrimer host. (a) Schematic of the predominant
interaction modes of a PPIUA dendrimer with primary ureido acetic acid guests adapted
from Chang et al. [40] (b) A cross-sectional view of a simulated dendrimer with bound
monovalent guest, colored as in Figure 6.1. (c) Radial monomer density profiles of
a dendrimer with 8 mono-, bi-, or tetravalent guests. (d) Radial monomer density
profiles of a dendrimer with 8 or 96 monovalent guests. In the density profiles only
bound guests are considered. Guest curves are scaled to match the height of the curves
from the 8 monovalent guests simulation to emphasize shape differences.

varying between 1 and 96, where the simulations up to 8 guests lasted for 960 ns
and those with more than 8 guests 480 ns. The average percentage of guests bound
in these simulations, which characterizes the guest’s binding strength, is shown in
Figure 6.8a.

With few guests present, there clearly is increased binding achieved by multivalency.
As the inset in Figure 6.8a shows, at low guest concentrations the bivalent guest
binds 1.7 times as much as a monovalent one, and the tetravalent guest binds 3.3
times as much. Viewed another way, the two headgroups of the bivalent guest
contribute 85 % of the binding strength of the monovalent headgroup each and each
of the tetravalent headgroups provides 82 %. However, the benefit of multivalency
is highly concentration-dependent. The graph shows that with increasing guest
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concentrations the difference in binding percentage diminishes. At 80 guests present
(4.6× 10−2 mol/L), only 15 % is bound independent of their valency.

An alternative perspective is that by tying headgroups together their binding
incidence is increased. A tethering effect increases headgroup binding as when one
is bound the others are also near a binding site. Figure 6.8b shows that the number
of headgroups bound as a function of the total number of headgroups present is
rather independent of guest valency. Only at low guest numbers (< 32 guests)
more than 4 times as many tetravalent headgroups are bound than monovalent
headgroups. The bivalent guests are worse off with a cutoff at fewer than 8 guests.
Thus, from the perspective of a headgroup, when other headgroups are attached its
relative binding performance improves only at low guest concentrations. At higher
guest concentrations the competition for the binding sites by headgroups from free
guests suffices to overcome the adjacency advantage of the tethered headgroups.
In fact, surrounding the dendrimer, the concentration of tethered headgroups is
indeed larger than the concentration of headgroups of free tetravalent guests in
the simulations of up to 32 guests.

When a receptor changes binding affinity upon binding of a ligand, it is called
cooperative binding. A well-known example is the positive cooperative binding
of oxygen to hemoglobin. Upon binding of one oxygen molecule the three other
binding sites become more accessible. [41] Though the dendrimer is not specifically
designed to exhibit cooperative binding in this manner, we investigated its presence
using the Hill equation [42]

θ = 1(
G50
[G]

)n
+ 1

(6.2)

which describes the fraction of occupied binding sites (θ) as a function of the
guest concentration ([G]) where G50 is the guest concentration producing half
occupation. The Hill coefficient (n) varies with the kind of cooperativity, i.e.,
positively (n > 1) or negatively cooperative (n < 1). The tetravalent headgroup
data are nicely fit with n = 1 (Figure 6.8b), i.e., assuming completely independent
binding, confirming the noncooperativity. The dendrimer’s affinity for headgroups
thus does not measurably change upon binding of headgroups.

Finally, the stacked area graphs in Figures 6.8c,d show the binding stoichiometry,
i.e., the number of headgroups responsible for the binding of the guests. Most of
the bound guests are only held by a single headgroup. In the case of the bivalent
guests, roughly 72 % of the bound guests are bound by a single headgroup only.
The tetravalent guests are more frequently bound by multiple headgroups. Yet the
fraction bound with all four headgroups is almost negligible, and still approximately
half are bound by a single one.

The figures all indicate that with increased guest concentration the returns for guest
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Figure 6.8: Guest concentration-dependent host–guest binding. (a) Percentage of guests
bound as a function of the guest concentration. Error bars indicate the variability
throughout the simulation by showing the standard deviation around the mean. The
bar plot inset shows the weighted average of the three lowest guest concentrations.
(b) Number of headgroups bound as a function of the number of headgroups present,
including a Hill equation fit to the tetravalent data for noncooperative binding with
32 binding sites. (c, d) Reiteration of (a) with the curves split into stacked areas
indicating the number of headgroups bound for the bivalent and tetravalent guests,
respectively. Background illustrations are snapshots of a dendrimer with guests colored
according to the number of headgroups bound; headgroups darkened for clarity.

binding diminish. This raises the question how many headgroups the dendrimer
can accommodate before it is saturated. The fifth-generation PPIUA dendrimer
has 32 pincers, but the actual binding sites are ill-defined. In a series of reference
simulations with very strong binding guests (C N = 5 ε∗, E W = 1.3 ε∗) in systems
with up to 32 headgroups all headgroups were bound all the time regardless of
guest valency. Moreover, with 64 tetravalent guests on average 58 headgroups were
bound, demonstrating that there are no steric reasons for having fewer than 32
headgroups bound.
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Collectively, these results show that although the dendrimer–guest binding is non-
cooperative, at low guest concentrations the guest binding does increase with guest
valency and that although the dendrimer provides plenty of space for headgroups,
most multivalent guests leave part of their headgroups unbound.

6.3.4 Effective concentration

In the previous section we observed that when bivalent guests are bound to the
dendrimer, frequently one headgroup has not found a binding site. We now further
examine how such a pair of headgroups connected by a flexible linker fares. In
particular, we analyze the distances between the headgroups, differentiating cases
where both headgroups are free, one is bound, or both are bound (Figure 6.9b). The
end-to-end headgroup distributions from all bivalent guest simulations combined
(2 401 851 samples) are shown in Figure 6.9a.

The unbound guests display a wide ranging end-to-end distribution, from head-
groups touching to totally spread apart, with an average end-to-end distance of
1.7 nm. To further validate the free guest behavior, we compare the CG simula-
tions with a separate 20 ns fully atomistic simulation of a solvated bivalent guest
(simulation details in Appendix 6.5.4) and with the freely jointed ideal chain [43,44]

model. According to this model, which considers a polymer chain sufficiently long
to be characterized as a random walk of N segments of length l, the distribution
of the end-to-end distances (r) is given by

P (r) = 4π r2
(

3
2πNl2

) 3
2

e−
3 r2

2Nl2 , (6.3)

with an average end-to-end distance of
√
Nl2. The atomistic simulation’s distribu-

tion consisting of 20 000 samples of the distance between carboxylic acid ends is
obviously not as smooth. The observed mismatch with the ideal chain distribution
stems from the guest’s chain being too short (34 bonds between ends) to warrant
the model’s usage. Such mismatch was earlier shown for alkane chains of 43 bonds,
while it vanished with 99 bonds. [45] Also, due to excluded volume effects, the CG
ends cannot come nearer than 0.4 nm. Nevertheless, comparing the CG free guests
with their atomistic counterpart shows their end-to-end distributions breadth to be
quite similar. The agreement with the ideal chain model underlines that, despite
the presence of other guests and the dendrimer, the headgroups of the free bivalent
guest actually experience free movement in the solvent. The chains consisting
of headgroups, spacers, and connectors are flexible and sufficiently water-soluble.
Remarkably, when the guests are fully bound, their headgroups are usually quite
close together. Even though the guests are flexible and can span sites 3 nm apart,
the majority of the headgroups end up bound near each other. The first peak, for
end-groups in direct contact, contains 21 % of the fully bound guests. Only 4 %
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Figure 6.9: Connected headgroup pairs. (a) Normalized distributions of the CG
headgroup–headgroup distances of the bivalent guests categorized by the number of
headgroups bound. Also present are atomistic simulation and ideal chain model dis-
tributions of the free guest. The model is fitted to the average end-to-end distance
(1.7 nm, dashed line) of the CG simulations. (b) A snapshot of a dendrimer with 3 biva-
lent guests illustrating the different binding states colored as in (a). Arrows highlight
the headgroup–headgroup distances. (c) Normalized distributions of the end-to-end
distances comparing the tetravalent to the bivalent guests. (d) The number of tertiary
amines (right y-axis) found within a sphere centered at the anchoring headgroup of
a semibound guest with the end-to-end distance as its radius, and the concentration
(Ceff,max, left y-axis) of tertiary amines within said sphere.

are found further than 1.7 nm apart. Conversely, for the semibound guests the
distribution is shifted to the right as free ends coming near a bound end have a
tendency to become bound themselves. Finally, despite that the tetravalent guest
effectively has six headgroup pairs, and that these are correlated, their end-to-end
distributions shown in Figure 6.9c are remarkably similar to the bivalent ones. In
fact, the bound–bound results are almost the same, only the tail is 10 % wider and
the peaks are diminished accordingly. The bound–unbound and unbound–unbound
distributions are flattened in the same way, as their reach is 20 % larger due to
the extra bifurcating part of the molecule which elongates the connecting chains
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in four of the six pairs.

When one headgroup of a multivalent guest is bound to a host with multiple binding
sites, the binding chance of the unbound headgroups depends on the number of
unoccupied binding sites within reach. This quantity, used in certain binding
models, is known as the effective concentration: [46]

Ceff,max = nH(L)
NAV (L) (6.4)

with the number of accessible host sites (nH) found in the volume (V ) that can
be probed by a headgroup tethered with a linker of length L, and NA is Avo-
gadro’s number. The ‘max’ subscript denotes occupied host sites are also deemed
available.

In the simulations, we can directly derive the instantaneous effective concentration
by observing the distance between bound and unbound ends and counting the
number of host sites that lie within the sphere originating at the bound end with
that distance as its radius. Then Ceff,max is the concentration of tertiary amines
within the volume enclosed by that sphere. From Figure 6.9d it is clear that as
the bivalent guest’s total chain length is larger than 3 nm, when one end is bound,
in principle the whole dendrimer is within reach of the free end. Thus, while the
tetravalent guest has a 20 % larger reach it attains the same number of reachable
sites and the Ceff,max is similar, except at small distances where irregularities are
magnified. Precisely because there the concentration of possible binding sites
is large, few data points are available for semibound distances that small. Our
calculated Ceff,max is high in comparison with literature values of other systems
(e.g., 0.8 mol/L [46]). This is mainly due to the flexible and open nature of the
receptor (Figure 6.7): it is not just a surface layer of binding sites, instead there is
a large assembly of binding sites in the dendrimer interior that are all accessible.
Additionally, the accessibility of the binding sites is overestimated as it is unlikely
that sites on the far side of the dendrimer are actually preferred over nearby sites.

6.3.5 Alternative spacer length

To investigate the effect of the headgroup–headgroup chain length on the binding
of the multivalent guests, elongated bivalent guests were created with five instead
of two ethylene oxide spacer moieties (Figure 6.1e). The molecule’s total chain
length was thus increased from 4.0 to 6.2 nm. This elongated guest was simulated
at various concentrations together with a single dendrimer, following the same
procedure as the regular bivalent guest simulations of Section 6.3.3 (simulation
details in Appendix 6.5.2.2).

As shown in Figure 6.10a, the elongated spacers increase the binding by fifty
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Figure 6.10: Elongated bivalent guests. (a) Percentage of elongated (l = 5) and regular
(l = 2) bivalent guests bound as a function of the guest concentration. (b) Percentage
bound shown in a stacked area graph. (c) Radial monomer density profiles of a den-
drimer with 8 elongated and regular bivalent guests. In the density profiles only bound
guests are considered. Guest curves are scaled to match the height of the curves from
the regular bivalent guest simulation to emphasize shape differences. (d) Normalized
end-to-end distance distributions of the elongated bivalent guests categorized by the
number of headgroups bound. The average free end-to-end distance (dashed line) is
2.1 nm.

percent. A first hypothesis for this enhanced binding is that because the chain
is longer, each headgroup may find an optimal binding site without having to
reckon with the headgroup at the other end. If the elongated guest is better in this
regard, then one would expect that it has the higher percentage of doubly bound
guests, because each headgroup is held longer. Comparing Figures 6.8c and 6.10b
this proves not the case. Quite the contrary: whereas 28 % of the regular bound
guests was fully bound, this is true for only 17 % of the bound elongated ones.
In simulations with up to 16 guests, the absolute number of fully bound guests
are approximately the same. At higher concentrations the regular guest is more
fully bound. Examining the radial monomer densities (gm(r), Equation 4.25) of
the 8 regular and elongated guests with a single dendrimer (Figure 6.10c) shows
the elongated guest’s headgroup particles (C, U) to be similarly distributed as in
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Figure 6.7c, indicating no physical change in binding. As expected the rest of the
molecule is situated further from the dendrimer center of mass.

An alternative hypothesis for increased binding is that because the end-to-end
distance is longer, more of the dendrimer is within reach once the first headgroup
is bound. While the premise is true, it does not lead to increased binding. As
we have seen in the previous section, the longer tether also probes more of the
environment, thus it rather lowers the effective concentration. Moreover the regular
bivalent guest is already sufficiently long to theoretically span the whole dendrimer.
All amines lie within 3 nm from a binding site (Figure 6.9d) while the bivalent
guest can extend a bit further (Figure 6.9a). Besides, Figure 6.10d shows that
despite the longer spacer, the bound headgroups still prefer to bind close together.
Although in theory the most effective bivalent guest exactly fits two binding sites
without a longer than necessary spacer and is rigid rather than flexible, as the
excess chain only adds more unfavorable conformations and thus increases the
entropic cost of association, [1] several experimental studies on multivalent binding
involving functional guests connected by long flexible spacers [2,47,48] have also
shown that in practice these entropic concerns are not insurmountable.

Ultimately, larger guests are simply more likely to encounter the dendrimer. Even
though the headgroup concentration for both guest variants is the same, the guests
consist of more than the parts that prefer to bind to the binding sites. The other
parts do come into contact with the dendrimer and cause the guest to linger there
through aspecific interactions because their solubility is not absolute. The extended
spacers increase the average end-to-end distance between headgroups of the free
guests from 1.7 to 2.1 nm (Figures 6.9a and 6.10d), increasing their chance to
encounter the dendrimer and remain there. These results also confirm the picture
Weber et al. [49] painted using a Markov chain Monte Carlo model of weak binding
ligands attached with flexible spacers to a slow moving particle: The complex is
strong because dissociated ligands can rebind before the particle diffuses away.
The lingering effect is also visible in Figure 6.5b, where many unbound, line-drawn,
tetravalent guests are free in solution but roughly equal as many are in the vicinity
of the dendrimers. In conclusion, the spacer contributes more to the guest than
just additional length.

6.3.6 Competition between guest types

The observed host–guest systems exhibit striking differences in binding strength at
low guest concentrations (<0.01 mol/L), but at high concentrations (>0.04 mol/L)
the percentage bound drops to 14 % for all multivalent types (see Figure 6.8a).
This should not suggest that there is no difference in binding strength between
the guest types at these concentrations, but rather that the binding sites begin
to fail to optimally accommodate the larger number of guests. To investigate
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Figure 6.11: Competition between mono- and tetravalent guests binding to a dendrimer.
(a) Percentage of monovalent and tetravalent guests bound to the dendrimer as a
function of time for two simulations; one starting with 20 monovalent guests bound
to the dendrimer and 20 tetravalent guests dispersed in the surrounding solvent, the
other vice versa. Average bound percentages are shown as dashed lines (13.3 % and
34.2 %). For clarity the curves are smoothed with a 3 ns moving average window. (b)
Snapshot from the simulation that started with 20 bound monovalent guests featuring
a dendrimer with the average number of monovalent (3) and tetravalent (7) guests
bound (479.2 ns). (c) Competition shown as percentage of guests bound as a function
of the guest concentration, averaged from two starting simulations for each data point.
The unmixed values are from Figure 6.8a.

whether tetravalent guests continue to bind better than monovalent guests at high
concentrations, we let them compete for binding space on the dendrimer.

For this experiment, simulations were performed of a single dendrimer with equal
numbers of mono- and tetravalent guests in explicit water. For each guest concen-
tration two simulations were performed: one starting with the dendrimer covered
in monovalent guests and the tetravalent guests randomly distributed through
the solvent and another with the guest types swapped (for simulation details see
Appendix 6.5.2.3). These disparate starting positions were chosen to test the ade-
quacy of our equilibration time, for if these disparate simulations produce similar
binding percentages, then any random starting distribution will as well.

In the simulations the guests switch between the bound and unbound states,
establishing a new equilibrium with a new ratio of tetravalent and monovalent
guests bound to the dendrimer. Figure 6.11a shows the percentages of bound
monovalent and tetravalent guests for both simulations with 20 guests of each type
as a function of time. For each guest type the average bound percentage converges
to a single value within the standard equilibration time of 90 ns, demonstrating the
latter is sufficiently long. On average 2.65 monovalent and 6.85 tetravalent guests
are bound to the dendrimer. Tetravalent guests thus indeed also bind better at
high concentration. Figure 6.11b provides an impression of such an average.

Comparing the previous unmixed simulations with simulations containing a range
of competing guests (2, 5, 10, 20, 30, and 40 each; Figure 6.11c) shows there is
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little difference at low guest numbers. As an abundance of binding sites is available,
both guest types can work independently of each other, thus yielding fractions of
guests bound similar to the unmixed simulations. However, when the availability
of binding sites becomes an issue, the stronger binding tetravalent guest has a clear
advantage over the monovalent guest and does bind relatively more.

The strong binding of multivalent guests is confirmed by competition experiments
of trivalent vancomycin hosts and d-alanine-d-alanine guests in trivalent and
monovalent variants. [50] The trivalent–trivalent host–guest complex is very stable
with an estimated half-life of 200 days. [2] Only by adding over 3900 monovalent
dAdA guests for every trivalent one the equilibrium could be shifted so that just
60 % of the complex remained within 45 min.

6.4 Conclusion
To investigate multivalent dendritic host–guest interactions as well as the aggre-
gation of their complexes into macromolecular nanostructures, we expanded our
coarse-grained urea–adamantyl-terminated poly(propylene imine) dendrimer model
to include multivalent ureido acetic acid guests. The host–guest interactions were
calibrated to experimental values.

The first investigation involved the formation of macromolecular nanostructures
through aggregation of the host–guest complexes. As the non-covalently bound
guests lend their solubility to the otherwise hydrophobic dendrimers, these com-
plexes serve as dynamic patchy nanoparticles. Hereby the guest concentration
determines the coverage into hydrophilic and hydrophobic domains and in turn the
self-assembly. The first simulation set, comprised of 16 fifth-generation dendrimers
with tetravalent guests at a 1.5- or 19-fold guest-to-host ratio, corroborated that
the presence of more guests slows down dendrimer self-assembly. However, the
continual dissociation and association of guests ultimately resulted in spherical ag-
gregates independent of the host–guest ratio. Moreover, these simulations showed
that the multivalent guests not only solubilize dendrimer aggregates but may also
keep separate aggregates close together by establishing a bridge between them.
These simulation boxes did not contain the mass needed to form network struc-
tures. A second set of simulations having considerably more dendrimers, namely
125 dendrimers and a 5- or 20-fold guest-to-host ratio, did result in box-spanning
branched networks. Here the guest concentration did determine the specifics of
the nanostructure shape, low coverage resulted in a few massive branches and high
coverage in many thin strands.

The other simulations concern a single dendrimer with a range of guest concentra-
tions. The way guests’ headgroups are physically bound to the dendrimer is the
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same for the mono-, bi-, and tetravalent guests: the receptor does not conform to
the pincer ideal; rather, the carboxylic acid–tertiary amine and urea–urea inter-
actions readily occur with different branches of the dendrimer. When an excess
of monovalent guests is present, the guests become stretched to accommodate
additional guests.

At low guest concentrations, the multivalency effect is clear: tetravalent guests
bind relatively more than bivalent ones, which in turn bind more than monovalent
ones. Headgroups united into multivalent guests are bound more often, as when
the first is bound, the others are also near binding sites. This adjacency advantage
diminishes with higher guest concentrations: with over 32 guests in the simulation
box, the concentration of unbound guests’ headgroups surrounding the dendrimer
exceeds the concentration of tethered headgroups. Indeed, only 28 % of the bivalent
guests are fully bound and tetravalent guests rarely have all four headgroups bound,
yet approximately half are bound by multiple headgroups. Despite the abundance
of binding sites, these headgroups tend to bind in close proximity: only 4 % are
bound further apart than the free guest’s average end-to-end distance.

Using the semibound guests, we measured the effective concentration; i.e., the
concentration of accessible host sites in the volume that can be probed by the
tethered headgroups. The simulations reinforce that while these multivalent guests’
chains are long enough to reach all the dendrimer’s tertiary amines, for the highest
Ceff,max the end-to-end distance should be small. Nevertheless, elongation of the
chain by 55 % enhances guest binding, as it raises the chance for free guests to
encounter the dendrimer and increases lingering of dissociated headgroups in the
periphery, thus promoting rebinding.

At high guest concentrations the dendrimer becomes saturated with bound head-
groups regardless of the guest valency, thus diminishing the effect of multivalency.
Yet, when the monovalent and tetravalent guests are put in direct competition
for binding sites, the multivalent guests displace the monovalent guests from the
dendrimer, thus reaffirming the increased binding power provided by multivalency
also at high concentration.

In the current model, for computational efficiency, electrostatic and van der Waals
interactions were integrated into the Lennard-Jones potentials. Other coarse-
graining strategies apply electrostatic interactions with a similar short-range cut-
off [51] or even apply long-range electrostatics with particle mesh Ewald summa-
tion. [52] Given the importance of the acid–base interactions for host–guest binding
it could be advantageous to treat the Coulombic interactions in more detail in
future work.

This study illustrates how computer simulations aid in the design of functional
multivalent host–guest systems. All together, the results show the enhancing effect
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of multivalency on guest binding over a full concentration range. Although these
coarse-grained molecular dynamics simulations focused on a specific dendrimer with
compatible multivalent guests, we expect these findings to be generally applicable
to other multivalent host–guest systems, dendritic or otherwise.

6.5 Appendix

6.5.1 Modeling: Tetravalent ureido acetic acid guest

An atomistic model of a tetravalent ureido acetic acid guest was created to provide
a template for the coarse-grained model. Just like the in the dendrimer case (Chap-
ter 4), the initial configuration was constructed, minimized and finally converted
to PumMa input files using MOE, [53] X-PLOR 3.851, [54] psfgen [55] and in-house-
developed software. Any missing parameters were estimated using chemically
similar structures from CHARMM27 parameters. These files were then converted
to PumMa input files. The partial atomic charges are shown in Figure 6.12.

To provide sufficient bond and angle distribution samples 20 simulations with
different initial velocities were performed. Each production simulation lasted for
1 million time steps of 1 fs. The guest was simulated in vacuo at a tempera-
ture of (307 K). Every 1000 steps, the linear and angular momenta were set to
zero. The production run was performed once with and once without non-bonded
interactions.

6.5.2 Measurements: Coarse-grained simulation parameters

The coarse-grained simulations all follow the same procedure. First the simulation
box is filled with the required number of dendrimers (1 or 16) in an extended
configuration and a multitude of guests. At this point all molecules are evenly
distributed over the box. Then randomly selected excess guests are converted to
water so the correct number remains. After filling the empty space with water, the
box is energy minimized for a number of steps to reduce steric overlap.

The simulations differ in total length, but otherwise the input parameters are
the same. The time steps are 24 fs and every 0.06 ns a state is saved for further
analysis. The simulations cover at least 480 ns of which the first 90 ns is equilibra-
tion and the rest is production run. The simulations are performed in an NPT
ensemble, with constant pressure (1 bar) and constant temperature (298 K). The
pressure and temperature are scaled using Berendsen’s method, with temperature
coupling constant 0.005 and pressure coupling constant 0.000 05. The pressure and
temperature are rescaled every 2.4 ps.
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Figure 6.12: Tetravalent guest with highlighted residues with partial atomic charges.
Oxygen is red, nitrogen is blue, carbon is cyan and hydrogen is white. Overall the
guest is neutral.

6.5.2.1 Macromolecular nanostructures

Initially the 16 dendrimers were placed at equal distance in a body-centered cubic
formation. Energy minimization was done for 1000 steps. The total simulation
time is 480 ns for the 16 dendrimer simulations and 240 ns for the 125 dendrimer
simulations. Further details are listed in Table 6.4.

Table 6.4: Macromolecular nanostructures
Dendrimers Guests Water

particles
Average volume

(nm3)
Guest concentration

(mol/L)
16 24 207 470 25 843.1 0.15× 10−2

16 300 195 878 25 373.8 1.96× 10−2

125 625 183 182 28 231.0 3.68× 10−2

125 2500 104 432 25 018.9 16.60× 10−2

6.5.2.2 Multivalent guest concentrations and alternative spacer length

These simulations start with a single dendrimer surrounded by 1, 2, 4, 8, 16, 32,
48, 64, 80, or 96 guests of one type (0.05× 10−2 to 5.61× 10−2 mol/L). Energy
minimization was done for 500 steps. As simulations of fewer guests require more
time for sufficient data, they are twice as long. Namely, 1–8 guests: 960 ns and
16–96 guests: 480 ns. The number of water particles ranges from 20 372 in the 96
tetravalent guest simulation to 24 751 in the 1 monovalent guest simulation. On
average the system volume is 3007 nm3. The radial monomer density graphs for
guest binding details (Section 6.3.2) are taken from the simulations with 8 or 96
guests.
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6.5.2.3 Competition

In this series of simulations we observe how competition for binding space on a
single dendrimer is resolved between monovalent and tetravalent guests. Guests
are present in equal amounts, namely, 2, 5, 10, 20, 30, and 40 each. For every com-
bination two simulations were performed. One starting with the dendrimer covered
in monovalent guests and the tetravalent guests randomly placed in the solvent.
Another with the guest types reversed. The bound starting complexes were lifted
from the states with the most bound guests of the previous ‘Guest Concentrations’
simulations with 96 monovalent guests or 64 tetravalent guests, supplemented with
unbound guests in contact with the dendrimer for the simulations with 30 and 40
guests. In particular, step 4 142 500 with 21 bound monovalent guests and step
10 340 000 with 20 bound tetravalent guests.

The complexes combined with the distributed free guests were first minimized for
500 steps. The simulation parameters are the same as for the guest concentration
simulations, with the following simulation lengths: 960 ns for 4–20 guests and
480 ns for 40–80 guests.

To test the impact of the starting conditions, we performed additional simulations
starting with randomized positions of 10, 40, and 80 guests. These give congruent
results.

6.5.3 Measurements: Atomistic aggregate simulations

Using NAMD 2.6 [56] (CHARMM27 [57] parameters), molecular dynamics simula-
tions were performed on aggregates of 1 to 6 dendrimers. The aggregates were
complexed with 32 primary ureido acetic acid guests per dendrimer. The com-
plexes were simulated for 1 ns using 1 fs time steps, and atom coordinates and
velocities were sampled every 5 ps, of which the second half was used for radius
calculations.

For these simulations we use the same dendrimer and one of the guest molecules
(i.e., the primary guest) and setup as Chang et al. [40] used to investigate various
single dendrimer host–guest complexes. Molecules were generated using SYBYL
6.9 [58] and in-house-developed software, and then minimized and converted into
appropriate input files for NAMD with the aid of psfgen. [56] Any missing pa-
rameters were estimated using chemically similar structures in the CHARMM27
parameters.

Initial structures of dendrimer clusters without guests were generated in short 75 ps
pre-simulations from extended dendrimer structures uniformly distributed on the
surface of a small sphere. Then, guest molecules were similarly distributed over
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Figure 6.13: Partial atomic charges without (normal) and with polarization.

multiple layers, enclosing the dendrimer complex. Each layer was placed 2.25 nm
further outward, and the number of guests per layer was scaled with the surface
area of each layer. To aid the complexation process, the temperature was kept
constant at 500 K to yield an internally mobile dendrimer structure and allow
penetration of the dendrimer periphery by the guest molecules. To encourage a
uniformly distributed occupation of the dendrimer cluster, the linear momentum
of guest molecules was initially directed toward the cluster center. These dispersed
structures quickly collapse to form a single more compact structure as favorable
van der Waals interactions and hydrogen bonds are formed between different parts
of the complex.

The dendrimers and their complexes were simulated in vacuo using a relative
dielectric constant of 1. The van der Waals interactions were smoothly cut off at
a distance of 12Å using a switching function starting at a distance of 10Å. The
electrostatic interactions were also cut off at a distance of 12Å, however, a shifting
function was used in this case. A neighbor list, used for calculating the non-bonded
interactions, was kept at 14Å and updated every five steps. 1–2 and 1–3 bonded
atoms were excluded from the non-bonded interaction calculations, while for 1–
4 bonded atoms special van der Waals parameters were used (as stated in the
CHARMM27 parameter file) in combination with full electrostatic interactions.

One key feature of the dendrimer–guest complexes is the ability of the ureido
acetic acid guests to protonate the tertiary amines of the dendrimers in an aqueous
environment. In vacuo, however, proton transfer only occurs between strong acids
and strong bases. Since in our case proton transfer is not very likely, [59] we have
chosen to model the acid–base reaction by means of a strong hydrogen bond (acid–
base interaction) between the acidic proton of the guests and the nitrogen atom
of the tertiary amines of the dendrimer. [40] To achieve such a strong hydrogen
bond, the partial charges of atoms involved are increased, thus increasing their
Coulombic attraction. As these molecules no longer have an overall net charge of
zero, this speeds up the complexation process considerably. Nevertheless, changing
the partial charges of the atoms (polarization) may lead to the undesirable side-
effect that these atoms also have stronger Coulombic interactions with all other
atoms. Therefore, the polarization is only switched on when the acidic proton of
the carboxylic acid group is within 5Å of the nitrogen atom of a tertiary amine.
This is checked every 1 ps. Figure 6.13 shows the partial charges of the atoms
involved in the acid–base interaction with and without polarization.
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6.5.4 Measurements: Atomistic bivalent ureido acetic acid guest

For comparison with the CG bivalent guest, an atomistic bivalent guest was created
and simulated in a water box. It was generated using a similar protocol as the
tetravalent guest shown in Figure 6.12. The guest started in a loosely extended
state, the central carbons of the carboxylic acid moieties 1.26 nm apart. It was sol-
vated using VMD’s modeling extension [60] with a solvation box of 5.8 nm × 5.8 nm
× 5.8 nm, thus comprising 6711 TIP3 water molecules. The periodic simulation
box was first equilibrated and then run using NAMD 2.6 [56] with CHARMM27 [57]
parameters. The production run lasted 20 million time steps of 1 fs each for a total
of 20 ns. The van der Waals interactions were smoothly cut off at a distance of
1.2 nm using a switching function starting at a distance of 0.8 nm. The electrostatic
interactions were also cut off at a distance of 1.2 nm using a shifting function. A
neighbor list, used for calculating the non-bonded interactions, was kept at 1.35 nm
and updated every ten steps. 1–2 and 1–3 bonded atoms were excluded from the
non-bonded interaction calculations, while for 1–4 bonded atoms special van der
Waals parameters were used (as stated in the CHARMM27 parameter file). The
Particle Mesh Ewald method was used to calculate the full electrostatic interactions.
The simulation was performed in the NPT ensemble at a pressure of 1.0 bar and
a temperature of 300 K. The pressure was controlled via the Berendsen pressure
coupling method every 4 steps with a relaxation time of 500 ps. The temperature
was rescaled to 300 K every 1000 steps.

Every 1000th of the 20 million steps was saved for further analysis. For the end-to-
end distance calculations, the central carbon atom of the carboxylic acid moieties
were selected (instead of the oxygens or the hydrogen at the tip) to coincide with
the center of the coarse-grained carboxylic ends.
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Chapter 7

Concluding remarks

Abstract In this thesis, the development and application of coarse-grained mod-
els of phospholipid vesicles and poly(propylene imine) dendrimers for molecular
dynamics simulations have been described. Here we summarize the most interest-
ing results of both nanoparticle systems with an eye toward shared characteristics
and further take a look at possible new developments.
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7.1 Summary of contributions
Stalk initiation With the coarse-grained lipid model introduced in Chapter 2,
we discovered how fusion is initiated between small unperturbed spherical vesicles
at the point where the apposing monolayers are closest together. There lipids may
bridge the gap between monolayers by extending one of their tails. That hydropho-
bic connection is immediately strengthened by other lipids that coat the initial
bridge, thus forming the stalk. Depending on membrane curvature, consistently a
portion of the lipids has back-folded tails that may feature in such a connection.
This precondition for fusion is a common characteristic of lipid membranes, and
has been extensively studied in atomistic simulations of membranes containing a
variety of lipids. [1] Our observed stalk initiation mechanism contrasts with earlier
simulations that either prompted the observation that “the fusion process is trig-
gered by a fluctuation in one monolayer resulting in some headgroups merging with
the opposing monolayer”, [2] or where prefabricated vesicles were pushed together
until an initial stalk was formed at the edge of the flattened contact zone. [3] The
splayed lipid forming a pre-stalk intermediate has since been observed in coarse-
grained [4] as well as in atomistic simulations; [5–8] it is now considered part of the
canonical membrane fusion pathway, [9] and efforts have been made to view the
splayed lipid initiating stalk formation with X-ray diffraction. [10]

Stalk structure The stalk with its slim structure of curved monolayers presents
a challenge for elastic continuum calculations. Theoretical models posit that the
stalk consists of either loosely bent cis-monolayers and thus hydrophobic voids are
present in the stress-free stalk [11] or that all monolayers are sharply bent to prevent
any voids while the trans-monolayers touch in the transmembrane contact stalk. [12]
We found the stalk could be formed without voids as the lipids freely tilt and splay
and the stalk does not involve the trans-monolayers at all. Currently, molecular
dynamics simulations are recognized as a valuable method to investigate membrane
fusion intermediates in addition to these elastic continuum models. [9,13–15]

Stalk evolution Two competing predictions of stalk evolution exist, i.e., ra-
dial [16] and anisotropical expansion. [17,18] Remarkably, in uniform conditions both
stalk expansion pathways appear in our simulations. In the first case, the stalk
expands radially and the inner monolayers touch to form a hemifusion diaphragm.
In the second case, the stalk expands anisotropically into a crescent shape along
the contact zone. Then either one pore emerges in the center of the crescent and
a hemifusion diaphragm forms, or two pores emerge and fusion is complete. The
presence of both pathways is in agreement with coarse-grained simulations [2] and
is reaffirmed in atomistic [5] and large coarse-grained simulations. [19]

Fusion pore In the simulations the hemifusion diaphragm is either short-lived
(<1 ns) or it gets to grow quite stable (>28 ns). Even then it is inherently thinner
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than the outer bilayer and it eventually collapses triggered by water particles
crossing at the hemifusion diaphragm edge. Atomistic simulations show the same
hemifusion diaphragm to full fusion process. [5,6,20]

Transmembrane proteins The fused vesicles are not yet spherical, due to insuf-
ficient water content and a mismatched amount of lipids in the monolayers. As
water transport and lipid flip-flop is slow compared to the simulation time, in
Chapter 3 we introduced simple transmembrane proteins to facilitate both. To
embed the transmembrane proteins in bilayers, we took advantage of the inher-
ent propensity of lipids to self-assemble into bilayers by adding a protein to the
randomized lipid–water mix; this procedure also works in atomistic simulations
of α-helical transmembrane proteins. [21] The spontaneous insertion into already
formed bilayers is also of interest for such amphiphilic transmembrane proteins.
It has been investigated in e.g., coarse-grained simulations of simple hydrophobic
nanotubes, [22] solid cylinders patterned like scramblase type B, [23] and generic
amphiphilic α-helical transmembrane peptides, [24] and in atomistic and CG simu-
lations of the antimicrobial peptide alamethicin. [25]

Hydrophobic matching Even though our proteins fit the bilayer, the hydropho-
bic match is not perfect and the more malleable lipid membrane adapts to the
height of the proteins. [26,27] Consequently, when multiple proteins are present, they
aggregate in order to minimize the total area of membrane deformation. We ob-
served that aggregation is strong when the proteins can fit together perfectly, but if
there is room for the lipids to interject, proteins with the same mismatched height
experience weak aggregation. A related effect, that we did not encounter in our
simulations, emerges if the hydrophobic mismatch is too severe for the lipids to over-
come by stretching; then the proteins tilt to fit the bilayer. Hydrophobic matching
and protein tilt is important for protein function [28] and thus frequently investi-
gated, e.g., in coarse-grained simulations of model proteins similar to ours, [23,29,30]
nanotubes, [31] generalized α-helical peptides, [24,32] peptide nanopores, [33] and spe-
cific proteins including aquaporin, [34] glucose transporter, [34] δ-opioid receptor, [34]
and sodium-potassium pump. [34] Atomistic simulations that regard hydrophobic
matching include β-helical transmembrane protein gramicidin A, [35–37] the α-helical
transmembrane domains of dimeric platelet-derived growth factor receptor β, [38]
and β-barrel protein OmpA. [39] The effect of lipid-mediated protein aggregation [40]

is by comparison less frequently studied, but because of the time scales required
it presents a good case for coarse-graining simulations: [41] e.g., the effect of aggre-
gation on the function of the antimicrobial peptide alamethicin has been studied
comparing atomistic and CG simulations, [25] coarse-grained simulations of α-helical
and β-barrel transmembrane proteins showed aggregation also in vesicles, [42] and
the dimerization of glycophorin A has been studied in CG simulations of red blood
cell cell membranes. [43] A coarse-grained simulation of cylindrical transmembrane
model proteins, also studied the effect of protein surface composition (smooth
vs. side-chained) on aggregation. [44] Finally, large coarse-grained simulations of
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bacterial outer membrane proteins demonstrated similar clustering structures as
our trimmed type A scramblases. [45] Our coarse-grained lipid model has been used
in protein-mediated vesicle formation studies. [46,47] Embedded scramblase type A
transmembrane proteins to circular lipid bilayers were found to reduce the vesi-
cle formation speed, depending on the concentration of proteins stiffening the
membrane. [47]

Water channel For the design of our tubular water channel protein, we looked at
the passive water transport protein aquaporin. [34,48–50] Even in this simple model,
we found the naturalistic pore lining consisting of alternating hydrophilic rings
in an otherwise hydrophobic channel essential for fast water transport. Although
inclusion of a water channel did increase water flow through the membrane, the
fused vesicle did not become spherical, the lipid distribution of the two leaflets of
the membrane needs to adapt as well. Atomistic simulations have been used to
gain further insight into the pore lining of aquaporin [50] and the dependence of
the radius of transmembrane cyclic peptide nanotubes on water transport. [33,51]

Scramblase Increased water penetration is not enough to induce sphericalness,
lipid redistribution is required. To test the hypothesis that the mere presence of
proteins promotes fast flip-flop, [52,53] model transmembrane proteins with fully
hydrophobic transmembrane domain (scramblase type A) were incorporated in
various bilayers and vesicles, but this proved without effect. Pore-forming an-
timicrobial peptides like magainin [54] are known to combine pore-formation and
flip-flop. Type B scramblase was created by mimicking this amphiphilic protein’s
hydrophilic band down the side. Our simulations show that for increased wa-
ter transport and lipid flip-flop a single peptide is sufficient, no fully developed
proteinaceous pore [55] is required. Yet, multiple peptides do indeed aggregate
into pore complexes. Scramblase type B was found to equilibrate fused vesicles
enabling them to become spherical, and even to enable fusion in apposed bilay-
ers. In coarse-grained simulations of pore formation with scramblase type B-like
cylinders, similar proteinaceous pore aggregates were observed. [23] Pore-forming
amphiphilic antimicrobial peptides have been investigated with simulations: e.g.,
coarse-grained simulations of synthetic amphiphilic peptide LS3, [24] atomistic sim-
ulations of spontaneous pore formation with magainin, [56] alamethicin, [25] and
gramicidin A. [36] Note that with gramicidin A one peptide appears sufficient for
spontaneous pore formation. [36] Another antimicrobial peptide, BPC194, adopts
a β-sheet structure upon interaction with a lipid membrane and was shown to
facilitate stalk formation between membranes, leading to leaky fusion. [57] Finally,
for the influenza virus the peptide hemagglutinin is responsible for enabling fusion
of the virus with the host membrane. Atomistic simulations show that hemagglu-
tinin disorders the lipid bilayer, by increasing back-folding of lipid tails the peptide
facilitates the lipid bridge and stalk formation. [6,58] Interestingly, the putative
scramblase protein that indiscriminately mixes lipids to prevent deformation of
the endoplasmic reticulum membrane as phospholipids are synthesized exclusively
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on the cytoplasmic monolayer, is still not identified. [59]

Engulfing lobe The engulfing lobe, a mechanism for vesicle growth we observed,
has not reappeared in literature as such. The growth mechanism is a result of the
fact that the inner and outer monolayers are two separate fluid layers and lipid
exchange between them is slow. When the uptake of excess lipids from the solvent
is faster than lipid flip-flop, the density of the outer layer grows considerably until
it produces a bilayer fold that subsequently encapsulates solvent and merges with
the original vesicle. It does resemble the bilayer fold that appears when a lipid
monolayer at the air–water interface is laterally compressed, thus reducing the
interfacial area. [60] First the monolayer starts to undulate, but then it buckles and
folds into a bilayer projected into the water phase. As the fold grows, it ultimately
collapses into a vesicle. Another instance which resembles the engulfing lobe is
found in a coarse-grained simulation of amphiphilic copolymers. [61] Here a vesicle
merges with a lagging bilayer disc, which proceeds to curve into an attached vesicle,
subsequently both fuse into a tubular vesicle.

Coarse-graining dendrimers To investigate the behavior of poly(propylene i-
mine) (PPI) and urea–adamantyl-functionalized PPI dendrimers (PPIUA) in sol-
vent, a coarse-grained dendrimer model was developed in Chapter 4. Harmonic
bond and angle potentials were derived from all-atom simulations of G5 PPIUA,
utilizing an iterative Boltzmann inversion scheme, modified to incorporate Gaus-
sian fits of the bond and angle distributions. By decoupling the atomistic input
into a complete simulation for bond distribution and a structural simulation for
angle distribution, accurate bond and angle potentials were derived, leaving the
effect of solvent to non-bonded interactions. Thereby creating a general model
capable to simulate different dendrimer sizes and concentrations.

Dendrimer structure Although parameterized on G5 atomistic PPIUA, the
coarse-grained model compares well with the atomistic variants, and with the
available experimental results [62] with respect to various structural measurements
over a wide range of generations. The experimental SANS measurements give
the radius of gyration and the form factor; these results compare well with their
computed variants, demonstrating the validity of the coarse-grained model. At first
glance the radius of gyration versus the number of monomers seems to follow the
linear relation for bad solvent (Rg ∝ N

1/3). This is true for the hydrophobic-ended
PPIUA dendrimers, but upon closer inspection the PPI dendrimers follow a good
solvent relation of Rg ∝ N

1/5(G+ 0.5)2/5 . A clear trend emerges from aspect ratio
and asphericity calculation of coarse-grained and atomistic simulations. Small
dendrimers (≤ G3) appear rod-like but can assume globular structure while large
dendrimers (≥ G5) are always globular. Indeed, the radial monomer distribution
shows that for small dendrimers the end-groups are found mostly at the periphery,
but for large dendrimers the end-groups are distributed throughout the volume.
Because at the periphery there is not enough room for all the end-groups, their
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branches must bend and back-fold filling out the available space. These dendrimers
thus adhere to the prevalent dense core [63] concept. Finally, the radial monomer
distributions and spacer expansion calculations clearly show that PPIUA is indeed
a clear extension of PPI.

Dendrimer solutions In Chapter 5 the interactions between dendrimers come
into play as the coarse-grained model is applied to perform large scale simulations
of concentrated dendrimer solutions. We provide a complete description of specifi-
cally G4 and G5 poly(propylene imine) dendrimers in dilute to melt conditions as
these simulations are directly comparable to two SANS studies of PPI dendrimers
in good solvent. [64,65] The overlap concentration (C∗) marks the transition between
a dilute and semidilute solution. The simulations locate it at ∼60 %. Indeed at
64 % and up the average nearest neighbor dendrimer–dendrimer distance follows
the limit for purely repulsive particles. The overlap concentration is not a strict
tipping point, however, characteristics such as the average nearest neighbor dis-
tance, radius of gyration, water content, and interpenetration gradually change
with increasing concentration. With increasing dendrimer concentrations and in-
creased competition, the dendrimers’ volume diminishes. This is evident as the
radii of gyration in low concentrations (≤23 %) are the same as in the simulations
of Chapter 4. With increasing concentration the dendrimer volume decreases as
the water content decreases. The solvent is not uniformly distributed, a greater
amount is found in the space between dendrimers. Simultaneously interpenetration
of dendrimer branches increases, although at most 15 % external particles enter
each dendrimers’ convex hull. Contrary to other measurements reported, [66] we
found dendrimer interpenetration is equal for G4 and G5, as is water penetration.

SANS measurements and calculations In dilute concentrations, the radius of
gyration and form factor (F (q)) of separate dendrimers can be calculated from
SANS measurements. In these experiments, to calculate the solution’s structure
factor (S(q)), one must assume that the form factor is independent of concentration
and uncorrelated with the structure factor. Calculating the structure factor of
the simulated concentrated solutions using the experimental assumptions and
comparing these with direct calculations, shows that they start to diverge at
rather low concentrations (≥23 %). Not because the form factor changes, indeed
in the simulations the form factor changes only slightly with concentration, but
because the monomer positions of separate dendrimers are already correlated. This
also establishes the necessity of explicitly simulating the solvent. The factor often
used in SANS measurements to relate the peak position in the structure factor to
the peak in the radial distribution function (g(r)),

√
3/2, is correct for a strict fcc

lattice, but for the noisier dendrimer packing a 3 % smaller factor is optimal.

Macromolecular nanostructures The coarse-grained PPIUA dendrimer model
was expanded with multivalent ureido acetic acid guests in Chapter 6 to study
multivalent host–guest interactions as well as the hierarchical self-assembly of
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their complexes into macromolecular nanostructures. The guest parameters were
fine-tuned to match the experimental binding values of primary guests. [67] As the
guests solubilize the dendrimers, these complexes act as dynamic patchy nanopar-
ticles wherein the guest concentration determines the coverage into hydrophilic
and hydrophobic domains and in turn the self-assembly into nanostructures. That
the presence of guests slows down dendrimer self-assembly was demonstrated in
simulations with 16 dendrimers. Box-spanning network structures were achieved in
simulations with 125 dendrimers, here the guest concentration indeed determined
the mass of the network branches. A comparable example of the patchy nanopar-
ticle concept is the construction of PPI dendrimer-based nanofibers. [68] G4 PPI
dendrimers in the presence of cadmium acetate (Cd2+ and CH3COO– ) form unidi-
rectional aggregates as seen with atomic force and transmission electron microscopy.
The precise binding mechanism was elucidated by 100 ns atomistic simulations of
a stable complex of two PPI dendrimers. First the transition metal cadmium
forms transition complexes with the lone pair possessing NH2 ends. Successively,
the acetate ions coordinate to the NH2–Cd2+ groups generating a complex with
hydrophobic ends. These ends tend to aggregate due to ionic attraction and
hydrophobic association, dividing the surface into hydrophobic and hydrophilic
(NH3+) domains. The now asymmetric dendrimers subsequently self-assemble into
supramolecular fibers. Furthermore, when symmetric Cl– ions are introduced to
compete with the acetate, indeed the nanofibers disassemble to become globular
aggregates.

Multivalent host–guest complexes By systematically studying guest concentra-
tion-dependent multivalent binding, we found a clear multivalency effect at low
guest concentrations: more headgroups do enhance binding. The increase is def-
initely not due to a physical difference in headgroup binding, it is identical for
all guests. The headgroups connected by a flexible spacer bind more often, as
when the first is bound, the others are near a binding site as well. However, with
increasing guest concentrations, the adjacency advantage over free headgroups
fades. The simulations of semibound guests show that these multivalent guests’
linkers are long enough to reach essentially all tertiary amines, yet linked head-
groups tend to bind in close proximity. This, in combination with the observation
that the effective concentration (Ceff,max) is highest for small tethered headgroup–
headgroup distance, would suggest small spacers are preferred. On the contrary,
elongation of the chain was found to enhance binding, not because of better a fit or
increased access to binding sites, but rather through increased binding incidence
and longer lingering of dissociated headgroups which facilitates rebinding. At high
guest concentrations the dendrimer becomes saturated with bound headgroups
regardless of guest valency, thus the multivalent effect vanishes. Yet, when the
monovalent and tetravalent guests are put in direct competition for binding sites,
the multivalent guests continue to displace the monovalent guests from the den-
drimer at all concentrations, thus reaffirming the increased binding power provided
by multivalency.
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7.2 Discussion
Developments in membrane simulations Apart from the developments related
to our phospholipid vesicle fusion simulations, a few general developments merit
to be highlighted. To enable lengthy simulations of transmembrane proteins in
lipid bilayer systems, instead of coarse-graining, another interesting approach is
utilizing hybrid simulations, [69,70] i.e., simulating an all-atom protein in a coarse-
grained bilayer/water environment. Examples of successful application of this
method include gramicidin A, [71] WALP, [72] and large-conductance mechanosen-
sitive channel (MscL) [72] simulations. Another development that enables larger
simulations is the utilization of graphics processing units (GPUs) for molecular
dynamics. With the high degree of parallelism and floating point arithmetic ca-
pabilities of GPUs, speed-ups of about 10–20 times compared to calculations on
conventional CPU cores are attainable. [73,74] The increased performance is ap-
plied in all-atom simulations of biomolecular systems, [75] for instance in a 928 ns
simulation of the transmembrane protein octopamine receptor in a fully solvated
membrane. [76] The increased performance provided by GPUs can also be exploited
to accelerate coarse-grained simulations [77] to realize even greater simulation time
and length scales.

In the contributions section it has already been shown that massive improvements
have been made in coarse-grained protein models compared to the simple protein
models of Chapter 3. Currently, typically every amino acid is mapped to a general
backbone particle and one or more particles for the distinctive side-chain. [78–84] For
the coarse-grained simulation of comprehensive biomembranes, in particular the
Martini model [80,82,85–87] has become ubiquitous. [88] It provides parameters to cap-
ture a host of different lipids, [86] and it includes polarizable protein particles [82] in
conjunction with polarizable water particles [89] for when explicit screening of polar
and charged residues is deemed important to produce realistic results; for instance
when establishing the free-energy landscape of the binding of peripheral membrane
proteins to complex biomembranes. [90] With the improved protein models, the sec-
ondary structure of peptides and their chemical specificity can be represented well.
Compare for instance the coarse-grained SNARE protein complex mediated fusion
represented with simple cylinders [91] versus the same with coarse-grained α-helical
peptides. [92] The increased fidelity of the latter model provides much greater insight
into the various steps of SNARE-mediated fusion. With these coarse-grained mod-
els accurate protein interactions with ligands can be simulated over a quite long
time scale. For example, an important step in photosynthesis has been followed in
a series of simulations reaching 475 µs, namely how a plastoquinone ligand enters
the reaction cavity of a photosystem II protein, gets protonated, and exits via a
newly discovered channel. [93] With this increased specificity, the more complex
lipid–protein interactions, compared to the general hydrophobic matching already
seen, can be investigated in detail. In the cell, the lipid composition of each or-
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ganelle’s membrane is different and asymmetric between monolayers, with >1000
lipid species identified. [94] A series of coarse-grained simulations of ten different
membrane-bound proteins in realistic lipid compositions showed how each protein
uniquely modulates its local lipid environment through enrichment or depletion of
specific lipids, resulting in thickness and curvature gradients. Each protein thus
features its own characteristic lipid arrangement like a fingerprint. [34] Thus big
steps have been taken toward the ultimate goal of modeling a complete cell. [95]

Complexity The philosophy behind the design of our coarse-grained lipid model
is to minimize complexity while retaining the phase behavior properties of lipids and
consequently other amphiphiles. With only two types of particles, hydrophilic and
hydrophobic, and a single harmonic bond potential, the model successfully displays
the requisite self-assembly of micelles, bilayers, and vesicles, [96] and also the fusion
of vesicles as demonstrated in this thesis. Especially compared to other more
elaborate coarse-grained lipid models, [85,97–100] it proves that complex behavior can
emerge from a minimal set of simple interactions. Even the model transmembrane
proteins, although not life-like in their appearance, performed their water channel
and lipid scrambling functions while built from the same simple ingredients. A
good example of how the simple general lipid design enables us to gain insight
into what affects lipid behavior are our simulations on vesicle deformation [101]

and fission. [102] Broadly, vesicle fission is the reverse of vesicle fusion. [103,104] The
end state of the large fused vesicles of Chapter 2 have been used as starting
point in these vesicle fission simulations. Spontaneous fission could be induced by
introducing small differences between lipids of the inner and outer monolayers. Only
small changes, equivalent of an altered pH or ion concentration, to the headgroup–
headgroup or headgroup–water interactions of one of the monolayers suffice to split
an initially stable vesicle into two smaller stable vesicles that both have the same
lipid composition as the original vesicle. [102] Likewise, the lipid model was used
in simulations of vesicle draining congruent with experiments. Simple drainage
of a spontaneously formed spherical vesicle results in oblate ellipsoid and discous
vesicles. However, when a negative spontaneous curvature is introduced by small
parameter changes that decrease the hydration of the lipids in the outer membrane
leaflet, cup-shaped vesicles are formed. Conversely, drainage in combination with
positive spontaneous curvature leads to prolate ellipsoid, pear-shaped, budded,
and even split vesicles. [101] That complex lipid behavior emerges from such simple
interactions is a fascinating phenomenon.

The dendrimer–guest model was also envisioned as a simplification of a fairly
complex system, yet, as they are designed to represent specific molecules rather
than a generic class of lipids, required retaining more chemical fidelity. This was
realized by Boltzmann inversion from bond and angle distributions of atomistic
simulations, while still reducing the tabulated potentials into harmonic potentials.
The poly(propylene imine) and urea–adamantyl-functionalized dendrimer models
are separately indeed fairly simple with four types of particles including water,
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but the ureido acetic acid guest required five more. This greatly increased the
number of spring constants (11 bonds, 17 angles) and non-bonded pair potentials
(45) involved. While it is good to aspire to build the most accurate dendrimer–
guest model, it is debatable whether the added complexity of a faithful ureido
acetic acid guest in particular is noticeable in the in essence qualitative results.
Calibrating the interaction between acetic acid headgroup and tertiary amines on
the one hand, and the interaction between ethylene oxide tails and water on the
other is definitely required, but the benefit of meticulously reproducing the part
connecting the headgroup/spacer to the tails or specific bonds and angles thereof
is less certain, especially in light of the success of the lipid model. An alternative
multivalent guest model, one wherein the intermediate parts are represented by a
single particle type, is also conceivable.

Simulations aid the design of biological and chemical systems Throughout
this thesis, there have been many instances where computer simulations have
challenged prior assumptions by testing them with a comprehensive model and
providing alternative views. Often this is simply because, contrary to more ab-
stract models, molecular dynamics simulations allow the disorderly nature of the
molecules to come through. In the vesicle fusion simulations, for instance, stalk
formation was shown to be initiated by a few lipids that protrude their tails into
the interface between bilayers. The elastic continuum models which conceptualize
the bilayers as continuous leaflets could not foresee this mechanism. Analogously,
the anisotropic stalk–pore evolution was first observed in Brownian dynamics sim-
ulations of vesicles of small coarse-grained fatty acids. [17] Computer simulations
thus augment the vesicle fusion views of experimentalists by providing a molecular
picture. With respect to the dendrimer structure, the concept of a dense shell
around a vacant core region [105] is a logical consequence of the way dendrimers are
synthesized, with a doubling of the number of branches per generation, and how
this is pictured with skeletal models (e.g., Figure 1.3). Only with early computer
simulations of dendrimer growth in which a self-avoiding walk algorithm allowed
the flexible branches to become back-folded, [63] did the dense core view become
established. In the interpretation of SANS measurements of concentrated colloidal
solutions, typically methods are employed that are based on certain approxima-
tions and assumptions on perfect lattices. Comparing these techniques with direct
calculations from our simulations enabled us to determine the ramifications of
these techniques for the structure factor and nearest neighbor results. In our
dendrimer–guest system, the binding of the guest to the dendrimer was originally
envisioned to occur with the pincer construct, but atomistic simulations found the
headgroup too large to fit the pincer and the proposed interactions to be more
scattered. [106] This dendrimer–guest system also presented a nice example where
simulations can benefit the direct interpretation of experiments, i.e., by combining
MD simulations with the dynamic light scattering and cryo-TEM analyses, we
found the supramolecular assembly consisting of three dendrimers in the trapped
core to be the most abundant. [107] Moreover, it illustrated the potential of simula-
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tions to tune individual parameters, which we used to get an idea of the maximum
number of headgroups that can be bound by dramatically increasing the headgroup–
dendrimer interaction strength. Finally, the coarse-grained simulations allowed
us to systematically investigate the concept of multivalency and demonstrate the
enhancing effect of multivalency on guest binding over a full concentration range.

Altogether, with our vesicle and dendrimer simulations we have shown that molec-
ular simulations, by providing unique insights, greatly benefit the study of such
dynamic nanoparticle systems.
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Summary

Molecular simulations of vesicles and dendrimers
Regulated transport of molecules is critical in drug delivery systems as well as in
living cells. At the molecular level, targeted transport is handled by nanoparti-
cles. In the cell these carriers are vesicles, i.e., spherical lipid bilayers enclosing
a liquid, that can fuse with other membranes to deliver their contents. For drug
delivery, where drug efficacy can be increased by releasing the drug at the afflicted
location, apart from vesicles also polymeric nanoparticles are used. Among these,
dendrimers are unique for their well-controlled branched architecture and, with
ends functionalized to form binding sites, they are ideal for host–guest chemistry.

As the transitions during vesicle fusion and the interactions of the dendrimer host
with individual guest molecules occur on small temporal and spatial scales, they are
experimentally infeasible to observe directly; we therefore study both systems with
molecular dynamics simulations. Because the required time and length scales are
too large for conventional all-atom simulations, we use a coarse-graining approach
wherein roughly four heavy atoms form a single particle. This greatly reduces the
number of particles and interactions while smoother potentials furthermore enable
larger time steps.

To resolve various hypotheses on the molecular mechanisms of vesicle fusion, we
investigate fusion with an elementary model with one particle type for the solvent
and two more to build the lipid’s hydrophilic head and two hydrophobic tails. We
demonstrate that small vesicles fuse when they spontaneously come into contact.
In fact, contact is initiated by individual lipids that freely extend their tails into the
interstice between membranes. The contact is subsequently stabilized by additional
lipids, completing the stalk structure. Addressing an issue raised by conflicting
predictions from elastic continuum models, the stalk is revealed to be composed
of only the contacting monolayers, yet hydrophobic voids are prevented by lipids
that freely tilt and splay. From there, anisotropic and radial expansion of the
stalk are both valid pathways to the hemifusion diaphragm intermediate. When
the diaphragm finally degrades, the vesicle is fully fused. The vesicle does not
become spherical in the remainder of the simulation, however, because the lipid
and water distribution is inappropriate and spontaneous reformation is slow. By
introducing several model transmembrane proteins that facilitate water transport
and lipid flip-flop, we show that equilibration of both is essential for spherical
vesicles. In planar bilayers these transmembrane proteins aggregate; the intensity
of aggregation not only depends on the hydrophobic mismatch with the bilayer,
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but also on how well they fit together.

To increase our understanding of the poly(propylene imine) (PPI) dendrimer and
its host–guest system analogue of urea–adamantyl-functionalized PPI (PPIUA)
dendrimer and ureido acetic acid guests, we develop a comprehensive coarse-grained
model. For this model, harmonic bond and angle potentials are derived from atom-
istic simulations with an iterative Boltzmann inversion scheme and the force field
is based on thermodynamic data. Using this model, first dendrimers up to gen-
eration 7 are studied separately, effectively in a dilute solution. The dendrimers’
size, shape, and branch distributions are in good agreement with atomistic simula-
tions and SANS experiments. We find that the structural characteristics of these
dendrimers stem from flexible chains constrained by configurational and spatial
requirements; small dendrimers are alternatively rod-like and globular, large ones
are more rigid and spherical. Concentrated solutions of dendrimers are difficult to
assess at the molecular level experimentally. We study PPI dendrimers in dilute to
melt conditions in large scale simulations. We find that with increasing concentra-
tion the dendrimer volume diminishes by expulsion of internal water, ultimately
resulting in solvent filled cavities between stacked dendrimers. Challenging prior
findings, a better calculation reveals that dendrimer interpenetration increases only
slightly with concentration; even at high concentrations each dendrimer remains
a distinct entity. Using the simulation data, we also demonstrate that structure
factors computed analogously to experimental calculations already start to diverge
at low concentrations from directly derived structure factors. PPIUA dendrimers
combined with ureido acetic acid guests form dynamic patchy nanoparticles. Our
simulations show that the architecture of the self-assembled macromolecular nano-
structures is indeed dictated by the guest concentration. As multivalency is an
effective approach to establish strong collective interactions, we systematically
study guest concentration-dependent multivalent binding using mono-, bi-, and
tetravalent guests. At low guest concentrations, multivalency clearly increases
binding as tethered headgroups bind more often than free guests’ headgroups. We
find that despite an abundance of binding sites and regardless the spacer length,
most of the tethered headgroups bind in close proximity. At high guest concentra-
tions, the dendrimer becomes saturated with bound headgroups, independent of
guest valency. However, in direct competition the tetravalent guests prevail over
the monovalent ones. These findings demonstrate the advantage of multivalency
at high as well as low concentrations.

Overall, this dissertation illustrates that molecular simulations, by providing a
clear molecular picture acknowledging the disorderly nature of molecules, greatly
benefit the study of nanoparticle systems at the nanoscale.
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