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Abstract: This paper proposes an estimation method for the three dimensional velocity, and the
roll and pitch angles of a land vehicle. The usage of low-cost sensors is required for applications
in production vehicles. The proposed estimation method uses a low-cost inertial measurement
unit (IMU) of which the biases are estimated. A nonlinear system is used to create an observer
for simultaneous state and parameter estimation. Experimental results show the potential of

this approach in a real world environment.
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1. INTRODUCTION

Many systems in automated vehicles require information
such as the velocity and attitude angles of this vehicle.
The direct measurement of these motion states can be per-
formed with advanced equipment. However, such devices
are costly and thus unsuitable for implementation in pro-
duction vehicles. Therefore, estimation methods using the
available low-cost sensors are necessary for the realization
of affordable automated vehicles.

Vehicle state estimation has long been a subject of inves-
tigation in the automotive field. There are multiple ap-
proaches to perform these estimations. Many approaches
make use of some nonlinear variation of the Kalman Filter,
examples can be found in Amirsadri et al. (2012), Collin
(2015), Katriniok and Abel (2016), and Vargas-Melendez
et al. (2017). The advantage of this approach is that sensor
noise can easily be accounted for. However, in nonlinear
cases these filters are often not proven to be globally
stable. Another approach for vehicle state estimation is
the use of nonlinear observers, such as seen in Berkane and
Tayebi (2017), and Imsland et al. (2006). These are often
proven to be globally stable but are likely to be affected
by measurement noise.

Often a Global Navigation Satellite System (GNSS) re-
ceiver is used in vehicle motion estimation, examples in-
clude Amirsadri et al. (2012), Berkane and Tayebi (2017),
Berntorp (2016), Katriniok and Abel (2016), and Zhao
et al. (2016). The GNSS is able to provide the vehicle
with three dimensional position and velocity. However, in

an urban environment GNSS outages may occur affecting
the motion estimation.

This work proposes a vehicle motion estimator for land
vehicles. The estimator is based on an observer rather
than a Kalman Filter such that global convergence can
be guaranteed. Furthermore, the longitudinal and lateral
accelerometer bias are estimated online. Therefore, the
influence of these sensor errors on the performance of the
observer is lowered. Direct use of GNSS is avoided such
that the estimator is applicable in urban environments.
The estimated states are the three dimensional velocity,
and the pitch and roll of the vehicle.

The vehicle is equipped with a six degrees of freedom
(6DOF) inertial measurement unit (IMU) as well as stan-
dard chassis sensors. A 6DOF IMU is a device that can
measure three dimensional translational accelerations and
rotational velocities. An inexpensive IMU is used, which
has relatively large measurement errors. The accuracy is
improved by simultaneously estimating the vehicle states
and the IMU biases.

The main error sources of the low-cost IMU include non-
orthogonalities, non-linearities, scaling factors, biases and
noise. Non-orthogonalities describe the relative direction of
the accelerometers and gyroscopes inside the IMU. Non-
linearities are present in the mapping between the physical
signal and sensor output which is assumed linear. Scaling
factors are errors in the estimation of the slope of this
linear mapping. Biases are offsets in the sensor output that
are constant for all physical signals. Due to the integration
process in the motion estimator, the error caused by
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uncompensated IMU biases will accumulate. The motion
estimation errors caused by the biases are a function of
time, as shown in Li et al. (2015). This is unlike the other
error sources, such as scaling factors, where the resulting
errors are dependent on the excitations. Therefore, biases
are often considered as the most significant IMU error
source in vehicle motion estimation. It should be noted
that biases can slowly change over time due to temperature
changes. In this work, the estimation of the lateral and
longitudinal accelerometer bias will be performed while
driving. Other biases are estimated while standing still.

In the following section, the vehicle motion model on
which the observer will be based is given. This includes
the modeling of the IMU error parameters. In Section 3
the proposed observer design is presented. Experimental
results using real world measurements are shown in Section
4. Lastly, in Section 5 conclusions are drawn and future
work is proposed.

2. VEHICLE MOTION MODEL

This section describes the vehicle motion model. A set of
ordinary differential equations (ODESs) is used to describe
the behavior of the vehicle. The inputs of the ODEs are
measured by the IMU. Therefore, the IMU errors must
be modeled for practical implementation of this motion
model. The IMU error model is described in the second
subsection.

2.1 Vehicle model

A kinematic model is used to describe the behavior of the
vehicle motion states. The required motion states are the
three dimensional velocity, and the roll and pitch angles.
First, the derivatives of the three velocities are defined as
seen in Klier et al. (2008),

Vg a; W Vg gsin 6
Uy | = |ay| — |wy| X |vy| + | —gsingcosd|. (1)
v, a; W, v, —gcos¢cosh

Here v, vy, and v, are the longitudinal, lateral, and
vertical velocity in the body-fixed frame. Furthermore, a,
ay, and a7 denote the longitudinal, lateral, and vertical
acceleration in the body-fixed frame respectively. The
superscript s denotes that a gravitational component is
present in these accelerations. Rotational velocities wy, wy,
and w, are around the longitudinal, lateral, and vertical
axes of the body-fixed frame. Constant g denotes the
acceleration of gravity. Lastly, the pitch and roll angles
are indicated using 6 and ¢ as shown in Figure 1. In this
figure x., y. and z. are the earth fixed axis and x, y and z
are the longitudinal, lateral and vertical axis of the vehicle.

Equations to describe the dynamics of # and ¢ can be
found in Wendel (2011), and are

0 = wy cos(¢) — w. sin(¢) @)
b = Wy + wy sin(¢) tan(f) + w, cos(¢) tan(6).
Now three states regarding the attitude angles can be
defined as x4 = sin(f), x5 = sin(¢)cos(f) and zg =
cos(¢) cos(6). It should be noted that these states satisfy
the constraint 2% +zZ + 2% = 1. Using (2) their derivatives
yield

Ze

1. Definition of the vehicle attitude angles where
subscript e denotes earth fixed axis

Fig.

iy = cos(A)f = w, cos(h) cos(d) — w. cos(#) sin(¢)

= —W;T5 + WyTe

i5 = cos() cos(¢)p — sin(6) sin(¢p) (3)

= w, cos(#) cos(d) + w, sin(f) = w. x4 + wyxe

—sin(0) cos(¢)d — cos(0) sin(¢)p

—wy cos(8) sin(¢p) — wy sin(f) = —wyTs — wes.

Tg

These derivatives satisfy the previously mentioned con-
straint as x424 + 525 + g6 = 0.

The state vector contains the velocities and attitude an-
gles. The resulting state vector is defined as

T = Vs, Uy, Vs, sin(f), sin(¢) cos(d), cos(¢) COS(G)]T
4
Now, (1) and (3) can be combined into a dynamic systén)l
such that
T1 = u3T2 — U2®3 + T4 + Ug
To = —U3T] + UI1T3 — §T5 + Us
i?g = U2T1 — U1T2 — T + Ug
Ty = UgTe — UZT5
i5 = U1Tg + U3T4
iﬁ = —U2X4 — U1 T5.
Where u denotes the input vector

Uui,....6 = I:wza Wy, Wz, Cli, G/Z, az]T' (6)
An observer design requires an output that can be mea-
sured with the available sensors. Using the wheel speeds
the longitudinal velocity with respect to the road (v$)
can be measured. Furthermore, sensors in the suspension
are used to determine the vertical velocity (v¥), the pitch
(6) and the roll (¢) with respect to the ground. The
velocities with respect to the ground can then be related
to the velocities in the vehicle frame using

08 = v, +v.0% + h,0°

T
vf =0, —v,0% + vy(;SG.

(7)
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Where h,, denotes the distance between the pitch center
and center of gravity with respect to the ground.

Next, the lateral velocity is estimated using a classic
single track model as shown in Mitschke and Wallentowitz
(1972). We assume lateral accelerations below 4 m/s? in
dry road conditions. Therefore, a linear relation between
rear lateral tire force (F),,) and tire side slip angle (a;)
can be assumed. The relation between the angle and force
is described as

Fyr = carou. (8)
Where ¢, is the cornering stiffness of the rear tire.

Within the limits of the linear tire approximation (8), a,.
is considered to be small. It can be approximated using

lyw, —vsin lrw, —v
aT:arctan<T £ ﬁ) ~E Y 9)
vcos f3 Vg

Where [, is the distance from the center of gravity to the
rear axle and v is the vehicle speed.

The force and moment equilibria of the single track model
are written as

may, =Fy;+ Fyr (10)

Jow, = Fy =1 Fy . (11)
Where m denotes the vehicle mass and the lateral force on
the front tire is denoted by Fy ¢. J, denotes the moment
of inertia around the 2z axes and [, is the distance from the
center of gravity to the rear axle.

Combining (8), (9), (10) and (11) yields

lr z
lfm a; — ZU..)Z = (lf + lr)ca,ru (]‘2)
l J W,V
vy = lyw, — f—n;a;vm 2 zl) (13)

where [ = [y + [, denotes the total distance between the
front and rear axle. For quasi-static lateral dynamics, w,
is approximately zero. The lateral velocity may then be
expressed as

vy R lew, —

SGasv, (14)

where SG = denotes the side slip angle gradient. This
vehicle spemﬁc parameter is assumed to be known.

The measurable output vector y and input vector u are
now defined as

— hp 6% % +0.0%
y = lrw, = y + ag%S’G
oe %_%9+%w (15)
T+ x3U7
= To + x1usSG s
T3 — T1U7 + Tousg
ui,....8 = [Wza Wy, Wz, aia 7 907 ¢G] (16)

The full system is thus described by (5) and (15). It should
be noted that the inputs of this model are subject to
physical limitations of the vehicle and cannot be actuated
directly. However, the vector u is known because its
components are measurable.

2.2 IMU error model

Practical limitations of the previously proposed system
will be encountered when a low-cost IMU is used. Mea-
surement errors in u will cause state estimation errors.

The most important errors in the IMU are biases, these
are constant offsets that will accumulate over time when
the signal is integrated. The magnitude of the biases may
change when the sensor switched on and off or due to
temperature changes.

Rodrigo Marco et al. (2018) shows that the biases in the
gyroscopes can be estimated when the vehicle is standing
still. The earth rotation is negligible due to the proposed
IMU’s accuracy. The vertical accelerometer bias (b, .) can
be expressed as

ba,z = Gy, —gcosgcosf.  (17)
Here the subscript m denotes that the acceleration is a
measurement that includes the bias. Whenever the vehicle
is standing still, and ¢ and 6 are small enough, b, , can
be estimated using the simplification b, . = afnz —g.
Longitudinal and lateral accelerometer biases cannot be
estimated similarly because of the unknown influence of
g on the measured signal for any ¢ and 6. Therefore,
the lateral and longitudinal accelerometer biases must be

estimated while driving.

— Oz — WgUy + Wyly

To model the biases, a time invariant parameter vector

p= [ba z: b ,y} (18)

is introduced. Here b, ; is the bias of measurement a;,
From this point on u4 and us will be redefined as measure—
ments ag, , and ay, , respectively. Such that a; = u4 — p1
and ay = us — p2.
This changes the dynamics of (5) and the second output
equation in (15) to,
T = Uzly — Ux3 + gy + Uy — P1
T = —u3zT1 + U1T3 — gT5 + Us — P2
T3 = U1 — U1T2 — gTe + U

: (19)
Ty = U2Tg — U3T5
T5 = U1T6 + U3T4
.5.66 = —UT4 — U1 T5
and
Yo = o + T1usSG — {,C1pQSG. (20)
To simplify (20), v, is approximated by v, such that
0% + h, 09 +050% + v, ¢ ¢
Vg = 5
1409 (21)
v& + hp,09 +0v50¢ ,
~ = v,.
1 +0G2 x

Since v}, is measurable, the vehicle model with IMU errors
is now described using the state dynamics in (19) and
X1 + T3uy
Y= |T2+ 11u5SG — pougSG (22)
T3 — T1U7 + TaUg
T
u = [wz? Wy, Wz, a’fn,m’ afn,?p 2z gGa QSG /} . (23)

2.8 Observability and identifiability analysis

Observability and identifiability are notions in control
theory that are important for state and parameter esti-
mation respectively. A system is locally observable at x
if there exists a neighborhood W around z( such that
for every neighborhood V- C W of zg, an z; being V-
indistinguishable with xy implies that g = 1. A system
is locally observable if it’s locally observable at any xg,
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see Nijmeijer and Van der Schaft (1990). The notion of
identifiability states that if the known quantities of the
system result in a single solution for the parameters the
system is parameter identifiable. If there is an infinite
amount of possible solutions for the parameter the system
is unidentifiable as stated in Distefano and Cobelli (1980).

Let us now define a smooth affine control system as
m

x) + Zgj(w)uj, u=(ug,...
=1

yi = hi(z), 1€np.

Where x are local coordinates on a smooth manifold M
and f,g1,...,9m are smooth vectorfields on M. m and
p are the number of inputs and outputs respectively.
The observation space € is defined as the linear space
of functions on M containing hq,...,h, and all of its
Lie derivatives. The observability codistribution (d@) is
defined as dO0(q) = span{dH(q)|H € 0} for ¢ € M. In
Nijmeijer and Van der Schaft (1990) it’s shown that if
dim d@ (o) = dim M then the system is locally observable
at xq. If state vector x is extended with parameters mod-
eled as states with zero time derivative, local identifiability
can be shown using this method.

7um)7

(24)

This system is locally observable for all inputs u. However,
the local identifiability is dependent on input u. In general
it can be said that the parameters are identifiable when
w, is nonzero. More information regarding observability
and identifiability of this system can be found in Ro-
drigo Marco et al. (2018).

3. ESTIMATOR DESIGN

The vehicle model with IMU errors of section 2.2 can be
written as a linear time varying (LTV) system. The system
is of the form
z(t) = A(u(t))x(t) + Bu(t) + Up
y(t) = Clu(t))z(t) + Q(u(t))p-
Matrices dependent on a time varying input u(t) can be
seen as matrices dependent on the time.

(25)

3.1 State and parameter estimation

For systems of the form (25) a combination of the observers
from Li et al. (2011), and Hammouri and de Leon Morales
(1990) can be used. This combined observer is as follows,

&(t) = A(ul(t)2(t) + Bu(t) + Up(t) + K(t) [y(t) — §(t)]
[C ()Y (1) + Qu(t)]" Sy(t) - §(2)]

)2(t) + Q(u(t))A(t)
() =T [Clu(®)Y(t ) ( (t))]T

™
<
—~

~
=

= R"(0) > 0.

(26)
Where z, § and p are state, output and parameter esti-
mates. The matrices A(u(t)), B, C(u(t)), ¥ and Q(u(t))

are obtained from (25). The symmetric positive definite
2 x 2 matrix I', 3 x 3 matrix ¥, and scalar A > 0
can be used to tune the observer. It should be noted
that ¥ can scale the influence of the different outputs on
the estimates. This could take the expected accuracy of
the measurements into consideration. Gain matrices Y(¢),
K (t) and R(t) are governed by (26).

8.2 Stability analysis

The work of Hammouri and de Leon Morales (1990) shows
that the dynamics of R(t) (and thus K(t)) are such that
the system

0(t) = [Au(t)) — K@) C(u(t))]n(t) (27)
is exponentially stable. It should be noted that this holds
because our system is observable for all inputs.

We now define state error Z(t) = Z(t) —z(t) and parameter
error p(t) = p(t)—p. Using the works of Li et al. (2011) and
Zhang (2002) it can then be shown that Z(t) — Y(¢)5(t)
with global and exponential convergence. Furthermore,
p(t) is stable under all inputs and exponentially stable
when the system is identifiable. In essence, our states
are estimated with an error based on our parameter
estimation error. Estimate p(t) will only converge to p
when the system is identifiable and remain constant when
the system is unidentifiable. Since Y(¢) is bounded it can
be concluded that if p(¢t) — 0 then Z(t) — 0.

4. EXPERIMENTAL RESULTS

To obtain experimental results a measurement has been
performed in an urban environment. This section first
describes the experiment, then the experimental results
are discussed.

4.1 Ezxperimental setup and measurement

To perform the experiment the vehicle was equipped with
a high precision inertial navigation system (INS) and
differential GNSS (DGNSS) combination. This system is
too costly to implement in a production vehicle but was
used to compute the errors of the estimates. The mea-
sured states are shown in Figures 2 and 3. Furthermore,
rotational velocity w, is shown in Figure 4, this gives an
indication of the identifiability. In Figure 5 it is shown
that the lateral acceleration is below 4 m/s? for almost
the entire measurement. Therefore, the assumptions for
the vehicle model are satisfied.

The observer parameters have been tuned and are I' =
0.05I, A = 0.35, and ¥ = [I. Furthermore, the side slip
angle gradient SG was estimated to be 0.00683. Lastly, the
initial values of R, and the state and parameter estimates
were chosen to be R(0) = I, #(0) = [0000 0 1]" and

p(0) = [0 O]T. The input data was measured at 100 Hz
and a differential solver (ode45) in MATLAB was used to
solve (26).

4.2 Estimated states and parameters

The errors in the velocity estimation are shown in Figure
6 where error v; = v; — v; and ¥ is the estimated velocity.



122 Wouter J. Scholte et al. / IFAC PapersOnLine 52-8 (2019) 118—123

15

— Uy
Uz

10

Velocity [m/s]

98 110 T |

0 :V""w' A e T'U' ) b I LA R A N
I T - Y O A |
0 500 1,000 1,500 2,000
Time [s]
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Fig. 4. Rotational velocity w, from the reference signal.

The amplitude of these errors remains relatively constant
over time with a mean value around 0.

The errors in the attitude angle estimation are shown in
Figure 7 where 0 and ¢ are defined similar to ©. It can be
seen that the attitude angles have an offset at the start
of the measurement. At the end of the measurement, the
errors have a mean value much closer to 0. The remaining

: T T T T :

54 i
~
£ i i
g 2| | .
= i i
g 1
§ 0 i U 1 T | .
= | |
g i |
T -2 .
— | |

L T - T Y Y O A | i
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Fig. 5. Lateral acceleration a, from the reference signal.
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Fig. 6. Estimation errors 9, v, and 7,.
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0 500

Fig. 7. Estimation errors 6 and (;~5 .

offset is likely due to some unmodeled errors. The behavior
of this offset can be explained using the accelerometer
bias estimation shown in Figure 8. At the start of the
measurement, the bias estimations have not yet converged,
causing an error in the attitude angle estimation. As the
bias estimates get close to their true values, the attitude
angle estimation becomes more precise.
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Fig. 8. Accelerometer bias estimates IA)a,x and l;a,y.

From the previous graphs, it can be concluded that the
velocity estimation is relatively unaffected by the param-
eter estimation. The estimated attitude angles show the
need for an accurate accelerometer bias estimation. The
uncompensated biases are interpreted as a gravitational
component due to an attitude angle. The magnitude of 6
and ¢ in the second part of the measurement suggests that
the IMU biases are estimated correctly.

Figure 4 and Figure 8 demonstrate the effect of input
w, on the estimates p. The estimated parameters remain
constant for certain periods of time during which the w,
is close to zero. The model is not identifiable but the
parameter estimation remains stable. When the system
experiences excitations of w, the model is identifiable and
estimate p converges to parameter value p.

5. CONCLUSIONS

Prior work in vehicle motion estimation is often based on
some Kalman Filter that cannot be proven globally sta-
ble. Observer based estimators often use GNSS receivers
(Berkane and Tayebi (2017)) or neglect measurement er-
rors (Imsland et al. (2006)). This work aims at an esti-
mator that includes the IMU biases to limit the effect of
measurement errors.

An observer based estimator that estimates the accelerom-
eter biases online is proposed. The usage of a GNSS re-
ceiver was avoided to ensure that GNSS errors in an urban
environment do not affect the estimator’s performance.
The observer is proven to be globally stable. Experiments
show the potential of this approach in urban environments.
Future research may aim at adding additional data from
other sensors when available.
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