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Event- and Deadline-Driven Control
of a Self-Localizing Robot With

Vision-Induced Delays
Eelco P. van Horssen , Jeroen A. A. van Hooijdonk, Duarte Antunes , Member, IEEE,

and W. P. M. H. Heemels , Fellow, IEEE

Abstract—Control based on vision data is a growing field
of research and it is widespread in industry. The amount
of data in each image and the processing needed to obtain
control-relevant information from this data lead to signif-
icant delays with a large variability in the control loops.
This often causes performance deterioration since in many
cases the delay variability is not explicitly addressed in the
control design. In this paper, we approach this problem
by applying the ideas of recently developed model-based
control design methods, which are tailored to address
stochastic delays directly, to the motion control of an
omnidirectional robot with a vision-based self-localization
algorithm. The completion time or delay of the Random
Sample Consensus (RANSAC) based localization algorithm
is identified as a stochastic random variable with signifi-
cant variability, illustrating the practical difficulties with data
processing. Our main aim is to show that the novel deadline-
driven and event-driven control designs significantly out-
perform a traditional periodic control implementation for a
stochastic optimal control performance index.

Index Terms—Deadline-driven control, event-driven
control, feedback control, image-processing, robotics,
stochastic optimal control, stochastic time-delay, vision.

I. INTRODUCTION

V ISION-BASED control has been a research topic for many
years, both in the domains of computer-vision and control,

with industrial robotics as an important application domain. Due
to the complex nature of visual data, the time taken by image-
processing algorithms can not only be quite large but also it
can vary significantly with the properties of the image, such
as color, detectability and spread of features, and possibility
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of segmentation. Moreover, the vision algorithms themselves
make complex decisions, which introduces significant runtime
delay as well. Mainly worst-case approaches to delay are taken
in vision-based systems to prevent the loss of data. Recently,
Prakash et al. [1] formally showed that this can significantly
limit the achievable performance compared to a model-based
approach for the delay.

One prominent example of processing algorithms causing de-
lay is the Random Sample Consensus (RANSAC) [2] method,
which is widely used in image processing to eliminate data out-
liers. It achieves this by randomly and iteratively selecting a
minimal subset of data to compute the parameters of a model;
the algorithm then checks which elements of the entire data
set are consistent with this model, and stops if enough inliers
are found (according to a threshold), and continues otherwise.
When RANSAC is used, the method often runs without mem-
ory from previous runs, and therefore the delays can be assumed
to be independent and identically distributed. In this paper, the
delay caused by a simple RANSAC-based algorithm is consid-
ered in order to illustrate the practical application of the novel
modeling and control design methods developed in [1], which
uses models for variations in delay. Specifically, our main con-
tribution is the application of the novel control design methods
in a practical setting, rather than the practical setup itself. We
have adapted the control design methods developed in [1] to
the practical setting considered in this paper. The practical set-
ting is a constrained omnidirectional robot with a vision-based
localization algorithm that has been devised to provide a good
basis for the control design methods, which are designed for lin-
ear systems. While the practical setting is limited from a general
robotics perspective, it still resembles many interesting practical
and industrial cases of motion-control with processing delays. It
provides a basis for further development of the design of control
algorithms using models of processing delay.

There are several works on vision-based control in the lit-
erature and in particular works using RANSAC. For example,
a slightly different RANSAC-based localization procedure was
used in [3], motivating the use of RANSAC for localization pur-
poses in vision-based control. A background in robot navigation
can be found in [3]–[8]. However, such works do not consider
the timing/latency/delay aspect of the control problem, illustrat-
ing the separation-of-concerns approach that is usually taken.
Robust approaches to time-delay, such as model-matching
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Fig. 1. Image-based feedback loop for an omnidirectional robot.

approaches [9]–[12], which account for the worst-case, are
conservative since the (stochastic) nature of the delay is not
taken into account in the design, which is often sufficient when
the goal is only stability. The early works [13], [14] illustrate the
impact that latency can have on performance in the context of
different processing structures. Other earlier ideas to model the
stochastic delay can be found in [15]–[18] as discussed in [1].
In a different context, Demirel [19] also suggested a procedure
to find an optimal deadline.

Typically, in vision-based control applications, the vision and
data-acquisition system is developed separately from the con-
trol, and the control design uses either a conservative model of
the data-acquisition system, for example, considering the worst-
case delay [9]–[12], or the data-acquisition characteristics are
neglected [3]–[8] in the control design. Often, these conserva-
tive and possibly inaccurate models are subsequently used for
periodic control design. Instead, in this paper, we show that
it is possible to develop an appropriate model of the image-
processing algorithm and use it in aperiodic control designs
resulting in superior performance over traditional periodic con-
trol solutions.

Recently, Prakash et al. [1] presented novel model-based
control design methods for systems with stochastic actuation
delays. In particular, a deadline-driven control algorithm was
developed, which updates the closed-loop system with a fixed
period but only if the delay is smaller than a deadline, as well
as an event-driven control algorithm, which immediately uses
new data when it becomes available. The new controller designs
can improve performance in a stochastic optimal control perfor-
mance index sense. In this paper, we adapt the ideas of [1] to
design output-feedback controllers for systems with stochastic
measurement delays. In particular, we show feasibility of the
model-based control design methods for practical vision-based
applications by demonstrating the design for the vision-based
control loop that is depicted in Fig. 1. An omnidirectional robot
moves in an environment with colored markers. By processing
camera images, the robot can determine its position and use
this information for feedback control in a tracking problem.
We compare both novel design methods to a traditional peri-
odic control implementation which accommodates for (almost)
all delays. Using postprocessed images obtained at a higher
sampling rate than the processing rate, the tracking error and
the process disturbance are identified and the system model is
validated.

The rest of the paper is organized as follows. Section
II provides an overview of the experimental system and
the main problem formulation. The tracking control designs
considering stochastic delays are detailed in Section III.

Fig. 2. Top view of the robot base with three wheels in an environ-
ment with colored markers on the ground. The coordinate frames of the
world W , the robot base R, and the observing camera O are indicated.
Relevant vectors for the localization algorithms and the main rotational
direction of the wheels are depicted.

Section IV discusses the proposed vision-based localization
method. Experimental results are presented in Section V.
Section VI concludes this paper.

II. SYSTEM DESCRIPTION AND PROBLEM FORMULATION

An omnidirectional robot moves on a planar field with co-
planar colored markers, as can be seen in Fig. 1. The robot is
equipped with an onboard camera which observes the environ-
ment in front of the robot. Through a high-speed Wi-Fi connec-
tion, an external processing and control platform, which we call
the base station, acquires camera images and processes them
to obtain a position estimate of the robot in the environment.
Using the position estimate, the controller determines a velocity
feedback control signal, which is transmitted back to the robot
using the Wi-Fi connection. The delay in the Wi-Fi connection
is assumed negligible compared to the image-processing delay.
The robot computes and applies the appropriate wheel motion
corresponding to the feedback signal, which closes the loop.
More details on the hardware implementations are discussed in
Section V.

We model and control the robot as a rigid body in the two-
dimensional ground plane (see, e.g., [8]). We introduce a (robot)
body-fixed frame {R} relative to a world-fixed frame {W},
depicted in Fig. 2. The origin of the robot frame is fixed to the
geometrical center of the triangular base of the robot. For both
frames, the first two coordinate axes lie on the surface plane, the
last coordinate axis is pointing out of the surface plane, therefore
�eR3 and �eW3 are parallel. The robot has three degrees of freedom:
translations x and y in directions �eR1 and �eR2 , and a rotation ψ
around �eR3 , respectively.

We denote the pose of the robot relative to the world frame by
p = [x, y, ψ]ᵀ. The velocity of the robot expressed in the robot
frame is denoted by vR = [vRx , v

R
y , v

R
ψ ]ᵀ. The basic rotation

matrix [20], [21]

Rz (ψ) =
[
R(ψ) 0

0 1

]
, R(ψ) =

[
cos(ψ) − sin(ψ)
sin(ψ) cos(ψ)

]
, ψ ∈ R
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relates a pose in the robot frame to a pose in the world frame,
such that the velocity in the world frame can be written, for
t ∈ R≥0 , as

ṗ(t) = Rz

(
ψ(t)

)
vR (t). (1)

The image-based feedback control input uC of the robot is
taken as the velocity setpoint for the robot in the sense that
vR (t) = uC (t), t ∈ R≥0 . In this paper, we are mainly interested
in motions in x and y. To apply the designs for linear systems
in [1], we assume the robot orientation to be fixed, i.e., we
assume ψ(t) = ψ0 for all t ∈ R≥0 , with ψ0 ∈ [0, 2π). From (1)
it follows that we can consider the system dynamics to be given
by the linear model

ṗ(t) = Rz

(
ψ0

)
uC (t), t ∈ R≥0 . (2)

The camera is positioned at a fixed height h ∈ R>0 above
the ground at pose pO = [xO , yO , ψO ]ᵀ in the robot frame on
the ground plane, as depicted in Fig. 2, and has observation
frame {O} on the surface. A localization algorithm is used to
calculate an estimate of the position of the robot, denoted p̂,
based on the camera images. The 3-D pose of the camera and its
relation to the localization problem are discussed in Section IV.

A. Control Problem

The robot aims to follow a predefined (differentiable) refer-
ence trajectory pref : R≥0 → R2 ×[0, 2π), where the third ele-
ment corresponding to the rotation of the robot is a constant
equal to ψ0 for all t ∈ R≥0 . A feed-forward control action
uF F corresponding to this trajectory for model (2), detailed in
Section III, is implemented in the robot. Due to model mis-
match and disturbances, the true system does not match model
(2) exactly and the robot deviates from the desired trajectory
pref.

We model the effects of model mismatch and the disturbances
as independent continuous-time additive Wiener processes on
the elements of ṗ, which in discrete time can be considered as
additive Gaussian white noise disturbances. Therefore, we can
consider the standard form continuous-time stochastic differen-
tial equation plant model [22]

dp(t) = (Acp(t) +Bcu(t))dt+Bwdw(t), t ∈ R≥0 (3)

where Ac = 0, Bc = Rz

(
ψ0

)
, and Bw = diag([Bw,x , Bw,y ,

Bw,ψ ]) where Bw,x, Bw,y , Bw,ψ are the standard deviations
of the disturbances, and where p(t) ∈ Rnx is the state and
u(t) ∈ Rnu is the applied control input at time t ∈ R≥0 , andw is
an nw -dimensional Wiener process with incremental covariance
Inw dt [22], where Inw is an identity matrix of size nw × nw .
Note that since Inw and Bw are not time-varying, the variance
of the noise is not time-varying in continuous time. Note that
while dw is the standard white noise, the units of Bwdw physi-
cally correspond to displacement disturbances in terms of linear
and angular positions. Moreover, u = uF F + uF B where uF B

is the control feedback term. Note that (Ac,Bc) is controllable
and Bc has full rank and is invertible.

Fig. 3. Reference tracking control scheme with feed-forward and
vision-based feedback loop. The error estimate ê uses the delayed
reference. In the current paper, the robot itself is the “Plant.”

The control objective is the minimization of a linear quadratic
Gaussian type cost function [22]

J := lim sup
T→∞

1
T

∫ T

0
E[gc(p(t) − pref (t), uF B (t))]dt (4)

where gc(e, u) := eᵀQce+ uᵀRcu with positive definite ma-
trices Qc,Rc � 0, which incorporates a cost on the deviation
from the reference trajectory pref(t) and a penalty for the applied
feedback control action uF B (t).

The main control problem considered in this paper is the
design of a sampled-data, piecewise constant, control action

uF B (t) = uk for all t ∈ [tk , tk+1) (5)

with uk ∈ R3 and tk the control update time, k ∈ N, that
minimizes (4) subject to a stochastic localization delay and
the process disturbances. In this paper, we show that the de-
lay τ between taking an image and the time of presenting
the pose estimate p̂ to the controller can be modeled by a
stochastic process described by a probability distribution func-
tion (pdf) f : R>0 → R or the corresponding cumulative distri-
bution function (cdf) F : R>0 → [0, 1]. To address the control
problem with stochastic measurement delays, we shall apply the
control design ideas for system with stochastic actuation delays
presented in [1]. The control strategies, and how they can be
applied in the case at hand, are detailed in Section III.

III. CONTROL DESIGN

In this section, we explain the control algorithms imple-
mented in the robot. The velocity control input u(t), t ∈ R
is implemented digitally and consists of the sum

u(t) = uF F (t) + uF B (t), t ∈ R≥0 .

First, we discuss the feed-forward control uF F , which is used
to steer the robot along a reference trajectory. Second, we dis-
cuss the image-based feedback control uF B , which corrects for
deviations from the reference and minimizes (4). The complete
image-based reference tracking control scheme is depicted in
Fig. 3.

A. Feed-Forward Control

Because we are interested in the feedback performance, the
feed-forward update rate is significantly higher than the feed-
back update rate, such that the feed-forward can be considered
as ideal with respect to the feedback problem. For a given dif-
ferentiable reference trajectory pref : R≥0 → R2 ×[0, 2π) and
considering (3), the input uF F that satisfies p(t) = pref(t) for
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all t ∈ R if Bw = 0 is given by

uF F �(t) = B−1
c ṗref(t), t ∈ R≥0 . (6)

Recall that Bc = Rz

(
ψ0

)
is a rotation matrix, which is always

invertible. As an approximation to (6), in the digital domain,
at intervals of TF F = 1

20 s, corresponding to a 20 Hz update
rate, we implemented, for t ∈ [nTF F , (n+ 1)TF F ), n ∈ N, the
piecewise constant input

uF F (t) = B−1
c

1
TF F

(pref((n+ 1)TF F ) − pref(nTF F ))

such that p(nTF F ) = pref (nTF F ), n ∈ N if Bw = 0.

B. Feedback Control With Stochastic Delays

To compensate for the effect of the disturbancew, which is not
possible by feed-forward control, the camera images are used in
a tracking control configuration. As explained in Section II-A,
the localization step can be modeled by a stochastic delay with
pdf f . We denote the delay of processing the image obtained at
time tk by τk for all k ∈ N, which for our setup are independent
identically distributed (i.i.d.) realizations of distribution f . Next,
we discuss how, for case (5) and measurement delay with pdf
f and cdf F , we can use the ideas of [1] for event-driven and
deadline-driven control design.

First, we define the tracking error e(t) = p(t) − pref(t), t ∈
R≥0 resulting in a model for the error dynamics given by

de(t) = (Ace(t) +Bcu
F B (t))dt+Bwdw(t), t ∈ R≥0 (7)

which follows from (3) and (6).
By discretization of the error system (7) at sampling times tk ,

k ∈ N, we obtain

ek+1 = A(hk )ek +B(hk )uk + wk

where hk := tk+1 − tk and A(h) := eAc h and B(h) :=∫ h

0 eAc sBcds.
The disturbance is a sequence of zero-mean indepen-

dent random vectors wk ∈ Rnw , k ∈ N, with covariance

E[wk (wk )
ᵀ
] = W (hk ), where W (h) :=

h

∫
0
eAc sBwB

ᵀ
w e

Aᵀ
c sds

for h ∈ R≥0 . Note that the autocovarianceW (hk ) depends only
on the sampling interval hk and not on the sampling instance
tk .

The average cost (4) can be written as

J = lim sup
T→∞

1
T

E

⎡
⎣N (T )−1∑

k=0

g(ek , uk , hk )

⎤
⎦ (8)

where N(T ) := min{L ∈ N [1,∞] |
∑L

k=0 hk > T} and
g(e, u, h) := eᵀQ(h)e+ 2eᵀS(h)u+ uᵀR(h)u+ α(h), with[

Q(h) S(h)
S(h)ᵀ R(h)

]
:=

∫ h

0
e[ A c B c

0 0 ]
ᵀ
s

[
Qc 0
0 Rc

]
e[ A c B c

0 0 ]sds

and

α(h) := trace

(
Qc

∫ h

0

∫ t

0
eAc sBwB

ᵀ
w e

Aᵀ
c sdsdt

)

which is the cost associated with the intersampling behavior of
the Wiener process.

Since our system has simple dynamics with Ac = 0 and
Bc = Rz

(
ψ0

)
, we have that A(h) = I , B(h) = hRz

(
ψ0

)
,

W (h) = hBwB
ᵀ
w , and α(h) = h2

2 trace(QcBwB
ᵀ
w ). Next, we

explain the deadline-driven and event-driven control schemes
for this system.

1) Deadline-Driven Control: In deadline-driven control,
the control is updated after a fixed deadline, i.e., hk = D ∈ R>0
for all k ∈ N, according to

uk = −Kdēk

where ēk is an estimate of the current state ek , obtained using
the Kalman filter

ēk =

{
ēk−1 +B(D)uk−1 + Ld(êk−1 − ēk−1) if τk−1 ≤ D

ēk−1 +B(D)uk−1 if τk−1 > D

where êk−1 = p̂(tk−1) − pref(tk−1) and p̂(tk−1) is the pose esti-
mate from the image taken at time tk−1 , which is only obtained
if the delay is less than the deadline, i.e., if τk−1 ≤ D. The con-
trol gain Kd is obtained by solving, for positive definite Pd , the
Riccati equation

Pd = A(D)ᵀPdA(D) +Q(D) +Kᵀ
d GdKd

Kd = G−1
d (B(D)ᵀPdA(D) + S(D)ᵀ)

Gd = B(D)ᵀPdB(D) +R(D)

where the constant D ∈ R>0 can be chosen arbitrarily. Note
that the probability that τk−1 ≤ D is given by F (D). Our setup
assumes to obtain perfect measurements of the complete state,
which is a result of the chosen image acquisition and image-
processing methods. The estimator gain is given byLd = A(D)
and the infinite horizon covariance Θd of the estimate ēk is given
by the solution to the Lyapunov equation

Θd = Ã(D)ᵀΘdÃ(D) +W (D)

which only has a solution for values of D ∈ R for which
Ã(D) :=

√
1 − F (D)A(D) is Schur. Since in our case

A(D) = I for all D ∈ R>0 , Ã(D) is Schur if F (D) > 0. This
control design minimizes (8) for a particular value ofD ∈ R≥0 ,
and the minimal value is given by

Jd :=
1
D

[trace(PdW (D) + ΘdK
ᵀ
d GdKd) + α(D)] . (9)

By computing (9) for a large set of values of D ∈ R, we deter-
mine the optimal value of D that minimizes Jd .

Remark 1: Since hk = D ∈ R>0 is a constant for all k ∈ N
for the deadline-driven case, the control updates of this con-
troller type are periodic.

2) Event-Driven Control: In event-driven control, the con-
trol is updated immediately after processing, i.e., hk = τk for
all k ∈ N, according to

uk = −Keēk ,
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where ēk is an estimate of the current state ek , obtained using
the Kalman filter

ēk = ēk−1 +B(τk−1)uk−1 + Le(êk−1 − ēk−1)

where êk−1 = p̂(tk−1) − pref(tk−1) and p̂(tk−1) is the pose es-
timate from the image taken at time tk−1 . The control gains Ke

are obtained by solving, for positive definite Pe , the stochastic
Riccati equation [23]

Pe = A(τ)ᵀPeA(τ) +Q(τ) +Kᵀ
e GeKe

Ke = G−1
e (B(τ)ᵀPeA(τ) + S(τ)

ᵀ
)

Gd = B(τ)ᵀPeB(τ) +R(τ)

where τ has pdf f and X(τ)ᵀY Z(τ) denotes E[X(τ)ᵀY Z(τ)]
which can be computed by the Lebesgue–Stieltjes integral∫ ∞

0 X(s)ᵀY Z(s)dF (s). Note that, in this case, we always ob-
tain a pose estimate p̂(tk−1), but the delays τk and thus the
feedback control update intervals hk are probabilistic. Note
that while the covariance W (hk ) for the deadline-driven ap-
proaches was constant, since hk = D, it is time-varying for the
event-driven approach due to the dependence of the sampling
interval on the varying delay τk . The estimator gain is given
by Le = A(τ) and the infinite horizon covariance Θe of the
estimate ēk is given by Θe = W (τ).

This control design minimizes (8) for the event-driven case
and the minimal value is given by

Je :=
1
τ

[
trace(PeW (τ) + ΘeK

ᵀ
e GeKe) + α(τ)

]
(10)

where τ is the expected value of the delay.

IV. VISION-BASED LOCALIZATION

Vision-based localization is a vast and challenging topic in
robotics. One often considered problem is simultaneous local-
ization and mapping (SLAM), which is a well-studied method
[24]. To approach this problem, feature detectors as SIFT (Scale-
Invariant Feature Transform [25]) and SURF (Speeded Up Ro-
bust Features [26]) are often used. However, in the present pa-
per, mapping of the environment, as done in SLAM, is not
required and the features (the round markers) have simple ge-
ometries. Thus, only the localization problem is considered and
advanced feature detectors such as SIFT and SURF are not
needed. In computer-vision literature, the RANSAC [2] method
is often used to match features in series of images. Since we
are mainly interested in the performance of the control algo-
rithms for stochastic delay, we consider a simple vision-based
localization procedure.

For reasons of space, we only sketch the steps taken in the
localization procedure.

The exact 3-D pose of the camera with respect to {R} and
its intrinsic parameters, including a geometric distortion model
[24], are determined a priori by means of camera calibration
using the Camera Calibrator from the Computer Vision Toolbox
[25] of MATLAB. By an exact perspective transformation from
the camera pose, using the fact that all markers lie in the same
plane, computations can be done with respect to the observation
frame {O} which is fixed w.r.t. {R}. The image-processing

software in the base station has a database of all markers in
the environment with their color and their positions relative to
the world frame {W}. After the base station receives a new
camera image, it accurately determines the color and location
of the centroids of the colored markers with respect to {O} by
using distortion correction, Hue-Saturation-Value (HSV) color
segmentation, morphological cleaning and closing, and blob
analysis from [25] and the Image Processing Toolbox (IPT)
[26]. Then it implements a RANSAC-based [2] localization
algorithm, detailed in Section IV-A, to match the configuration
of the observed markers to the configuration of a random set of
markers in the database. Finding a positive match results in an
estimate of the robot pose in the environment. Due to the random
and memory-less nature of the algorithm, the completion time of
the algorithm is random, independent and identically distributed.

A. Localization Algorithm

The database set D = {di}i∈{1,2,...} contains the position
vectors

�di =
[
�eW1 �eW2

][di,x
di,y

]
for all i ∈ {1, 2, ...} (11)

of the centers of all markers in the world frame, as depicted in
Fig. 2, the color of the marker, and its Euclidean distance to
each other marker, given, for all i, j ∈ {1, 2, ...}, by

l(di, dj ) =
√

(di,x − dj,x)2 + (di,y − dj,y )2 .

Markers observed in a new image are represented in the
observation set O = {oi}i∈{1,2,...} and we determine vectors

�oi =
[
�eO1 �eO2

][ oi,x
oi,y

]
for all i ∈ {1, 2, ...} (12)

pointing to the centroids of the landmarks in the observation
frame {O}, as depicted in Fig. 2, as well as the color and
Euclidean interdistances l(oi, oj ), i, j ∈ {1, 2, ...}. Note that
�eO1 ,�e

O
2 are the coordinate axes of frame {O} depicted in Fig. 2.

The pose of the robot can be determined by matching elements
in O and D. A correct match between an element o ∈ O, with
ox, oy as defined in (12), and an element d ∈ D, with dx, dy as
defined in (11), should satisfy the relation[

dx
dy

]
=

[
x
y

]
+R(ψ)

[
xO

yO

]
+R(ψ)R(ψO )

[
ox
oy

]
(13)

where pO = [xO , yO , ψO ]ᵀ is the pose of frame {O}w.r.t. frame
{R}, which follows from coordinate transformations. Note that
pO = [xO , yO , ψO ]ᵀ is fixed and known and that (13) is nonlin-
ear in the rotation ψ.

Note that (13) provides only two nonlinear equations for three
unknowns (x, y, ψ), which is not sufficient to obtain a unique
pose. Therefore, we need two or more markers from each set O
and D at the same time, which provides us with four or more
equations for three unknowns. We solve this problem in two
steps. First, we solve the nonlinear difference equations (case
with two markers o1 , o2 ∈ O, d1 , d2 ∈ D)

R(ψ̂)R(ψO )
[
o1,x − o2,x
o1,y − o2,y

]
−

[
d1,x − d2,x
d1,y − d2,y

]
=

[
0
0

]
(14)
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Algorithm 1: RANSAC Pose Estimation Algorithm.
Step 1: Random sampling
Randomly select oi, oj ∈ O, i 	= j and dl , dm ∈ D, l 	= m
with matching colors for the pairs (i, l) and (j,m). For
some small tolerance ε1 , check the condition

|l(dl , dm ) − l(oi, oj )|
l(oi, oj )

≤ ε1 . (15)

Condition (15) checks whether the Euclidean distances of
the pairs (i, j) and (l,m) are the same, otherwise the pairs
cannot correspond to a match. If (15) is met, continue to
Step 2, otherwise return to Step 1 and take new pairs of
markers.
Step 2: Model estimation
Estimate p̂ = [x̂, ŷ, ψ̂]ᵀ by the procedure explained above,
based on (14).
Step 3: Consensus
Select randomly an element ok ∈ O \ {oi, oj}. Map ok to a
point d̃ in the world frame by[

d̃x
d̃y

]
=

[
x̂
ŷ

]
+R(ψ̂)

[
xO

yO

]
+R(ψ̂)R(ψO )

[
ok,x
ok,y

]
.

(16)

Compute the Euclidean distance l(d̃, dn ) to all markers
dn ∈ D \ {l,m} (with the same color). If for some n, for
some small tolerance ε2 , l(d̃, dn ) ≤ ε2 , then the marker ok
is explained. Otherwise, the pairs (oi, oj ) and (dl , dm ) are
rejected.
This procedure can be repeated for all other elements in
O \ {oi, oj}. If a chosen sufficient number of explained
markers (at least one), is reached, the algorithm accepts the
pose p to be equal to the estimate p̂. Otherwise the
algorithm returns to Step 1.

for ψ̂ by Newton’s method [27] with initial value ψ0 .Second,
we substitute ψ̂ for ψ in (13) for each marker and solve for
x and y in a least-squares sense to obtain estimates x̂ and ŷ.
By considering more markers, the pose estimation can be made
more robust against measurement errors.

For the open problem of selecting markers in O and D to
use to solve the pose estimation problem, we take the RANSAC
[2] algorithm, which is often applied in practical applications of
computer vision to solve problems of this nature. The application
of RANSAC to the pose estimation problem is explained in the
RANSAC pose estimation algorithm (see Algorithm 1).

V. EXPERIMENTAL RESULTS

In this section, we explain the steps taken to identify the
relevant system parameters and we provide the experimental
results.

A. Robot Setup

The omnidirectional robot platform provided by SuperDroid
Robots [28] has three 4-in 90◦ Swedish (omni) wheels powered

Fig. 4. Environment (in the world frame) with markers and reference
(blue) with initial position (red X).

by IG32 265RPM gear motors with quadrature encoders (538
counts per revolution) and gearbox (gear ratio gr = 0.0521)
separately controlled by an Arduino UNO at 1 kHz. Image
capturing by the webcam (Logitech C525, configured as an
IP camera), communication with the base station, and sending
instructions to the Arduino UNO (via python script over USB
serial bus) are implemented on a RaspberryPi 3 (RPi3). Wireless
data is transferred via user datagram protocol connection using
a dedicated wireless router (D-link DIR-850L). The processing
and control platform (base station) is an Intel i7-3630QM CPU
@2.40 GHz with 8 GB RAM running 64-bit Windows 7.

During experiments, an external computer samples the cam-
era at a fast rate of fvalidate = 25 Hz for validation data.

B. Imaging and Processing Parameters

Images of 320 × 240 RGB pixels are obtained from the cam-
era. As pose estimation parameters, we took: ε1 = 0.1, a tol-
erance of 10−6 for ψ̂, at least three markers required, and at
least 85% of the observed markers should be explained by the
database with ε2 = 0.015 m. Since several patterns of markers
are repeated in the environment (see Fig. 4), a pose could be
falsely accepted due to these artifacts. Since we are not inter-
ested in dealing with this case in this paper, we add an additional
check whether an accepted pose is within 0.08 m of the current
estimate of the pose. If this is not the case, we continue the
localization algorithm. As we will see next, the process noise
is small enough such that it is highly unlikely to trigger this
threshold.

While it is possible to use more elaborate schemes with vari-
ations on the image size, for which compression methods could
limit the impact on changes in delays, the imaging and process-
ing methods are assumed to have fixed settings and variations
are not considered in this paper.
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TABLE I
ELLIPSOIDAL REFERENCE PARAMETERS

C. Environment and Reference Trajectory

The workspace of the robot contains 65 colored markers (25
red, 18 green, 11 yellow, and 11 blue) that are randomly placed
on a square grid with 10 cm distances.

The robot origin {R} is chosen at the center of the robot as in
Fig. 2. During the experiments we use the following ellipsoidal
reference trajectory

pref(t) =

⎡
⎢⎣
xref(t)
yref(t)
ψref(t)

⎤
⎥⎦ =

⎡
⎢⎣
Rxcos(2πfreft+ φ0) +Rx,0

Ry sin(2πfreft+ φ0) +Ry,0

ψ0

⎤
⎥⎦

with the parameters listed in Table I, which is depicted in the
robot workspace in Fig. 4. Before each experiment, the robot is
driven to pref(0) = [0.5, 0, 11

6 π]ᵀ with high accuracy, such that
we can assume p(0) = pref(0).

Remark 2: Since we are interested in the performance of
the high-level vision-based control system, we have mitigated
nonlinear effects in the low-level control of the robot by
using a smooth reference trajectory with nonzero speed to elim-
inate start–stop friction effects which cannot be directly mod-
eled/controlled. An ellipsoid was chosen as a variation on a
circular path to create a more varied scenario. Using trajectories
that incur nonlinear effects in the setup requires the study of
controllers for more complex models and is subject of future
work.

D. Model of Image Processing

The probability distribution function of the time needed for
the steps in Algorithm 1 to process the image data is determined
experimentally. A representative series of images (with varia-
tions in numbers and colors of markers) is obtained from the
robot by open-loop experiments using only the feed-forward
control action. By processing the image series with Algorithm 1
on the control and processing platform, a large set of delay val-
ues can be obtained (note that images may be reused several
times). Computing a normalized histogram of the delay values
provides us with a discrete probability distribution for the de-
lay. For our system, the delay is determined with a resolution
of 0.001 second intervals. From the histogram, we can obtain
a piecewise constant cdf F that can be used to compute the
controllers in Section III.

E. Identification of Noise Parameters

The validation data, obtained on the external computer at
fvalidate = 25 Hz, is used to compute the trajectory of the robot
at Tvalidate = 1

fvalidate
= 0.04 s intervals during a feed-forward ex-

periment of 200 s. We use linear interpolation with interval
ΔT ∈ R>0 to obtain an approximation of the actual continuous
trajectory of the robot.

Fig. 5. Experimental process noise probability distribution with normal
distribution fit (red).

The knowledge of the feed-forward input and the actual posi-
tion can be used to determine the process noise parameter Bw .
Since uF F is known, we can use the formula

w(ti ,ΔT ) = p(ti + ΔT ) − (p(ti) +B(ΔT )uF F (tv )) (17)

to determine the total impact w(ti ,ΔT ) of the process noise in
the interval [ti , ti + ΔT ] where ti ∈ R[0,200] . Here, we assume
that uF F is approximately constant in this interval [ti , ti + ΔT ],
which is supported by the smoothness of the reference trajectory.
Due to the stochasticity, the value of w(ti ,ΔT ) varies with the
interpolation instant ti . The process noise is computed using
(17) with ΔT = 0.08 s (i.e., at twice the Nyquist sampling
intervalTvalidate). The autocorrelation of the noise was computed,
showing little to no correlation between noise instances.

The histogram in Fig. 5 depicts the probability distribu-
tion of the values of the process noise on the state. We ob-
serve that the distribution is approximately Gaussian with zero
mean and standard deviations [σx(ΔT ), σy (ΔT ), σψ (ΔT )] =
[0.0037, 0.0037, 0.0071]. Clearly, the artifact threshold dis-
cussed in Section V-B is much higher than the standard devia-
tion. Normality tests indicate that for wx a slight deviation from
Gaussianity (outside the standard 95% confidence bounds) may
be present. A detailed analysis of the source of this deviation
is subject of future work. Because of the limited data available
for the normality tests and because this is required in our mod-
eling and design approach, we assume that all disturbances are
Gaussian.

Following the assumption in (3) that the process
noise is a Wiener process, we assume that the variance
E[w(t,ΔT )(w(t,ΔT ))

ᵀ
] = W (ΔT ) = ΔTBwB

ᵀ
w for any t ∈

R≥0 . Hence, we obtain

Bw =
1√
ΔT

diag([σx(ΔT ), σy (ΔT ), σψ (ΔT )])

= diag([0.013, 0.013, 0.025]).
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Fig. 6. Theoretical average cost for different values of the deadline D.

F. Control Objective and Theoretical Cost

We consider the cost (4) to be defined by Qc = qcI and
Rc = rcI with qc = 100 and rc = 50. Using these values and
the previously obtained parameters for the delay and process
noise, we compute the theoretical performance (9) and (10).
Analytically, we obtain a trade-off for the deadline as depicted
in Fig. 6, similar to the one in [1]. The optimal deadline is found
to beDd = 0.347 s and Jd = 0.132. The event-driven controller
is expected to perform better by 4.78% with Je = 0.126 and
τ̄ = 0.334 s.

Using the methodology in Section III, we find Ld = Le = I
(which follows from the fact that we have Ac = 0, full state
measurements and no measurement noise) and

Kd =

⎡
⎢⎣

0.9757 −0.5633 0
0.5633 0.9757 0

0 0 1.1266

⎤
⎥⎦,

Ke =

⎡
⎢⎣

0.9004 −0.5198 0
0.5198 0.9004 0

0 0 1.0397

⎤
⎥⎦.

We compare the results to a conservative (worst-case)
deadline-driven design (which we will refer to with abbrevi-
ation d-con, using a deadline Dd-con = 1 s, corresponding to
a traditional periodic design in which 99% of the images pro-
duce a pose estimate at the deadline. The gains are given by
Ld-con = I and

Kd-con =

⎡
⎢⎣

0.6853 −0.3956 0
0.3956 0.6853 0

0 0 0.7913

⎤
⎥⎦

for an expected performance of Jd-con = 0.219, which is 65–
75% worse than the proposed designs. Conversely, the proposed
designs are expected to perform approximately 40% better than
the traditional design.

G. Experimental Control Performance

In this subsection, we validate the theoretical results by
performing experiments with each type of controller for
t ∈ [0, 100] s in which the robot follows the ellipsoidal refer-
ence five times. Recall that, for brevity, we sometimes refer
to the event-driven, optimal deadline-driven, and conservative
deadline control policies by e, d, and d-con, respectively. The
pose and pose error for each policy are depicted in Figs. 7

Fig. 7. Robot pose for each control [e in red, d(-optimal) in blue,
d-conservative in yellow, and reference in black].

Fig. 8. Pose error for each control [e in red, d(-optimal) in blue, and
d-conservative in yellow].

and 8, respectively. The feedback input is depicted in Fig. 9.
The error for the conservative controller is generally larger,
as expected, causing larger control inputs. In Section V-E,
we have identified that Bw = diag([0.013, 0.013, 0.025]).
Hence, for the deadline-driven approaches with Dd = 0.347
s and Dd-con = 1 s, the autocovariance is given by
W (Dd) = diag[(5.86 × 10−5 , 5.86 × 10−5 , 21.7 × 10−5)] and
W (Dd-con ) = diag[(16.9 × 10−5 , 16.9 × 10−5 , 62.5 × 10−5)],
respectively. For the event-driven approach, the autocovariance
depends on the varying delay. The autocovariances of the three
methods are depicted in Fig. 10.

The transient starting behavior (up to 7 s) is omitted to ana-
lyze only the average cost (4). Using the error and input data, we
compute the experimental performance of the methods to be
given by J exp

d = 0.0571, J exp
e = 0.0564, and J exp

d-con = 0.2228.
This shows that the event-driven controller indeed performs
slightly better than the optimal deadline-driven controller
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Fig. 9. Feedback input signal for each control [e in red, d(-optimal) in
blue, and d-conservative in yellow].

Fig. 10. Discrete-time disturbance autocovariance [e in red, d(-optimal)
in blue, and d-conservative in yellow].

(1.3%), as expected from the theoretical results, and that both
proposed methods perform significantly better than the conser-
vative design (by almost 75%). The experimental results support
the theoretical results and, in particular, the claim that the pro-
posed methods to deal with stochastic delay outperform a tra-
ditional worst-case periodic design. While J exp

d-con approximates
the theoretical cost closely, the experimental performance for
J exp
d and J exp

e is significantly lower than the theoretical cost
Jd and Je . We believe that this is due to unmodeled (nonlin-
ear) effects (in the low-level control) which causes very small
disturbances to be poorly suppressed.

In Fig. 11, the processing delay for each of the methods is
depicted, showing the accumulation of delay at the deadlines
(0.33 and 1 s) for the deadline-driven implementations. The au-
tocorrelation of the samples was computed, showing no signif-
icant correlation between samples, thereby validating the i.i.d.
assumption.

The choice of feedback sampling period was dictated by the
image-processing steps, the choice of the feed-forward rate
at 20 Hz was sufficient to approximately follow the chosen

Fig. 11. Processing delay histogram for each control method.

reference because of the limited aggressiveness of the stochastic
disturbances.

VI. CONCLUSION

In this paper, we experimentally demonstrated the strength
of model-based event-driven and deadline-driven control algo-
rithms based on [1] for real-time vision-based feedback control.
The results illustrated that model-based methods for stochas-
tic measurement delays could be applied in practice and yield
significant performance gains compared to traditional (periodic
worst-case) designs. The fact that we considered omnidirec-
tional robots with a fixed orientation allowed us to apply the
framework for control of linear systems to control the two-
dimensional position; considering robots with nonholonomic
constraints would entail extensions to the nonlinear realm and
would require further research of the control framework. In fu-
ture work, more complex robot models, models of “smarter”
localization methods and robustness studies will be of inter-
est. Moreover, the extent to which our results can be applied
to control loops with delays induced by vision algorithms re-
lying on (deep) neural networks is a topic of interest. Future
studies should also investigate the more complex dynamics and
uncertainties of more advanced physical robots.
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tuto Superior Técnico (IST), Lisbon, Portugal, in
2005 and 2011, respectively.

From 2011 to 2013 he held a postdoctoral
position at the Eindhoven University of Tech-
nology (TU/e). He is currently an Assistant Pro-
fessor with the Department of Mechanical Engi-
neering of TU/e. His research interests include

networked control systems, stochastic control, dynamic programming,
distributed optimization, robotics, autonomous systems, and systems
biology.

W. P. M. H. Heemels (M’07-SM’10-F’16) re-
ceived the M.Sc. degree in mathematics and the
Ph.D. degree in control theory (both summa cum
laude) from the Eindhoven University of Tech-
nology (TU/e), Eindhoven, The Netherlands, in
1995 and 1999, respectively.

After being an Assistant Professor at the Elec-
trical Engineering Department, TU/e, and a Re-
search Fellow at the Embedded Systems Insti-
tute (ESI), he is currently a Full Professor in the
Control Systems Technology Group, Mechanical

Engineering Department, TU/e. He held visiting research positions at the
Swiss Federal Institute of Technology (ETH), Zurich, Switzerland (2001),
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