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Summary

The potential of multimodal neuroimaging to personalize
transcranial magnetic stimulation treatment protocols

Globally, approximately 300 million people suffer from mental illness. Major depressive
disorder (MDD), one of the most prevalent mental disorders, is a major contributor to the
overall global burden of disease. Unfortunately, the current available treatment strategies
such as psychopharmacotherapy and psychotherapy are not always efficient; approxi-
mately 30% of the MDD population can be considered as treatment-resistant. Therefore,
additional treatment options to alleviate depressive symptoms should be investigated.

Transcranial magnetic stimulation (TMS) is a non-invasive brain stimulation technique
that is based on the principles of electromagnetic induction. A time-varying electric cur-
rent is sent through a coil that is placed tangentially to the scalp. A magnetic field is
induced perpendicular to the coil and will traverse the scalp and skull into the brain. Sub-
sequently, an electric field is induced in the superficial cortex. This field can modulate
neuronal activity. The effect of repetitive application of pulses (rTMS) outlasts the actual
duration of the stimulation. This makes rTMS a promising treatment option for various
neurological and psychiatric disorders. rTMS is FDA approved for the treatment of MDD
but the current response and remission rates remain rather modest. Also, there is a large
inter-individual variability in these response and remission rates. This could partly be
explained by the lack of knowledge about the exact mechanisms of action and this could
also be attributed to the application of too general rTMS protocols for a broad patient-
population.

Although the focus of this thesis is on TMS, it has to be noted that this is not the only
brain stimulation technique. A broad overview of all invasive and non-invasive brain
stimulation techniques is given in Chapter 3. Deep brain stimulation and vagus nerve
stimulation are effective invasive stimulation techniques and TMS and transcranial direct
current stimulation are the most commonly used non-invasive methods. Insight into the
technical basis of brain stimulation might be a first step towards a more profound under-
standing of the mechanisms of action.
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Standard rTMS guidelines to treat MDD typically follow a daily stimulation pattern re-
peated over 4-6 weeks. Accelerated intermittent theta burst stimulation (aiTBS) is a rel-
atively new stimulation protocol, aimed to further improve clinical efficacy, in which
stimuli are applied in a vast pattern (3 stimuli at 50Hz, repeated every 200ms, 2s stimula-
tion alternated with 6 or 8s rest). Instead of single rTMS sessions over multiple days, the
aiTBS protocol contains 5 daily stimulation sessions on 4 consecutive days. Chapters
4-6 are based on a double-blind, randomized, sham-controlled, cross-over aiTBS study.
Fifty MDD patients were randomized to receive first active then sham stimulation, or the
other way around. Both sham and active stimulation were applied to the left dorsolateral
prefrontal cortex (DLPFC) at 110% of the resting motor threshold (rMT) with a figure-of-
eight shaped coil. At baseline, and after both stimulation sessions, MRI data was recorded
with a 3 Tesla scanner. The MRI acquisition protocols contains anatomical scanning,
resting-state functional MRI (rs-fMRI) and diffusion weighted imaging (dMRI). At sim-
ilar time-points, and additionally after two weeks during follow-up, clinical well-being
was tested using the 17-item Hamilton Depression Rating Scale questionnaire.

Specifically, the effects of aiTBS on resting-state functional connectivity (rsFC) on a net-
work level by means of graph theory were studied in Chapter 4. The rs-fMRI data were
parcellated into 264 parcels, further referred to as nodes. Graph parameters were calcu-
lated on whole brain level, including all the nodes, and within the single nodes. Baseline
data and data after the first stimulation session were used such that the differences be-
tween sham and active stimulation could be investigated. Although no differences were
observed between the effects of sham and active stimulation on whole brain graph param-
eters and changes in graph measures did not correlate with clinical response, the baseline
clustering coefficient and global efficiency showed to be significantly correlated with the
clinical response to aiTBS. Nodal effects were found throughout the brain. The spatial
distribution of these nodal effects could not directly be linked to the rsFC map derived
from group-connectome data.

The same rs-fMRI datasets were used in Chapter 5 for a methodological study into mod-
eling approaches of the local effects of TMS and their effects on functional connectivity
analyses. Here, regressors were compared from 2 seeding methods based on a simple
cone model and a more complex model derived from TMS-induced electric field (Efield)
distributions. The regressors and resulting rsFC maps from both seeding methods were
compared. Because of the overall high correlations between cone- and Efield-regressors,
computational complexity of the TMS-induced electric field simulations, and the lack of
the golden standard, the cone model was stated to be reliable to derive regressors for rsFC
analyses to study the effects of TMS.

Chapter 6 describes the first attempt within the scientific world to derive parameters from
dMRI data that are predictive for the clinical response to aiTBS. Because earlier work
showed that the clinical effects of aiTBS treatment may have a delayed onset, the study
investigated prediction of the delayed clinical response, measured two weeks after the
stimulation protocol. The focus in this study was on the structural connections between
the stimulation position in the left DLPFC and the cingulate cortex. The Desikan-Killiany
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parcellation scheme was used to split the dMRI data into 89 nodes and compute the struc-
tural connections between pairs of nodes. An important finding was the absence of direct
structural connections between the stimulation site and the cingulate cortex. However,
indirect connections with up to two internodes, between the stimulation site and the right
caudal and left posterior part of the cingulate cortex were significantly correlated with the
clinical response to aiTBS. These findings suggest that baseline structural connectivity
may be of essence for the clinical response to aiTBS in MDD patients.

A more fundamental study is described in Chapter 7. The propagation of TMS pulses
in terms of the brain’s intrinsic rsFC was investigated. Ten datasets from the Berenson-
Allen Center for Noninvasive Brain Stimulation were used in which TMS was applied
during EEG. Approximately 100 single TMS pulses were applied to six stimulation sites:
the DLPFC, motor cortex, and parietal cortex bilaterally. EEG source imaging was per-
formed on the TMS-evoked potentials (TEPs). The TEPs in source space were quantified
by the root mean square in the time-intervals between 15 and 400 ms after the pulse.
Additionally, the interval between 15 and 75 ms was separately studied since this period
is thought to be less affected by sham effects. The quantified TEPs were correlated with
the rsFC maps, derived from group-connectome data with the subject-specific stimula-
tion position as seed. On the group level, significant correlations were found between the
quantified TEPs and rsFC strength after stimulating motor areas, in both time-intervals.
This suggests that the propagation of TMS pulses follows the pattern of the subject’s in-
trinsic rsFC, at least when stimulating the motor cortex.

Within this thesis, we have shown various applications of neuroimaging techniques to
gain more understanding about the mechanism of action of TMS. Knowledge about po-
tential importance of structural connections (Chapter 6) and the propagation of effects
via rsFC (Chapter 4 and Chapter 7) might be translated into subject-specific optimal coil
positioning. Besides the coil position, also other parameters can be subject for personal-
ization such as the stimulation intensity and the timing and frequency of the stimulation.
A potential route towards personalization of stimulation protocols is discussed in Chap-
ter 8 with the focus on the possible role of multimodal neuroimaging techniques.

The actual stimulation target might be a deep brain region that can only be reached in-
directly via structural and functional connections. The optimal patient-specific cortical
stimulation position might be derived from individual rs-fMRI and dMRI data. Electric
field models, using individual head models derived from anatomical and dMRI data, can
help to guide the coil position to optimally target the preferred cortical area. The stimu-
lation intensity is derived from the rMT, since the output of motor cortex stimulation can
be measured with motor evoked potentials. Intensity for stimulation at other locations
beyond the motor cortex might benefit from correction methods that use the variation in
coil-cortex distance. This can be derived from anatomical MRI. The response to stimu-
lation is also dependent on the brain state during the application of stimuli. Timing of
the stimulation might be optimized by using real-time EEG information, which can in-
form about the state of excitability. Moreover, the frequency of the stimulation could be
adapted to the patient’s intrinsic brain rhythms.
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Using information from neuroimaging to obtain patient-specific brain stimulation proto-
cols might decrease the inter-individual variability and potentially also increase the over-
all clinical effectiveness.
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Samenvatting

Het potentieel van multimodale neuro-imaging om
behandelprotocollen van transcraniële magneetstimulatie te
personaliseren

Wereldwijd lijden ongeveer 300 miljoen mensen aan een mentale ziekte. Depressie is
een van de meest voorkomende mentale ziektes en vormt daardoor een grote last voor
de maatschappij. Helaas zijn huidige behandelstrategieën zoals met behulp van psychop-
harmacotherapie en psychotherapie niet altijd effectief. Ongeveer 30% van de depressie
patiënten is behandelings-resistent. Daarom is het van belang om nieuwe behandelme-
thodes te onderzoeken die de depressieve symptomen kunnen verminderen.

Transcraniële magneetstimulatie (TMS) is een niet-invasieve hersenstimulatie techniek
die is gebaseerd op de principes van elektromagnetische inductie. Een tijdsvariërende
elektrische stroom wordt door een spoel gestuurd die tangentieel tegen het hoofd is ge-
plaatst. Hierdoor wordt een magnetisch veld geïnduceerd, loodrecht op de spoel, wat door
de schedel het brein binnen gaat. Dit veroorzaakt een kleine elektrische stroom in de op-
pervlakkige lagen van de cortex dat neuronale activiteit kan beïnvloeden. Het effect van
het repetitief aanbieden van pulsen (rTMS) houdt langer aan dan de periode waarin ge-
stimuleerd wordt. Hierdoor is rTMS een veelbelovende behandelmethode voor een breed
scala van neurologische en psychiatrische aandoeningen. Ondanks dat rTMS een goedge-
keurde behandeling is voor depressie blijft het aantal responders en remitters bescheiden.
Er is een grote inter-individuele variatie in deze responder en remitter aantallen. Dit kan
gedeeltelijk veroorzaakt worden door de missende kennis van de werkingsmechanismen
en door het gebruiken van te algemene stimulatie protocollen voor een brede patiëntpo-
pulatie.

Deze thesis focust op TMS, maar dit is niet de enige hersenstimulatie techniek. Hoofd-
stuk 3 geeft een breed overzicht van alle invasieve en niet-invasieve stimulatie technieken.
Diepe hersenstimulatie en nervus vagus stimulatie zijn effectieve invasieve hersenstimu-
latie technieken. TMS en transcraniële directe stroom stimulatie zijn de meest gebruikte
niet-invasieve methoden. Inzicht in de technische basis van deze hersenstimulatie tech-
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nieken kan een eerste stap zijn om de werkingsmechanismen beter te begrijpen.

Volgens de standaard rTMS richtlijnen voor behandeling van depressie vindt de behan-
deling plaats volgens een dagelijks patroon wat wordt herhaald gedurende een periode
van 4 tot 6 weken. Accelerated intermittent theta burst stimulatie (aiTBS) is een rela-
tief nieuw stimulatie protocol, bedoeld om de klinische effectiviteit te vergroten, waarin
stimuli in een bepaald patroon aangeboden worden (3 stimuli op 50Hz, herhaald elke
200ms, 2s stimulatie afgewisseld met 6 of 8s rust). In plaats van een enkele dagelijkse
stimulatiesessie over langere periodes, omvat aiTBS 5 dagelijkse stimulatiesessies gedu-
rende 4 aaneengesloten dagen. Hoofdstuk 4 - 6 zijn gebaseerd op een gerandomiseerde,
geblindeerde, sham-gecontroleerde, cross-over aiTBS studie. Vijftig depressie patiënten
werden gerandomiseerd om eerst actieve en dan sham stimulatie te ondergaan, of an-
dersom. Zowel actieve als sham stimulatie werd gegeven met een intensiteit van 110%
van de motor threshold tijdens rust (rMT) en stimulatie werd toegediend aan de linker
dorsolaterala prefrontale cortex (DLPFC) met een figuur-8 spoel. MRI data werd opge-
nomen voordat de stimulatie begon, en na beide stimulatie sessies met een 3 Tesla MRI
scanner. Het MRI acquisitie protocol omvatte anatomische beeldvorming, resting-state
functionele MRI (rs-fMRI) en diffusie gewogen MRI (dMRI). Op dezelfde tijdstippen,
en 2 weken na de stimulatie tijdens de follow-up fase, werd het klinisch welbevinden ge-
meten aan de hand van de 17-item Hamilton Depression Rating Scale vragenlijst.

In Hoofdstuk 4 zijn de effecten van aiTBS op resting-state functionele connectiviteit
(rsFC) op netwerk level bestudeerd met behulp van graaf-analyse. De rs-fMRI data werd
gesplitst in 264 gebiedjes, ook wel nodes genoemd. Graaf-parameters werden berekend
voor het volledige brein, waarbij alle nodes geïncludeerd werden, en voor de nodes apart.
Data van voor en na de eerste stimulatie sessie werden gebruikt om specifiek naar de
verschillende effecten van sham and actieve stimulatie te kijken. Ondanks dat er geen
verschillen gevonden werden tussen de effecten van actieve en sham stimulatie in graaf-
parameters afgeleid van het volledige brein en dat veranderingen in deze graaf-parameters
niet significant gecorreleerd waren met de klinische response, vonden we wel een signi-
ficante correlatie tussen de cluster coëfficiënt en de globale efficiëntie en de klinische
response. Verschillende effecten van sham en actieve stimulatie werden gevonden in
meerdere nodes verspreid door het brein. De spatiële distributie van deze nodes kon niet
direct gelinkt worden aan de rsFC maps die werden afgeleid van group-connectome data.

Dezelfde rs-fMRI datasets werden gebruikt in Hoofdstuk 5 voor een methodologische
studie naar het effect van verschillende modelleer-methoden van de locale effecten van
TMS op de functionele connectiviteit. In deze studies zijn 2 seed-methoden vergeleken
gebaseerd op het relatief gemakkelijke kegel-model en een complexer model dat afge-
leid is van TMS-geïnduceerde elektrische velden (Eveld) in het brein. De regressors en
resulterende rsFC maps van beide seed-methoden zijn vergeleken. Vanwege de hoge cor-
relaties tussen de regressors afgeleid van beide methoden en de resulterende rsFC maps,
de complexiteit van het bepalen van de TMS-geïnduceerde elektrische velden, en het ont-
breken van een gouden standaard, hebben we hier geconcludeerd dat het kegel-model
betrouwbaar is voor het afleiden van regressors voor rsFC analyses om het effect van
TMS te bestuderen.
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Een eerste poging binnen de wetenschappelijke wereld om parameters af te leiden van
dMRI data die de klinische response van aiTBS kunnen voorspellen is beschreven in
Hoofdstuk 6. Vanwege een eerdere bevinding dat klinische effecten van aiTBS een ver-
traging zouden hebben, is hier gekeken naar de voorspelling van het zogenaamde ver-
traagde klinische effect, gemeten 2 weken na het einde van de daadwerkelijke stimulatie
sessies. De focus van deze studie was op de structurele verbindingen tussen de stimula-
tie positie in de linker DLPFC en de cingulate cortex. Het Desikan-Killiany parcellatie
schema werd gebruikt om de dMRI data te splitsen in 89 nodes en om de structurele
verbindingen te berekenen tussen alle node-paren. Een belangrijke bevinding was het
ontbreken van directe verbindingen tussen de stimulatie positie en de cingulate cortex.
Echter, indirecte verbindingen met 1 of 2 internodes tussen de stimulatie positie en het
rechter caudale en linker posterieure deel van de cingulate cortex waren significant gecor-
releerd met de vertraagde klinische response. Dit suggereert dat structurele verbindingen
van belang zijn voor de klinische response van aiTBS in depressie patiënten.

Een meer fundamenteel onderzoek is beschreven in Hoofdstuk 7. Hierin wordt de pro-
pagatie van TMS pulses bestudeerd in termen van de intrinsieke rsFC binnen het brein.
Tien datasets van het Berenson-Allen Center for Noninvasive Brain Stimulation zijn ge-
bruikt waarin TMS toegediend werd tijdens EEG registratie. Ongeveer 100 enkelvoudige
TMS pulsen werden gegeven op 6 posities: de DLPFC, de motor cortex, en de pariëtale
cortex aan beide kanten. EEG bronlokalisatie werd toegepast op de TMS-evoked poten-
tials. De TEPs in bronruimte zijn gekwantificeerd door middel van de root mean square
maat in het tijdsinterval van 15 tot 400ms na de pulse. Daarnaast is het interval tussen 15
en 75ms apart bestudeerd omdat dit minder sham artefacten bevat. De gekwantificeerde
TEPs werden gecorreleerd met rsFC maps, afgeleid van groep-connectome data waarbij
de specifieke stimulatie locaties van elke subject gebruikt werden als seed. Op groepsni-
veau vonden we een significante correlatie tussen de gekwantificeerde TEPs en rsFC na
het stimuleren van de motor cortices aan beide zijden. Dit suggereert dat de propagatie
van TMS pulsen het patroon van de functionele connecties in het brein volgt.

In deze thesis zijn verschillende applicaties van neuro-imaging aan bod gekomen waar-
mee de huidige kennis over het werkingsmechanisme van hersenstimulatie vergroot zou
kunnen worden. Kennis met betrekking tot het belang van structurele connecties (Hoofd-
stuk 6) en de propagatie van effecten van stimulatie via functionele verbindingen (Hoofd-
stuk 4 en Hoofdstuk 7) zouden vertaald kunnen worden naar een patiënt-specifieke opti-
male spoel positie. Daarnaast zouden ook andere stimulatie parameters gepersonaliseerd
kunnen worden zoals de intensiteit en de timing en frequentie van de pulsen. Een moge-
lijke weg om hersenstimulatie protocollen te personaliseren is beschreven in Hoofstuk 8,
waarbij gefocust wordt op de mogelijke rol van multimodale neuro-imaging.

Het daadwerkelijk te stimuleren gebied is mogelijk een dieper gelegen hersengebied dat
enkel indirect bereikt kan worden via structurele of functionele verbindingen. De opti-
male patiënt-specifieke corticale stimulatie positie zou mogelijk afgeleid kunnen worden
van individuele rs-fMRI en dMRI data. Simulaties van het door TMS-geïnduceerde elek-
trische veld, waarbij gebruik wordt gemaakt van individuele hoofdmodellen afgeleid van
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anatomische en dMRI, dragen mogelijk bij aan het bepalen van de spoel positie op het
hoofd om de corticale target optimaal te stimuleren. De stimulatie intensiteit wordt af-
geleid van de rMT, omdat de response van motor cortex stimulatie direct gemeten kan
worden met motor evoked potentials. De intensiteit voor stimulatie van andere locaties
buiten de motor cortex zou voordeel kunnen hebben van correctie-methodes gebaseerd
op de variaties in de afstand tussen de spoel en de cortex in verschillende hersengebie-
den. De spoel-cortex afstand kan bepaald worden met anatomische MRI data. Daarnaast
heeft gebleken dat de response van stimulatie afhankelijk is van de status van het brein
tijdens de stimulatie. De precieze timing van de stimulatie zou geoptimaliseerd kunnen
worden met behulp van real-time EEG informatie, wat informatie kan verschaffen over
de exciteerbaarheid van het brein. Ook zou de frequentie van de pulsen aangepast kunnen
worden aan de individuele frequentie van de brein-oscillaties.

Door gebruik te maken van neuro-imaging kunnen stimulatie protocollen gepersonali-
seerd worden. Dit zou mogelijk kunnen leiden tot een vermindering in de inter-individuele
variabiliteit in de response op hersenstimulatie en zou ook kunnen zorgen voor een ver-
hoging van de klinische effectiviteit.
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1.1. INTRODUCTION

1.1 Introduction

Globally, over 300 million people suffer from mental health disorders according to the
World Health Organization (WHO) (WHO factsheet: Depression 2018). Amongst these
disorders is depression; one of the oldest, well-recognized medical disorders. Depres-
sion is diagnosed according to the Diagnostic and Statistical Manual of Mental Disorders
(DSM) 5, when at least 5 out of 9 symptoms are present for more than two weeks. These
symptoms include abnormalities in mood, anhedonia, weight gain or loss without clear
cause, abnormal sleep patterns, psychomotor hyperactivity or retardation, tiredness, per-
sistent feelings of worthlessness, loss of focus, and suicidal thoughts. Classic severe states
of depression have no external precipitating cause (Belmaker and Agam, 2008). Since a
patient should report at least 5 out of 9 symptoms this allows for several hundred unique
combinations of clinical symptoms, making depression a very heterogeneous disorder.
Moreover, depression is a disorders that affects people from all ages. Patients who have
the first depression episode during childhood or adolescence typically continue to suffer
from episodes during adulthood as well. Depression if often a life-long disorder with
multiple recurrences (Fava and Kendler, 2000). It is a major contributor to the overall
global burden of disease.

There are treatment options for moderate and severe depression such as psychotherapy
and pharmacotherapy by means of anti-depressant medication. Psychotherapy consists
of talking sessions with a trained mental health care professional, i.e. psychologist or
psychiatrist, who helps the patient to identify and work through factors that may trigger
the depression symptoms. Currently, numerous anti-depressants are available. The most
optimal medication for an individual patient is not known so often several sequential
treatment steps are tried in order to obtain remission. The acute and longer term out-
comes of depression treatment by means of anti-depressant medication were investigated
in the Sequenced Treatment Alternatives to Relieve Depression (STAR∗D) trial (Rush
et al., 2006). The Hamilton Depression Rating Scale (HDRS) (Hamilton, 1967) can be
used to determine a patient’s level of depression, before, during, and after treatment. A
Hamilton-score higher than 7 indicates depressed state. Remission from depression is
therefore often classified by a Hamilton score smaller than or equal to 7. The most cur-
rently used definition of responder is a minimum change of 50% of the initial HDRS
score. The STAR∗D trial showed that first two treatment attempts led to remission rates
of 36.8% and 30.6%. Remission rates after two additional treatment attempts was only
13.7% and 13%. So even after 4 treatment attempts, 33% of the subjects did not respond
to consecutive anti-depressant medication trials. Greater illness burden was furthermore
characteristic of those who required more treatment steps.

Given these limitations of pharmacotherapy and psychotherapy, transcranial magnetic
stimulation (TMS) might be an important additional treatment arm to increase remission
rates in patients with medication resistant depression (MDD), but also for a broader vari-
ety of mental health disorders.
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CHAPTER 1. GENERAL INTRODUCTION AND OUTLINE OF THE THESIS

1.2 Brief historical overview

The discovery of bioelectricity already dates back to the late eighteenth century. The link
between nervous tissue and electricity was found by the Italian physician Luigi Galvani.
He observed muscle twitches in the leg of a dead frog during dissection when struck with
an electric spark. Probably the most important and crucial finding in the history that led
to the invention of the current TMS systems is the discovery of electromagnetic induction
by the English physicist Michael Faraday in 1831. Electromagnetic induction is a process
in which electricity converts into magnetism and vice versa. Thirty years later, in 1861,
the Scottish physicist and mathematician James Clerk Maxwell provided the unifying
proof for the reciprocal relation between electricity and magnetism. The first attempts to
use Faraday’s principles to alter brain activity were performed by Arsenne d’Arsonval in
1896 and Silvano Thompson in 1910. Both physicists independently reported about the
induction of phosphenes, a sensation of a ring or spot of light produced by stimulation of
the visual system other than by light, in subjects who placed their head into a coil through
which alternating currents were sent.

The technical problems of generating the large-peak magnetic field strengths and rates of
change of magnetic field necessary to cause stimulation became apparent. It was not until
1976 that Anthony Barker and his group at the University of Sheffield solved many of
the earlier technical problems and developed a device capable of generating peak fields
of 2 Tesla with an approximate rise time of 100 µs. With this device the velocity se-
lective stimulation of peripheral nerves could be performed, which led to publication in
1979 (Barker, Brown, and Freeston, 1979). Later in 1982, Polson, Barker, and Freeston
described the design of a stimulator proven to be effective for peripheral nerve stimula-
tion (Polson, Barker, and Freeston, 1982). Subsequently, in 1985 TMS was introduced
for the first time by Barker and colleagues, as a non-invasive brain stimulation technique
that uses the principles of electromagnetic induction to focus currents in the brain and
modulate the function of the cortex (Barker, Jalinous, and Freeston, 1985).

1.3 Basic characteristics of transcranial magnetic stimulation

The introduction of the TMS system in 1985 by Barker et al. (1985) has led to various
commercially available systems through various companies. TMS was the new tool to
unravel unknown brain behaviour. The basic characteristics can be seen in Figure 1.1.
In short, a magnetic stimulator stores electrical current and discharges this into a TMS
coil which is placed tangentially to the subject’s scalp. This excitation current can reach
values up to 8 kA. The discharge time, also called pulse duration, is usually less than 1
ms. The time-varying current in the coil induces a strong, but also very brief and rapidly
changing magnetic field. Since this magnetic field is perpendicular to the coil and is able
to traverse the scalp and skull without impedance, an electric field is induced in the un-
derlying brain tissue. The maximum TMS-induced electric field strengths in the brain are
typically around 100 V/m. Note that even though TMS is named after the magnetic field,
it is the induced electric field that leads to actual neuronal stimulation.
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1.3. BASIC CHARACTERISTICS OF TRANSCRANIAL MAGNETIC STIMULATION

Figure 1.1 — The basic characteristics of TMS. A time-varying current is sent through a coil
that is placed tangentially to a subject’s scalp. According to Faraday’s law, a magnetic field is in-
duced perpendicular to the coil and traverses the scalp and skull without impedance. Subsequently,
a small electric field is induced in the superficial layers of the cortex that interfere with the neu-
ronal activity. The activation function states that induced neuronal activity depends on the spatial
gradient of the electric field along the neuron. Therefore, it is thought that mostly the pyramidal
neurons in the sulcal walls that bend within the electric field (a. and c.), and therewith cause a
transmembrane potential, are the responders to TMS. The pyramidal neurons in the gyral crown
are mostly perpendicular to the TMS-induced electric field. Only a gradient in the electric field
along the neuron would induce neuronal activation.

The magnetic field strength decreases quadratically with distance. Therefore, the TMS-
induced electric field mostly interferes with neurons in the superficial regions of the cor-
tex. To produce neuronal activity, the electric field must differ across the cell membrane.
If the field is uniform with respect to the cell membrane, no current will be induced.
The activation function is the spatial derivative of the electric field along the nerve mem-
brane (Walsch and Pascual-Leone, 2003). The axon must either be bent across a uniform
electric field or a non-uniform field must traverse an unbent axon. Considering the well-
established knowledge about the columnar neuronal orientation and functional organiza-
tion of the cerebral cortex, it can be assumed that the axons in the sulcal wall are subject of
stimulation. An example of the interference between neurons and TMS-induced electric
fields can be seen in Figure 1.1. In the top of the gyral crowns, the pyramidal neurons are
perpendicular to the electric field. If the field is constant in that area, these neurons will
not be activated. Only if there is a gradient in the electric field along with the direction of
the neuron, neuronal activation can be induced (Figure 1.1b.). However, a great prepon-
derance of pyramidal neurons is located in the sulcal walls, aligned with the TMS-induced
electric fields but deep within the brain. The bending neurons in the sulcal wall (shown
in Figure 1.1a and c) cause a change in transmembrane potential. The direction of the
induced current is often defined to be perpendicular to the gyrus (for example 45◦ with
the anteroposterior plane in case of motor cortex stimulation) and defines if pyramidal
neurons in the anterior or posterior bank are mostly activated (orthodromic vs antidromic
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activation). Note that there also exist horizontal interneurons and collaterals of pyramidal
neurons in the gyral crown which align perfectly with the TMS-induced electric field. Ini-
tially, they were thought to be the main responders to TMS (Day et al., 1989). However,
these neurons are isotropically distributed and could therefore not explain the orientation
dependent effects of TMS (Brasil-Neto et al., 1992).

The shape of the TMS-induced electric fields in the brain highly depends on the type of
stimulation coil that is used and the interaction of the fields with the underlying brain
geometry. TMS coils are usually made of tightly wound concentric turns of copper wire,
which are adequately insulated and housed in plastic covers. In clinical practice, a round
coil and a figure-of-eight coil are the most commonly used coil shapes (Figure 1.2). As
the name implies, the round coil consists of circular wiring and the TMS-induced electric
field within the brain is located under the coil winding. In contrast to the round coil, the
figure-of-eight coil is assumed to be a focal (though still in the order of cm) stimulation
coil. Two round coils are connected so that the current in one coil runs opposite to the cur-
rent in the other coil. The advantage of this configuration is that the electric field from the
two windings add up at the crossing. This results in an electric field under the centre of the
figure-of-eight coil. Therefore, stimulation is more likely to occur at the center of the coil.

Figure 1.2 — Simulation of the TMS-induced electric field distributions by a round coil and a
figure-of-eight coil (shown in black in the upper plots), by De Geeter (De Geeter, 2015). As can be
seen, the figure-of-eight coil induces a more focal and stronger electric field under the crossing of
the two windings.

TMS can be applied as one stimulus at a time (single pulse stimulation) or as trains
of repetitive stimuli (rTMS) delivered at a fixed frequency or according to a certain
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1.4. PROBLEM DESCRIPTION

paradigm. Especially with single pulse paradigms (also including paired-pulse studies)
brain functioning can be studied (Klomjai, Katz, and Lackmy-Vallée, 2015). The effects
of rTMS showed to outlast the actual duration of the stimulation, thereby making rTMS
a potential treatment option for a broad variety of neuropsychiatric disorders (Klooster
et al., 2016). TMS is considered safe in humans and there are guidelines for appropriate
application of stimulation protocols (Rossi et al., 2009). However up till now, rTMS is
only FDA and CE approved as treatment for medication resistant MDD and obsessive
compulsive disorder (OCD).

1.4 Problem description

The first rTMS trials in MDD showed promising decreases in HDRS (Pascual-Leone et
al., 1996; Nahas et al., 2003). However, Nahas et al. (2003) also found clinical im-
provement after sham stimulation. Results are often reported on the group level. On the
individual level, rTMS has shown to be beneficial in some patients, for others it does not
help. There is a high inter- , but also intra-, individual variability in clinical responses
which causes the overall clinical efficacy of rTMS to remain rather modest (Jannati et al.,
2017; Guerra et al., 2018; López-Alonso et al., 2014; Sommer et al., 2002). According to
a meta-analysis by Berlim et al. (2014), 29.3% and 18.6% of depression subjects who re-
ceived TMS responded or remitted respectively. The obvious question that arises is which
factors cause these inter-individual differences. It was hypothesized that these differences
might, at least partly, be explained by subject-specific brain wirings and brain connec-
tions. Because the mechanism of action of (r)TMS is not exactly known yet, also the
optimal stimulation parameters, such as the stimulation position, duration, and intensity
(Klooster et al., 2016) are not known. To state it boldly, patients that show clinical im-
provement might have been treated according to a stimulation protocol that accidentally
is optimal for them. Optimal stimulation parameters might be subject-specific because of
the individual differences in brain architecture. Therefore, it is important to investigate
the potential of personalized brain stimulation protocols.

In Figure 1.3, an overview of the route towards personalized brain stimulation protocols
is depicted. The horizontal axis depicts the time whereas the vertical axis represents the
obtrusiveness of TMS treatment. The time starts at 1985, since that year Anthony Barker
presented the first human brain simulator. Note that the stimulation procedure itself will
not become more complex. The obtrusiveness here refers to the amount of additional
procedures that need to be performed. The figure can be split in two steps. The first step
is to learn more about the mechanism of action of brain stimulation techniques. Brain
imaging techniques such as magnetic resonance imaging (MRI) and electroencephalog-
raphy (EEG) (see Chapter 2 for a detailed description) can be used to study the effects of
stimulation by comparing before and after measurements. Moreover, baseline measure-
ments can be used to predict the effects of stimulation. In the second step, this knowledge
can be used to personalize the stimulation protocols and thereby optimizing the clinical
efficacy of brain stimulation techniques.
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Figure 1.3 — Evolution of the obtrusiveness of TMS experiments over time, starting from 1985
since that year Anthony Barker presented the first human brain stimulator. Firstly, the obtrusiveness
will increase because the knowledge about the actual mechanism of action of TMS is not yet fully
understood. Therefore, additional recordings are needed to be able to study the effect of TMS on
the brain and vice versa. Secondly, the knowledge about the mechanism of action can be used in
clinical practice. This will in turn decrease the obtrusiveness of brain stimulation procedures. MoA
= mechanism of action.

1.5 Thesis outline

This thesis is a modest contribution to the current knowledge about the mechanism of
action of TMS. Even though the focus on this thesis is on TMS, this is not the only brain
stimulation technique. Chapter 3 provides an extensive overview of non-invasive and
invasive brain stimulation techniques.

The research, as described in Chapter 4 until 6 is based on a clinical trial performed at
the psychiatry department of the University Hospital Ghent (Belgium). Fifty medication
resistant MDD patients were enrolled in a randomized, double-blind, sham-controlled,
cross-over accelerated intermittent theta burst stimulation (aiTBS) study design. Chapter
4 and Chapter 5 are based on the resting-state functional MRI (rs-fMRI) data. Chapter
4 describes the effects of stimulation on graph measures. Chapter 5 is a methodological
paper in which two different seeding methods are compared. Biomarkers that can predict
the response of rTMS treatment might prospectively exclude patients who are less likely
to benefit from treatment, thereby increasing overall clinical efficacy. Therefore in Chap-
ter 6, the focus is solely on the prediction of clinical responses to aiTBS based on the
baseline diffusion MRI (dMRI) data.

Chapter 7 describes the most fundamental study of this thesis and is based on a dataset
from the Berenson-Allen Center for Noninvasive Brain Stimulation (Boston, US). Here,
the propagation of single TMS pulses is quantified using EEG data and linked to the
brain’s intrinsic functional connectivity.
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1.5. THESIS OUTLINE

The research in this thesis is discussed in Chapter 8. There, focus is more on the bigger
picture. Specifically, possible improvements are highlighted and potential recommenda-
tions for incorporating knowledge about the mechanism of action of TMS in the develop-
ment of future personalized brain stimulation protocols are given.
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"I have been absolutely amazed by the results.
My life has been completely transformed. After
around three weeks of daily treatment, I finally
saw a crack of light in the dark and suddenly
something inside me told me I was going to get
better."

Depression patient after TMS treatment CHAPTER 2

Neuroimaging to predict and study
the effects of TMS
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2.1. MRI

Neuroimaging is a broad term that encompasses multiple techniques to visualize anatomy
or function within the central nervous system in vivo. In this chapter, an introduction of
two neuroimaging techniques, namely magnetic resonance imaging (MRI) and electroen-
cephalography (EEG) will be given, with a specific emphasis on how these techniques
can be used to gain more knowledge about the mechanism of action of TMS.

2.1 MRI

The human body consists for approximately 70% of water (H2O). MRI relies on the mag-
netic properties of a hydrogen atom (1H) to produce an image. These hydrogen atoms
have a magnetic property called spin; a characteristic that represents the intrinsic angular
momentum. These spins induce small magnetic field. So every proton in the body acts
like a tiny magnet. Note that every nucleus with an odd number of protons has a net
magnetic moment and is therefore amenable for magnetic imaging. Hydrogen is by far
the most abundant in the human body.

Normally, these atoms are orientated randomly, so there is no net magnetic field. An
MRI scanner is basically a long tube, also called bore, that contains powerful magnets.
A strong static magnetic field (B0, in the order of 1.5-7 Tesla for human use) exists in
the direction of the bore. If a subject enters the scanner, the spins in the body align with
this static magnetic field, either in parallel or anti-parallel direction. Because there is a
small extend in spins that align in the parallel, low-energy, direction with B0, there is a
main magnetic dipole moment in the direction of the subject. This is also referred to as
longitudinal magnetisation. The presence of the magnetic field causes the spins to precess
around the long axis of their primary magnetic field. The frequency of the precession is
called Larmor frequency and is proportional to the strength of B0.

The bore of the MRI scanner contains radiofrequency (RF) coils. These coils can emit
RF pulses and can also record the energy that is released. The application of a RF pulse,
at a certain precession frequency, has two effects. Firstly, the low energy parallel pro-
tons flip towards the transverse plane, thereby decreasing the longitudinal magnetization.
Secondly, protons synchronize and start precessing in phase. As a result, the net magne-
tization vector turns towards the transverse plain (transverse magnetization). This flipped
magnetisation gradually returns to the original state, or equilibrium in a process called
relaxation. The magnetization in the transverse plane (T2 relaxation) decreases whereas
the longitudinal magnetization will increase (T1 relaxation). In reality, the spins dephase
much quicker than T2 because of inhomogeneities in B0. The combination between T2
relaxation and the field inhomogeneities is termed T2∗. The relaxation times depend on
the tissue type.

The RF coils can also record the net magnetic vector (the sum of the longitudinal and
transversal magnetization) in the transverse plane. After excitation, the protons fall back
to the initial low energy state, parallel to the direction of B0. This change in magnetic mo-
ment results in a free-induction decay (FID) signal. The electrical signals that are emitted
by the protons when they transfer back to the lower energy state can be picked up by the
RF coils. A computer receives this signal and performs an analog to digital conversion.
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Then the information is stored in k-space, also called image space. Applying a Fourier
transformation to the information in the k-space can result in the final MR image.

Without spatial encoding the RF coils would only pick up one signal averaged over the
whole brain. However, gradient coils in the bore of the MRI scanner can create secondary
magnetic fields that allow the spatial encoding. Basically, gradient magnets change the
strength of the primary magnetic field, thereby making the precession frequency depen-
dent on the location in the direction of the gradient. Note that the RF pulses only act on
the spins that precess with the frequency of the RF pulse. By smart combinations of the
gradient the MR signals can be localized in 3D space (slice selection in z-direction, phase
encoding in y-direction, frequency encoding in x-direction).

Besides anatomical information, MRI can be sensitized to various body processes. Even
though there are many more MR sequences, the remaining of this chapter focusses on
functional MRI and diffusion MRI.

2.1.1 Functional MRI

As the name implies, functional MRI (fMRI) can reveal information about brain func-
tion. It provides an indirect measure of neuronal activity by measuring the changes in
metabolic requirements related to neuronal activity. The most commonly used fMRI
contrast is blood-oxygenated level-dependent (BOLD) fMRI, which is based on the ratio
between oxygenated and deoxygenated blood. Deoxyhemoglobin has paramagnetic prop-
erties and can, therefore, act as an endogenous contrast agent. Paramagnetic substances
produce macroscopic magnetic field inhomogeneities, which can accelerate transverse re-
laxation, i.e. shorten T2 and T2∗.

During neuronal activity, there are three parameters that change the ratio between oxy-
genated and deoxygenated blood (Figure 2.1a and b) and therefore play an important role
in the occurrence of the BOLD contrast; the cerebral metabolic rate of oxygen (CMRO2),
cerebral blood flow (CBF), and the cerebral blood volume (CBV). After neuronal activa-
tion, first the CMRO2 increases. The consumption of oxygen leads to a higher concentra-
tion of deoxhyhemoglobin which causes an initial signal dip. Quickly thereafter, both the
CBF and the CBV tend to go up. The increased CBF causes more oxyhemoglobin to enter
the site of activation, thereby increasing the BOLD signal. Increased CBV causes oppo-
site effects on oxyhemoglobin concentration. However, the effect of the CBF increase
outpaces the signal reduction caused by the higher CMRO2 and CBV (Deichmann, Nöth,
and Weiskopf, 2010). An overview of these steps can be seen in Figure 2.1c.

Echo planar imaging (EPI) is the most commonly used acquisition scheme to collect fMRI
data (Deichmann, Nöth, and Weiskopf, 2010). EPI is an efficient way of T2∗-weighted
scanning. The typical repetition time (TR) is between 0.5 and 3 seconds. The tempo-
ral resolution of fMRI is therefore relatively low. However, because the hemodynamic
response function is much slower (peak about 5 seconds after the onset of neuronal ac-
tivity, see Figure 2.1c.) than neuronal activity, a very high temporal resolution cannot be
achieved with fMRI.
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Figure 2.1 — The occurence of the BOLD contrast is related to the ratio between oxygenated
and deoxygenated blood. During rest (a)), there is a low amount of oxygenated hemoglobin, which
increases after neuronal activity (b, Figure adapted from (ww.oxfordsparks.ox.ac.uk/mr)). The
changes in CMRO2, CBF, and CBV, as a result of neuronal activity, induce the final BOLD contrast
(Figure c, adapted from (Deichmann, Nöth, and Weiskopf, 2010)).

. 1 Paradigm-driven versus resting-state fMRI
Initially, studying a particular brain function required the presentation of a certain task
or stimulus to trigger the phenomena under investigation. In these so-called paradigm
driven designs, stimuli are presented in repeated blocks, typically in the order of tens
of seconds. The analysis of paradigm-driven fMRI is based on the difference in BOLD
signal between activation and baseline conditions. This contrast is typically formulated
in a general linear model (GLM). The GLM results in a functional connectivity map that
shows which regions in the brain are linked to the task or stimulus, i.e. have the same
functional properties.

In 1995, Biswal et al. (1995) performed the first so-called resting-state fMRI (rs-fMRI)
experiment. In contrast to paradigm-driven fMRI studies, resting-state functional connec-
tivity studies examine BOLD fluctuations in the absence of any explicit input or output,
i.e. study the spontaneous brain activity. Regions with similar functional properties ex-
hibit coherent BOLD fluctuations even in the absence of a specific task (Biswal et al.,
1995). Since the aim of rs-fMRI is to study neuronal activity that is intrinsically gener-
ated by the brain, subjects are usually instructed to lie still and refrain from falling asleep
(Fox and Raichle, 2007). Functional connectivity can be calculated from resting-state
data based on correlations between the BOLD data of an a priori defined region of inter-
est with other brain regions (see Figure 2.2) or by means of a data-driven approach such
as spatial independent component analysis (ICA) (Beckmann and Smith, 2004). ICA has
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shown the presence of consistent resting-state networks (Damoiseaux et al., 2006) which
seemed to correspond with the networks during activation (Smith et al., 2009). One spe-
cific resting-state networks showed clear anti-correlations with task-related network. This
default-mode network (DMN) has shown to be active during the brain’s resting condition
and becomes more silent during activation (Fox et al., 2005; Fox et al., 2009).

Figure 2.2 — Example of the determination of a resting-state functional connectivity map. First
(a), multiple BOLD volumes are acquired. Examples can be seen in (a), overlaid on an anatomical
template. An a priori seed region, also called region of interest, is defined within the motor cortex,
represented with the red box in Figure a. Figure b shows BOLD time-series of this a priori defined
ROI and another region in the brain (blue box in a). Correlations between the BOLD time-series
of the a priori ROI and all other brain regions lead to the final resting-state functional connectivity
map (c). Figure adapted from Van den Heuvel and Hulshoff Pol (Heuvel and Hulshoff Pol, 2010).

Rs-fMRI has several practical and theoretical advantages over task-based fMRI for clini-
cal applications, including improved signal to noise, reduced need for patient compliance,
avoidance of task performance confounds, and expanded patient populations (Fox and
Michael Greicius, 2010). Significant rs-fMRI abnormalities have been identified across
almost every major neurological and psychiatric disorder (Fox and Michael Greicius,
2010). Specifically in depression, Greicius et al. (2007) was the first to show increased
activity in the subgenual cingulate and the thalamus in depressed patients compared to
healthy subjects. On network level, increased connectivity within the anterior DMN, in-
creased connectivity between the salience network and the anterior DMN, changed con-
nectivity between the anterior and posterior DMN, and decreased connectivity between
the posterior DMN and the central executive network were reported (Mulders et al., 2015).

2.1.2 Combining fMRI and TMS

TMS and neuroimaging are complementary tools that can be combined to optimally study
brain connectivity and manipulate distributed brain networks (Fox et al., 2012b). TMS
can temporally disrupt ongoing neural activity permitting to study causal relationship be-
tween the stimulated cortical area and the underlying brain function. Globally, TMS can
be combined with fMRI in two ways; TMS can be applied online during MRI (concurrent
TMS-fMRI (Bohning et al., 1997; Bestmann, Baudewig, and Frahm, 2003; Bestmann et
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al., 2005)), or offline. Since concurrent TMS-fMRI was not used in this thesis, the re-
mainder of this section focuses on offline TMS-fMRI. With offline TMS-fMRI either the
baseline (before stimulation) data is used to investigate the possibilities to predict the clin-
ical response to TMS or a combination of fMRI datasets (before and after a stimulation
protocol) are compared to study the effects of TMS on the brain.

There are many example studies that aimed to use rs-fMRI data to predict the clinical out-
come to various rTMS protocols as treatment for MDD. In 2012, Fox et al. (2012) showed
that clinical efficacy of rTMS treatment for depression was linked to the functional anti-
correlation between the subgenual cingulate cortex and the stimulated left DLPFC. These
findings have later been confirmed by Weigand et al. (2017). Besides the specific func-
tional connectivity between the subgenual cingulate and the DLPFC, also the functional
connection between the subgenual and parts of the superior medial frontal cortex were
stronger in responders to 10Hz left DLPFC rTMS (Baeken et al., 2014). Moreover,
positive functional connections between the subgenual cingulate cortex and the medial
orbitofrontal cortex could distinguish aiTBS responders from non-responders (Baeken
et al., 2017a). Successful aiTBS treatment furthermore strengthened the connectivity
between the subgenual and the medial orbitofrontal cortex. Beyond single functional
connections, this thesis showed that whole-brain graph parameters derived from base-
line rs-fMRI data were also correlated with the clinical outcome of aiTBS (chapter 4,
(Klooster et al., 2019)).

Instead of functional connectivities, Cash et al. (2019) showed that response to high fre-
quency left DLPFC stimulation was linked to low BOLD power in the caudate, prefrontal
cortex, and thalamus (Cash et al., 2019). Additionally, this information was used to train
a support vector machine and it was shown that binary therapeutic outcome (response vs
non-response) to left DLPFC rTMS could be predicted with a 85-95% accuracy.

Prediction of the clinical outcome of stimulation of the dorsomedial prefrontal cortex
(DMPFC) could also be predicted based on resting-state functional connectivity. Higher
baseline cortico-cortical connectivity between DMPFC and subgenual cingulate and be-
tween subgenual cingulate and DLPFC and lower cortico-thalamic, cortico-striatal, and
cortico-limbic connectivity were associated with better treatment outcomes (Salomons
et al., 2014). Instead of investigating single functional connectivity characteristics, Drys-
dale et al. (2017) clustered resting state fMRI data and showed that there are 4 depression
subtypes. Especially subjects within 2 of these biotypes, derived from reduced connec-
tivity in frontoamygdala networks and in anterior cingulate and orbitofrontal areas in one
subtype, or hyperconnectivity in thalamic and frontostriatal networks in another subtype,
seemed to respond to DMPFC rTMS. Even though these results were promising, an at-
tempt to replicate these findings failed (Dinga et al., 2019).

2.1.3 Diffusion MRI

Information on white matter networks of the brain can be obtained with diffusion weighted
MRI (dMRI). Diffusion is the microscopic movement of atoms and molecules in a solu-
tion or gass, also called Brownian motion. Specifically in dMRI, the diffusion of the
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protons (1H) of water molecules (H2O) is measured. The MR signal can be sensitized to
molecular motions, i.e. diffusion, if a pair of opposite gradients is used (Mori, 2014a).
After the initial RF pulse, the protons start to precess at the same frequency in the trans-
verse plane. During the first so-called dephasing gradient, protons start to resonate at
different frequencies depending on their location. The application of a second (rephas-
ing) gradient, would lead to perfect rephasing if the gradient has opposite polarity and if
no diffusion occurred. However, if the protons moved position between the two gradients
they will not experience an equal but opposite magnetic gradient. As such, at the end of
the dephasing and rephasing, the protons will remain out of phase. This results in a signal
attenuation.

If the water molecules are in a restricted environment, such as is the case in the white mat-
ter in the brain, the displacement will be anisotropic with the preferred diffusion direction
along the white matter axis. To capture this anisotropy, the diffusion needs to be measured
in multiple directions. Field gradients along any arbitrary orientation can be created by
combining the x, y, and z gradients. The diffusion tensor model is based on the fact that
6 parameters are needed to uniquely define the ellipsoid shape that represents anisotropic
diffusion (Mori, 2014b; Jones, 2010) (Figure 2.3a). In 2000, Basser et al. (2000) was the
first to describe tractography based on this diffusion tensor model. Tractography allows
the reconstruction of anatomical (structural) connections between different areas in the
brain and makes use of the assumption that the fiber orientation is parallel to the direction
of the principal eigenvector (λ1, Figure 2.3b) (Mori, 2014c). A disadvantage of this dif-
fusion tensor model is the inability to resolve multiple fiber directions within a voxel, i.e.
crossing fibers. Jeurissen et al. (2013) showed a very high prevalence of multi-direction
voxels which limits the accuracy of the diffusion tensor model in the majority of white
matter regions. More advanced higher order algorithms have been proposed that can also
capture more complex diffusion processes within a voxel. High angular resolution diffu-
sion imaging (HARDI) is an extension of the diffusion tensor imaging protocol; instead
of 6 diffusion directions, diffusion is measured along multiple directions. Since the re-
sults need to be rotationally invariant because of the variation of the neurons within the
white matter the gradients need to be uniformly distributed. Multiple techniques, such as
constrained spherical deconvolution (CSD) (Tournier et al., 2008), can be used to accu-
rately estimate the white matter fiber orientations in every voxel.

Diffusion information can be quantified with voxel-based metrics or metrics can be de-
rived from the whole-brain tractography result. Common metrics are the fractional aniso-
tropy (FA) and the mean diffusivity (MD) (Basser and Pierpaoli, 1996). The FA char-
acterizes the extend in which the diffusion varies along the orientations (λ1, λ2, λ3).
The MD is the average diffusion along the orientations. Specifically in depression, a
meta-analysis showed decreased FA in the superior longitudinal fasciculus and increased
FA values in the fronto-occipital fasciculus as compared to controls (Murphy and Frodl,
2011). Furthermore, negative correlation was reported between the FA and the duration
of the depression episodes in both the right anterior cingulate and the left frontal white
matter parts (Abe et al., 2010).
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Figure 2.3 — Figure a represents the difference of isotropic versus anisotropic diffusion. If
the diffusion is measured along 6 gradient directions, the ellipsoid shape of the diffusion can be
calculated in every voxel, with λ1, λ2, and λ3 the principal diffusion directions. Figure b shows
diffusion weighted images, with the gradients applied in the left-right direction, anterior-posterior
direction, and top-down direction. Signal attentuation can be seen of the structures that align with
the gradient direction. A color coded FA map is shown in Figure c. Combining the information
about the diffusion direction in every voxel, whole brain tractography can be performed (d). Specific
fiber bundles can be studied by selecting specific parts of the whole brain tractogram. Figure e.
shows an example of the fiber bundle between the left superiorfrontal cortex and the left precuneus.
Different colors represent different directions of neuronal pathways: green = anterior-posterior,
red = left-right, blue = inferior-superior. ExploreDTI was used for visualization (Leemans et al.,
2009).

2.1.4 Combining dMRI and TMS

The first studies combining dMRI and TMS aimed to prove the safety of rTMS treatment.
No reduced FA values (linked to brain damage) were found in the DLPFC after apply-
ing 10 Hz rTMS (Kozel et al., 2011). Instead, daily rTMS at the left DLPFC induced
a positive effect on the white matter organization for the side of the brain stimulated, as
shown by increased FA. This might represent an improvement in structural integrity be-
tween the left DLPFC and deeper limbic structures and might suggest the hypothesis that
the mechanism of action of rTMS is linked to the structural brain connections. A more
recent study showed that application of accelerated iTBS also affects whole brain graph
measures, derived from structural brain connectivity (Caeyenberghs et al., 2018).

Few studies investigated the potential of dMRI to predict the clinical effects of rTMS. The
delineation ratio of the corticospinal and the thalamocortical tracts had predictive value
of rTMS treatment for central post-stroke pain (Goto et al., 2008). In the field of depres-
sion, Klooster et al. (see Chapter 6) was the first to investigate this biomarker potential of
dMRI data to predict the effects of aiTBS. Based on a priori hypotheses that the cingulate
cortex is involved in the release of depression symptoms, indirect structural connections
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between the stimulated left DLPFC and the cingulate cortex were significantly correlated
with the clinical response to aiTBS.

DMRI might furthermore have added value for the accurate derivation of the TMS-
induced electric fields within the brain (Opitz et al., 2011). Firstly, the directional de-
pendency of conductivity values can be derived from diffusion information under the as-
sumption that the motion of water molecules is linearly dependent on the ionic movement
in membranes (Schmidt and Rienen, 2012b; Tuch et al., 2001). Secondly, combining
TMS-induced electric field distributions with tractography results might lead to effec-
tive electric field distributions (Nummenmaa et al., 2014). Neuronal activation requires
a component of the electric field gradient along the neuronal tract that exceeds a thresh-
old for activation. Combining TMS-induced electric fields with the spatial distribution
of neuronal tracts might ameliorate the insights of the deeper brain structures that can
indirectly be reached with TMS (De Geeter et al., 2012).

2.2 EEG

The electrical activity within the brain can be recorded with the electroencephalogram
(EEG). EEG has an excellent temporal resolution, in the order of ms, allowing studies of
fast neuronal dynamics (Baillet, Mosher, and Leahy, 2001). The EEG is measured with
electrodes either glued to the scalp or embedded in a cap or a net that is tied around the
subject’s head. The electrode positions are arranged according to the 10-20 system (Klem
et al., 1999). An electrolytic gel or solution is used to minimize the impedance between
the electrodes and the skin. In clinical practice, approximately up to 64 electrodes are
used. For research purposes, also caps and nets with more electrodes exist (128 or even
256). Because of the relatively low number of electrodes, the spatial resolution of EEG is
limited.

The main generators of the EEG are the pyramidal neurons. The pyramidal cells are or-
ganized in such a way that the neighboring dendritic trees lie parallel to each other and
orthogonal to the cortical surface. There are two types of electrical activity within these
cells: action potentials and postsynaptic potentials. An action potential is induced when
the transmembrane potential exceeds a threshold. Action potentials can travel along the
neurons so that communication is possible. Communication between neurons requires
the propagation of the action potentials via synapses, small gap junctions between two
neurons. When an action potential arrives at a synapse a postsynaptic potential is gener-
ated if a threshold is exceeded. The action potential is then transferred to the postsynaptic
neuron. Action potentials take approximately 1 ms and do not fire synchronously in a
large number of neurons (Figure 2.4a). On the contrary, because of the longer duration of
the postsynaptic potentials (∼10 ms), synchronous generation of postsynaptic potentials
can occur in a large number of neurons (Figure 2.4b). Even though the action potentials
are stronger than the postsynaptic potentials, summation of the latter can produce uni-
directional current flow that is large enough to be picked up with electrodes outside the
brain. These currents can propagate to the scalp because the brain acts as a volume con-
ductor with anisotropic and heterogeneous electrical properties. The resulting EEG signal
in every electrode is in the order of 100µV and is therefore the summation of underlying
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sources, weighted by volume conduction factors (Figure 2.4c).

Figure 2.4 — Figure a and b show an action potential and a postsynaptic potential. As can be
seen, the action potentials are stronger (∼ 100 mV versus∼ 10 mV) but shorter (∼1 ms versus∼10
ms) compared to the postsynaptic potential. Figure c. shows an example of EEG data measured in
9 electrodes attached to the scalp.

EEG can be used to identify normal and pathological brain rhythms based on their am-
plitude and frequency. EEG is most commonly, but not exclusively, used in the field of
epilepsy, since it represents (interictal) epileptiform activity (Noachtar and Rémi, 2009).

2.2.1 EEG source imaging

As stated before, the EEG sources within the brain project to many EEG electrodes be-
cause of volume conduction. EEG source imagining (ESI) estimates the electrical source
distribution inside the brain that corresponds most likely to the recorded scalp potentials.
This allows 3D visualization of the EEG data. ESI consists of 2 main parts: the forward
model and the inverse solution.

The forward model estimates for every EEG electrode the contribution of all sources.
It requires the positions of the scalp EEG electrodes, a head model, and a source model.
For accurate ESI, head models can be derived from subject-specific anatomical MRI data.
This data can be segmented in different tissue types and specific electrical properties (i.e.
conductivity values) can be assigned to these different tissue types. Since the neuronal
activity can be macroscopically modelled with a current dipole parallel to the neurons,
a current dipole is often used as source model. The source space is built from many of
these source models. Since the pyramidal neurons are located in the cortex, source space
is often restricted to the cortical gray matter regions. Subcortical gray matter regions such
as the thalamus and basal ganglia are often excluded since these are not assumed to be
generators of the EEG signals.

Subsequently, the inverse solution uses the forward model to estimate the underlying
sources of the measured EEG. The inverse problem is ill-posed, which means that there
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is no unique solution. The activity of millions of neurons is distributed through the brain
and head and is then sampled with a limited amount of electrodes. Inverse solutions can
be made based on different assumptions on how the brain works. The inverse solution
leads to a current distribution within the brain corrected for the volume conduction effects
which are present in the scalp EEG.

2.2.2 Combining EEG with TMS

When combining EEG with TMS, the effect of a pulse applied to the cortex can be as-
sessed by measuring the neuronal response in the EEG. The EEG response obtained after
averaging the response over multiple single TMS pulses is called the TMS-evoked po-
tential (TEP). A TEP is a complex waveform time-locked to the TMS pulse, composed
of a series of peaks and troughs at specific latencies (Hill et al., 2016; Tremblay et al.,
2019). TEPs offer a measure of cortical excitability. Combining TMS with EEG instead
of electromyography (EMG) greatly expands the amount of neurophysiological informa-
tion that can be derived. TMS-EMG is restricted to stimulation of the motor cortex since
it depends on the motor output.

The main challenge of combining EEG and TMS is related to a large EEG artefact that is
produced by the electromagnetic field generated by the TMS coil (Farzan et al., 2016). To
avoid saturation of the amplifier, a sample-and-hold amplifier or a DC amplifier should
be used. TMS-compatible EEG electrodes should be used to prevent the electrodes from
heating (Veniero, Bortoletto, and Miniussi, 2009). Besides the artefact generated by the
TMS pulse, also scalp-muscle activity can be induced by TMS causing additional muscle
artefacts in the EEG. Moreover, the loud coil-click sound, produced by the TMS when
the energy is released into the coil, produces an auditory artefact, auditory-evoked poten-
tial. Advanced artefact removal techniques have been proposed (Rogasch et al., 2014).
Still, overall multisensory effects might contribute to TEPs. Therefore, appropriate sham
TMS-EEG is of importance to extract the real neuronal response of TMS (Conde et al.,
2019).

Information derived from TEPs has shown to be valuable in the distinction of several
pathologies (Tremblay et al., 2019). In this thesis, simultaneous TMS-EEG data from
healthy volunteers was used in a more fundamental way, to study the propagation of TMS
pulses in terms of the intrinsic MR resting-state functional connectivity (chapter 7).
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CHAPTER 3. TECHNICAL ASPECTS OF NEUROSTIMULATION: FOCUS ON EQUIPMENT, ELECTRIC FIELD

MODELING, AND STIMULATION PROTOCOLS

Abstract

Neuromodulation is a field of science, medicine, and bioengineering that encompasses
implantable and non-implantable technologies for the purpose of improving quality of
life and functioning of humans. Brain neuromodulation involves different neurostimu-
lation techniques: transcranial magnetic stimulation (TMS), transcranial direct current
stimulation (tDCS), vagus nerve stimulation (VNS), and deep brain stimulation (DBS),
which are being used both to study their effects on cognitive brain functions and to treat
neuropsychiatric disorders. The mechanisms of action of neurostimulation remain incom-
pletely understood. Insight into the technical basis of neurostimulation might be a first
step towards a more profound understanding of these mechanisms, which might lead to
improved clinical outcome and therapeutic potential. This review provides an overview
of the technical basis of neurostimulation focusing on the equipment, the present under-
standing of induced electric fields, and the stimulation protocols. The review is written
from a technical perspective aimed at supporting the use of neurostimulation in clinical
practice.
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3.1. INTRODUCTION

3.1 Introduction

Neuromodulation is defined as a field of science, medicine, and bioengineering that en-
compasses implantable and non-implantable technologies, electrical or chemical, for the
purpose of improving quality of life and functioning of humans, by the international neu-
romodulation society (Krames, Peckham, and Rezai, 2009). Brain neuromodulation in-
volves different neurostimulation techniques that can activate parts of the nervous system.
Neurostimulation can be applied invasively by means of deep brain stimulation (DBS) or
non-invasively by transcranial magnetic stimulation (TMS) or transcranial direct current
stimulation (tDCS). Vagus nerve stimulation (VNS) allows both invasive and non-invasive
stimulation. Stimulation techniques can be used as therapeutic tool in psychiatry and neu-
rology and are also applied in cognitive neuroscience to study the functioning of the brain.

Various studies have demonstrated successful clinical outcomes of neurostimulation in
multiple disorders. Relief of tremor in patients with Parkinson’s disease is the most com-
mon and longstanding indication for DBS. However, not all patients respond optimally to
a neurostimulation therapy. In clinical practice, neither the type of neurostimulation that
is most suitable for an individual patient, nor the optimal stimulation parameters, such
as the frequency, intensity, pulse shape, and electrode combinations are evidence-based.
Also, the optimal target within the nervous system for various disorders remains to be
identified.

The clinical application of neurostimulation has preceded the elucidation of the different
mechanisms of action. Improved understanding of these mechanisms is crucial to ame-
liorate the outcome of neurostimulation therapies in clinical practice and expand their
therapeutic potential. Understanding the technical basis of neurostimulation is a prereq-
uisite to elucidate the effects of neurostimulation on neuronal tissue.

In this review we focus on the technical basis of the currently available stimulation tech-
niques in clinical practice: TMS, tDCS, VNS, and DBS. The stimulation equipment, the
current knowledge of electric field modeling, and the effects of stimulation protocols will
be described. The last part of the review will elaborate on alternative stimulation meth-
ods, that are not standardized in clinical practice or that are under development and might
be used in the future. Finally, future perspectives will be described.

The review is written from a technical perspective and aimed to support the use of neu-
rostimulation in clinical practice. The review can be read to retrieve a more global
overview of neurostimulation techniques but more importantly, it will give clinicians
ideas what protocols can be used in certain cases and how the stimulation parameters
can be chosen. Moreover, an increased insight in the technical background will increase
the insight in the interpretation of the results of different neurostimulation studies.

3.2 Non-invasive neurostimulation

In this section, TMS and tDCS are extensively described whereas external trigeminal
nerve stimulation (eTNS) and transcutaneous vagus nerve stimulation (tVNS) will be de-
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scribed briefly, later in this review. The stimulation coil used for TMS and the electrodes
used for tDCS, eTNS, or tVNS are located outside the brain on the patient’s head. This
means that neuronal tissue is reached via several additional tissue layers. Figure 3.1 gives
an overview of the non-invasive neurostimulation techniques.

Figure 3.1 — Non-invasive brain stimulation. Overview of non-invasive stimulation techniques:
TMS, tDCS, tVNS and eTNS.

3.2.1 Transcranial magnetic stimulation (TMS)

TMS is a non-invasive stimulation method based on magnetic induction. A coil is placed
over the head to locally apply a rapidly fluctuating magnetic field that generates electric
current in the underlying brain tissue (Hallet, 2000; Kobayashi and Pascual-leone, 2003).
Since the currents fall off rapidly with the distance to the magnetic stimulator coil, stim-
ulation seems to be restricted to the cortex (Barker, Jalinous, and Freeston, 1985; Barker,
1991).

TMS can be applied as single pulse stimulation (spTMS) to depolarize neurons and evoke
measurable effects, such as motor evoked potentials (MEPs) after stimulating the motor
cortex or phosphenes (visual sensations) after stimulating the visual cortex. Paired pulse
stimulation (ppTMS), a combination of a so-called conditioning stimulus (CS) and test
stimulus (TS), with varying inter stimulus intervals to the same or different brain regions,
is mainly used to assess cortical excitability. Table 3.1 provides an overview of the dif-
ferent ppTMS protocols (Pascual-Leone et al., 2002).

Repetitive TMS (rTMS) consists of trains of stimuli with a certain frequency and inten-
sity. In contrast to spTMS and ppTMS, the effects of rTMS exceed the duration of the
stimulation. rTMS might therefore be useful as a therapeutic tool for a broad spectrum of
neurological and psychological disorders (Lefaucheur et al., 2014). Repetitive stimula-
tion is nowadays approved by the Food and Drug Administration (FDA) for the treatment
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Table 3.1 — Different paired pulse TMS protocols.

Protocol What is examined Intensity Inhibition
ISI

Facilitation ISI

Two equal suprathreshold
stimuli at long ISI (10-
250ms)

Paired pulse facilitation and in-
hibition which are primarily due
to intracortical facilitatory and in-
hibitory mechanisms operating at
long ISI

120-160% RMT 10-30ms 50-200ms

Subthreshold CS and
suprathreshold TS at short
ISI (1-20ms)

Excitability of separate inhibitory
and excitatory neural circuits of the
motor cortex

CS 80% RMT, TS should be
adjusted to produce reason-
able MEP

1-5ms 8-25ms

Suprathreshold CS and sub-
threshold TS at very short ISI
(0.5-6 ms)

Excitability of motor cortical cir-
cuits

CS should produce MEP of
about 1 mV, TS should be
90% RMT

1.1-1.5ms
2.3-2.9ms
4.1-4.4ms

ISI = inter stimulus interval, CS = conditioning stimulus, TS = test stimulus

of migraine and depression.

The mechanism of action by which TMS deploys a long-lasting therapeutic effect is
thought to originate from changes in synaptic plasticity. Long-term potentiation (LTP)
is a long-lasting increase in synaptic strength whereas long-term depression (LTD) means
a long-lasting decrease. Post-synaptic N-methyl-D-aspartate (NMDA) plays an impor-
tant role in LTP and LTD. TMS has also shown to have effect on neurotransmitter γ-
aminobutyric acid (GABA), as show in a magnetic resonance spectroscopy study by Stagg
et al. (2009). Even though it is strongly suggested that synaptic plasticity is involved in
the therapeutic effect, there has not been a clear direct link up to date (Hoogendam, Ra-
makers, and Di Lazzaro, 2010).

In general, TMS is considered to be a safe technique, when it is performed according to
the TMS guidelines (Rossi et al., 2009). The most serious concern when applying TMS
is the possible induction of epileptic seizures. Schrader et al. (2004) showed that the
crude risk of seizure induction is 0.0 - 2.8% after spTMS and 0.0 - 3.6% after ppTMS in
epilepsy patients. Bae et al. (Bae et al., 2007) showed a crude-risk of 1.4% for epilepsy
subjects undergoing rTMS. Important to note is that because of the random occurrence
of seizures, no direct causal relation between TMS and seizures was proven (Bae et al.,
2007; Krishnan et al., 2015; Oberman et al., 2011; Schrader et al., 2004). The application
of TMS in non-epilepsy patients induced seizure in few subjects (see Rossi et al. (2009)
for overview of these cases to 2009), of whom some had a pre-existing neurological disor-
der and in some cases the stimulation protocol was not according to the guidelines (Loo,
McFarquhar, and Mitchell, 2008). None of these seizures induced long-term sequelae and
they all ended spontaneously. Pre-screening of potential risk-factors is very important.

Even though in general adverse events related to rTMS were reported to be mild, the
exact numbers differ between treatments of various pathologies. Overall, 17.1% of the
epilepsy patients included in the review of Bae et al. (2007) reported on adverse events
of which headache was most often found (9.6%). In the sham-controlled rTMS studies in
depression, reviewed by Loo et al. (2008), approximately 28% of the patients experienced
headache and 39% reported about pain or discomfort during stimulation. These numbers
were higher compared to sham-stimulation (16% and 15% respectively).
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A. Equipment: TMS coils

TMS equipment consists of two main components: a high-current charge-discharge sys-
tem and a magnetic stimulation coil. In the charge-discharge system, a capacitor is
charged to a high voltage and discharged into the stimulating coil (Walsch and Pascual-
Leone, 2003). The TMS stimulation coil is the key component of the equipment since
it transfers the magnetic energy to the neuronal tissue and it determines the shape of the
induced electric field.

TMS coils are constructed from tightly wound copper wires, which are adequately in-
sulated and housed in plastic covers (Wagner, Valero-Cabre, and Pascual-Leone, 2007).
The induced electric field, and thus the site of stimulation, depends largely on the shape
of the TMS coil used. A circular coil induces a non-focal ring-shaped electric field. With
a figure-of-eight coil, consisting of a pair of adjacent loops, with the current flowing in
opposite directions, a relatively focal electric field is generated at the point where the two
circles meet (Deng, Lisanby, and Peterchev, 2013; Liu, Yin, and Guan, 2003; Roth, Pell,
and Zangen, 2013). Using figure-of-eight coils, negative stimulation is induced under the
twain edges of the coil (Liu, Yin, and Guan, 2003).

Besides the circular and figure-of-eight coils, also the use of double-cone coils and H-
coils, aiming at stimulation of deeper targets in the brain, has been investigated (Fadini
et al., 2009; Roth, Zangen, and Hallett, 2002; Roth et al., 2007; Roth, Pell, and Zangen,
2010; Roth et al., 2014). In general it was concluded that both double-cone coils and H-
coils indeed can effectively stimulate deeper targets, with the H-coil being most efficient
(Roth, Zangen, and Hallett, 2002). Deeper stimulation comes at the cost of a wider elec-
tric field distribution, so less focality. Deng et al. (2013) investigated the depth-focality
trade-off in fifty TMS coils with different geometries. In all coils, a trade-off between
depth and focality of the stimulation was shown. Rotem et al. (2014) introduced a coil
that superimposes the electric fields from two figure-of-eight coils, orthogonal to each
other, that operate with relative phase shift in time, to overcome the directional sensitivity
of TMS. This coil may be useful to target brain regions in which the optimal coil orienta-
tion cannot be determined.

Since only 1/108 of the magnetic energy in the coil is efficiently transmitted to the ner-
vous tissue (Ravazzani et al., 2002), the power requirement of TMS is high. High fre-
quency TMS protocols with conventional coils can quickly result in coil heating. Coil
heating depends on the geometry of the TMS coil, the current and the pulse width (Ruoho-
nen, Virtanen, and Ilmoniemi, 1997; Ruohonen, Ravazzani, and Grandori, 1998). Cool-
ing systems for TMS coils have been developed in which moving air or liquid is trans-
ferred along the coil to prevent heating. Most coils contain a heat sensor that automati-
cally blocks the stimulation coil when the temperature exceeds approximately 41 degrees
centigrade (Wassermann et al., 2008). The optimal coil design depends greatly on the
application and there is no globally optimal solution (Ravazzani et al., 2002).
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B. Electric field modeling

As stated before in this review, the mechanisms of action of neurostimulation techniques
are not yet fully understood. Since it remains impossible to visualize the current distri-
bution in the brain in situ, multiple studies have been performed to model the electric
fields induced by stimulation. Firstly, knowledge of the electric field distribution in the
brain can provide a link with the induced physiological stimulation effects. Secondly,
modeling the fields as a function of different stimulation parameters will increase the
knowledge about the effect of these parameters. Here, a short introduction on electric
field modeling is given, followed by an overview of previous modeling studies. The TMS
modeling studies in this review cover three main topics: the importance of incorporating
tissue anisotropies in the model; the effect of incorporating coil geometry in the model;
and the spatial distribution of the electric field as a function of coil orientation.

The first models that were used to assess the stimulation induced electric fields were
simple, spherical head models assuming homogeneity in the brain and isotropic conduc-
tivity. Conductivity is a measure of the ability of a material to conduct electric current.
Different tissue types in the brain have different conductivity values, and will therefore
cause the electric field to propagate differently. So these simple spherical head models
needed to be extended into models taking into account the anisotropic and heterogeneous
properties of the brain. The head can be segmented into different layers: white matter
(WM), gray matter (GM), cerebrospinal fluid (CSF), skull, and scalp, each with its own
conductivity value (Figure 3.2a - e). Nowadays, also patient-specific models are used
incorporating anatomical information derived from magnetic resonance imaging (MRI)
data. Mathematically, the electric field resulting from TMS can be described as the sum
of two terms: the primary electric field and the secondary electric field. The primary field
is a direct result of the coil’s rapidly changing current. A secondary field exists because of
charge accumulations at surfaces with different electrical conductivities (Salinas, 2009).
From the numerical side, several methods can be used to solve the mathematical equa-
tions for the electric field inside the brain. For most of these methods, the brain is first
discretized into small elements. Next, a solution technique is applied such as the finite
element method (FEM) (Laakso and Hirata, 2012; Miranda, Hallett, and Basser, 2003;
Opitz et al., 2013; Opitz et al., 2011; Pu et al., 2010; Thielscher, Opitz, and Windhoff,
2011; Windhoff, Opitz, and Thielscher, 2013; Zheng, Li, and Huo, 2005), finite differ-
ence method (FDM) (Roth et al., 1991), the boundary element method (BEM) (Salinas,
2009) or the impedance method (Tachas and Samaras, 2014; De Geeter, Guillaume, and
Luc, 2011; De Geeter, Crevecoeur, and Dupre, 2011; De Geeter et al., 2012). An exam-
ple of the discretization can be seen in Figure 3.2f and Figure g shows an example of the
resulting electric field calculation.

The effect of incorporating specific conductivities within the brain was investigated. On
the one hand, Davey et al. (2003) assumed a homogeneous brain since no large dif-
ferences were found between the calculated electric fields using models with different
conductivities versus homogeneous models. On the other hand, Miranda et al. (2003)
showed a significantly increased electric field in the outer low conductivity region when
using a concentric two layer model, with high and low conductivity. The latter study
stated that detailed models provide better insight of the location of possible stimulation
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Figure 3.2 — Electric field modeling. The head can be segmented into different layers (SimNIBS
software, www.simnibs.de): white matter (a), gray matter (b), CSF (c), skull (d) and scalp (e) based
on information obtained from MRI. These various tissue types have different properties concerning
electric field propagation. By using models, such as for example FEM, BEM, the brain is split
into small elements (f). Giving every area specific parameters, the electric field can be determined
mathematically. An example is shown in (g) (Opitz et al. (2011), with permission). Here, the yellow
dots represent the TMS coil, positioned above the left motor area. The modeled electric field is
depicted in color (in the online version), scaled to the maximum.

sites in the brain.

Conductivity values can be derived for every tissue type. Nowadays, it is possible to de-
rive accurate conductivity values, as a function of position and direction within a tissue
type. A geometrically accurate model of an individual head to calculate the electric field,
based on high-resolution diffusion tensor imaging (DTI) for conductivity mapping, was
used by Opitz and Thielscher (Opitz et al., 2011; Thielscher, Opitz, and Windhoff, 2011).
In DTI, the fact that diffusion of water molecules primarily takes place along the direction
of the white matter tracts is used to visualize these tracts. It is assumed that the motion
of water molecules is linearly dependent on the ionic movement in membranes (Schmidt
and Rienen, 2012b). This allows the position- and direction-specific conductivities to be
derived by solving a linear transformation of the DTI tensor (Tuch et al., 1999; Tuch et al.,
2001). It was assumed that the gyral folding patterns and the anisotropy of the brain tissue
can have a strong effect on the field. Using position- and direction-specific conductivity
values, more reliable calculations could be made for the induced electric fields in the GM
and WM.

The fact that the patient-specific gyral folding patterns influence the electric field can be
linked to the finding that the orientation of the coil has an influence on the primary elec-
tric field (Jung et al., 2012; Kaneko et al., 1996; Thielscher, Opitz, and Windhoff, 2011).
Thielscher et al. (2011) found the highest field strength occurring at the parts of the gyral
crowns that are oriented perpendicularly to the induced field. Opitz et al. (2013) showed
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that rotating the coil has a larger effect on the calculated field compared to tilting the
coil. The preferred coil orientation was different among people. This study furthermore
focused on the impact of the gyral folding on the induced electric field. An effect of the
current direction on the electric field distribution in the GM was found, with higher field
strengths when the induced currents were perpendicular to the local gyrus orientation.

Orientation selectivity of TMS was investigated in more detail by Fox et al. (2004). Since
most of the times TMS coils are flat and placed tangential to the scalp during stimulation,
the resulting current in the brain is also tangential to the scalp. Day et al. (1989) hy-
pothesized that TMS must be exciting the tangentially oriented neural elements at the
gyral crown, such as horizontal interneurons or horizontal collaterals of pyramidal track
axons. However, since horizontal fibers are isotropic, this cannot explain the preferred
orientation for TMS. Mills et al. (1992) also found a clear orientation preference in TMS.
In this study, it was speculated that horizontal fibers might have an anatomic orientation
preference which tends to lie at right angles to the central sulcus. Laakso et al. (2014)
showed the importance of the coil orientation on the electric field, both the strength and
the depth of the penetration, when stimulating the hand motor area. The study of Fox et
al. (2004)) also showed excitation of the sulcal cortical surface, not on the gyral crown,
in contrast to the hypothesis of Day et al.

The shape of the TMS coil has a major influence on the electric field distribution. Salinas
et al. (Salinas, Lancaster, and Fox, 2007) incorporated the coil geometry in the model.
It was shown that modeling the electric field induced by TMS based on the wire width,
height, shape and number of turns of the coil, clearly improved the fit of calculated-to-
measured field near the coil body. Later (Salinas, 2009), the BEM was used to emphasize
the importance of the secondary electric field, and it was shown that the direction of the
secondary field was generally opposite to the primary field.

C. TMS stimulation protocol

A stimulation protocol has several parameters: the stimulation frequency, and its inten-
sity, pulse shape, and duty cycle. Also the stimulation position is of major importance. A
schematic overview is provided in Figure 3.3. This section elaborates on the different pa-
rameters that influence the outcome of TMS. Furthermore, the differences between sp, pp,
and rTMS are described, as well as the possibility to extend the TMS protocol by priming.

TMS can be applied according to different protocols: sp, pp, and rTMS. Different TMS
protocols, and variations of these protocols, have been compared by Mochizuki et al.
(2005), Thomson et al. (2011), Hamada et al. (2007), and Sacco et al. (2009). Compar-
ison of reaction times resulting from ppTMS and theta burst stimulation (TBS) (Huang
et al., 2005). Mochizuki et al. (2005) revealed that TBS leads to widespread changes in
activity and more complex effects on behavior than pp sequences. Thomson et al. (2011)
used near infra-red spectroscopy to compare the hemoglobin concentration after sp- and
ppTMS over the left prefrontal cortex. The significant, initial, drop in hemoglobin level
was not significantly different in different protocols. However, the pp protocol with inter
stimulus interval of 15 msec showed significant shorter time for hemoglobin levels to re-
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Figure 3.3 — Stimulation protocol. Overview of a stimulation protocol with the different stimula-
tion parameters; the duty cycle determined by the on- and off-period, the amplitude and the width
of the pulse, and the frequency.

turn back to baseline values. Sewerin et al. (2011) furthermore showed that the efficiency
of ppTMS paradigms can be optimized by using patient-specific values of the inter stim-
ulus interval, derived from the response to single pulse stimulation.

Variations of the pp paradigms, triple pulse (Sacco et al., 2009) and quadro pulse stim-
ulation (Hamada et al., 2007), have shown promising for enhancing motor cortical ex-
citability. Triple pulse stimulation showed larger MEP responses than ppTMS (Sacco
et al., 2009) and repetitive quadro pulse stimulation led to an even greater enhancement
of motor cortical excitability (Hamada et al., 2007), suggesting a summation effect of
additional pulses. However, because the inter stimulus intervals of the two studies differ
(msec versus sec), it cannot be concluded that the addition of a pulse in a pp protocol
further enhances cortical excitability.

Stimulation protocols can be extended by priming. Priming is the application of brief
pre-treatment stimulation that might increase the effect of the subsequent stimulation.
Silvanto and Pascual-Leone (2008) stated that external stimulation interacts with the on-
going cortical excitability state so the rationale of priming is to optimize this state before
stimulation. The cortical excitability state at the particular moment of stimulation will
have an effect on, or even determine, the response to stimulation. The outcomes of dif-
ferent priming studies are ambiguous. On the one hand, significant improvements of the
clinical effects on depression, after priming, were reported by Fitzgerald et al. (2008) and
Iyer et al. (2003). On the other hand, 6 Hz priming before low-frequency (1 Hz) rTMS in
a tinnitus population did not show clinical improvements (Langguth et al., 2008), neither
did priming of an inhibitory continuous TBS (cTBS) protocol lead to significant changes
in MEP sizes in healthy subjects (Todd, Flavel, and Ridding, 2009). Priming cTBS proto-
cols with intermittent TBS (iTBS) showed further inhibition of the cTBS protocol (Doelt-
gen and Ridding, 2011; Todd, Flavel, and Ridding, 2009). The above mentioned priming
studies all use a subthreshold intensity (90% resting motor threshold), but the number of
stimuli differs (600 - 1200 pulses), and different outcome measures are used. Appropri-
ate priming protocols still have to be determined and might depend on the pathology. 6
Hz priming seems to work to improve rTMS treatment for depression patients but not
for tinnitus and no effect is seen in healthy subjects. To improve and extend the use of
priming in clinical practice, more knowledge should be gained about the mechanism of
action. To date, this mechanism of priming is believed to be closely related to a phe-
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nomenon called metaplasticity: the response of a synapse, the induction of LTP or LTD
by for example TMS, depends on the history of the synapse, also sometimes referred to as
activity-dependent plasticity (Abraham and Bear, 1996; Todd, Flavel, and Ridding, 2009).

Garry and Thomson (2009) compared the effect of pp paradigms during different ex-
citability states: rest and isometric abduction of the left or right index finger. Effects were
shown to depend on the intensity of the test stimulus, but not on the excitability state.
Conte (2008) furthermore showed the lack of effect of attention in pp protocols. These
findings contradict with the earlier mentioned, general, phenomenon that the outcome of
TMS depends on the excitability state. A more refined definition of the excitability state
might help to interpret these findings.

Transcranial magnetic stimulators can produce two types of pulses: monophasic and
biphasic. Monophasic TMS pulses peak at around 100 µsec and decay within approx-
imately 1 msec. Biphasic pulses consist of two phases, together lasting for approximately
300 µsec in which the current of the second pulse flows in opposite direction. Biphasic
pulses are energy-efficient compared to monophasic pulses, since up to 60% of the energy
needed to produce the pulse can be restored in the stimulator, for example for a next pulse
(Pascual-Leone, Davey, and Wasserman, 2001). Arai et al. (2007; 2005) investigated the
differences in after-effects between monophasic and biphasic high-frequency rTMS. The
main finding of the latter study was that monophasic subthreshold rTMS has stronger, and
longer-lasting (in the order of minutes), after-effects on MEPs than biphasic stimulation.
This is probably because monophasic pulses preferentially activate one population of neu-
rons oriented in the same direction, causing summation of the effect. This phenomenon
only holds for rTMS. In case of single pulses, biphasic pulses are thought to be more pow-
erful because the higher peak-to-peak amplitude between the two phases of the pulse and
the longer duration (Arai et al., 2005). Antal et al. (2002) compared static contrast sen-
sitivities before, during, and ten minutes after monophasic and biphasic low frequency (1
Hz) rTMS applied to the occipital cortex at an intensity of the phosphene threshold (PT).
Significant loss of contrast was found during, and after 10 min of monophasic stimulation,
while biphasic stimulation resulted in no significant effect. The effect of stimulation sig-
nificantly depended on the current waveform and direction. Niehaus et al. (2000) added
that current direction has a higher influence in monophasic stimulation. Delvendahl et
al. (2014) furthermore showed a stronger influence of current orientation for monophasic
compared to half-sine shaped pulses.

An effective treatment should have long-lasting effects. Thut and Pascual-Leone (2010)
reviewed combined TMS-EEG studies to characterize these lasting effects. They sug-
gested that TBS protocols (Huang et al., 2005) show longer after-effects compared to
conventional low and high frequency repetitive stimulation protocols (70 minutes versus
31 and 28 minutes). Several factors were suggested to extend the duration of the after-
effects such as repeating sessions over days. A recent study by Quan et al. (2015) for
example, showed a significant improvement of the negative symptoms in schizophrenia
patients six weeks after applying rTMS sessions over a two week period. However, the
exact relation between the number of stimulation days and the extension of the after-
effects in time, is not known.
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Stimulation intensity in TMS protocols is usually defined as a percentage of a subject’s
individual motor threshold (MT). An international committee defined the MT as the mini-
mal stimulation intensity that induces a reliable MEP of minimal amplitude in the targeted
muscle (Rossini et al., 2015). Often, MEPs are recorded from the first dorsal interosseous
(FDI) or the abductor pollicis brevis (APB), since these muscles are well represented in
the motor hand knob and can be easily stimulated. Thresholds can be determined while
the muscle is at rest (resting motor threshold, RMT) or when the muscle is contracted (ac-
tive motor threshold, AMT). The AMT is lower than the RMT. Besides the MT, the PT is
often used in protocols investigating visual responses with TMS (Fierro et al., 2005). A
study that assessed the variability in peak intensities of the stimulator, showed that after
intensity change, the first stimulus induces a higher peak intensity (Reutens, Macdonnell,
and Berkovic, 1993). This might slightly influence the determination of the MT.

MTs vary between and also within subjects (Conforto et al., 2004; Thordstein et al.,
2013). Danner et al. (2008) showed that this variation can be reduced by using neuronav-
igation during stimulation, since neuronavigation can guarantee stimulation of a specific
position. Julkunen et al. (2012) mentioned that the MT is highly dependent on the dis-
tance between the coil and the cortex. The distance between the scalp and the cortex was
not found to have a significant influence (Danner et al., 2012). Janssen et al. (2014) con-
firmed this finding and stated that the use of MT might be suboptimal when stimulating
other areas than the motor areas in the brain because of the large intra-individual differ-
ences in coil-target distance and target site anatomy. For this reason, some studies have
used a percentage of the maximum stimulation output as stimulation intensity measure
(Sparing et al., 2001). Others proposed the use of an adjusted threshold, with a correction
for the distance between the motor area and the stimulation location (Stokes et al., 2013).
Additionally, Kozel et al. (2000) showed that the distance from the stimulation coil to
the cortex in the prefrontal cortex was greater than in the motor cortex in most subjects,
with the difference increasing with age. Nahas et al. (2001) showed that subjects with
the smallest distance from the coil to the outer cortex showed greater increase in brain
activity under the TMS coil.

Table 3.2-3.4 provide an overview of the studies that have been performed to investigate
the influence of different stimulation parameters in TMS research: frequency, stimulation
position and intensity. Tables 3.5 and 3.6 show an overview of the studies performed to
investigate pp paradigms and combinations of parameters.

A general finding is that stimulation above a frequency of 5 Hz increases the excitabil-
ity whereas stimulation below 1 Hz causes a decreased excitability (Gorsler et al., 2003;
Hallet, 2000; Knoch, Brugger, and Regard, 2005; Loo et al., 2003; Sparing et al., 2001).
However, this does not always hold since Lin et al. (2014) showed an increase in anti-
convulsant properties when frequency increases from 1 to 5 Hz, followed by a decreased
effect after increasing the frequency to 10 Hz. A comparable trend in the effect of fre-
quency, however in different frequency ranges, was found by Yadollahpour et al. (2014)
in a rat study and by Luber et al. (2007) in healthy subjects. Speer et al. (2000) reported
increases in regional cerebral blood flow (rCBF) when stimulating at 20 Hz. In contrast,
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Table 3.2 — Overview of rTMS-studies investigating the influence of stimulation parameter:
frequency.

Animal/
hu-
man

Position Investigate
effect on

Frequencies
[Hz]

Parameter of in-
terest

Outcome Source

Depression
Human Left and

right
DLPFC

Treatment of
major depression
(HF left rTMS
versus LF right
rTMS)

Low, high HAMD No significant difference in responder rate
was found

Rossini
et al.
(2010)

Human Prefrontal
cortex (left
and right)

Treatment of
major depression
(HF left rTMS
versus LF right
rTMS)

Low, high MADRS, BDI,
HAMD, BPRS,
CORE, GAF

HF left rTMS is as effective as LF right
rTMS

Fitz-
ge-
rald
et al.
(2009)

Human Left and
right
DLPFC

Anti-depressant
effects

1, 10 HAMD Left 10 Hz and right 1 Hz showed similar
significant anti-depressant effects

Stern
et al.
(2007)

Human Left and
right
DLPFC

Treatment of ma-
jor depression

1, 20 HAMD, BDI,
CGIC

rTMS given at LF over the right frontal
cortex appears to be as effective as HF
treatmen to the left frontal cortex for treat-
ment of depression

Isen-
berg
(2005)

Human Left pre-
frontal
cortex

Mechanism of ac-
tion

1, 15 rCBF extracted
from SPECT

HF rTMS led to an overall increase,
whereas LF rTMS produced a slight de-
crease in the mean relative rCBF in the
left DLPFC

Loo
et al.
(2003)

Human Left pre-
frontal
cortex

Anti-depressant
effect of daily
rTMS

1, 20 rCBF extracted
from PET

20 Hz rTMS over the left prefrontal cor-
tex was only associated with increases in
rCBF, recorded 72h after the last treat-
ment session. 1 Hz rTMS showed only
decreases in rCBF

Speer
et al.
(2000)

Epilepsy
Rats Right mo-

tor cortex
Penicillin-
induced seizures

1, 5, 10 Density spectral
array trend-
graphs, iEEG
parameters

1 and 5 Hz showed anti-convulsive prop-
erties in iEEG seizure profiles. 5 Hz out-
performed 1 Hz in seizure suppression.
Data from 10 Hz rTMS suggested facil-
itative characteristics

Lin
et al.
(2014)

Healthy subjects
Human M1 Modulation

induced on M1
1, 5 Amplitude of

CNV, motor
reaction time

Inhibition of motor cortex due to 1 Hz
rTMS stimulation, resulted in an ampli-
tude increase of early and late compo-
nents of CNV, and a slight reducing effect
on motor reaction times, while 5 Hz stim-
ulation did not change CNV amplitude

DeTom-
maso
et al.
(2012)

Human M1 ISP 3, 5, 10 ISP derived from
EMG of FDI

rTMS of 10 Hz increased the area of ISP.
At 3 and 5 Hz, the ISP remained un-
changed

Cincotta
et al.
(2006)

Human Left or
right
DLPFC

Inhibition of
well-learned
routines, relying
on frontal lobe
functioning

1, 10 RNG perfor-
mance

Counting bias was significantly reduced
after the 1 Hz stimulation compared with
baseline, but significantly exaggerated af-
ter 10 Hz stimulation

Knoch
et al.
(2005)

Human Right mo-
tor cortex

Excitability of the
unstimulated left
motor cortex by
stimulating right
site

0.5, 5 MEP induced by
single pulse TMS

HF right motor rTMS can increase left
motor cortex excitability whereas LF
right motor rTMS can decrease it

Gorsler
et al.
(2003)

Schizophrenia
Human DLPFC Schizophrenia

outcome
Patient
specific
peak alpha
frequency,
3, 20

PANSS Individual alpha-TMS demonstrated a
significantly larger therapeutic effect than
the other conditions

Jin
et al.
(2006)

BDI = Beck Depression Inventory, BPRS = Brief Psychiatric Rating Scale, CGIC = clinical global impression of change, CNV = contingent
negative variation, CORE = rating of psychomotor disturbance, DLPFC = dorsolateral prefrontal cortex, EMG = electromyography, FDI =
first dorsal interosseous, GAF = global assessment of function, HAMD = Hamilton Depression Rating Scale, HF = high frequency, HV =
healthy volunteers, iEEG = intracranial EEG, ISP = ipsilateral silent period, LF = low frequency, MADRS = Montgomery-Asberg Depression
Rating Scale, MEP = motor evoked potential, PANSS = positive and negative syndrome scale, PET = positron emission tomography, rCBF =
regional cerebral blood flow, RNG = random number generation, SPECT = single photon emission computed tomography.

a decrease in rCBF was found at 10 Hz. The application of high frequency left rTMS and
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Table 3.3 — Overview of rTMS-studies investigating the influence of stimulation parameter:
stimulation position.

Position To investigate the effect of Parameter of in-
terest

Outcome Source

Depression
Left and right
DLPFC

A single rTMS session on a
go/no-go task

Task performance Performance significantly improved after right
DLPFC rTMS

Bermpohl
et al.
(2006)

Healthy subjects
Primary mo-
tor cortex and
primary visual
cortex

Stimulation on the TEPs in
different locations

TEPs 1 Hz rTMS over the motor cortex appears to
increase the amount of inhibition following a
TMS pulse. No effect was found after stimu-
lation of the visual cortex.

Casula et
al. (2014)

DLPFC and
MPFC

Prefrontal 1 Hz rTMS by
stimulating the generators of
ERPs in the prefrontal cortex

N2 amplitude in a
go/no-go task

After 1 Hz rTMS of the left DLPFC (but not of
the MPFC) in inhibitory effect on the N2 am-
plitude was observed. After 1 Hz rTMS of the
MPFC, a trend towards an increased P3 ampli-
tude was found.

Grossheinrich
et al.
(2013)

DLPFC = dorsolateral prefrontal cortex, ERP = event related potential, HV = healthy volunteers, MPFC = medial prefrontal cortex, TEP =
TMS evoked potential.

low frequency right rTMS has comparable anti-depressive effects which might suggest
that the effect of frequency depends on the stimulation position (Fitzgerald et al., 2009a;
Isenberg et al., 2005; Rossini et al., 2010; Stern et al., 2007). However, when the knowl-
edge about the pathology, in this case depression, is taken into account, this effect might
also be explained by the imbalance between left and right hemispheres in patients with
depression (Grimm et al., 2008). The effect of frequency might also be patient-specific,
as shown by Jin et al. (2006).

The direction of the effect of TMS, inhibitory or excitatory, might also depend on the
number of stimuli and the spacing, the period between stimulation trains, as was shown in
TBS studies performed at intensities derived from the AMT (Gamboa et al., 2010; Gam-
boa et al., 2011). Conventional inhibitory cTBS and excitatory iTBS protocols (Huang
et al., 2005) were compared to prolonged protocols, containing twice as many pulses.
The prolonged continuous protocols showed excitatory effects and the prolonged inter-
mittent protocol showed inhibitory effects (Gamboa et al., 2010). A later study showed
that different spacing might enhance or decrease the effect of a single stimulation train
(Gamboa et al., 2011). Voluntary motor activation, necessary for AMT determination,
has also been shown to influence the effect of TBS (Gentner et al., 2008).

The choice of the stimulation target and positioning of the TMS coil on the scalp depends
on knowledge of the pathology to be treated. For example in depression, the left dor-
solateral prefrontal cortex (DLPFC) is known to be hypoactive (Koenigs and Grafman,
2009). Therefore, a facilitating TMS protocol targeted at this position is deemed relevant
to improve depression symptoms. Compared to depression, the variability of the expres-
sion of epilepsy is larger: in case of focal epilepsy, the focus can be located in different
parts of the brain resulting in various patient-specific stimulation positions. Superficial
foci, such as for example in epilepsy patients with focal cortical dysplasia, can be stim-
ulated directly. The hyperexcitable characteristics of epilepsy aim for an inhibiting, low
frequency, stimulation protocol (Sun et al., 2012). Deeper foci might be stimulated in-
directly, by stimulating cortical areas that are known to be functionally connected to the
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Table 3.4 — Overview of TMS studies in healthy volunteers investigating the influence of stimu-
lation parameter: stimulation intensity.

TMS Animal/
hu-
man

Position Investigate
effect on

Intensity Parameter of in-
terest

Outcome Source

sp Human Hotspot for
ADM MEP

TEPs 60, 80, 100,
120% RMT

TEPs in the EEG
(GMFA and peak
amplitudes)

Also low intensities (60%
RMT) were able to induce
TMS evoked brain responses.
The peak amplitudes depend
nonlinearly on the intensity.

Komssi
et al.
(2004)

r Human Primary
motor
cortex
(M1)

Local and
distant
effects
on brain
activity

80, 90, 100, 110,
and 120% of
twitch theshold

rCBF extracted
from PET

1 Hz rTMS delivered to the pri-
mary motor cortex (M1) pro-
duces intensity-dependent in-
creases in brain activity locally
and has associated effects in
distant sites with known con-
nections to M1.

Speer
et al.
(2003)

r Human Left PFC Intensity-
related
changes in
brain

80, 90, 100, 110,
and 120% of
twitch threshold

rCBF extracted
from PET

Stimulation intensity was
found to be inversely corre-
lated with the rCBF in the
stimulated and contralateral
PFC and other areas

Speer
et al.
(2003)

r Rats Rat’s head LTP in the
rat hip-
pocampal
CA1

0.75T (<RMT)
and 1.00T
(>RMT)

LTP recorded
after stimulating
brain slices

LTP was enhanced only in the
0.75 T rTMS group, while no
change was observed in the
1.00 T rTMS group

Ogiue-
Ikeda
et al.
(2003)

r Human Hotspot
for APB
muscle
activation

Inhibitory
function
and cortical
excitability

85, 115% RMT Inhibitory func-
tion, RMT and
MEP size

rTMS at both intensities pro-
duced an increase in the RMT
but only 115% stimulation re-
duced the size of MEPs. rTMS
had no effects on the cortical
silent period or cortical inhibi-
tion measured with pp TMS

Fitz-
ge-
rald
et al.
(2002)

r Human Left PFC Bilateral
effects as
measured
by inter-
leaved
BOLD
fMRI

80, 100, 120%
RMT

BOLD fMRI acti-
vation maps

All intensities activated audi-
tory cortex, with 80% RMT
having no other area of sig-
nificant activation. 100% MT
showed contralateral activation
and 120% MT showed bilat-
eral prefrontal activation

Nahas
et al.
(2001)

APB = abductor pollicis brevis, ADM = abductor digiti minimi, BOLD = blood oxygen level dependent, GMFA = global mean field amplitude,
LTP = long-term potentiation, MEP = motor evoked potential, PET = positron emission tomography, PFC = prefrontal cortex, rCBF = regional
cerebral blood flow, RMT = resting motor threshold, TEP = TMS evoked potential.

foci or by the use of coils designed to stimulate deeper structures. Table 3.3 lists some
findings about the influence of the stimulation position on the outcome of TMS. For ex-
ample, the performance of a go/no-go task improved after rTMS of the right DLPFC,
but not after stimulation of the left DLPFC (Bermpohl et al., 2006). Also, differences
between stimulation of the DLPFC and the medial prefrontal cortex (Grossheinrich et al.,
2013) and the primary visual cortex were listed (Casula et al., 2014).

The effects of the stimulation position might be linked to the effect of the stimulation
intensity. The two studies by Speer et al. (2003; 2003) showed opposite intensity-
dependent effects of the stimulation when stimulating the primary motor cortex and the
left prefrontal cortex using the same stimulation protocol. Komssi et al. (2004) found a
non-linear relation between the peak amplitudes of TMS evoked brain responses and the
intensity. Imaging studies showed that higher intensity TMS in general produced more
activity under the coil as well as in contralateral brain regions (Fitzgerald et al., 2002).
Also intensities below the MT were able to induce brain responses (Table 3.4).

In pp studies, Vucic et al. (2009) and Schäfer et al. (1997) found maximum short-interval
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Table 3.5 — Overview of research into stimulation parameters for paired-pulse TMS studies in
healthy volunteers.

Position Goal Parameter of interest Outcome Source

Hotspot of
tongue mo-
tor cortex

To investigate the influence of
multiple parameters on SICI
and ICF

1. Body position (recline
and supine), inter-
stimulus intervals (ISI,
2, 10, 15 ms) between
the TS (120, 140, 160%
RMT) and CS (80%
RMT) 2. ppTMS ISI (2,
2.5, 3 ms), CS (70, 80%
RMT), TS (120% RMT)

1. Significant effect of body position, TS
intensities and ISIs and interaction between
intensity and ISIs, 2. Significant effect of
ISI but not CS intensity on MEP amplitude

Kothari et
al. (2014)

APB
hotspot

To investigate SICI at three
different CS intensities (40,
70, 90% RMT)

CMCT Maximum SICI developed with CS set to
70% RMT

Vucic et al.
(2009)

Motor cor-
tex

To investigate the variabil-
ity in cortical excitability
by comparing sub-and
suprathreshold intensity of
CS (80% versus 120% of
individual RMT)

EMG response in ADM Reductions in EMG response in the ADM
after CS in one hemisphere and TS in the
opposite hemisphere (in a range of 12 ms)
were found after CS of 120%

DeGennaro
et al.
(2004)

Vertex To investigate the influence of
the intensity of the CS on ICI
and ICF with different ISI (3
versus 13 ms)

Latencies and areas of
motor evoked potentials
in right extensor carpi ra-
dialis muscle

MEP areas of 3 ms and 13 ms showed a
different dependency on the intensity of the
CS. Changes in MEP latencies were compa-
rable

Kossev et
al. (2003)

Left motor
cortex

To investigate the influence
of stimulus parameters (inten-
sity of the CS varying from 0
to 100% RMT and ISI of 1, 3,
and 5 ms)

CMAP Maximal reduction of the amplitude of the
MEPs was found at a CS intensity of 65%
RMT and ISI of 1 ms

Schafer et
al. (1997)

ADM = abductor digiti minimi, APB = abductor pollicis brevis, CMAP = compound muscle action potential, CMCT = central motor conduction
time, ICF = intracortical facilitation, ICI = intracortical inhibition, ISI = inter-stimulus interval, MEP = motor evoked potential, RMT = resting
motor threshold, SICI = short-interval intracortical inhibition.

intracortical inhibition (SICI) and maximum MEP reduction at 70% and 65% of RMT
respectively. Both studies investigated a range of intensities for the CS, suggesting that
the intensities below around 70% RMT cause an increase in inhibiting effect and higher
intensities attenuate the effect. A contrasting finding was reported by De Gennaro et al.
(2004), who only showed a reduction in EMG response, measured in the abductor digiti
minimi in the hand, using a CS of 120% RMT.
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Table 3.6 — Overview of research into combination of parameters in rTMS studies.

Animal/
human

Position Investigate Parameters and
values

Parameter
of interest

Outcome Source

Depression
Human Prefrontal

cortex
the regional
blood flow after
SPECT

Frequency (5,
20 Hz) and coil-
cortex distance

rCBF 20 Hz rTMS caused more rel-
ative flow below the TMS
coil, compared to 5 Hz rTMS
Patients with smallest dis-
tance from coil to outer cor-
tex showed greatest increase
in brain activity at the site of
stimulation

Nahas
et al.
(2001)

Human Left pre-
frontal
cortex

Response rate of
left sided stimula-
tion (at 5 and 10
Hz) after failed
response on right
sided stimulation

Frequency (5 and
10 Hz) and posi-
tion (left versus
right prefrontal
cortex)

HAMD,
MADRS

Small but significant response
was found to left sided stimu-
lation, independent of the fre-
quency

Fitz-
ge-
rald
et al.
(2009)

Epilepsy
Rats Spot with

the max-
imum
resultant
electric
field in
kindling
focus

the anti-epileptic
effect

Frequency (0.5,
1, 2 Hz) and coil
shape (figure-
of-eight versus
round)

ADD, pro-
gression of
kindling
(cumu-
lated)

rTMS had anti-epileptogenic
effects at all frequencies The
inhibitory, anti-epileptic, ef-
fect was higher at 1 Hz com-
pared to 0.5 and 2 Hz Appli-
cation of rTMS 1 Hz by cir-
cular coil imposed a weaker
inhibitory action compared
with the figure-of-eight coil

Ya-
dol-
lah-
pour
et al.
(2014)

Human Epileptic
focus or
central ver-
tex (in case
nonfocal/-
multifocal
epilepsy)

the anti-epileptic
effect

Stimulation dura-
tion (3000 versus
1500 pulses) and
position (see po-
sition)

Seizure fre-
quency

Longer stimulation subgroup
tended to have fewer seizures
(not statistically significant)
TMS stimulation site and
structural brain lesions did
not influence seizure out-
come Interictal spikes de-
creased significantly

Joo
et al.
(2007)

Healthy volunteers
Human
(and
model)

Primary
motor
cortex

MEP sizes Stimulation in-
tensity (85%,
100% and 115%
RMT) and num-
ber of pulses (up
to 1800)

MEPs Results showed that more
pulses and stronger intensities
lead to a larger decrease in
MEP amplitude at 1 Hz stim-
ulation

Nojima
et al.
(2013)

Human V5/MT to test the effects
on MAE

Intensity (20%
versus 90%
PT), stimulation
hemisphere

MAE No main effects were re-
ported. No effect of mo-
tion direction, stimulation lo-
cation, stimulation intensity
or side was found

Murd
et al.
(2012)

Human SMG P300 latencies of
the ERP

Frequency (0.25,
0.5, 0.75, 1 Hz)
and hemisphere

P300
latency

P300 is only altered when
stimulating left SMG at 1 Hz
(lengthened 15 msec) or 0.75
Hz (shortened 15 msec)

Torii
et al.
(2012;
2012)

Human M1/PMC excitability of the
FDI corticospinal
pathway

frequency (1, 20
Hz) and intensity
(90, 115% RMT)

Input-
output
curve (in-
tensity
versus
MEP
threshold)

LF115 over M1 increased the
slope of the FDI input-output
curve but did not change the
S50 and plateau value HF90
led to a more complex effect
with an increase in the slope
and a decrease in the S50 and
plateau value

Hou-
dayer
et al.
(2008)

Human Precuneus
on working
memory

Frequency (1, 5,
20 Hz) and tim-
ing (presentation
versus retention
phase)

RT Only 5 Hz
stimula-
tion to the
parietal site
resulted
in a sig-
nificant
decrease in
RT.

Significant speeding of RT
occurred in the retention
phase but not the probe phase

Luber
et al.
(2007)

Human Left pri-
mary motor
cortex
(M1)

on inhibitory
after-effects

Stimulation in-
tensity (10%
below or 15%
above RMT),
two different
figure-of-eight
shape coils

TMS in-
duced
MEPs from
FDI

Suprathreshold 1 Hz rTMS
has bigger effect on sup-
pression of corticospinal ex-
citability. Coil manufacturer
also has influence

Lang
et al.
(2006)

Continued on next page
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Table 3.6 — Overview of research into combination of parameters in rTMS studies.

Animal/
human

Position Investigate Parameters and
values

Parameter
of interest

Outcome Source

Cats Occipital
cortex

on VEPs and
EEG

Stimulation fre-
quency (1, 3,
and 10 Hz) and
duration of the
protocol (1, 5, 20
min)

VEP and
EEG
recordings

Short high-frequency trains
seem to be more effective
than longer trains, and low-
frequency rTMS requires
longer application. Changes
in the spectral composition of
the EEG were not correlated
to changes in VEP size

Aydin-
Abidin
et al.
(2006)

Human Left or
right
DLPFC

lateralized and
frequency-
dependent effects

Frequency (1,
10 Hz) and
hemisphere

rCBF
changes
recorded by
PET

Right prefrontal rTMS in-
duces a different pattern of
rCBF changes than left pre-
frontal rTMS

Knoch
et al.
(2006)

Human Wernicke’s
area

picture naming Frequency (1,
20 Hz), intensity
(35, 45, 55%
MSO)

Naming la-
tency

Naming latency could be fa-
cilitated only immediately af-
ter Wernicke’s area stimula-
tion at a frequency of 20 Hz
and at an intensity of 55%
MSO, which is more than the
motor threshold

Sparing
et al.
(2001)

Rats Rat’s head Effect of TMS
compared to
those produced
by other anti-
depressant
treatments, in
particular to
repeated ECS

Stimulation
frequency (20
versus 30 Hz)
and number of
sessions (9 versus
18 days)

Porsolt’s
forced
swimming
test

Standard ECS reduced the
immobility by 50%, effects of
rTMS were smaller (signifi-
cant though). The stimulation
at 20 Hz required 18 treat-
ment sessions to produce a
significant effect, while only
9 sessions with stimulation at
30 Hz were necessary

Zyss
et al.
(1999)

Human APB
hotspot

MEP size Intensity, coil
orientation (360
degrees in steps
of 45 degrees), 2
different coils

MEP size Orientation of maximum
MEP size depend on coil
type. Influence of the stimu-
lation frequency also depends
on coil type

Brasil-
Neto
et al.
(1992)

ADD = after-discharge duration, APB = abductor pollicis brevis, DLPFC = dorsolateral prefrontal cortex, ECS = electroconvulsive
shock, ERP = event related potential, FDI = first dorsal interosseus, HAMD = Hamilton Depression Rating Scale, HF = high frequency,
HV = healthy volunteers, LF = low frequency, MEP = motor evoked potential, MADRS = Montgomery-Asberg Depression Rating Scale,
MAE = motor after-effects, MSO = maximum stimulator output, MT = motor threshold, PET = positron emission tomography, PMC =
premotor cortex, PT = phosphene threshold, rCBF = regional cerebral blood flow, RMT = resting motor threshold, RT = reaction time,
SMG = supramarginal gyrus, SPECT = single photon emission computed tomography, VEP = visual evoked potential.

When investigating rTMS as treatment option for epilepsy, the anti-epileptic effect was
more pronounced when a figure-of-eight coil was used, and was shown to depend on the
frequency of the stimulation and the duration of the protocol (Joo et al., 2007; Yadollah-
pour et al., 2014). Studies in healthy animals show a relation between the duration of the
protocol and the frequency: higher frequencies require shorter protocols (Aydin-Abidin
et al., 2006; Zyss, Mamczarz, and Vetulani, 1999).

According to Nojima et al. (2013) the combination of long protocols and high intensities
can also emphasize the effect of TMS: a larger decrease in MEP amplitude was found with
increasing intensities and duration of a 1 Hz stimulation protocol. An extensive review
by Pell et al. (2011) stated that there is quite some dependency among the different
stimulation parameters.

3.3 Summary of technical aspects of TMS

In clinical practice, figure-of-eight coils are mostly used to perform relatively focal TMS.
Single- and paired-pulse protocols can be used if one wants to study the functioning of
the brain whereas repetitive stimulation protocols are necessary to obtain a long-lasting,
therapeutic effect. In rTMS studies, monophasic pulses have shown to have longer-lasting
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effects on MEPs compared to biphasic pulses. However, because of efficient energy con-
sumption in the stimulator, biphasic pulses are mostly used in rTMS protocols. In single
pulse protocols, biphasic pulses are more effective.

The transfer from simple head models, assuming homogeneous and isotropic brain prop-
erties, to more complex models including position- and direction-specific properties prob-
ably leads to more accurate calculations of the electric field induced by TMS. The shape
of the TMS coil, the position, and more specifically, the orientation have a major influence
on the electric field distribution. The preferred coil orientation differs between people, in-
dicating the importance of incorporating patient-specific anatomical information in the
models. Various pathologies require different stimulation protocols. For example, the
hyperexcitable characteristics of epilepsy make inhibiting protocols, so low frequency
protocols or continuous TBS protocols, suitable. Depression requires facilitating, high
frequency or intermittent TBS protocols when stimulating the left DLPFC.

The stimulation intensities are often defined as a percentage of a subject’s individual mo-
tor threshold. It is not sure if this percentage is also representative for stimulation outside
the motor cortex. Correction methods, e.g. for the distance between stimulation position
and motor cortex, can be used.

Higher stimulation intensities and longer protocols have been suggested to enhance the
strength and duration of the therapeutic outcome. The effect of TMS might be reversed
after extending protocols beyond a certain duration. In determining the final stimulation
protocol, the burden on the patient should also be taken into account. The guidelines for
the use of TMS are published (Rossi et al., 2009).

3.3.1 Transcranial direct current stimulation (tDCS)

tDCS is another non-invasive brain stimulation method in which a weak current is applied
to the brain via a pair of large, spongy, electrodes. Generally, positioning the positively
charged electrode (the anode) over the stimulation target causes enhancement of neural
activity, whereas positioning the negatively charged electrode (the cathode) over the tar-
get reduces excitability (motor cortex stimulation at 1 mA) (Nitsche et al., 2008; Paulus,
2011). An important difference between tDCS and other brain stimulation techniques is
that tDCS does not induce direct activation by neural action potentials because the tDCS
static fields, in the range of approximately 0.5 - 2 mA, are not strong enough (Nitsche et
al., 2008). It is believed that tDCS modifies the transmembrane neural potential and thus
influences the level of excitability (Wagner et al., 2007). tDCS is therefore often referred
to as a brain modulation technique instead of a brain stimulation technique (Parazzini et
al., 2011).

Common adverse events of tDCS were reviewed by Brunoni et al. (2011). The occurrence
of adverse events was compared between an active stimulation group and a sham group.
Itching was the most commonly reported adverse event (39.3% versus 32.9%), followed
by tingling (22.2% versus 18.3%), headache (14.8% versus 16.2%), burning sensation
(8.7% versus 10%), and discomfort (10.4% versus 13.4%). Although tDCS is presently
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not approved for any indication, the FDA has cleared some tDCS devices as having a
non-significant risk. The rules for using tDCS vary from country to country (Fregni et al.,
2014). tDCS is currently being investigated in clinical trials to treat depression, anxiety,
attention deficit hyperactivity disorder (ADHD), epilepsy, and tinnitus (Brunoni et al.,
2013).

Besides tDCS, also transcranial alternating current stimulation (tACS) or transcranial ran-
dom noise stimulation (tRNS) are investigated to modulate cortical excitability. An os-
cillating electric field with either a specific frequency, or white noise in the range of 0.1 -
640 Hz, is used for tACS and tRNS respectively (Antal and Paulus, 2013; Paulus, 2011;
Terney et al., 2008). Where tDCS used a constant field to induce membrane polarization
to change the spiking rate of neurons, tACS uses an oscillating field aiming to induce net-
work synchrony and changes in the phases of the spiking (Antal and Paulus, 2013; Zaghi
et al., 2010). Brain oscillations are closely related to multiple cognitive functions (Her-
rmann et al., 2013). With these techniques directional sensitivity of standard tDCS can
be avoided. The main characteristics of tDCS, tACS, and tRNS are shown in Table 3.7
(adapted from Kadosh (2014)). However, the remainder of the review will focus on tDCS.

Table 3.7 — Overview of the main characteristics of tDCS, tACS, and tRNS, adapted from Kadosh
(2014).

.

tDCS tACS tRNS

Current delivered Small direct, constant current (0.5-
2 mA)

Bidirectional, biphasic current in
sinusoidal waves (0.25-mA), fre-
quency 1, 10, 15, 30, 45 Hz, volt-
age 5-15 mV

Alternating current with random
amplitude and frequency (0.1-640
Hz), intensity between -500 and
500 µA, sampling rate 1280 Hz,
current of 1 mA

Typical stimulation time 20 min 2 and 5 min 10 min
Effect on cortical ex-
citability

Increased excitability with anodal
stimulation, decreased excitability
with cathodal stimulation

No effects found Unambiguous findings: tRNS
might enhance cortical excitabil-
ity, potentially with reduction of
rCBF without affecting regional
cerebral metabolic rate of oxygen
consumption

Mechanism of action Membrane polarization Interfere with ongoing brain oscil-
lations by entraining or synchro-
nizing neuronal networks

Not known

rCBF = regional cerebral blood flow

A. Equipment: tDCS electrodes

In tDCS, constant currents are applied via patch electrodes with surface areas ranging
from 16 - 100 cm2 (e.g. Kuo et al. (2013) and Martin et al. (2014)). In its simplest form,
the DC source is placed in series with the scalp electrodes and a potentiometer, which is
used to adjust the constant current. The configuration and the shape of the tDCS elec-
trodes determine which part of the brain is actually stimulated.

Datta et al. (2008; 2009) investigated the influence of different tDCS electrode configu-
rations. The degree of shunting, the loss of effective current through the scalp because of
the relatively high resistivity of the skull, depends on the configuration of the electrodes.
Decreasing the distance between the electrodes results in an increased amount of shunting
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and more current is necessary to obtain an equivalent peak cortical electric field. In case
the reference electrode is placed over the scalp, anodal stimulation of one cortical area is
combined with cathodal stimulation and vice versa. Increasing the size of the reference
electrode was shown to result in a decreased effect of the functionally efficient reference
electrode (Nitsche and Doemkes, 2007). To prevent unwanted excitability changes under
the reference electrode, the efficacy of various montages using cranial and extracranial
reference electrode positions for tDCS was investigated (Moliadze, Antal, and Paulus,
2010). The distance between the electrodes correlated negatively with the duration and
size of the induced after-effects suggesting that stimulation intensity should be adapted
to compensate for the inter electrode distance, which is relatively large when using an
extracranial reference electrode.

The low spatial focality is considered to be a limitation of tDCS. Focality can be increased
by reducing the size of the stimulation electrode (Nitsche and Doemkes, 2007) or by using
ring electrode configurations, containing a cathodal ring electrode surrounding an anodal
inner disc electrode. In this case, the focality also depends on the distance between the
anodal and cathodal part of the electrode. Increasing the ring diameter decreases the
fraction of shunting but also decreases focality (Datta et al., 2008; Datta et al., 2009).

B. Electric field modeling

The electric field in the brain after tDCS is comparable to the secondary field induced
by TMS (see Section 3.2.1.B) because there is no rapidly changing current in case of
tDCS. The skull strongly affects the electric field resulting from tDCS because of its high
resistivity to electrical current. Studies modeling the electric field have been performed
(Eaton, 1992; Kim et al., 2014; Metwally et al., 2012; Parazzini et al., 2014; Ravazzani et
al., 1996; Roth and Basser, 1990; Ruohonen, 1995; Salvador et al., 2010; Salvador et al.,
2012; Shahid, Wen, and Ahfock, 2013; Tofts and Branston, 1991) and showed that the
induced electric field is not restricted to the area close to the stimulation electrodes. This
section describes the electric field distributions resulting from models that incorporate
between five and forty tissue types. Also the effects of skull composition and different
electrode configurations are mentioned.

Salvador et al. (2010) discovered, by using high resolution FEM in a five-layer head
model, that the maxima of the current densities do not appear on the gyri under the elec-
trodes but in localized hotspots at the bottom of the sulci. In a later study, Salvador et
al. (2012) further emphasized the importance of the conductivity values in the modeling
studies. In isotropic models, it was shown that decreasing the conductivity of the skin
resulted in increased maximum values of all field components, on both the CSF-GM and
the GM-WM interface. The distribution of the electric field, however, remained almost
unaltered. Decreasing the conductivity of the skull led to an expected decrease of elec-
tric field values. In this case, also the distribution of the field was affected significantly.
According to Salvador, the skull is the tissue whose conductivity mostly influences the
electric field distribution. Parazzini et al. (2011; 2012; 2014) used 40 different tissue
types for the head models. It was shown that the region with the maximum induced field
is usually below or close to the anode. Variations in the size of the anodal or cathodal
electrodes resulted in different electric field distributions. It was furthermore shown that
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variations in the injected current are linearly correlated with the field amplitudes.

Shahid et al. (2013) and Wagner et al. (2014) explicitly investigated the effect of adding
more compartments to electric field models. Shahid et al. (2013) focused on the estima-
tion of the contribution of regional anisotropic conductivity to the spatial distribution of
an electric field across GM, WM, and subcortical regions. Four models were analyzed
in this study. The first model contained average isotropic conductivity values assigned
to 19 segmented tissues. Three additional models were derived from the base model by
assigning different conductivity values to the cortical and subcortical regions and tak-
ing into account the anisotropies. By comparing the different models, it was shown that
anisotropy causes variations in the strength of electric field hotspots across the cortex. The
formation of active zones away from regions directly under the electrodes is attributed to
the location of electrodes, geometry of the cortex, and a highly conductive CSF layer,
which also acted as a region of high current density. Wagner et al. (2014) started with a
three compartment model and extended this model to six compartments in a step by step
process. A new method was used to model the anisotropy in white matter conductivity,
based on a reversed gradient approach. Incorporation of the specific conductivity values
for spongiosa and compacta bone in the skull (conductivity of the spongiosa areas being
approximately 3.5 times higher) resulted in a change in electric field, depending on the
position of the electrodes. The closer the electrodes are to the spongiosa, the more current
is shunted trough the spongiosa resulting in decreased brain current density. Incorpora-
tion of the CSF in the model also leads to a more inhomogeneous current distribution
in the brain, mainly because of the high conductivity of CSF. Modeling the white mat-
ter regions turned out to be mostly important when considering deeper target regions in
the brain. Also, Metwally et al. (2012) emphasized the importance of incorporating the
anisotropic characteristics of the skull and white matter in the brain models used for elec-
tric field modeling in tDCS. Incorporation of tissue anisotropies resulted in more diffused
electric field in the white matter.

The impact of skull thickness and composition was recently investigated by Opitz et al.
(2015). Different correlations were found between the electric field strengths resulting
from the full model, including the distinction between spongiosa and compacta areas in
the skull, and from the reduced model, in which the conductivity values of spongiosa and
compacta areas were modelled equally. In general, thinner skull regions lead to higher
electric field strengths. However, this is not a linear effect since the thicker parts of the
skull contain more spongiosa areas with higher conductivities.

Besides the different models used by Shahid et al. (2013), four different electrode con-
figurations were investigated. Different configurations resulted in distinct field patterns
with noticeable variations in their strengths. The hotspots across the cortex were mostly
located between and in the proximity of electrodes. Generally, it is expected that an in-
crease in the distance between the electrodes would enhance the strength of the electric
field in the brain. But it appeared that the distance between the electrodes is not as im-
portant as their relative locations. The skull thickness and composition also affect the
electric field distribution in the brain (Opitz et al., 2015a). FEM can be used to derive the
optimal electrode position for tDCS (Im et al., 2008; Rampersad, Stegeman, and Oost-
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endorp, 2013). By simulating the electric fields induced by tDCS for different electrode
configurations, it was shown that the optimized configurations do not coincide with the
configurations that are commonly used (Rampersad, Stegeman, and Oostendorp, 2013).

C. tDCS stimulation protocol

Positioning of the electrode patches, the distance between the patches, stimulation dura-
tion, and stimulation intensity are the most important parameters in a tDCS stimulation
protocol. Studies investigating the effect of these parameters on the outcome of tDCS
studies are described in this section. Batsikadze et al. (2013) investigated the effect of
stimulation intensity after applying tDCS to healthy volunteers. Whereas both anodal
and cathodal 2 mA stimulation of the left primary motor cortex were found to induce a
significant increase in MEP amplitudes, as recorded from the FDI, 1 mA cathodal tDCS
decreased the corticospinal excitability, suggesting an intensity-dependent effect on po-
larity. Shekhawat et al. (2013) investigated the influence of stimulation intensity and
duration on the response effect for suppression of tinnitus. Twenty minutes of 2 mA stim-
ulation was found to be most effective. An interaction was found between duration and
intensity of the stimulus on the change in rated loudness of tinnitus and clinical global
improvement score. The general tendency, that longer stimulation induces longer after-
effects (in the order of minutes and sometimes even hours), is expected to hold only for
cathodal tDCS (Paulus, 2011). An anodal tDCS study has shown that the excitatory after-
effects finally resulted in inhibition after applying 26 min of anodal tDCS, suggesting an
upper limit for excitatory after-effects (Monte-Silva et al., 2013; Paulus, 2011). Dieck-
hofer et al. (2006) compared anodal with cathodal stimulation by recording low and high
frequency components of somatosensory evoked potentials. Cathodal tDCS induces a
significant reduction of the N20 (the negative evoked potential after 20 ms) component
while there was no effect after anodal stimulation. No changes in source activity were
found for the N30 (the negative evoked potential after 30 ms) component or high fre-
quency oscillations, suggesting distinct generators of the low and high frequency sources.
Two different montages were furthermore compared in a patient with tinnitus (Parazzini,
Fiocchi, and Ravazzani, 2012). It was shown that tDCS of the left temporoparietal cortex
resulted in a widespread distribution of the electric field whereas tDCS of the DLPFC
showed a concentrated field.

3.3.2 Summary of technical aspects of tDCS

In tDCS, low current is applied via patch electrodes. Generally, anodal stimulation
causes neuronal excitation whereas cathodal stimulation causes inhibition. However, the
direction of the effect also depends on the stimulation intensity and the stimulus duration:
excitatory effects might become inhibitory when the duration of stimulation is extended
beyond approximately 20 minutes. The stimulation intensity depends on the distance be-
tween the electrodes. The distance between the electrode patches affects the electric field
strength, because decreasing the distance results in an increased amount of shunting and
more current is necessary to obtain an effect. Positioning of the tDCS electrodes highly
depends on the stimulation target. The electric field is not confined to the proximity of the
stimulation electrodes, but also occurs distant from regions under the electrodes. One of
the possible causes is the highly conductive layer of CSF. The anisotropic properties and
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even also the composition of the skull affect the electric field distribution. Incorporation
of the white matter properties is most important when the focus is on the electric fields
deeper in the brain.

3.4 Invasive neurostimulation

In invasive neurostimulation techniques, electrodes are placed in direct contact with ex-
citable tissue during a surgical procedure. Figure 3.4 provides an overview of the position-
ing of the electrodes and pulse generators for VNS, DBS and responsive neurostimulation
(RNS).

Figure 3.4 — Invasive brain stimulation. Overview of invasive stimulation techniques. An example
of the positioning of the electrodes of DBS and RNS within the brain and the VNS electrodes in the
cervical region. Also the position of the pulse generators are shown for the different stimulation
modalities.

3.4.1 Vagus nerve stimulation (VNS)

VNS is a stimulation technique in which the vagus nerve, the tenth cranial nerve, is stim-
ulated. The technique was developed in the eighties and was approved for the treatment
of partial-onset epilepsy by the European Union in 1994 (Ben-menachem, 2002) and by
the FDA in 1997. For depression, VNS gained CE approval in 2001, and FDA approval in
2005 (Amar et al., 2008). Over 100,000 patients have been implanted with the Neurocy-
bernetic Prosthesis System (Cyberonics Inc., Houston, Texas), a device that is implanted
under the skin in the left pectoral area and delivers stimulation through a bipolar lead that
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is wound around the vagus nerve in the cervical region.

Stimulation is performed on the left vagus nerve, since the right vagus nerve has more
dense projections to the atria of the heart which could theoretically result in negative ad-
verse events during stimulation. The most prevailing side effect of VNS is hoarseness
with or without voice alterations (55% (Sackeim et al., 2001), 60 - 62% (Ben-Menachem,
2001)). Also, the occurrence of dyspnea (16%, 23%), pain (17%, 27%), headache (20%,
30%), and infection (4%, 3%) was reported in an epilepsy study (Handforth et al., 1998)
and a depression study (Rush et al., 2000) respectively. The side effects are usually re-
lated to periods in which the stimulation is on and seemed to diminish over time (Ben-
Menachem, 2001; Boon et al., 2001b; Boon et al., 2007a; Vonck et al., 2001; Vonck et al.,
2012). Important structures in the mechanism of action of VNS are the locus coeruleus
(LC), the nucleus tractus solitaries (NTS), the thalamus, and the limbic structures (Krahl
and Clark, 2012; Woodbury and Woodbury, 1990). The NTS, located in the brainstem,
is bilaterally innervated by afferents of the vagus nerve during unilateral stimulation. So
unilateral VNS can influence both hemispheres. Neurotransmitter release possibly plays
a role in the mechanism of VNS. The LC is a noradrenergic nucleus which is known to
have for example anti-epileptic effects (Boon et al., 2001b; Vonck et al., 2008; Vonck
et al., 2003; Vonck et al., 2001).

Typically, the stimulation is automatically provided according to a certain duty cycle
which does not require any intervention from the patient. In addition, the VNS device
can be triggered to deliver one stimulation train by means of a handheld magnet when
patients experience an aura or by caregivers who witness seizures. Boon et al. (2001) and
Tatum and Helmers (2009) investigated the efficacy of the magnet. Even though, in most
cases, an intervention from caregivers was required, the magnet was considered an added
value in controlling seizures (Boon et al., 2001a).

Based on the promising results obtained with the magnet, responsive VNS (rVNS) is
being investigated for epilepsy. Responsive stimulation means that stimulation is only
provided after a trigger is detected. In case of rVNS, the trigger can be extracted from the
patient’s electrocardiogram. Seizure-related cardiac changes, such as ictal tachycardia or
increase in heart rate, occur in over 70% of the epileptic seizures. A case study using
this novel VNS device reported a decreased seizure duration in a patient with refractory
epilepsy (Hampel et al., 2015). A large prospective randomized trial has been performed
in the European Union, demonstrating that the cardiac based seizure detection algorithm,
incorporated in the device, has a high sensitivity. Long-term results on seizure duration
and severity are pending (Boon et al., 2014).

Even though this review focuses on invasive VNS, recently also non-invasive transcuta-
neous VNS (tVNS) has been developed which involves unilateral external transcutaneous
stimulation of the auricular branch of the vagus nerve using an external pulse generator
(Stefan et al., 2012) (see Figure 3.1). tVNS has demonstrated initial efficacy in epilepsy
(Ellrich, 2011; He et al., 2013; Stefan et al., 2012) and depression (Rong et al., 2012).
These results should be interpreted with caution since they were obtained in small pilot
studies.
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A. VNS electrodes

Per definition, so independent of the pathology, VNS stimulates the vagus nerve using
a specially designed electrode that surrounds this nerve. Compared to other stimulation
techniques, the variation of electrode position and shape of the electrode is limited.

The VNS lead contains helical cuffs that contain one positive and one negative electrode
and one anchor tether that surround the vagus nerve. Two sizes are available for clinical
practice, with a helical inner diameter of 2 or 3 mm. Materials typically used are plat-
inum, iridium and stainless steel as conductors and silicone rubber, polytetrafluorethylene
and polyimide as insulating carriers (Rodriguez et al., 2000). Cuff-electrodes may have
several advantages compared to intramuscular, epymisial and surface electrodes. Firstly,
these electrodes reduce the stimulus intensity required for nerve activation minimizing
hazardous electro-chemical processes secondary to charge delivery and diminishing the
power consumption of the stimulator system. Secondly, cuff-electrodes are more flexible
with respect to the positioning of the electrode which minimizes mechanical distortion
and the probability of lead failure (Rodriguez et al., 2000).

B. Electric field modeling

The vagus nerve contains multiple fiber types of which some are known to be important
for VNS to be effective (Krahl, Senanayake, and Handforth, 2001). Electric field mod-
eling in VNS might be helpful in steering the field towards the important fibers. To the
best of our knowledge, only one study has been performed in which computational mod-
els were used to investigate the effect of stimulation parameters, output current and pulse
width, and tissue encapsulation at the site of electrode placement, in VNS (Helmers et
al., 2012). A 3D digital representation of the geometry of the vagus nerve and VNS elec-
trodes was created and a FEM was constructed to determine the voltage distribution in the
vagus nerve, as a function of output current and pulse width. Two cases, with and with-
out encapsulation layer, were compared. While the model showed activation in 99.5%
of the fiber types that are important for vagus nerve activation without an encapsulation
layer, this was reduced to 55% when the encapsulation layer was taken into account. In
both cases, stimulation intensity was set to 1.5 mA and pulse width to 500 µs. The op-
timal combination of stimulation parameters was derived from strength-duration curves,
illustrating the non-linear relation between output current and pulse width. The optimal
intensity was concluded to be between 0.75 and 1.75 mA and the optimal pulse width
between 250 and 500 µs.

C. VNS stimulation protocol

Even though there is hardly variation in the stimulation position and the electrode type
used for VNS, the remaining stimulation parameters, such as the frequency, pulse width,
the duty cycle, and the intensity, can still create various stimulation protocols. The stimu-
lation parameters may influence the outcome of VNS. The choice of the duty cycle can for
example determine whether a patient responds to VNS or not (Scherrmann et al., 2001).
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Mu et al. (2004) and Lomarev et al. (2002) investigated the effects of respectively pulse
width and frequency on functional MRI (fMRI) activation maps in patients with depres-
sion. Mu et al. (2004) showed that, compared to 250 and 500 µs, a pulse width of 130
µs produced significantly less overall activation and 500 µs produced more deactivation
compared to 130 and 250 µs. Both regional overlap and differences in fMRI activation
maps were seen with the various pulse widths. Moreover, Lomarev et al. (2002) showed
that 20 Hz produced more acute activity changes compared to 5 Hz stimulation. Besides
the frequency of the stimuli, also the frequency of the stimulation trains: the duty cycle,
can influence the outcome of VNS (Heck, Helmers, and DeGiorgio, 2002). A duty cycle
of 30 s stimulation on, 180 min off, 1 Hz and 130 µs pulse width, is often considered to
be the condition control. The standard therapeutic protocol, that is clinically used is 30 s
stimulation on, 5 min off, 30 Hz, 500 µs pulse width (DeGiorgio et al., 2000), has shown
to be significantly more effective than the control condition. DeGiorgio et al. (2005)
investigated the influence of the duty cycle in patients with epilepsy. Neither the output
current, nor the duty cycle turned out to correlate with the clinical outcome in terms of
seizure reduction and responder rate. In case of initial non-responders to the standard pro-
tocol, increasing the current or the frequency of the duty cycle might improve the clinical
outcome. However in general, the standard clinical stimulation protocol showed a better
outcome compared to a protocol with a rapid duty cycle: 7 s on, 30 s off (Scherrmann
et al., 2001).

Another study in an epileptic rat model (Mollet et al., 2013) showed that 0.25 mA is
sufficient to decrease cortical excitability. This study also showed that VNS does not
have a long-lasting effect since the MT one hour after stimulation did not differ from the
baseline MT, before stimulation. The influence of the current intensity was investigated
by Bunch et al. (2007) in a group of 61 patients. Higher output-currents are needed to
generate vagus nerve action potentials when the pulse width is reduced to less than 200
µs. Koo et al. (2001) investigated the threshold current intensity to produce nerve action
potentials as a function of pulse width and age. Also, the conduction velocity of the
vagus nerve was investigated. Longer pulse widths required lower current intensities to
produce action potentials. The necessary current to generate action potentials furthermore
decreased with increasing age. This suggests age-related adjustments of the stimulation
parameters. The conduction velocity was lower in children below age 12.

D. Summary of the technical aspects of VNS

VNS on the left vagus nerve, is an approved treatment method for epilepsy and depression.
The most common clinically used VNS protocol consists of 30 s stimulation, 5 min no
stimulation, 30 Hz stimulation frequency, and a pulse width of 500 µs. Electric field
modeling is not often performed for VNS but might be helpful to steer the electric field
towards the important fibers and to investigate the effect of stimulation parameters. Initial
non-responders might become responders after increasing the current or the frequency of
the duty cycle.
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3.4.2 Deep brain stimulation (DBS)

In DBS, electricity is directly delivered to specific brain areas through stereotactically
implanted electrodes. During an MRI-guided stereotactic procedure under local anaes-
thesia (Villeger et al., 2006), DBS electrodes are implanted through burr holes (Gigante
and Goodman, 2011; Pereira et al., 2012). The pulse generator is implanted under the left
clavicle or in the abdominal cavity (Hassan and Al-Quliti, 2014).

DBS has gained FDA approval for the treatment of movement disorders such as essential
tremor (ET), Parkinson’s disease, dystonia, and obsessive compulsive disorder (OCD). In
Europe, the method is also approved for movement disorders and refractory epilepsy (Al-
Otaibi, Hamani, and Lozano, 2011; Labar and Dean, 2002; Saillet et al., 2009; Sprengers
et al., 2014; Vonck et al., 2012). Furthermore, DBS is investigated as a treatment option
for depression, chronic pain, Tourette syndrome, Huntington’s disease, Alzheimer’s dis-
ease, obesity, addictions, and consciousness disorders (Chen et al., 2012). Depending on
the pathology, different brain regions are targeted. The ventral intermediate nucleus of the
thalamus (VIM) and the globus pallidus internus (GPi) are the most widely used targets
for dystonia (Ostrem and Starr, 2008). In case of Parkinson’s disease, the subthalamic
nucleus (STN) and the GPi are the most commonly used targets (Benabid, 2003). For
ET, besides the VIM, also the posterior subthalamic area (PSA) is now used as a target
(Fytagoridis et al., 2013). Many targets have been investigated for OCD (Greenberg et al.,
2006; Mallet, Polosan, and Jaafari, 2008; Sturm et al., 2003). The most widely used, and
only approved, target for epilepsy is the anterior nucleus of the thalamus (ANT) (Fisher
et al., 2010; Fisher and Velasco, 2014). Besides the ANT, also the centromedian nu-
cleus of the thalamus (Velasco, Velasco, and Velasco, 2001) and the cerebellum (Velasco
et al., 2005), have been investigated as targets for epilepsy in randomized clinical trials
(Sprengers et al., 2014). Moreover, promising results have been obtained when the hip-
pocampus is targeted (Boon et al., 2007b; Vonck et al., 2005; Vonck et al., 2002).

For a long time, it was hypothesized that DBS merely works either via functional ablation
by suppressing or inhibiting the structure being stimulated or via activation of the stim-
ulated structure (McIntyre et al., 2004c). Nowadays, the mechanism of action is thought
to be more related to large neuronal networks in the brain since widespread changes in
neuronal activity were found in networks comprising the DBS target (McIntyre and Hahn,
2010; Okun and Oyama, 2013). These changes in firing patterns of neuronal activity are
probably linked to mechanisms of synaptic plasticity (Ganguly and Poo, 2013; Okun and
Oyama, 2013; Van Hartevelt et al., 2014). The exact mechanism of DBS still remains to
be elucidated.

Although DBS has provided remarkable therapeutic benefits for patients with several
pathologies, side effects can occur related to surgery or the hardware. Zrinzo et al. (2012)
showed that intracranial hemorrhage is the most prevalent side effect in DBS (0.9% in
the study by Zrinzo et al. but overall literature suggested a prevalence of 5% (Zrinzo et
al., 2012)). The occurrence of hemorrhage is a risk factor for the occurrence of seizures
after DBS. According to Coley et al. (2009), the seizure risk after DBS is 2.4%. Most
seizures occur within 48 h after the surgical implantation of the electrodes. Besides that,
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implant site infections, electrode migrations or misplacement, wire fractures, skin erosion
or device malfunctions can occur. The exact numbers vary between different centers. In a
meta-analysis, Appleby et al. (2007) showed some cases in which significant psychiatric
side effects occurred. The rates of depression, cognitive impairment, and mania are low,
but also a relatively high rate of suicide (0.16 - 0.32% in DBS versus 0.02% in the normal
population in the United States) was found in patients treated with DBS, depending on
the stimulation target. It was suggested that patients should be pre-screened for suicide
risk-factors before DBS and should be closely monitored afterwards.

DBS can also be administered by means of RNS that only provides stimulation after a
trigger is detected by a so-called closed-loop algorithm (Kent and Grill, 2014; Stanslaski
et al., 2012). The RNS neurostimulator (NeuroPace, Inc., Mountain View, California)
is cranially implanted under the skull and is connected to one or two depth leads and/or
cortical strips. RNS can also be connected to cortical strips only. Strictly speaking, in
that case it is cortical stimulation rather than DBS. RNS has been studied extensively
in epilepsy (Asconapé, 2013; Carrette et al., 2015; DeGiorgio et al., 2013; Gigante and
Goodman, 2011; Liu et al., 2013; Morrell, 2006; Raghunathan et al., 2009; Skarpaas and
Morrell, 2009; Sun, Morrell, and Wharen, 2008). In this case, the pulse generator contin-
uously analyzes the electrocorticogram, recorded with a cortical strip lead, and automat-
ically triggers electrical stimulation when specific characteristics are detected (Morrell,
2006). A recent study (Bergey et al., 2015) showed significant seizure reduction after
long-term follow-up of RNS in patients with medically refractory epilepsy. Besides use
in epilepsy, different triggers, such as the typical rhythms in the beta frequency band,
are being investigated for use of RNS in Parkinson’s disease (Basu et al., 2013; Beuter,
Lefaucheur, and Modolo, 2014; Gorzelic, Schiff, and Sinha, 2013; Modolo et al., 2012;
Shukla et al., 2012).

A. Equipment: DBS electrodes

The electrodes used for DBS are surgically implanted in the brain. Depth electrodes
contain multiple contact points such that the electric field can be steered to optimally
stimulate the target. This section mentions the research that is performed to improve the
electrode design, for example to diminish surgical complications or to perform directional
steering.

Presently used DBS depth electrodes (Models 3387, 3389, Medtronic Inc., Minnesota,
USA), as well as depth electrodes from the RNS system (NeuroPace, Inc., Mountain
View, California), have a linear array of four cylindrical electrode contacts, consisting of
platinum and iridium, that can be individually switched on or off depending on the place-
ment of the electrode with respect to the target area in the brain (Wei and Grill, 2005). The
depth electrodes have a diameter of 1.27 mm, ring-shaped contacts, and inter-contact dis-
tances ranging from 0.5 to 10 mm (Medtronic, 1998; Neuropace, 2013). Lai et al. (2012)
have worked on an improved design of the electrode probes used for DBS. Based on the
rationale that a lower electrode impedance increases the signal-to-noise ratio, a probe was
developed with a rough three-dimensional microstructure on the electrode surface. The
electric field generated by the probe was experimentally validated, using a FEM.
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Parittotokkaporn et al. (2012) and Ben-Haim et al. (2009) also focused on the elec-
trode design but aimed at decreasing the risk of adverse effects during or after DBS. Lead
migration is one of the possible risks of DBS. Parittotokkaporn et al. (2012) added mi-
crotextured features to DBS probes to reduce probe mobility and showed that the lead
migration in ex-vivo porcine brain was reduced without additional tissue damage. It was
not investigated whether this microtexture can be used in platinum iridium electrodes
(Turner, 2012) or whether it changes the physical characteristics of the electrodes. Hem-
orrhage is another possible complication of DBS surgery. Ben-Haim et al. (2009) showed
decreased occurrence of hemorrhages using a modified microelectrode, with a decreased
diameter.

Martens et al. (2011) presented a novel design of a high-resolution DBS lead that enables
directional steering of the electric field. The DBS-array lead carries 64 disc-shaped elec-
trodes, which are arranged in 16 equally spaced rows, covering a total length equivalent
to the state-of-the-art DBS electrode arrangements (Toader, Decre, and Martens, 2010).
By tracking the iso-fieldlines of the electric field and thresholding at a certain level, a
volume of tissue activated (VTA) could be determined. It was shown that the new DBS
array is capable of generating VTAs equivalent to currently used DBS electrodes but is
also able to smoothly steer those in a preferential direction with 1 - 2 mm increments.
Optimal overlap between the VTA and the stimulation target increases the effectiveness
of the stimulation. Furthermore, the induction of adverse events by stimulating tissue be-
yond the stimulation target is diminished. The VTA was also investigated by Butson and
McIntyre (2006) as a function of electrode design. In this study, a FEM of the electrodes
and surrounding medium was coupled to models of myelinated axons to predict the VTA.
The relation between the aspect ratio (diameter/height) of the electrode, and the VTA was
investigated. A low aspect ratio maximized the VTA by providing greater spread of the
stimulation parallel to the electrode shaft without sacrificing lateral spread. The results of
this study furthermore showed that modified electrode designs can be used to customize
the VTA to specific target nuclei.

B. Electric field modeling

Because the brain consists of conductive media, it acts as a volume conductor: the electric
fields from an electric source are transmitted through biological tissue. Volume conduc-
tion plays an important role in DBS. Knowledge of the anatomical distribution of the
electric field is of paramount importance to maximize the therapeutic effect of neurostim-
ulation and to get a deeper insight into the underlying mechanism of action of DBS. Mul-
tiple studies using the FDM (Vasques et al., 2009) or the FEM were performed to model
the electric field induced in the brain during DBS (Aström, Lemaire, and Wårdell, 2012;
Butson et al., 2006; Chaturvedi et al., 2006; Grant and Lowery, 2009; McIntyre et al.,
2004a; McIntyre et al., 2004b; Miocinovic et al., 2009; Pedoto et al., 2012; Schmidt and
Rienen, 2012b; Schmidt and Rienen, 2012a; Wårdell et al., 2014; Wei and Grill, 2005).
The main focus of these studies is the importance of incorporating specific conductivity
values or encapsulation layers, and steering towards the stimulation target. Butson et al.
(2006) emphasized the importance of incorporating DTI information in the model, to de-
rive position- and direction-specific conductivity values. This was confirmed by showing
significant differences in VTAs between homogeneous, isotropic models and heteroge-
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neous, anisotropic tissue models, during DBS of the STN for Parkinson’s disease (Butson
et al., 2006).

Schmidt and van Rienen (2012; 2012) also investigated the influence of anisotropic con-
ductivity on the field distribution in STN DBS. The maximum differences between the
electric fields derived from the isotropic and anisotropic models occurred in the proxim-
ity of the active electrode contact in the unipolar stimulation cases and additionally in
the proximity of the ground electrode in bipolar cases. Investigating the influence of the
electrode position by moving the electrode around the primary position resulted in differ-
ences in the electric field distributions, mainly observable within the surroundings of the
stimulating electrode contact.

The model used by Schmidt and van Rienen (2012) was extended with an encapsulation
layer surrounding the DBS electrode body. The influence of the encapsulation layer can
be described in different stages after implantation. In the acute stage, the peri-electrode
space is filled with extracellular fluid. Due to the high conductivity of extracellular fluid,
a path of low resistance is created enabling the current to spread further. So neglecting the
peri-electrode fluid layer may lead to an underestimation of the field strength during the
acute stage. Approximately two weeks after implantation, giant cells with low conduc-
tivity start to occur at the electrode surface. The spread of current into the surrounding
tissue is restricted, which may cause an overestimation of the actual electric field (Yousif
and Liu, 2007).

The effect of the encapsulation layer was furthermore investigated by Chaturvedi et al.
(2006). Clinical measurements of the corticospinal tract activation, MEPs of various mus-
cles, were used to address the level of model complexity necessary to accurately predict
neural activation generated by STN DBS. Based on the comparison of the electric fields
with the anatomy of one dataset, it was suggested that estimation of the neural response
to DBS requires a model that incorporates electrode capacitance, electrode impedance,
electrode location and orientation in the brain and 3D tissue conductivity values.

Other studies have focused on spatially steering the electric field towards the morphology
of the stimulation target, such as the STN or the GPi, based on iso-potential fieldlines or
iso-electric fieldlines (Hemm et al., 2005; McIntyre et al., 2004b; Vasques et al., 2010;
Vasques et al., 2009; Wårdell et al., 2014). Wårdell et al. (2014) showed that incor-
porating patient-specific information, retrieved from DTI, can improve the electric field
calculations in Tourette patients. McIntyre et al. (2004) developed a quantitative under-
standing of the VTA by DBS of the STN. It was shown that the VTA extends beyond the
actual borders of the STN, using clinically effective stimulation parameters. Furthermore,
it was shown that slight (∼1 mm) deviations of the electrode positions can substantially
alter the VTA. Vasques et al. (2010; 2009) showed that, compared to state-of-the-art DBS
electrodes, a double contact with a height of 2.5 mm, induced a more homogeneous field
and less voltage was needed for GPi stimulation.

Miocinovic et al. (2009) performed a validation study of the methods used to model the
electric fields by comparing the electric field induced by DBS electrodes implanted in a
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rhesus monkey in the thalamus and the STN to a theoretical field, calculated with mi-
croelectrodes positioned in a saline bath with a DBS electrode. Three important findings
have been reported. Again, the importance of the inhomogeneities and anisotropies was
emphasized. Furthermore, it was shown that DBS electrode impedance is primarily dic-
tated by a voltage drop at the electrode-electrolyte interface and the conductivity of the
tissue medium, and the stimulus waveform recorded in saline or brain tissue was modified
from the stimulus waveform generated by the pulse generator.

Walckiers et al. (2010) investigated the influence of the neurostimulator when modeling
the electric field after DBS with FEM. Using a model for the reference electrode, a re-
duction of VTA was shown. Grant and Lowery (2009) also showed that incorporating the
reference electrode in the model changes the VTA.

C. DBS stimulation protocols

Even after implantation of the DBS electrode lead, electrical steering can be applied by
selecting the electrodes that are actually used for stimulation. Multiple choices have to be
made to obtain a DBS protocol: monopolar or bipolar, unilateral or bilateral, synchronous
or asynchronous stimulation. This section describes the current knowledge about these
options. Besides that, also the knowledge about the influence of different pulse shapes
and frequencies are listed.

In DBS, stimulation must be delivered by at least one positive (anodal) or negative (catho-
dal) stimulation electrode. Cathodal stimulation causes positively charged ions to flow
towards the electrode, causing depolarization in nearby neurons. The opposite holds for
anodal stimulation. DBS can be performed in a monopolar or bipolar way. In monopolar
DBS, the metal housing of the neurostimulator serves as the anode (Denys, Feenstra, and
Schuurman, 2012). In general, monopolar stimulation results in a larger current spread
than bipolar stimulation for a given stimulation intensity. Hemm et al. (2005) showed,
based on a simple model, that monopolar stimulation causes a more homogeneous elec-
tric field. The larger spread of the electric field causes a higher number of side effects in
monopolar stimulation. During bipolar stimulation, higher stimulation intensities are nec-
essary to obtain similar clinical effects as with monopolar stimulation (Deli et al., 2011).

Unilateral versus bilateral stimulation studies were performed by Hamani et al. (2010)
and Van Nieuwenhuyse et al. (2015). Hamani et al. (2010) showed that left unilateral
stimulation of the subcallosal cingulate gyrus was equally effective as bilateral DBS in
treating major depression. In contrast, Van Nieuwenhuyse et al.(2015) found bilateral
stimulation to be more effective in a DBS study in the hippocampus of rats, for the treat-
ment of epilepsy.

In rats, Cymerblit-Sabba et al. (2013) compared synchronous stimulation, stimulation
with two electrodes that were simultaneously activated, to asynchronous stimulation, us-
ing different stimulation frequencies. The asynchronous protocol was more efficient in
terminating and shortening induced hippocampal seizures. Wyckhuys et al. (2010) inves-
tigated whether Poisson-distributed stimulation, stimulation with the interstimulus inter-
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vals varying according to a Poisson distribution, was more effective compared to standard
high frequency stimulation in a kainate rat model. The Poisson-distribution stimulation
showed a slightly increased number of rats with a significant reduction in seizure fre-
quency. Also the reduction in seizure frequency was higher in rats treated with the Pois-
son protocol compared to high frequency stimulation (67%versus 50%).

Simulation studies have been performed aiming at modifying the stimulation pulse shape
to optimize the efficiency of the stimulation (Grill and Mortimer, 1996; Hofmann et al.,
2011; Wongsarnpigoon and Grill, 2011). The underlying thought is that the frequency
of battery-replacement surgeries could be decreased by improving the energy efficiency
of the stimulation. An older study by Grill and Mortimer (1996) determined the effect
of rectangular stimulus pulse widths on the selectivity of peripheral nerve stimulation.
Better spatially selective stimulation was observed when applying shorter pulses. Later,
Wongsarnpigoon and Grill (2011) used a generic algorithm to determine the optimal
waveform shape. The resulting waveforms resembled truncated Gauss-shaped pulses.
The optimized waveforms turned out to be more energy- and charge-efficient than several
conventional waveforms used in neural stimulation. Hofmann et al. (2011) showed a fur-
ther increase in efficiency with the introduction of a pause within a biphasic pulse, with
specific and optimized duration. An evaluation to compare the actual waveforms from
different manufacturers showed that the actual stimulation waveforms differed from the
intended ones, as prescribed by the manufacturers (Butson and McIntyre, 2007).

Table 3.8 and 3.9 provide an overview of the research that is performed to gain insight
into the influence of stimulation frequency as well as studies that investigated the effect
of combinations of parameters in DBS.

As can be seen in Table 3.8, the optimal stimulation frequency depends on the pathol-
ogy. In dystonia and epilepsy, 130 Hz stimulation has shown to be an optimal frequency
(Kupsch et al., 2003; Ostrem et al., 2014), whereas in ET, no additional benefit was found
above 100 Hz (Ushe et al., 2004). In Parkinson’s disease, the stimulation frequency is
often set to 130 Hz. Some studies showed that stimulation at 60 Hz can decrease the
number of freezing episodes, compared to 130 Hz stimulation (Moreau et al., 2008; Xie,
Kang, and Warnke, 2012). However, Phibbs et al. (2013) could not confirm this finding
and Brozova et al. (2009) commented that a decrease in freezing of gait (FOG) may be
accompanied by worsening of other types of gait problems. Different phenotypes within
a certain pathology seem to respond differently to stimulation. This was also confirmed
by Yamamoto et al. (2004), who showed that stimulation parameters, such as the effective
stimulation sites and intensities varied between different kinds of tremor.

An imaging study in animals, performed by Paek et al. (2015), showed that combinations
of frequency and intensity influence the activated brain regions differently. A negative
fMRI response was generated with 130 Hz stimulation while 10 Hz stimulation generated
a positive response in the same area. Moreover, an increase of the stimulation intensity
had an effect on the size of the affected brain areas.

Vercueil et al. (2007) investigated the effect of different pulse widths; 60, 120 and 450
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Table 3.8 — Overview of studies investigating the effect of frequency in DBS studies in human.

Position Investigate
effect on

Frequencies
[Hz]

Parameter of interest Outcome Source

Dystonia
STN Dystonia severity 60, 130 BFMDRS-M and

TWSTRS-S
130 Hz stimulation is more effective
than 60 Hz stimulation.

Ostrem
et al.
(2014)

GPi Dystonia severity 0, 5, 50, 130, 180,
250

European Profile of
QOL and BFMDRS

Original frequency of 130 Hz resulted
in clinical improvement. At higher
frequencies, higher improvements were
found whereas at lower frequencies sig-
nificant deterioration was found.

Kupsch
et al.
(2003)

Essential Tremor
VIM Tremor suppres-

sion
0, 30, 45, 60, 75,
90, 100, 130, 145,
185

RMS of tremor (mea-
sured by accelerome-
ter)

Highly significant inverse sigmoidal
relationship between stimulation fre-
quency and normalized tremor accelera-
tion. Tremor acceleration had a nearly
linear response to stimulation frequen-
cies between 45 and 100 Hz, with little
additional benefit above 100 Hz.

Ushe
et al.
(2004)

Parkinson’s Disease
STN Bradykinesia all stimulation

frequencies
available to
the subject’s
neurostimulator

Amplitude and fre-
quency of hand
opening-closing task

Multiple frequencies resulted in in-
creased movement amplitudes. No
clear relationship between stimulation
frequency and movement frequency was
discovered.

Huang
et al.
(2014)

STN FOG 60, 130 Measure of stride
length

Not able to demonstrate improved gait at
either frequency.

Phibbs
et al.
(2013)

STN FOG 60, 130 FOG measures 130 Hz stimulation induced severe FOG
in 2 patients. Lower frequency (60 Hz)
could improve FOG, without change in
contacts, voltages and pulse widths.

Xie
et al.
(2012)

STN Motor perfor-
mance

0, 10, 20, 30 Voluntary tapping 20 Hz stimulation appeared to reduce the
kinesia time relative to no stimulation
compared to 10 and 30 Hz stimulation.

Kühn
et al.
(2009)

STN Finger tapping
task

0, 5, 10, 20 Repetitive depression
of a keyboard task and
extensions of the index
finger

The range of frequencies investigated
can slow distal upper limb movements
in patients with PD. 5 and 20 Hz stim-
ulation reduced the tapping rate and in-
creased the coefficient of variation of tap
intervals.

Euse-
bio
et al.
(2008)

STN Kinesia time 0, 5, 10, 15, 20,
25, 30, 130

Kinesia time in a tap-
ping task

The effects of stimulation do not sim-
ply increase with increasing frequencies.
There are relative deteriorations in the 5-
10 and 20-25 Hz range.

Fogelson
et al.
(2005)

BFMDRS-M = Burke Fahn Marsden Dystonia Rating Scale Movement score, ET = essential tremor, FOG = freezing of gait, GPi = globus
pallidus internus, PD = Parkinson’s Disease, QOL = quality of life, RMS = root mean square, STN = subthalamic nucleus, TWSTRS-S =
Toronto Western Spasmodic Torticollis Rating Scale severity, VIM = ventral intermediate nucleus of the thalamus.

µsec, on the clinical improvement in primary generalized dystonia. No significant dif-
ferences were found. Another study investigating the effect of different combinations
of pulse widths and frequencies on the intensities required to measure a positive clini-
cal outcome in patients with Parkinson’s disease (Rizzone et al., 2001). A hyperbolic
intensity-pulse width curve was obtained, indicating that at higher pulse widths, lower
intensities are sufficient to induce a clinical effect. Furthermore, for a certain pulse width,
increasing the frequency led to decreased intensity required to obtain any effect.

Liu et al. (2012), Pedrosa et al. (2013), and Earhart et al. (2007) investigated different
protocols with and without prior high frequency stimulation respectively in intentional
and postural tremor. The varying results suggest that the effect of neurostimulation might
be enhanced or attenuated by the cortical excitability state. Based on this thought, Zhang
et al. (2012) investigated the effect of timing of high frequency DBS in the ANT on
amygdala-kindled seizures in rats and showed that bilateral post-kindling stimulation has
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Table 3.9 — Overview of studies investigating the effects of combinations of stimulation parame-
ters in DBS studies.

Animal/
hu-
man

Position Investigate
effect on

Parameters and
values

Parameter of in-
terest

Outcome Source

Parkinson’s Disease
Human STN FOG Voltage (3, 3.7

V) and frequency
(60, 130 Hz)

Number of freez-
ing episodes and
UPDRS

Number of freezing episodes was signifi-
cantly lower at 60 Hz and 3.7 V. Improve-
ment in the UPDRS was not significant.

Moreau
et al.
(2008)

Human STN Clinical ef-
fectiveness in
PD

Frequency (10,
50, 90, 130, 170
Hz) and pulse
width (60, 120,
210, 450 µsec)

Intensity neces-
sary to obtain the
disappearance
of contralateral
wrist rigidity
and side effect
threshold

Impossible to obtain required clinical ef-
fect at 10 and 50 Hz (no matter of
the pulse width). Intensity-pulse width
curves showed a hyperbolic trend.

Rizzone
et al.
(2001)

Depression
Rats SCG Anti-depressant

response
Stimulation in-
tensity (100, 200,
300, 400 µA),
frequency (20,
130 Hz)

Forced swim test Strongest response was observed with a
current intensity of 200 µA, followed by
100 µA and 300 µA. 400 µA did not pro-
duce any effect. Using 200 µA, a fre-
quency of 130 Hz was more effective than
20 Hz.

Hamani
et al.
(2010)

Dystonia
Human GPi Neural firing with

and without prior
high frequency
stimulation

Microstimulation
frequencies (1-
100 Hz) and train
lengths (0.5-20
sec)

Neural firing rate
and evoked field
potentials

Post-HFS, overall firing was reduced
compared with pre-HFS and the firing and
evoked field potential amplitudes were
enhanced at low frequencies

Liu
et al.
(2012)

Epilepsy
Rats Piriform

cor-
tex

Piriform cortex
kindled seizures

Intensity (0.25,
1, 3 ADT), pulse
width (0.01, 0.1,
1, 10 msec), train
duration (1, 15
min), state of the
rat (fully kindled,
during kindling
acquisition)

ADT There is a complex relation between stim-
ulation patterns and effect on kindled
seizures.

Ghorbani
et al.
(2007)

HV Swine Thalamus Neural network
activation. Fre-
quency (10, 130
Hz) and intensity
(3, 5, 7 V)

BOLD activation
maps

Stimulation frequency and voltage com-
binations modulated the brain network
activity differently in the sensorimotor
cortex, the basal ganglia and the cere-
bellum in a parameter dependent manner.
130 Hz generated a negative BOLD re-
sponse in the motor cortex, while 10 Hz
increased the positive BOLD response.

Paek
et al.
(2015)

Tremor
Human Thalamus Intentional

tremor
Frequency (0,
10, 120-150
Hz), tremor
type (intentional
versus postural),
electrode position

TRS and
ultrasound-based
tremor-amplitude
measurements

Lowest scores for TRS were achieved
under 120-150 Hz stimulation, while 10
Hz showed the highest scores. Ratio
of tremor amplitude between 0 and 10
Hz stimulation was lower for intentional
tremor compared to postural tremor. The
more ventral the electrodes were placed,
the higher the influence on the intentional
tremor amplitude during 10 Hz stimula-
tion. No influence was found on the pos-
tural tremor.

Pedrosa
et al.
(2013)

Human VIM Tremor suppres-
sion

Frequency (0,
30, 45, 60, 75,
90, 100, 130,
145, 185 Hz) and
tremor type (in-
tentional versus
postural)

Tremor fre-
quency and
amplitude

130 Hz is the optimal stimulation fre-
quency. Tremor frequency did not change
with stimulation frequency. The ampli-
tude however, decreased with increasing
frequency (for postural tremor only until
130 Hz). The effect on postural tremor
was bigger than on intentional tremor.

Earhart
et al.
(2007)

ADT = after discharge threshold, BOLD = blood oxygen level dependent, FOG = freezing of gait, GPi = globus pallidus internus, HFS = high-
frequency stimulation, LFS = low-frequency stimulation, PD = Parkinson’s disease, SCG = subcallosal cingulate gyrus, STN = subthalamic
nucleus,TRS = tremor rating scale, UPDRS = Unified Parkinson’s Disease Rating Scale, VIM = ventral intermediate nucleus of the thalamus.

a stronger effect compared to pre-kindling stimulation. This finding suggests that RNS is
more appropriate for clinical anti-epileptic treatment than scheduled stimulation.
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It is not yet known whether neurostimulation induces a long-lasting effect. On the one
hand, Cif et al. (2013) suggested the induction of long-lasting effects by showing that no
difference between symptom evolution was found in dystonia patients during DBS admin-
istration and after DBS discontinuation. On the other hand, the study by Van Nieuwen-
huyse et al. (2015) showed that after discontinuation of 10 days of unilateral or bilateral
DBS, the electrographic seizure rate returned to baseline. Because stimulation in the
study of Cif et al. (2013) was in the order of years, and the study of Van Nieuwenhuyse
et al. (2015) in the order of days, these findings might suggest that a long-lasting effect
might not occur before a certain amount of stimulation time is reached.

D. Summary of the technical aspects of DBS

In DBS, the cathode causes the neuronal enhancement. In case of monopolar stimulation,
the housing of the neurostimulator serves as the anode. Monopolar stimulation causes
larger, more homogeneous current spread. This larger spread might also induce more side
effects. Bipolar stimulation requires higher stimulation amplitudes to achieve equal ef-
fects. Accurate models to perform electric field calculations should incorporate position-
and direction-specific conductivity values and also the encapsulation layer needs to be
modeled. Models can be used to predict the optimal stimulation position, such that the
spatial overlap between the volume of tissue activated and the target is maximized. The
effectiveness of unilateral versus bilateral DBS probably depends on the pathology. In
case of bilateral stimulation, the clinical effects might increase using an asynchronous
or Poisson-distributed stimulation protocol. Currently, a pulse with a pause between the
two Gauss-shaped phases (one positive and one negative) is considered to be optimal.
No direct effect of the pulse width was found, but there is a relation between pulse width
and stimulation intensity. The optimal stimulation frequency for DBS might depend on
the pathology.

3.4.3 Alternative stimulation techniques

Besides the techniques mentioned earlier in this review, other stimulation techniques ex-
ist that are not standardized in clinical practice or that are under development and might
be used in the future. These stimulation techniques try to overcome drawbacks of the
methods mentioned before, such as the invasiveness of DBS and VNS and the relative
non-focality of non-invasive techniques. Although an extensive explanation of these tech-
niques is beyond the scope of this review, we would like to briefly mention some of them.

In trigeminal nerve stimulation (TNS) one of the two upper branches of the trigeminal
nerve, the fifth cranial nerve is stimulated (DeGiorgio, Shewmon, and Whitehurst, 2003;
DeGiorgio and Krahl, 2013; Fisher, 2011). TNS can be delivered either transcutaneously
with external electrodes and an external pulse generator (eTNS, Monarch system by Neu-
roSigma or Cefaly system by Roxon) (see Figure 3.1), or subcutaneously with implanted
electrodes and an implanted generator (sTNS, Monarch system by NeuroSigma, under
development). eTNS received CE mark in September 2012 and is approved for subjects
aged 9 and above as an adjunctive therapy for either epilepsy (DeGiorgio et al., 2013;
DeGiorgio and Krahl, 2013; DeGiorgio et al., 2009; DeGiorgio et al., 2006; DeGiorgio,
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Shewmon, and Whitehurst, 2003; Moseley and DeGiorgio, 2014; Pop et al., 2011) or
depression (Cook et al., 2013; Schrader et al., 2011). The system has further received a
Humanitarian Use Device from the FDA for the treatment of Lennox-Gastaut syndrome
in children. eTNS has also been shown to have a positive effect on mood (Schrader et al.,
2011). A trial in ADHD has recently been published (McGough et al., 2015). The eTNS
system by NeuroSigma contains a 1.25 inch disposable, hypoallergenic, silver-gel, self-
adhesive stimulation electrode (DeGiorgio et al., 2006). To the best of our knowledge, no
research on the optimization of equipment or stimulation parameters has been published
and eTNS has not been used in routine clinical practice. The hypothesized mechanism of
action seems to overlap with that of VNS: the trigeminal nerve projects towards important
structures in the brain such as the NTS and the LC (Moseley and DeGiorgio, 2014).

Electroconvulsive therapy (ECT) and magnetic seizure therapy(MST) are both old stimu-
lation techniques that are considered as a ’last resort’ treatment possibility in severe clini-
cal depression refractory to other treatments. During ECT and MST generalized seizures
are induced under anaesthesia using high-intensity electrical stimulation or rTMS respec-
tively. Both approaches are based on the idea that seizures might have a potential thera-
peutic effect: they might reset the brain by possible release of norepinephrine and other
neurotransmitters (Deng, McClinctock, and Lisanby, 2015; Keltner and Boschini, 2009).
Compared to ECT, MST is not restricted by the high electrical impedance of the skull.
Kayser et al. (2011) showed comparable anti-depressant effects of ECT and MST and did
not report any side effects, even though cognitive side effects are often associated with the
treatment. ECT is highly efficacious in treatment-resistant depression. A meta-analysis
showed superior results of ECT compared to placebo stimulation, placebo medication,
and different types of anti-depressants (Pagnin et al., 2004).

Even though propagation of ultrasound trough the skull is non-trivial, it is nowadays pos-
sible to direct ultrasound to focal areas deeper in the brain by using specially designed
transducers. Two types of focused ultrasound (FUS) are nowadays investigated. High-
intensity focused ultrasound (HIFU) has been used to irreversibly ablate tissue whereas
low intensity focused ultrasound pulsations (LIFUP) can induce reversible neural excita-
tion and inhibition. One of the major advantages of ultrasound is that it can be combined
with fMRI, as ultrasound is MRI compatible. Combined with MR techniques, HIFU is
increasingly used to treat various types of extracranial soft tissue tumors (Coluccia et al.,
2014; Jagannathan et al., 2009) and LIFUP can be used as a neurostimulation device.
The influence of stimulation parameters has been investigated (King et al., 2013), but the
optimal settings are not known yet.

Another technique that can be used for neurostimulation: optogenetics, was reviewed by
LaLumiere (LaLumiere, 2011). Optogenetics uses light to control the activity of neurons
which have been modified to express light-sensitive proteins. Because the light influ-
ences only the neurons expressing light-sensitive ion channels, the non-specific effects
of electrical stimulation or admission of medication can be overcome. The viral delivery
of opsin genes, to generate the light-sensitive neurons, is a hurdle for this technique’s
clinical use. The light, with particular wavelength, is often administered employing laser
techniques combined with a fiber-optic cable that is inserted in the brain region of interest.
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Optogenetics was defined as ’Method of the year 2010’, by Nature Methods (Pastrana,
2011).

3.4.4 Discussion on neurostimulation

In this review, the technical aspects of different neurostimulation techniques, which are
currently applied in clinical practice, were described with the focus on equipment, electric
field modeling, and stimulation protocols. Also a short overview of alternative stimulation
techniques was provided.

A. Comparison of the different stimulation methods

Neurostimulation techniques aim to become a treatment option for various neurological
and psychiatric disorders. Figure 3.5 shows a schematic overview of the invasiveness ver-
sus the focality of the different stimulation techniques treated in this review.

Figure 3.5 — Invasiveness versus spatial resolution of different neurostimulation techniques. In-
vasiveness versus spatial resolution for the different stimulation techniques described in this review.
The techniques in the red boxes are not yet used in clinical practice. This plot is adapted from Deng
et al. (2015).

On the one hand, the non-invasiveness of TMS and tDCS might be beneficial, especially
from a patient’s perspective. On the other hand, invasive stimulation techniques require
only a single surgical procedure, though with a relatively high burden, whereafter the
stimulation will continue for the duration of the battery life-time without additional in-
terventions for the patient. A battery replacement surgery is necessary every couple of
years. Battery lifetime depends on the type of neurostimulator and the stimulation proto-
col, with more stimuli and higher intensities decreasing the battery lifetime. The average
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battery life for VNS is now 8-10 years (Ben-Menachem, 2012) and for DBS in for exam-
ple epilepsy approximately 2.5 years. RNS will be even more battery efficient, since in
this case stimuli are only applied if necessary (Vonck and Boon, 2015).

The invasive neurostimulation techniques DBS and VNS outperform the less invasive
techniques in terms of spatial resolution. New stimulation techniques, such as FUS and
optogenetics are investigated to improve the focality of the stimulation even further. VNS
is the technique that is performed with the least variability when it comes to choices of
stimulation parameters: the position of stimulation is fixed and a standard protocol is
often used. TMS, tDCS, and DBS are performed along a broader range of stimulation
parameters. Table 3.10 gives an overview of the characteristics of the neurostimulation
techniques TMS, tDCS, DBS, and VNS.

Table 3.10 — Overview of the characteristics of TMS, tDCS, DBS, and VNS.

TMS tDCS DBS VNS

Invasiveness Non-invasive Non-invasive Invasive Invasive or non-invasive
Administration In hospital/healthcare

center
Mostly in hosp-
tial/healthcare center.
Portable tDCS devices
are currently available.

Implantation in hospital,
then stimulation accord-
ing to duty cycle.

Implantation in hospital,
then according to duty
cycle

Patient-interference
possible

No No No Yes, with a magnet.

Device Coil Electrode patches Depth electrode Cuff-electrode
Stimulation types spTMS and ppTMS to

study brain behavior,
rTMS for therapeutics

tDCS, tACS, tRNS (see
Table 3.7)

Not applicable Not applicable

Stimulation frequency Depends on pathology:
<1 Hz assumed to be in-
hibitory, >5 Hz excita-
tory stimulation.

Not applicable, constant
current for approxi-
mately 20 min

Most often 130 Hz but
sometimes 60 Hz

20-50 Hz

Duty cycle Not applicable Not applicable Standard 5 min off, 30
sec on

Standard 5 min off, 30
sec on

Duration of the stimula-
tion protocol

Multiple days, optimal
number of sessions per
day and duration per ses-
sion not known.

Multiple days, optimal
number of sessions per
day not known, duration
of session approximately
20 min.

Battery lifetime Battery lifetime

Sustainability therapeu-
tic effect

Not known Not known Battery lifetime, might
extend beyond the bat-
tery lifetime

Battery lifetime

Stimulation intensity Percentage of patient-
specific MT

0.5-2 mA 1-5 V 0.25-3.5 mA

Mechanism of action Neuroplasticity see Table 7 Neuroplasticity Branches of vagus nerve
project to important
brain structures.

An extensive description of the current knowledge of the mechanisms of action was be-
yond the scope of this review. Although the mechanisms of action differ, there is overlap
in the clinical effects of different stimulation techniques. Both DBS and VNS are used
as a treatment for epilepsy and nowadays also TMS and tDCS are investigated for that
pathology. Fox et al. (2014) investigated diseases treated with both invasive and non-
invasive neurostimulation techniques. An important finding was that sites where DBS
was effective were functionally connected to sites where non-invasive brain stimulation
was effective. This suggests that the effect of non-invasive stimulation extends in the brain
along the functional network comprising the stimulation position. In this way, it should
in principle be possible to also, indirectly, target deeper brain regions with non-invasive
stimulation techniques. Whether it is possible to achieve similar results with invasive and
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non-invasive stimulation techniques in the future remains to be resolved. In line with the
above mentioned findings, it might be possible to predict the outcome of invasive neu-
rostimulation with non-invasive stimulation techniques. However, to be able to quantify
this prediction, more information about the individual mechanisms should be available.

B. Current clinical practice

As can be seen in the Tables concerning the stimulation parameters (Tables 3.2-3.6, 3.8
and 3.9), a lot of research is dedicated towards pathologies such as Parkinson’s disease,
depression, migraine and epilepsy. Not only the information about the type of neurostim-
ulation is important, but also the information about the pathology to be treated. Con-
nectivity analysis can provide insight into networks that might be disturbed in certain
pathologies (Besseling et al., 2013; Vaessen, 2012; Veer et al., 2010). Also, combined
TMS-EEG recordings can provide additional information about pathologies and the cor-
tical excitability (e.g. Shafi et al. (2015)). The optimal stimulation position can be deter-
mined by the location in the brain that is affected, for example the DLPFC in depression,
or as a position that is involved in a specific pathology, such as the ANT in epilepsy.
Because the effect of the different stimulation parameters are not known yet, optimiza-
tion of the stimulation protocol per patient is currently performed based on trial-and-error
(McIntyre et al., 2004a).

If a patient is eligible for neurostimulation, the first choice is the neurostimulation method:
for example TMS, tDCS, VNS, or DBS. The type of neurostimulation that fits best to an
individual patientis not known. Important to emphasize is that there is not a single neu-
rostimulation method that is optimal. The optimal method depends on the specific factors,
such as the patient’s pathology. The choice of neurostimulation method is currently often
driven by the treating hospital, which is often specialized in certain techniques.

In TMS, the exact positioning of the stimulation coil can be determined during the perfor-
mance of the protocol by means of neuronavigation (Bashir, Edwards, and Pascual-Leone,
2011). It is, however, important, that clinicians are able to interpret the depicted fields by
neuronavigation systems correctly. The current navigation systems show the electric field
induced by the TMS coil overlaid on the patient’s MRI using simple models. No patient-
specific geometry is taken into account, so the neuronavigation only provides a global
idea of the real stimulation position. Another important point that needs attention is that
neuronavigation only shows the estimated electric fields in the brain. Due to the fact
that the orientation of neurons with respect to the electric field plays an important role
for stimulation, the modeled electric field is not necessarily the same as the region of the
brain that is really activated. A recent study by De Geeter et al. (2015) embedded realistic
models of neuron tracts in the model, computed from DTI. Moreover, activation of ax-
ons during extracellular stimulation is rather complex. The threshold for activation varies
with axon diameter, orientation and curvature, and it is not known what sizes of axons
are responsible for therapeutic effects and side effects during stimulation (Åström et al.,
2014). So at this point, the use of neuronavigation is mostly important to get a global idea
of the affected location in the brain and to guarantee stimulation of a particular position
during a long or longitudinal stimulation protocol.
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C. The future of neurostimulation

It can be concluded that much research is going on in all directions within the field of
neuromodulation. To really make a big step forward into the clinical implementation of
neurostimulation, the research focus should be on exploring the mechanisms of action,
the effect of the different stimulation parameters, and the effect of external factors such
as the cortical excitability state. There is a lot of debate about which scale is the most
appropriate to investigate this issue. Some state that a very small, neuron-size, resolution
should be used. Patch clamp techniques can be used to measure neurophysiology on sin-
gle cell level (Beurrier et al., 2014; Loddenkemper et al., 2001). Patching of connected
pairs can nowadays also be used to investigate synaptic behavior. Others state that brain
function is not encoded in single neurons and propose the use of larger scale analyses.
The concept that the brain is organized in networks is nowadays generally accepted (Bas-
sett and Bullmore, 2009; Bullmore and Sporns, 2009).

More detailed knowledge about the mechanisms of action might be helpful to predict best
candidates for specific types of neurostimulation and to predict their responses (Vonck and
Boon, 2015). Even though neurostimulation is only offered in case of medication resis-
tivity, it might be possible that a combination of pharmacological interventions with neu-
rostimulation will become able to treat various patients (Vonck and Boon, 2015). Up till
now, electric field modeling is used for research purposes to gain a better understanding
of the mechanisms of action. In the future, modeling might become helpful in determin-
ing the optimal stimulation parameters. For example now, the intensity in TMS protocols
is most commonly derived from the patient’s specific MT. In the future, it might become
possible to delineate a target in the brain and derive the appropriate stimulation intensity,
and the coil position, more accurately from subject-specific simulations.

SimNIBS (simulation of non-invasive brain stimulation, www.simnibs.org, (Thielscher,
Antunes, and Saturnino, 2015)), is an example of an easy to use, linux-based, free down-
loadable tool to simulate electric fields induced by TMS and tDCS. Many coil types that
are often used in clinical practice are included in SimNIBS, such that the user only needs
the MR images, the coil position and orientation, and the stimulation intensity as input.
The accurate calculation of the electric field is time consuming, with the longest step
being the calculation of the patient-specific head mesh. To our knowledge, there are no
existing easy to use toolboxes that can be used to simulate the electric fields induced by
DBS. FEMLAB (Comsol,Inc., Burlington, MA) might be used to perform finite element
calculations. However, the implementation of the electric field calculations require de-
tailed knowledge about the stimulation device and the brain and is a highly challenging
technical task.

Modeling studies are hard to validate since it is impossible to measure the electric fields
in situ so a gold standard is not available. One way to quantify the accuracy of the models
is to stimulate parts of the brain that evoke a response that can directly be measured, such
as the corticospinal tract. Presumably, the addition of the position- and direction-specific
conductivity values to the models will improve the accuracy of the spatial distribution of
the electric field in the brain. However, there are still uncertainties in the models for ex-
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ample concerning the exact values of the conductivity and permittivity of different brain
regions, and also their dependence on the stimulation frequency (Thielscher, Antunes,
and Saturnino, 2015). Important to note is that the electric field models are currently only
used for research purposes. So even though electric field models can improve the insights
of brain stimulation, they cannot be used in clinical practice yet.

The sustainability of the therapeutic effects of TMS and tDCS need further exploration.
Since these two types of neurostimulation are mainly applied in hospitals or healthcare
environments, it is important that the therapeutic effects are long-lasting. In the future,
self-delivery of non-invasive stimulation by the patient in a home environment, ideally
according to a patient-specific stimulation protocol, may be a crucial step to really use
TMS or tDCS as a therapeutic tool. Even if there is a sustainable effect of TMS or tDCS,
these effects will not last forever so in both cases repeated sessions are necessary to keep
the therapeutic outcome. A home-based, portable, device should incorporate features
that make sure the stimulation is applied to the right position in the brain, for example a
patient-specific cap positioning the TMS coil to the right position, or including the tDCS
electrodes at the right spot (Wagner, Valero-Cabre, and Pascual-Leone, 2007). In mi-
graine, a portable TMS system has already been tested with positive results (Lipton and
Pearlman, 2010). tDCS equipment is simpler and smaller compared to TMS equipment.
Portable tDCS equipment is commercially available (for example by MagstimCompany
Limited, Wales, UK).

So in conclusion, it is challenging to predict the future of neurostimulation. The an-
swers to many remaining questions will eventually determine what different stimulation
techniques will mean in a couple of years and how they will be implemented in clinical
practice. The positive outcome of neurostimulation in some cases is actually a major
motivation to investigate stimulation in more detail to hopefully increase the knowledge
about what is really happening after neurostimulation, to fine-tune the protocols, and to
increase the number of positive outcomes.
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Abstract

Graph analysis was used to study the effects of accelerated intermittent theta burst stimu-
lation (aiTBS) on the brain’s network topology in medication resistant depressed patients.

Anatomical and resting-state functional MRI (rs-fMRI) was recorded at baseline and af-
ter sham and verum stimulation. Depression severity was assessed using the Hamilton
Depression Rating Scale (HDRS). Using various graph measures, the different effects
of sham and verum aiTBS were calculated. It was also investigated whether changes in
graph measures were correlated to clinical responses. Furthermore, by correlating base-
line graph measures with the changes in HDRS in terms of percentage the potential of
graph measures as biomarker was studied.

Although no differences were observed between the effects of verum and sham stimu-
lation on whole brain graph measures and changes in graph measures did not correlate
with clinical response, the baseline values of clustering coefficient and global efficiency
showed to be predictive of the clinical response to verum aiTBS. Nodal effects were found
throughout the whole brain. The distribution of these effects could not be linked to the
strength of the functional connectivity between the stimulation site and the node.

This study showed that the effects of aiTBS on graph measures distribute beyond the ac-
tual stimulation site. However, additional research into the complex interactions between
different areas in the brain is necessary to understand the effects of aiTBS in more detail.
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4.1 Introduction

Transcranial magnetic stimulation (TMS) is a well-established non-invasive neurostim-
ulation technique used in a variety of experimental and clinical applications. A time-
varying current is sent through a coil placed tangential to the scalp. The magnetic field,
induced by this time-varying current, induces an electric field within the neural tissue
in the brain, which is parallel to the current in the coil but has opposite direction. This
electric field within the brain is able to modulate the activity of cortical neurons (Wagner,
Valero-Cabre, and Pascual-Leone, 2007).

The effects of the repetitive application of TMS (rTMS) endure beyond the actual pe-
riod of stimulation, affecting larger networks in the brain, which makes rTMS a potential
treatment for various neuropsychiatric disorders (Klooster et al., 2016). The application
of high-frequency rTMS, delivering pulses at a frequency higher than 5 Hz, is currently
FDA approved as treatment for patients with medication resistant major depressive dis-
order (MDD), which is approximately one third of all MDD patients. Left prefrontal
high-frequency rTMS has shown to be an effective and safe treatment in adult MDD
patients documented as medication resistant (Pascual-Leone et al., 1996; George, 2010;
George, Taylor, and Short, 2013; Padberg and George, 2009; Baeken et al., 2013; Loo and
Mitchell, 2005). The rationale to stimulate these parts of the cortex is based on earlier
studies showing clear involvement of the prefrontal cortex (PFC) in the pathophysiol-
ogy of MDD (Koenigs and Grafman, 2009). More specifically, the ventromedial PFC
(VMPFC) shows hyperactivity whereas the dorsolateral PFC (DLPFC) shows hypoactiv-
ity, as demonstrated by multiple imaging studies (Mulders et al., 2015). Reversing these
effects - decreasing the activity of the VMPFC or increasing the activity of the DLPFC
- has been proposed as a possible mechanism by which rTMS treatment can achieve
response and remission from depressive symptoms (Seminowicz et al., 2004; George,
2010).

Standard rTMS guidelines to treat depression follow mostly a daily pattern, with applied
frequencies from 1-20 Hz, repeated for 4-6 weeks (Perera et al., 2016). With such proto-
cols, clinical effectiveness remains however rather modest. To improve clinical outcome,
new treatment parameters are currently under investigation. One new approach is acceler-
ated rTMS, where a similar amount of stimulation sessions is concentrated over a couple
of days instead of the more conventional daily sessions, spread over multiple weeks. An-
other line of research focuses on theta burst stimulation (TBS)(Huang et al., 2005), where
a particular set of parameter deliverables applies bursts of 3 stimuli at 50 Hz and is re-
peated every 200 ms (5 Hz, theta range). TBS has shown comparable clinical efficacy
compared to rTMS but stimuli are delivered during a shorter period and usually with a
lower intensity (Blumberger et al., 2018). Intermittent TBS (iTBS), the administration of
2 seconds of TBS alternated with 8 seconds rest, has been investigated for treatment of
MDD (Li et al., 2014; Bakker et al., 2015; Chistyakov et al., 2010), based on the excita-
tory character of the standard iTBS protocol (600 stimuli at 80% active motor threshold)
(Huang et al., 2005).

In order to maximize clinical efficacy within a shorter time period, an intensive acceler-
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ated iTBS (aiTBS) protocol, consisting of multiple iTBS sessions per day, was recently
tested as possible treatment for depression in our group. Here, Duprat et al. (2016)
showed a rapid significant decrease after 4 days of stimulation in depression severity
symptoms assessed with the 17-item Hamilton Depression Rating Scale (HDRS) (Hamil-
ton, 1967). Although clinical effects were found both after sham and verum aiTBS, the
most meaningful clinical outcomes regarding response and remission were observed two
weeks after the aiTBS protocol, during follow-up. While only 28% of the patients showed
a 50% reduction of their initial HDRS score at the end of the stimulation procedure, re-
sponse rates mounted up to 38% two weeks later, indicating delayed clinical effects. Fur-
thermore, 30% of the responders were considered in clinical remission.

How aiTBS has the potential to improve depression symptoms over such a limited period
in medication resistant MDD patients remains to be elucidated. Because it is known that
the effects of stimulation are propagated through the brain via anatomical and functional
connections (Amico et al., 2017; Fox et al., 2014), the effect of aiTBS might occur on a
network level. In this study, the effect of this aiTBS protocol on the brain’s network topol-
ogy is investigated by means of graph analysis derived from resting-state functional MRI
(rs-fMRI) data of a group of MDD patients. Graph analysis is a mathematical concept to
quantify networks, e.g. brain networks, according to various neurobiologically meaning-
ful properties such as integration and segregation (Rubinov and Sporns, 2010; Bortoletto
et al., 2015). Combining rs-fMRI datasets before and after a brain stimulation protocol
with graph analysis allows one to map the network changes throughout the whole brain
induced by TMS, instead of just looking at single connections at a time, as it is done in
many functional connectivity studies.

Previous studies have investigated the brain’s network topology in patients with MDD.
Graph analyses were performed based on cortical thickness (Mak et al., 2016), voxel
based morphometry measures (Lim, Jung, and Aizenstein, 2013), structural connectivity
using diffusion MRI data (Chen et al., 2016; Korgaonkar et al., 2014; Ajilore et al., 2014;
Singh et al., 2013), or functional connections using rs-fMRI datasets (Bohr et al., 2013;
Li et al., 2015). The reported differences in graph measures between healthy volunteers
and MDD patients were ambiguous. One the one hand some studies did not find differ-
ences, and on the other hand increases in clustering coefficient, local efficiency, and path
lengths were reported.

To study the effects of stimulation on network level, only few studies have been per-
formed combining brain stimulation and graph theory: e.g. Shafi et al. (2014) and Deng
et al. (2015) used resting EEG data to examine the effects of continuous TBS and rTMS
respectively. Shafi et al. (2014) showed frequency band dependent effects of stimulation
on clustering coefficient and local efficiency: the beta band showed increases in cluster-
ing coefficient after cTBS whereas alpha band showed decreases in clustering coefficient
along with increased path length. Deng et al. (2015) showed reduced small-worldness
in the beta frequency band after stimulation. Vecchio et al. (2018) performed source lo-
calization on EEG data recorded before and after transcranial direct current stimulation
(tDCS) and showed that anodal tDCS over the motor cortex reduces small-worldness.
Park et al. (2014), Polania et al. (2011), and Cocchi et al. (2015) studied the effects of
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various stimulation techniques using task-fMRI and rs-fMRI data. Park observed a cor-
relation between the motor performance change and the increase and decrease in global
and local efficiency respectively, induced by 10 Hz rTMS (Park et al., 2014). Cocchi
showed different effects of continuous versus inhibitory TBS represented by modularity,
out-degree participation index, and within-module degree (Cocchi et al., 2015). Polania
et al. (2011) combined anodal tDCS over the motor cortex with rs-fMRI derived graph
measures and found increases in path length in the somatomotor areas after stimulation.

Besides the effect of aiTBS on graph measures, it will clinically be relevant to investigate
if graph measures can be used as biomarkers to predict the outcome of this stimulation
protocol. Previously, it has been shown that rs-fMRI connectivities can be used for this
purpose. Drysdale et al. (2017) derived four depression subtypes that seem to respond
differently to rTMS treatment. And Fox et al. (2012; 2013) suggested that the stimulation
position for optimal clinical response might be linked to the anti-correlation between the
subgenual anterior cingulate cortex (sgACC) and the stimulation spot in the left DLPFC.
This anti-correlation between the sgACC and parts of the left superior medial prefrontal
cortex was also suggested to have predictive value for the outcome of accelerated rTMS
in a cohort of MDD patients (Baeken et al., 2014), although in another accelerated iTBS
this was not found to be that straightforward (Baeken et al., 2017b). Nevertheless, Dow-
nar et al. (2014) showed in a cohort of MDD patients that the graph measure betweenness
centrality can be used to distinguish responders from non-responders to rTMS to the dor-
somedial prefrontal cortex.

Specifically, this is the first study using graph analysis to investigate the clinical effects
of the relatively new aiTBS treatment protocol. Graph analysis was performed on the
whole brain level, using the clustering coefficient, global efficiency, small-worldness, and
modularity, and on the nodal level, using the degree and the betweenness centrality as
graph measures. Due to the presumably excitatory character of iTBS, we hypothesized
that aiTBS would increase all four whole brain graph measures. On nodal level, we
expected to find mostly increases in degree and betweenness centrality in nodes related to
the pathophysiology of MDD. Furthermore, we expected that changes in graph measures
would be linked to the clinical response. We also hypothesized that changes in functional
connectivity, expressed by graph measures, would not only occur in the stimulated area
(the left DLPFC), but will also be present in functionally connected regions.

4.2 Methods

This study (http://clinicaltrials.gov/show/NCT01832805) was approved by the local Ghent
University Hospital ethics committee and is in accordance with the declaration of Helsinki
(2004). All patients gave written informed consent.

4.2.1 Inclusion criteria

Fifty right-handed MDD patients were included in this study. MDD was diagnosed us-
ing the structured Mini-International Neuropsychiatric Interview (MINI, Sheehan et al.
(1998)). All patients were at least stage I treatment resistant according to the Rush crite-
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ria (Rush, Thase, and Dube, 2003). They had a minimum of one unsuccessful treatment
trial with selective serotonin reuptake inhibitors/serotonin and norepinephrine reuptake
inhibitors (SSRI/SNRI). Medication was tapered off before the aiTBS treatment period,
so all were medication-free for at least two weeks before the start of the first stimulation
session. More extensive information about the patients and clinical outcome can be found
in Duprat et al. (2016).

4.2.2 Data acquisition

The overall design of this randomized, sham controlled, double-blind, cross-over trial is
shown in Figure 4.1. Patients were randomized to receive first sham aiTBS followed
by verum aiTBS (A in Figure 4.1) or the other way around (B in Figure 4.1). All
patients first underwent baseline MRI (3T Siemens TrioTim, Erlangen, Germany) on
day 1 (T1) with anatomical imaging (MPRAGE, TR=2530ms, TE=2.58ms, FA=7deg,
FOV=220x220mm2, resolution=0.9x0.9x0.9mm3, 176 slices) and rs-fMRI (EPI, TR=
2000ms, TE=29ms, FA=90deg, FOV=192x192mm2, resolution= 3x3x3mm3, slice thick-
ness/gap=3/1mm, 40 slices, 300 volumes, TA = 10.12min). During the resting state mea-
surement, patients were asked to stay awake with their eyes closed. On day 2 to 5, and
day 9 to 12, verum or sham aiTBS was applied depending on the randomization order.
A Magstim Rapid2 Plus1 magnetic stimulator (Magstim Company Limited, Wales, UK)
connected to a verum or sham figure-of-eight shaped coil (Magstim 70mm double air film
(sham) coil) was used to apply the verum and sham stimulation respectively. On the 8th
day (T2) and on the 15th day (T3), so 3 days after the stimulation, the imaging proto-
col was repeated. At the same days when imaging was performed (T1, T2, and T3) and
additionally 2 weeks after the last stimulation (T4), depression severity symptoms were
assessed using the 17-item HDRS questionnaire (Hamilton, 1967).

Figure 4.1 — Design of the accelerated iTBS treatment procedure. After a wash-out period, all
patients were at least 2 weeks anti-depressant free before they were randomized to receive verum
and sham accelerated iTBS treatment. Scheme adapted from Duprat et al. (2016).
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Before the first stimulation session, the resting motor threshold (rMT) was determined
based on motor evoked potentials (MEPs) induced in the right abductor pollicis brevis
(APB) after applying single pulses to the hotspot. During four consecutive days, five
daily sessions of iTBS were applied at 110% rMT to the left DLPFC: the center part of
the midprefrontal gyrus (Brodmann area 9/46) based on structural MRI of each individual
(Peleman et al., 2010). Positioning of the coil was maintained with the BrainSight neuron-
avigation system (BrainsightT M , Rogue Resolutions, Inc). One iTBS session consisted of
54 trains of 10 bursts of 3 stimuli. Two seconds of stimulation were given in an 8 second
cycling period. This adds up to 1620 stimuli per session with a total number of 32,400
stimuli during the four-day treatment. There were breaks of approximately 15 minutes
between the stimulation sessions. During the stimulation, patients were blindfolded, wore
earplugs, and were kept unaware of the type of stimulation (sham or verum) they received.

4.2.3 Graph analysis

Functional connectivity analyses were performed using the rs-fMRI data from T1 and T2.
In this first week of the study design, patients received either sham or verum aiTBS de-
pending on the order of randomization. The second part of the study protocol, the period
between T2 and T3 after the cross-over, was not used in order to be able to study the pure
effects of sham and verum aiTBS. The duration of the after-effect of four days aiTBS is
not yet known and since there was only a weekend between the stimulation weeks, effects
of verum and sham might be crossed over into the second week.

Data were preprocessed with Matlab 2015b (The Mathworks Inc., Natrick, MA, US)
and SPM12 (Wellcome Trust Centre for Neuroimaging, London, UK) according to stan-
dard steps. After realignment, volumes with excessive motion, quantified as >0.3 mm
framewise displacement, were discarded for further analysis. Complete datasets were ex-
cluded if more than 100 volumes had to be removed (based on the datasets, see Appendix
4.6.1.A). Six motion regressors, and additionally a white-matter and cerebrospinal fluid
regressor were used to correct the data using SPM’s REST toolbox (Song et al., 2011).
The latter two regressors were defined as the mean of the time-series within the eroded
white-matter and cerebrospinal fluid masks respectively. Temporal bandpass filtering was
applied with cut-off frequencies of 0.1 and 0.01 Hz.

The brain datasets were parcellated using the parcellation scheme from Drysdale et al.
(2017), using the 264 parcels, further referred to as nodes, from Power et al. (2011) and
additionally 13 sub-cortical gray matter structures (see Appendix Table 4.8 for additional
information). For all nodes, the mean time-series was computed by averaging all the
voxel time-series belonging to that node. The temporal signal to noise ratio (tSNR) crite-
rion was used to remove nodes with unreliable time-series from further analyses. Nodes
were discarded if tSNR<40 in more than 10% of the datasets (Liston et al., 2014). Fur-
thermore, if more than 10% of the nodes within one dataset had tSNR<40, the dataset
(both T1 and T2) was removed from further analysis (Appendix 4.6.1.C).
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For every patient and for both time points (T1 and T2), a connectivity matrix was calcu-
lated as the Pearson correlation between all the node time-series, herewith rejecting the
first ten volumes to ensure scanner stability. The connections in this connectivity matrix
are further referred to as edges. All edges are scaled to be in the range between zero
and one (Schwarz and McGonigle, 2011) in a three step process. Firstly, the range of the
connectivity matrix was defined by subtracting the minimum value from the maximum
value. Secondly, all edge-values were divided by the range. Lastly, the minimum value
of the new matrix was added which results in a scaled matrix between zero and one. This
method was repeated for every subject and for every time-point separately.

The Matlab-based Brain Connectivity Toolbox (Rubinov and Sporns, 2010) and the Graph
Analysis Toolbox (Hosseini, Hoeft, and Kesler, 2012) were used to calculate a range of
graph measures that quantify the brain’s network organization (Bullmore and Sporns,
2009; Bullmore and Sporns, 2012; Rubinov and Sporns, 2010). On whole brain level,
four weighted graph parameters were calculated from every connectivity matrix: cluster-
ing coefficient, global efficiency, small-worldness, and modularity. Here, high clustering
coefficients are associated with high local efficiency regarding information transfer and
robustness (Bullmore and Sporns, 2009). The modularity measure represents the way in
which a network can be subdivided into modules: groups of nodes with a high number
of within-group links and a low number of between-group connections (Girvan and New-
man, 2002; Newman, 2004). Functional integration can be described by path length and
efficiencies. High functional connectivity values can be translated to short path lengths
and high efficiencies. The path length is the average of the shortest routes of information
flow between pairs of nodes. Global efficiency can be calculated by inverting the path
lengths. Moreover, the small-worldness was calculated. Small-world networks are as-
sumed to be efficient, both locally and globally (Rubinov and Sporns, 2010). To calculate
the small-worldness, the clustering coefficient and path length were normalized by divid-
ing them by their equivalents derived from random networks. Random networks were
obtained using twenty randomization steps, leaving the degree of the connectivity matrix
unchanged.

On the nodal level, two graph measures were calculated: the betweenness centrality and
the degree. The betweenness centrality represents the fraction of shortest paths that pass
through a certain node. Degree is a measure of interaction and can be calculated as the
summation of all functional connections per node.

In general, graph measures are known to depend on the number of nodes and the average
degree within a network (Wijk et al., 2010). Therefore, to obtain robust measures, every
graph measure was calculated for a range of densities. The lowest density was set to 28%
to prevent disconnected networks. The full density range comprises densities between 28
and 50% (in steps of 2%). Above 50%, connections are thought not to be physiologically
meaningful (Hosseini, Hoeft, and Kesler, 2012; Kaiser and Hilgetag, 2006). The area
under the curve was calculated over this whole density range to obtain one robust, repre-
sentative value for the graph measure per patient, per time-point, and in case of the nodal
analysis also per node.
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4.2.4 Statistical analysis

In this study, functional connectivity, represented by various graph measures, was com-
pared between T1 and T2 (see Figure 4.1). Here, ∆GM is the change in graph measure
(GMT 2−GMT 1), and referred to as the effect size. Because of non-normality of the graph
parameters (see Appendix 4.6.2), non-parametric permutation tests using 1000 permuta-
tions were performed to investigate the difference between sham and verum stimulation
on graph measures (∆GMsham versus ∆GMverum).

Significance level was set to p< 0.05 for the whole brain analysis. On the nodal level,
additional multiple comparison correction was applied via the Holm-Bonferroni method,
using the number of nodes for correction, but all findings with p<0.05 were reported.
Post-hoc t-tests were used to investigate the direction of the effects.

4.2.5 Spatial distribution

To study the assumption that the effect of aiTBS distributes via functional connections,
the functional connectivity between the stimulation position in the left DLPFC and all the
nodes showing an effect of verum stimulation over sham stimulation were calculated and
correlated with the effect size. A circular region of interest (ROI), with a diameter of 1
cm, was positioned at the average stimulation position and a time-series was derived by
averaging all the time-series of the gray-matter voxels within the ROI.

4.2.6 Biomarker investigation

To investigate the predictive value of graph parameters on the clinical response to aiTBS,
the baseline graph measures were correlated with the change in HDRS in terms of per-
centage (T2 with respect to T1 in the subgroup of patients receiving verum stimulation).
Here, this means the lower the scores on HDRS changes in terms of percentage, the better
the clinical response. Only significant correlations (p<0.05) were reported.

4.3 Results

Given five drop-out patients (due to a different diagnosis retrospectively, clinical improve-
ment before the stimulation, or incomplete or wrongly timed MRI datasets), exclusion of
seven patients (due to excessive motion in the MRI dataset at either T1 or T2), exclusion
of three subjects based on the tSNR criterion, and three subjects did not have connected
graphs within the density range, data from 32 patients were used for analysis. Of these
patients, 14 received sham stimulation between T1 and T2 (arm A in Figure 4.1), and
18 received verum stimulation (arm B in Figure 4.1). Patient details and results on the
clinical outcome of this stimulation protocol can be found in Duprat et al. (2016). Based
on the tSNR criteria, 18 nodes (represented in red in Figure 4.2), were removed. Detailed
information about the excluded nodes can be found in Appendix 4.6.1.B.
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Figure 4.2 — Overview of nodes used for graph analysis. After applying a tSNR criterion (at least
90% of the nodes should have tSNR >40), 18 nodes were excluded from the graph analysis (marked
in red).

4.3.1 Whole brain network topology changes

On the whole brain level, stimulation caused a significant effect on clustering coefficient
and global efficiency (p-values <0.01, <0.01, 0.072, 0.607 for clustering coefficient,
global efficiency, modularity, and small-worldness respectively) (Appendix 4.6.2). How-
ever, the effects did not differ between the subgroups receiving sham and verum stimula-
tion. An overview can be found in Table 4.1.

Table 4.1 — Statistical overview of p-values (permutation test with 1,000 permutations) repre-
senting the effect of stimulation type (verum vs sham) on whole-brain graph measures.

Graph measure p -value (tail -1) p-value (tail = 0) p-value (tail = 1)

Clustering coefficient 0.656 0.688 0.344
Global efficiency 0.94 0.12 0.06
Modularity 0.199 0.378 0.801
Small-worldness 0.528 0.944 0.472

As can be seen in Table 4.2, changes in graph measures were not significantly correlated
with changes in clinical outcome.

Table 4.2 — Correlation between the changes in whole-brain graph measures versus the changes
in clinical well-being (after vs before stimulation).

All subjects Sham stimulated subjects Verum stimulated subjects

Correlation
coefficient

p -value Correlation
coefficient

p -value Correlation
coefficient

p -value

Clustering coefficient -0.21 0.242 -0.35 0.227 -0.20 0.437
Global efficiency -0.21 0.254 -0.43 0.125 -0.24 0.344
Modularity -0.07 0.724 -0.03 0.918 -0.03 0.916
Small-worldness 0.11 0.551 0.21 0.474 0.07 0.796

4.3.2 Changes in nodal graph measures

Figure 4.3 and Table 4.3 provide an overview of the nodes with significantly (p<0.05) dif-
ferent effects of sham versus verum aiTBS. Only the betweenness centrality in the right
supplementary motor area survived Bonferroni correction for multiple comparisons.
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Figure 4.3 — Overview of nodes showing significantly different effects of sham and verum aiTBS
on graph measures degree (a) and betweenness centrality (b). GM = graph measure.

For all the nodes that showed a significantly different effect of sham versus verum stim-
ulation, it was investigated if changes in graph measures were correlated with changes in
clinical improvement. Table 4.4 shows an overview of the significant (p<0.05) findings.
A full overview can be found in Appendix 4.6.3.

4.3.3 Propagation of effect via functional connections

The mean stimulation position within the left DLPFC within all 32 patients was [-38,
20, 54] (MNI coordinates in mm). A functional connectivity map was derived from neu-
rosynth.org, with this stimulation area as seed region (Figure 4.4).

For both graph measures that were calculated on nodal level, the functional connectivities
between the stimulation site and the nodes with significant (p<0.05) effect sizes were
correlated with the p-values. Figure 4.5 shows an overview of correlations, split into
overall effects (absolute values of the functional connectivity) and negative and positive
functional connections. Statistical details are summed in Table 4.5. No significant corre-
lations were found. However, only based on findings within eight nodes, a large negative
slope was found between the functional connectivity and the effect size of stimulation
on the degree. This suggests that the effect of aiTBS on degree depends on the func-
tional connectivity with the stimulation site: higher functional connectivities are linked
to higher effect sizes (lower p-values).
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Table 4.3 — Statistical overview of the node showing a significantly different effect between sham
and verum aiTBS. Effects were defined as the change in graph measure (T2 - T1).

Node number Node name p-value Corr with stim site Mean effect (sham) Mean effect (verum)

Degree
17 L paracentral lobule 0.034 <0.01 1.921 -1.507
29 R precentral 0.026 −<0.01 1.677 -1.885
46 R postcentral 0.027 0.07 -1.831 1.689
51 L cingulo-opercular 0.008 -0.07 -2.647 2.746
53 R supp motor area 0.038 0.01 -2.099 1.802
57 L cingulo-opercular 0.02 -0.04 3.619 -0.609
59 L cingulo-opercular (mid cingulum) 0.016 0.01 -1.514 3.643
65 L Supramarginal (auditory) 0.049 -0.10 -1.873 1.389
69 L Supramarginal (auditory) 0.03 -0.07 0.950 -2.577

112 L frontal sup medial 0.007 0.25 -1.851 2.121
113 L anterior cingulum 0.049 0.12 -0.921 1.769
119 R mid temporal 0.026 0.07 -3.112 0.448
124 L parahippocampal 0.001 -0.07 2.534 -3.512
167 L Cuneus 0.031 -0.13 -0.886 2.639
218 R Frontal Middle 0.039 0.02 0.365 3.851
233 R subcortical 0.033 0.09 1.878 -2.227
243 L Cerebellum 0.033 -0.04 1.753 -2.101
260 L Middle Occipital 0.048 -0.05 0.620 -2.632

Betweenness centrality
7 R parahippocampal 0.034 -0.03 -0.359 15.132
16 R supp motor area 0* -0.03 13.547 -22.387
17 L paracentral lobule 0.01 <0.01 10.903 -16.448
29 R precentral 0.039 0.03 -3.283 8.738
45 L postcentral 0.033 -0.04 6.856 -13.340
63 R temporal sup 0.012 -0.10 4.909 -15.901
64 L Rolandic oper 0.009 -0.04 -22.929 1.287
97 R frontal sup 0.003 0.16 10.439 -9.238

101 R frontal sup 0.026 0.06 7.773 -6.713
119 R temporal mid 0.003 0.07 -13.196 10.489
124 L parahippocampal 0.025 -0.07 -17.820 2.300
133 L cingulum post 0.028 0.12 15.210 2.517
154 L occipital inf 0.021 -0.12 9.576 -7.326
161 R temporal inf 0.004 -0.02 8.237 -12.659
179 R temporal inf 0.029 -<0.01 6.494 -5.580
194 R angular 0.04 0.08 6.676 -7.374
196 R frontal mid 0.045 0.16 9.377 -0.447
198 L frontal mid orb 0.024 0.14 -11.100 4.519
213 L supp motor area 0.015 -0.07 -14.444 3.072
227 L putamen 0.023 0.03 -12.493 7.018
228 L subcortical 0.011 0.08 -15.480 16.380
235 R Temporal sup 0.031 0.01 -11.220 3.228
268 L caudate 0.004 0.05 -18.123 4.126

Table 4.4 — Overview of nodes showing significant (p < 0.05) correlation between the changes
in graph measures versus the changes in depression severity.

All subjects Sham stimulated subjects Verum stimulated subjects
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Degree
124 L parahippocampal -0.07 0.69 -0.58 0.03 -0.03 0.90

Betweenness centrality
45 L postcentral 0.60 <0.01 0.69 0.01 0.51 0.03
213 L supp motor area -0.33 0.06 0.04 0.90 -0.65 < 0.01

4.3.4 Potential of graph measures as biomarker

Figure 4.6 shows an overview of the baseline whole brain graph measures versus the per-
centage of change in HDRS score, after versus before verum stimulation. Table 4.6 shows
the statistical values.
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Figure 4.4 — Functional connectivity (FC) with the stimulation area in the left DLPFC (MNI [-38,
20, 54], shown in gray) as seed region. The volume shows the overall connectivity map obtained
from neurosynth.org. Functional correlations with the nodes are shown in yellow and blue for
positive and negative connections, respectively. The size of the nodes represents the strength of the
connectivity.

Figure 4.5 — Correlation between the functional connectivities (FC) between the stimulation
site in the left DLPFC and the nodes showing effects of verum stimulation with respect to sham
stimulation and the strength of the effect. Statistical details can be found in Table 4.5.

Both the clustering coefficient and the global efficiency show a significant correlation be-
tween the baseline values and the changes in clinical well-being. The negative correlation
coefficient and slope indicate that higher baseline values may predict higher clinical effect
of verum aiTBS.

A comparable analysis was performed on the nodal level, using the degree and the be-
tweenness centrality as graph measures. Figure 4.7 shows an overview of the nodes

77



C
h

a
p

te
r4

CHAPTER 4. FOCAL APPLICATION OF ACCELERATED ITBS RESULTS IN GLOBAL CHANGES IN GRAPH

MEASURES

Table 4.5 — Statistical details about the correlations between the functional connectivity and the
effect size (belonging to Figure 4.5).

Correlation coefficient Slope p -value

Degree
All -0.20 -0.86 0.42

Negative 0.12 0.26 0.77
Positive -0.44 -2.74 0.24

Betweenness centrality
All 0.09 0.32 0.69

Negative -0.06 -0.17 0.88
Positive 0.10 0.37 0.74

Figure 4.6 — Potential of whole-brain graph measures clustering coefficient, global efficiency,
modularity, and small-worldness to predict the percentage of clinical change of verum aiTBS. Sta-
tistical details can be found in Table 4.6.

Table 4.6 — Statistical overview of the biomarker potential of the four whole-brain graph mea-
sures

Graph measure Correlation coefficient Slope p -value

Clustering coefficient -0.55 -20.3 0.019
Global efficiency -0.57 -42.5 0.014
Modularity -0.45 -18.18 0.058
Small-worldness 0.33 9.93 0.173

showing significant (p<0.05) effects and the belonging statistics can be found in Table
4.7.
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Figure 4.7 — Nodes showing a significant (p<0.05) potential of degree (a) or betweenness cen-
trality (b) to predict the effect of verum aiTBS.

Table 4.7 — Statistical information about the nodes showing significant (p<0.05) biomarker
potential

Node number Node name Correlation coefficient Slope p -value

Degree
85 R insula 0.61 0.03 0.007

178 L Frontal superior 0.49 0.03 0.038
191 L inferior parietal -0.52 -0.03 0.027
259 L inferior parietal -0.53 -0.03 0.025
271 R amygdala 0.53 0.03 0.023

Betweenness centrality
9 R middle temporal -0.60 -0.01 0.008
14 L medial somotomotor -0.52 -0.01 0.03
16 R supp motor area -0.52 -0.01 0.03
47 L supp motor area -0.68 -0.01 0.002
60 R cingulo-opercular -0.69 -0.01 0.001
62 R superior temporal (auditory) -0.62 -0.01 0.006
77 L precuneus 0.56 0.01 0.017
79 L midd temporal -0.51 -0.01 0.03
86 L angular -0.55 -0.01 0.018
93 R precuneus -0.59 -0.01 0.010

116 R middle temporal -0.57 -0.01 0.013
146 L Calcarine 0.60 0.01 0.009
154 L Occipital inferior 0.56 0.01 0.015
164 L Middle occipital 0.47 0.01 0.049
165 R Fusiform 0.52 0.02 0.029
170 R Calcarine 0.54 0.01 0.021
186 R frontoparietal -0.56 -0.01 0.017
199 R inferior parietal -0.56 -0.01 0.017
204 R supramarginal -0.48 -0.01 0.017
242 L Frontal inferior -0.49 -0.01 0.039
256 R occipital superior -0.52 -0.01 0.028
268 L Caudate nucleus 0.50 0.01 0.036

4.4 Discussion

This study aimed to use graph theoretical analysis to investigate the effects of the rela-
tively new accelerated stimulation protocol to treat MDD patients, namely aiTBS, on the
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brain’s network organization.

4.4.1 The effect of aiTBS on graph measures

A. Whole brain results

On the whole brain level, no significant differences between the effects of verum stimu-
lation versus sham stimulation were found, and changes in graph measures did not corre-
late with changes in depression severity symptoms. Previous studies (Ajilore et al., 2014;
Lim, Jung, and Aizenstein, 2013) found no differences between graph measures cluster-
ing coefficients, path lengths, and small-worldness in healthy subjects and patients with
late-life depression on whole brain level. Clinical effectiveness might not be linked to
changes in whole brain graph measures. Even though aiTBS treatment in MDD patients
does not influence the whole brain’s network topology, it may have effects within sub-
networks. Indeed, Tik et al. (2017) recently showed in a population of healthy subjects
after 10 Hz rTMS network-specific increases in functional connectivity in one specific
resting-state network, containing the stimulated left DLPFC and the sgACC.

B. Nodal results

On the nodal level, some nodes showed significantly different responses to verum and
sham stimulation. Because these nodes are spread throughout the whole brain, this in-
dicates that the effects of aiTBS are not restricted to the stimulation site. The nodes
in proximity to the stimulated left DLPFC did not show differences between sham and
verum responses. The direction of effects varied between nodes. Some nodes displayed
significantly larger increases in graph measures after verum or sham stimulation and oth-
ers showed increases after sham and decreases after verum or vice versa. Previously, it
was demonstrated in similar types of MDD patients that clinical improvement after an
accelerated high frequency rTMS paradigm was associated with significant increases of
GABA (γ-aminobutyric acid) concentrations in the stimulated area (the same left DLPFC
spot that was also targeted here in this study) (Baeken et al., 2017b). These GABA in-
creases must be primarily considered as an ’excitation’ of GABAergic inhibitory neurons
and pathways (Lefaucheur et al., 2006). Both Kang et al. (2016) and Liston et al. (2014)
have reported reductions in connectivity after 10 Hz rTMS, which is also assumed to
have excitatory effects. However, one needs to keep in mind that according to Huang et
al. (2005) the standard iTBS protocol is thought to result in excitatory effects. The aiTBS
protocol is a modified form of the original iTBS protocol, not only in the number of pulses
but also in the number of sessions. As it is known that modifications of stimulation pro-
tocols are able to reverse the polarity of the after-effects (Gamboa et al., 2010; Gamboa
et al., 2011; Gentner et al., 2008; Murakami et al., 2012), it remains to be determined
whether the net effects in the stimulated and connected areas are excitatory or inhibitory.

C. Specific nodal effect

The most significant result (also the only finding that survived Bonferroni correction)
was observed in the right supplementary motor area. Whereas the betweenness centrality
increased after verum stimulation, it decreased after sham stimulation. This means that
more shortest paths between brain regions pass the right supplementary motor area. As
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TMS has been linked to changes in psychomotor performance before in the healthy as
well as depressed state, this is of interest to explain to some extent the working mech-
anisms of this kind of stimulation. For instance, Baeken et al. (2010) found improved
psychomotor performance after high frequency rTMS treatment in medication resistant
depressed patients. Also Hoeppner et al. (2010) showed a trend towards reduction of psy-
chomotor agitation in MDD after high frequency rTMS. Our current findings indicate that
left DLPFC aiTBS indeed may affect cortical areas involved in (psycho)motor actions.

In addition, more exploratory analyses revealed that the aiTBS treatment protocol shows
effects on several (sub)cortical areas that can be linked to the pathophysiology of de-
pression. For example, the effects of sham and verum aiTBS on degree differ in the
left cingulo-opercular nodes, which are part of the cingulo-opercular network comprising
the bilateral dorsal anterior cingulate cortices (dACC), the anterior insula, anterior pre-
frontal cortex, and the anterior thalamus (Sylvester et al., 2012). This network integrates
visceral, autonomic, and sensory data to assess the homeostatic relevance or ’salience’
of internal and external stimuli, and the maintenance of tonic alertness or sustained at-
tention (Sadaghiani and D’Esposito, 2015). The network also clears noisy information,
suppresses distraction, and keeps cognitive faculties available for current processing de-
mands (Sadaghiani and D’Esposito, 2015). Abnormalities in this network have been re-
ported for obsessive compulsive disorder (OCD) (Vries et al., 2017), psychosis (Sheffield
et al., 2017), and mood and anxiety disorders (De Witte and Mueller, 2016). Of interest,
Wu et al. (2016) showed that depression symptom severity was significantly correlated
with the connectivity values of this network. Indeed, increased activity in the dACC or
insula during response conflict have been reported during negative mood states (Disner
et al., 2011).

Furthermore, several nodes that showed significantly different effects of verum and sham
aiTBS, such as for example the parahippocampal nodes, nodes within the prefrontal cor-
tex, and the posterior cingulum node, belong to the default mode network (DMN). The
DMN is found to be activated during resting-state functional imaging and de-activated
when performing cognitive tasks (Fox et al., 2005; Smith et al., 2009). When the brain
is not engaged in externally driven cognitive processing, self-referential processes are be-
lieved to predominate (Gusnard et al., 2001). When clinically depressed, more activity in
the DMN is observed (Disner et al., 2011). Changes in DMN activation have earlier been
linked to anti-depressant responses.

4.4.2 Spatial distribution of aiTBS effects

Previous studies have already shown distributed ‘network-effects’ of TMS (Fox et al.,
2014; Fox, Liu, and Pascual-Leone, 2013). In the current study, using nodes showing
significantly different effects between verum and sham stimulation, the correlation be-
tween effect sizes and functional connectivity strengths did not reach significance. This
indicates that the propagation of aiTBS-effect from the stimulated node in terms of graph
parameters is not directly linked to the strength of the functional connections. Consid-
ering the network-hypothesis, we hypothesize that the indirect effects of TMS occur at
different levels. After the activation of brain areas connected to the stimulation site are
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activated, in the following steps the brain areas connected to those areas are activated and
so on and so forth. This could, at least partly, explain the occurrence of increases and
decreases in graph measures in distinct areas of the brain.

4.4.3 Graph measures as biomarker

Clinical improvement was associated with higher baseline clustering coefficient or global
efficiency on the whole brain level. This indicates that all nodes within the whole brain
are better integrated. The effect of verum stimulation therefore seems to propagate more
easily through the whole brain via functional connections, also to deeper structures in-
volved in the deregulated neurocircuitry of depression.

On the nodal level, we found that graph measures in multiple nodes showed potential to
predict the clinical effect. For example, a positive correlation between the baseline be-
tweenness centrality and clinical effect was found in the left caudate nucleus. So lower
betweenness centrality might be advantageous for clinical outcome. Given that the cau-
date has neural innervation from amongst others the prefrontal cortex, our left caudate
nucleus findings could be linked to the application of left sided stimulation (Kang et al.,
2016). Indeed, stronger connectivity between the dorsal prefrontal cortex and the (dorsal)
caudate has been associated with depression severity (Furman et al., 2011; Kerestes et al.,
2015). Furthermore, observations of increased connectivity with the DLPFC and the more
ventral parts of the ACC in MDD was associated with heightened cognitive regulation of
affect, usually problematic when clinically depressed; whereas reduced connectivity with
the caudate results in worsening symptoms such as anhedonia, reduced motivation and
psychomotor dysfunction (Davey et al., 2012). Of note, although the sgACC was not
implicated in our findings, the structural and functional connections between the striatum
(caudate) and the (sg)ACC are well known (Gabbay et al., 2013). In treatment resistant
depression, the sgACC has been proposed as biomarker for response for a variety of in-
terventions, including rTMS treatment (Fox et al., 2012a; Fox, Liu, and Pascual-Leone,
2013; Weigand et al., 2017). However, for the latter application the functional connec-
tivity findings are not that straightforward (Baeken et al., 2014; Baeken et al., 2017b)
and the aiTBS treatment delivered to the left DLPFC may have different neurobiological
effects on the reward system (including the caudate), based on the level of anhedonia in
the depressive state (Duprat et al., 2017). Indeed, it remains to be determined whether the
left DLPFC is the best target to stimulate. Other prefrontal areas, such as the dorsomedial
prefrontal cortex have been successfully stimulated in depressed patients (Downar et al.,
2014), and alternatively when facing non-response, the right orbitofrontal cortex (OFC)
was found to be an excellent alternative (Feffer et al., 2018). The right OFC is considered
as a ’non-reward’ nexus (Cheng et al., 2016) showing reduced functional connectivity
in MDD patients. Together with our own findings on clinical improvement combined
with baseline striatal (caudate) betweenness centrality, these observations suggest that
left DLPFC aiTBS could be successful for a selected cohort of patients.

Furthermore, the degree in the right amygdala was significantly correlated with the clini-
cal effects of verum aiTBS, suggesting that less connections to the right amygdala could
be predictive for better clinical responses. Given that the amygdalae are involved in
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(in)effective emotion regulation in stress-related disorders (Perlman et al., 2012; Gold
and Chrousos, 2002) and in particular the right amygdala is implicated when process-
ing negative information stressful events (Baeken et al., 2010b; Mothersill and Donohoe,
2016), it is of interest to note that increased baseline and sustained amygdala activity
to antidepressant treatment is associated with clinical non-response in major depression
(Fonseka, Macqueen, and Kennedy, 2018).

4.4.4 General limitations

This study has some general limitations that need to be considered. Notwithstanding that
rs-fMRI is a unique and powerful tool to investigate human brain organization, it is based
on an inherently ambiguous measure reflecting dynamic couplings that are not yet fully
understood. Interscan rs-fMRI data has shown great variability. For example, Ning et al.
(2017) aimed to derive the optimal TMS stimulation position based on functional connec-
tivity between the DLPFC and the sgACC and showed different results using resting-state
data from same subjects at different time-points. Longer rs-fMRI scans were suggested
to reduce this variability. Moreover, various patient-specific factors may also influence
the outcome of a stimulation protocol (Silvanto and Pascual-Leone, 2008). As referred
to earlier, Drysdale et al. (2017) has shown that the sub-type of depression could be
related to the response to stimulation. Furthermore, the sustainability of the effects of
aiTBS, or any type of stimulation treatment, are not yet exactly known. Pascual-Leone et
al. (1996) showed clinical responses in MDD patients for up to six weeks. Changes in
functional connectivity are mostly reported on shorter time-scales. EEG functional con-
nectivity showed changes up to 70 minutes after rTMS (Thut and Pascual-Leone, 2010).
Also, changes might be specific over time, e.g. Tik et al. (2017) only showed increased
functional connectivity after 15, but not after 30, minutes of rTMS. In this study, the effect
of aiTBS was determined 3 days after the last stimulation session. Even though, aiTBS
is a much more intense stimulation protocol compared to single day rTMS, changes in
functional connectivity might have already faded out after three days.

4.5 Conclusion

This study showed that there are no differences between the effects of verum and sham
stimulation on whole brain graph measures and that changes in graph measures are not
correlated with clinical response. However, baseline values of clustering coefficient and
global efficiency were found to have predictive value of the clinical response to verum
aiTBS. On the nodal level, differences between sham and verum aiTBS were found
throughout the whole brain, indicating that the effects of aiTBS distribute beyond the
actual stimulation target. Knowledge about both functional connectivity changes and the
potential use of graph measures as biomarkers could be important additions to novel neu-
rostimulation protocols, as not only a better understanding on the underlying working
mechanisms of aiTBS on the depressed brain may provide more insights, it may also
guide future stimulation protocols to ameliorate treatment outcome.
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4.6 Appendices

4.6.1 Additional information on preprocessing

A. Motion parameters

Overview of the number of volumes per patient after removing the ones with framewise
displacement (FWD) > 0.3. Datasets with less than 200 volumes were discarded from
further analysis. Note from Figure 4.8 that 5 datasets in T1 show excessive motion versus
6 in T2. With three overlapping datasets, this led to removal of 8 datasets for further
analyses.

Figure 4.8 — Number of volumes included in the analysis (FWD < 0.3) for every subject, per
time-point.

B. Node selection

The first 264 nodes are resulting from the Power parcellation, as described in Power et
al. 2011 (Power et al., 2011). Thirteen additional nodes were appended, in accordance to
Drysdale et al. 2017 (Drysdale et al., 2017). An overview can be found in Table 4.8.

Table 4.8 — Nodes that were added to the parcellation scheme proposed by Power et al. (2011),
in line with Drysdale et al. (2017).

Node number X (MNI) Y (MNI) Z (MNI) Node name

265 -9 10 -10 Nucleus accumbens (L)
266 10 10 -9 Nucleus accumbens (R)
267 1 25 -11 sgACC
268 -14 -12 12 Caudate nucleus (L)
269 14 12 12 Caudate nucleus (R)
270 -20 -4 -15 Amygdala (L)
271 22 -2 -15 Amygdala (R)
272 -28 -22 -12 Ventral hippocampus (L)
273 28 -22 -12 Ventral hippocampus (R)
274 -6 -38 -30 Locus coeruleus (L)
275 6 -36 -28 Locus coeruleus (R)
276 -4 -15 -9 VTA
277 0 -32 -24 Raphe nucleus
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C. tSNR

Figure 4.9 displays an overview of the mean tSNR (averaged over patients) per node. The
nodes that were discarded for further analysis are listed in Table 4.9.

Figure 4.9 — Overview of mean tSNR and standard deviation averaged over all subjects, per
node. Nineteen nodes showed tSNR < 40 in more than 10% of the datasets and were excluded for
further analysis (Table 4.9).

Table 4.9 — Nodes that were removed from further analysis because the tSNR requirements were
not reached.

Node number X (MNI) Y (MNI) Z (MNI) Node name

1 -25 -98 -12 Left occipital interior
2 27 -97 -13 Right occipital inferior
4 -56 -45 -24 Left temporal inferior
5 8 41 -24 Right Rectus
8 -37 -29 -26 Left fusiform
10 52 -34 -27 Right temporal inferior
27 -38 -27 69 Precentral left
37 -38 -15 69 Left somatosensory
75 6 67 -4 Right medial orbitofrontal
78 -18 63 -9 Left superior orbitofrontal
83 -68 -23 -16 Left middle temporal

114 -20 64 19 Left superior frontal
140 8 -91 -7 Right lingual
141 17 -91 -14 Right lingual
142 -12 -95 -13 Left lingual
182 -21 41 -20 Left middle orbitofrontal
247 33 -12 -34 Right temporal inferior
250 -50 -7 -39 Left temporal inferior

4.6.2 Graph parameter overview

Figure 4.10 and 4.11 show the distributions of whole brain graph measures for the sub-
group of patients receiving sham and verum aiTBS respectively.

85



C
h

a
p

te
r4

CHAPTER 4. FOCAL APPLICATION OF ACCELERATED ITBS RESULTS IN GLOBAL CHANGES IN GRAPH

MEASURES

Figure 4.10 — Overview of whole-brain graph measures for subgroup of patients (n = 14) who
received sham aiTBS during the first week of the stimulation protocol.
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Figure 4.11 — Overview of whole-brain graph measures for subgroup of patients (n = 18) who
received verum aiTBS during the first week of the stimulation protocol.
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4.6.3 Full overview of correlations between changes in graph measures
and changes in clinical well-being in nodes showing significant effects
of stimulation

A full overview of correlations between changes in graph measures and changes in clin-
ical well-being in nodes showing significant effects of stimulation can be found in Table
4.10.

Table 4.10 — Full overview of correlations between changes in graph measures and changes in
clinical well-being in nodes showing significant effects of stimulation.

All subjects Sham stimulated subjects Verum stimulated subjects

Node number C
or
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la
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n

co
ef

fic
ie

nt

p-
va
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e

C
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la
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n

co
ef
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nt

p-
va
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e

C
or
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tio
n

co
ef

fic
ie

nt

p-
va
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e

Degree
17 -0,0452 0,8061 -0,0105 0,9717 -0,2375 0,3427
29 0,2749 0,1278 -0,118 0,6878 0,3886 0,111
46 -0,1538 0,4007 0,0406 0,8905 -0,1743 0,4891
51 -0,0663 0,7185 0,1236 0,6737 -0,0243 0,9237
53 0,2027 0,2659 0,2112 0,4686 0,3676 0,1334
57 0,098 0,5935 -0,1127 0,7013 0,0829 0,7437
59 0,1546 0,3982 0,308 0,2841 0,2623 0,2931
65 -0,011 0,9526 -0,2247 0,4399 0,3092 0,2119
69 -0,0686 0,7091 0,0415 0,8879 -0,3547 0,1487

112 0,0411 0,8235 0,0131 0,9645 0,2892 0,2445
113 0,1355 0,4595 0,224 0,4413 0,2288 0,3611
119 -0,2307 0,2039 0,152 0,604 -0,4557 0,0573
124 -0,0723 0,6943 -0,5791 0,03 -0,031 0,9028
167 -0,1504 0,4114 -0,3954 0,1617 0,0712 0,7788
218 -0,0583 0,7511 -0,034 0,908 0,0484 0,8489
233 0,3357 0,0603 0,3958 0,1613 0,2184 0,3839
243 -0,1695 0,3537 -0,3481 0,2227 -0,2205 0,3792
260 -0,084 0,6477 -0,2677 0,3547 -0,0759 0,7646

Betweenness centrality
7 -0,255 0,1589 -0,0173 0,9532 -0,2897 0,2436
16 0,1441 0,4314 0,2126 0,4656 -0,1616 0,5217
17 -0,0247 0,8934 -0,024 0,9351 -0,2211 0,378
29 -0,1332 0,4674 -0,11 0,7081 -0,032 0,8997
45 0,596 0,0003 0,6874 0,0066 0,5075 0,0316
63 0,4115 0,0193 0,2543 0,3802 0,4287 0,0759
64 0,0122 0,9471 0,5075 0,064 -0,2301 0,3583
97 0,247 0,173 0,1566 0,5929 0,189 0,4525

101 0,3499 0,0497 0,3261 0,2551 0,2696 0,2794
119 -0,2289 0,2077 -0,4309 0,124 0,0293 0,908
124 0,1761 0,3349 0,2405 0,4076 0,3206 0,1946
133 -0,0752 0,6826 -0,1231 0,6751 -0,2093 0,4046
154 0,1378 0,452 -0,0042 0,9887 0,0901 0,7222
161 0,1588 0,3854 -0,25 0,3887 0,2791 0,2621
179 -0,0191 0,9175 -0,0158 0,9572 -0,1837 0,4655
196 0,1062 0,563 -0,0731 0,8039 0,1791 0,4771
198 -0,2706 0,1341 0,0539 0,8547 -0,3695 0,1313
213 -0,3315 0,0638 0,0391 0,8945 -0,6532 0,0033
227 -0,1596 0,3829 -0,1797 0,5388 0,0162 0,949
228 -0,279 0,122 -0,1476 0,6145 -0,2986 0,2287
235 -0,0431 0,8148 -0,0629 0,8307 0,1389 0,5825
268 -0,0992 0,5893 0,0465 0,8747 -0,0714 0,7784
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"All models are wrong but some are useful."
George Box

CHAPTER 5

Modeling local effects of
transcranial magnetic stimulation

for functional connectivity analyses

D.C.W. Klooster, R.M.H. Besseling, A.P. Aldenkamp, A. Opitz, M.D. Fox, C. Baeken
submitted
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Abstract

Resting state functional connectivity MRI (rs-fcMRI) between transcranial magnetic stim-
ulation (TMS) sites and remote brain regions can lend insight into mechanism and ther-
apeutic response. However, these analyses depend on modeling local effects at the TMS
site to generate a seed region. Modeling approaches range from simple to highly com-
plex, with no consensus on how much complexity is required. The aim of this study is to
investigate the impact of these modeling approaches on rs-fcMRI results.

Baseline anatomical and rs-fMRI data from 37 depressed patients who received TMS to
the left dorsolateral prefrontal cortex (DLPFC) were used. Two different seeding meth-
ods were implemented. First, nine seeds were derived from TMS-induced electric field
(Efield) simulations using SimNIBS. Regressors were defined as the weighted averaged
time-series of the gray matter voxels where the electric field exceeds a patient-specific
threshold (10-90% of the maximum field strength in gray matter in steps of 10%). Sec-
ond, a simpler cone model was implemented (Cone).

For every patient, the cone regressor was correlated with the nine Efield-regressors. Cor-
relation between these types of regressors depends on the threshold value used to deter-
mine the Efield seed. The FC between the stimulation position and the subgenual anterior
cingulate cortex did not significantly differ when using different seeding methods (p =
0.445, for cone- versus Efield50-regressor). Whole brain FC maps derived from these
two different regressors showed high mean correlations (0.68 and 0.69 for the gray mat-
ter and combined gray and white matter regions respectively). Knowledge of the actual
stimulation position has shown to be important since the correlation between regressors
becomes lower when the distance increases, both for the cone-regressors and the Efield50-
regressors.

Because of the overall high correlations between cone- and Efield-regressors, compu-
tational complexity of the TMS-induced electric field simulations, and the lack of the
golden standard, the cone model is currently sufficient to derive regressors for FC analy-
ses to study the effects of TMS.

90



C
h

a
p

te
r

5

5.1. INTRODUCTION

5.1 Introduction

Transcranial magnetic stimulation (TMS) is an established non-invasive brain stimula-
tion method used in basic and clinical research and treatment (Wagner, Valero-Cabre, and
Pascual-Leone, 2007; Valero-Cabré et al., 2017). Based on Faraday’s Law, a small elec-
tric field can be induced in the brain that is able to depolarize neurons and elicit action
potentials. The repetitive administration of TMS pulses, called repetitive TMS (rTMS),
can cause physiological effects that outlast the actual period of stimulation. Therefore,
rTMS is applied as treatment for a broad variety of neuropsychiatric disorders (Klooster
et al., 2016).

The mechanisms of action of (r)TMS are not yet fully understood (Hoogendam, Ramak-
ers, and Di Lazzaro, 2010). Combining (r)TMS with brain imaging can extend our in-
sights into the underlying mechanisms (Fox et al., 2012b). Nowadays, mainly magnetic
resonance imaging (MRI) techniques are used because of the superior spatial resolution.
Functional MRI (fMRI) allows studying functional connectivity non-invasively. Both
task-based fMRI studies, in which fluctuations in blood-oxygen-level-dependent (BOLD)
time-series are caused by presenting certain tasks (e.g. visual or cognitive stimuli), and
resting-state fMRI (rs-fMRI) studies, in which time-series show spontaneous fluctuations
in BOLD signals, can be used to study these functional brain connections. It has been
shown that resting-state fMRI time-series can be used to extract similar functional net-
works compared to task-based studies (Fox et al., 2012a; Fox and Raichle, 2007; Fox
et al., 2005; Damoiseaux et al., 2006; Smith et al., 2009).

Functional connectivity (FC) is often defined as the correlation between time-series within
a certain target brain area, also referred to as seed, and other areas in the brain (Fox and
Raichle, 2007). The seed region in FC studies investigating the effects of stimulation can
be described as the region in the brain that is directly affected by the stimulation. How-
ever, the exact definition is ambiguous. Multiple studies simply use circular regions of
interest (ROIs), with a certain radius, positioned on MNI coordinates in the area of the
stimulation coil position, not necessarily directly linked to the exact coil position (Liston
et al., 2014; Philip et al., 2017).

More advanced seeding methods, incorporating the knowledge of the (r)TMS-induced
electric fields, are nowadays also employed. One example is the cone model, as described
by Fox et al. (2013). The linear decay of metabolic changes seen in animal TMS exper-
iments was shown to occur within 12 mm of the stimulation site (Fox, Liu, and Pascual-
Leone, 2013; Valero-Cabré et al., 2005). This distance resembles an electric field strength
of approximately 75% of the peak field strength at the stimulation site, which seems to
overlap with the sub-threshold conditioning pulses to induce physiological effects in hu-
man paired-pulse experiments (Kujirai et al., 1993). Therefore, the TMS induced effect
in the brain could be modeled using a series of concentric spheres with different radii
(2,4,7,9,12 mm). The summed overlap of these spheres generates a cone-shape, with
the highest intensity at the modeled stimulation position and a gradual decrease to the
sides. Based on this cone model, Fox et al. (2013; 2017) previously showed that FC
between the dorsolateral prefrontal cortex (DLPFC) and the subgenual anterior cingu-
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late cortex (sgACC) can provide information about the optimal stimulation position to
treat patients with major depression. Furthermore, FC analyses using a cone model have
been performed to show that targets deep within the brain that are used for successful
invasive neurostimulation treatment of various neuropsychiatric disorders are function-
ally connected to superficial, cortical, areas that are used as targets for non-invasive brain
stimulation techniques (Fox et al., 2014).

Also numerical electric field simulations can be used for the derivation of seed regions.
Currently, realistic head models exist, incorporating subject-specific geometry, tissue pa-
rameters, and also anisotropic tissue conductivities, derived from individual diffusion
MRI recordings, can be considered (Klooster et al., 2016; Opitz et al., 2011; Opitz et al.,
2013). These electric field models are more complex compared to the cone model and
especially generation of subject-specific head models is time-consuming. Seeds repre-
senting the TMS effects can be derived from the simulated TMS-induced electric field
by thresholding this field. Opitz et al. (2016) used SimNIBS (Windhoff, Opitz, and
Thielscher, 2013) to simulate TMS-induced electric fields and used a threshold of 50%
of the maximum electric field strength to determine the seed region.

In this study, we investigated the effect of two different seeding methods on FC. Regres-
sors for FC analyses were derived from the cone model and from TMS-induced electric
field simulations using existing data of 50 patients that were included in a stimulation
study at the University Hospital in Ghent. Besides looking at the seeding method, we
also investigated the effect of the knowledge of the exact stimulation location on FC re-
sults.

5.2 Methods

For this study, baseline anatomical and rs-fMRI data were used from 50 depressed pa-
tients who were included in an accelerated intermittent theta burst stimulation (aiTBS: a
particular rTMS protocol) study that was approved by the local Ghent University Hos-
pital ethics committee (http://clinicaltrials.gov/show/NCT01832805). All patients gave
written informed consent.

5.2.1 Study protocol

An extensive description of this randomized, double-blind, sham-controlled, cross-over
study protocol is beyond the scope of this study and can be found in Duprat et al. (2016).
In short: depressed patients received both sham and active aiTBS in an order depending
on the randomization. The aiTBS protocol comprises 5 daily stimulation sessions on four
consecutive days, at 110% of the resting motor threshold using a Magstim Rapid2 Plus1

magnetic stimulator (Magstim Company Limited, Wales, UK). According to the clinical
standard, the left DLPFC position that is used as target for rTMS treatment of depression
is based on the 5-cm rule. Here, stimulation was applied to the position in the left DLPFC
defined as the center part of the midprefrontal gyrus on the gray-matter surface (Brod-
mann area 9/46) derived from anatomical MRI data of each individual (Peleman et al.,
2010). The term stimulation location, as used in this paper, therefore refers to a manually
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defined point at the gray-matter surface. This patient-specific information was saved and
BrainSight Neuronavigation (BrainSightTM, Rogue Resolutions, Inc.) was used to deter-
mine the coil position on the scalp to stimulate the predefined target on the gray-matter
surface. The current study was focused only on the effect of different methods to model
the stimulation position, not on clinical response (details are reported in Duprat et al.
(2016)).

5.2.2 MRI data acquisition

MRI data was recorded using a 3T Siemens TrioTim scanner (Erlangen, Germany). Base-
line (before stimulation commenced) anatomical imaging (MPRAGE, TR=2530ms, TE
=2.58ms, FA=7deg, FOV=220x220mm2, resolution=0.9x0.9x0.9mm3, 176 slices) and rs-
fMRI (EPI, TR=2000ms, TE=29ms, FA=90deg, FOV=192x192mm2, resolution=3x3x3-
mm3, slice thickness/gap=3/1mm, 40 slices, 300 volumes, TA = 10.12min) were acquired.
During the resting state measurement, patients were asked to stay awake with their eyes
closed.

5.2.3 Data analysis

Data were preprocessed with Matlab 2015b (The Mathworks Inc., Natrick, MA, US) and
SPM12 (Wellcome Trust Centre for Neuroimaging, London, UK) according to standard
steps, also described by Drysdale et al. (2017). After realignment, volumes with exces-
sive motion, quantified as >0.3 mm framewise displacement, were discarded for further
analysis. Complete datasets were excluded if more than 50% of the volumes had to be
removed (leaving at least 150 volumes (Wijk et al., 2010)). Six motion parameters, a CSF
and a white matter regressor, and a constant and quadratic term were used to correct the
data using a regression approach (Song et al., 2011). Temporal bandpass filtering was
applied as the last step with cut-off frequencies of 0.1 and 0.01 Hz.

5.2.4 Regressor derivation

A. Electric field modeling

Electric field modeling was performed with SimNIBS 2.0.1 (Saturnino et al., 2018).
Patient-specific tetrahedral finite element method (FEM) meshes were generated from
the anatomical MRI data and standard tissue conductivity values were assigned (σWM =
0.126 S/m, σGM = 0.275 S/m, σCSF = 1.654 S/m, σscal p = 0.465, σbone = 0.010 for white
matter, gray matter, cerebrospinal fluid, scalp, and bone respectively) (Thielscher, An-
tunes, and Saturnino, 2015).

A TMS-induced electric field was modeled using the patient-specific stimulation location
at the gray-matter surface in the left DLPFC, as saved in the neuronavigation system.
The orientation of the coil was estimated to be in a 45 degree angle with respect to the
anterior-posterior line, with the handle pointing backwards. The remaining coil charac-
teristics of the Magstim coil, necessary for the simulation, are by default implemented in
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SimNIBS.

After converting the headmeshes to nifti-files (msh2nii), different regressors were derived
from the electric field simulations taking into account only the area in the brain above a
certain threshold level. First, the electric field strength values in the gray matter were
analyzed and a maximum field strength value was defined as the 99 percentile value.
This was done to increase the robustness of the thresholding procedure by minimizing
effects from possible numerical errors, potentially resulting into very high singular values.
Second, nine regressors were computed defined as the mean of the time-series in brain
areas exceeding the threshold, weighted by the electric field strengths. Threshold values
between 10 and 90% of this maximum field strength value were used, in steps of 10%.
An overview of the derivation of these Efield-regressors in a random subject can be found
in Figure 5.1.

Figure 5.1 — Derivation of the Efield-regressors for a random subject. Figure a. shows the spatial
distribution of the TMS-induced electric field. Only the field above a certain threshold, in this case
50% of the maximum strength of the electric field within the gray matter is shown. Figure b. shows
the actual regressor time-series derived using 9 different threshold values: 10-90% (referred to as
Efield10-Efield90) in steps of 10%. Regressors are computed by averaging the time-series of the
gray matter voxels that exceed the electric field threshold, weighted by the electric field strength.

B. Cone modeling

A simpler, and less time-consuming method to model the TMS-induced electric field, is
by means of the cone model, as described in Fox et al. (2013). A cone is created using
a series of concentric spheres with radii of 12, 9, 7, 4, 2 mm centered on the stimulation
location. The final cone is defined by the overlap of the cones masked with a gray and
white matter mask. Figure 5.2 shows how the cone regressor can be computed.

5.2.5 Effects of seeding method on FC

To study the effect of different seeding methods on whole brain level, FC maps were
computed using SPM12, using the cone-regressor and an Efield-regressor. The remain-
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Figure 5.2 — Derivation of the cone regressor for a random subject. The cone can be seen in
Figure a. A series of spheres with radii of 12, 9, 7, 4, and 2 mm are placed on the stimulation
position. The regressor time-series (b) was computed by the weighted average of the gray and
white matter voxels within the cone.

der of this work mainly focuses on the Efield50-regressor, which is comparable to Opitz
et al. (2016) who derived thresholds from the maximum electric field strength on the
pial surface at 50%. For every patient, the spatial correlation was computed between the
whole brain FC maps derived from these two regressors. These spatial correlations were
computed for the gray matter area, using a gray matter mask, and the whole brain area,
using a gray-and-white matter mask.

Furthermore, the sgACC has shown to be an important structure in the pathophysiology
of major depression (Baeken et al., 2014; Fox et al., 2012a; Fox, Liu, and Pascual-Leone,
2013; Weigand et al., 2017). Therefore, the specific connectivity between the stimulation
location and the sgACC has been studied in more detail. An sgACC-regressor was derived
by placing a circular ROI with diameter 15 mm at MNI coordinates [1, 11, -25] (Baeken
et al., 2015). This circular ROI was masked with a gray matter mask. The regressor was
defined as the mean time-series of these gray matter voxels. Since the sgACC is located
deep in the brain, close to the ventricles, the rs-fMRI signal may suffer from loss-of-signal
artefacts. Therefore, the temporal signal to noise ratio (tSNR) was calculated, defined as
the mean of the MR signal over time divided by the standard deviation of the time-series.
Datasets showing a tSNR < 40 (Liston et al., 2014) were excluded from further analyses.
Connectivity was defined by the correlation between the sgACC-regressor and cone- and
Efield50-regressors.

5.2.6 The effect of the exact stimulation location

The regressors also depend on the stimulation location; i.e. location in the brain that is
used to place the cone or to focus the electric field simulation around. To investigate the
effect of the stimulation location on the regressors, for every subject different regressors
have been generated using a variety of simulated stimulation locations (note: only one
location was actually stimulated). This variety of locations is derived from the different
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stimulation locations of the patients included in this study (Figure 5.3a).

Figure 5.3 — Figure a shows an overview of the gray matter DLPFC stimulation locations in
37 patients (blue dots). The yellow dot represents the mean stimulation location (MNI: -38, 19,
55). A distance matrix containing the distances between the stimulation locations between different
patients (in mm) is shown in Figure b.

In case of the cone modeling, cones have been positioned on the variety of stimulation
locations over all patients. A regressor was derived for every simulated location. For
every subject, correlations were computed between the regressor of the actual stimulation
location and all the other regressors (resulting in an array of 1 x number of subjects corre-
lations). Correlations between different regressors were compared to Euclidian distances
between the locations (Figure 5.3b).

In case of the electric field modeling, all electric fields and the rs-fMRI time-series were
normalized to MNI space using SPM12 such that a comparable strategy could be used
as for the cone modeling to investigate the effect of the knowledgde of the stimulation
position on the Efield-regressor.

5.3 Results

Given 5 dropouts, 3 rs-fMRI datasets with excessive motion, and 5 cases in which the coil
position was not saved properly in the neuronavigation system, data of 37 patients were
used for analysis in this study. The mean (MNI) coil location was -37.77 (std 6.73 mm) ;
18.62 (std 7.52 mm); 54.87 (std 8.08 mm), see Figure 5.3a.

5.3.1 Correlation between different regressors

For every patient, the cone-regressor was correlated with every Efield-regressor, as can
be seen in Figure 5.4. A linear fit was calculated through the means of the correlations
per threshold value (as represented by the black circles and dotted line). The correlation
(Corr) between regressors derived from the cone-model and the Efield-simulations could
be described as a function of the Efield-threshold (Thr) that was used:

Corr = 0.568+0.003∗T hr (5.1)
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This means that the correlation between the regressors depends on the threshold used.
However, the effects are small due to the low parameter value for Thr, 0.003.

Figure 5.4 — Correlation between the cone-regressor and Efield-regressors for all patients.

5.3.2 Whole brain FC

The resulting spatial correlation values between the FC maps derived with the cone- and
Efield50-regressor are shown in Figure 5.5a. Mean correlation values are 0.68 and 0.69
for the gray-matter and gray-and-white matter areas respectively. Even though the mean
correlation between whole brain FC maps derived using different regressors is high, FC
maps of some subjects show high variability (low spatial correlation). Figure 5.5b and c,
show FC maps derived from the Efield50-regressor and the cone-regressor for a subject
with high and low spatial correlation respectively.

5.3.3 FC between the DLPFC and the sgACC

Correlation between the sgACC and the stimulation site was calculated for 27 patients
since ten of the datasets showed tSNR < 40 in the sgACC region. The results can be
found in Figure 5.6. Positive and negative FC were found. A paired sample t-test did
not show significant differences in FC when using the cone- or Efield50-regressors (p =
0.445, t-stat = -0.776, dof = 26).

5.3.4 Effect of stimulation position

For every patient, 37 regressors were derived and correlated with the regressor derived
from the actual stimulation location (resulting in 37 correlation values per patient). These
correlations were plotted against the distance, represented in Figure 5.7.

In case of both regressor-types, the correlation between regressors depends negatively on
the distance: meaning that the further away from the actual stimulation location, the lower
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Figure 5.5 — Figure a shows the spatial correlation between FC maps in the gray matter and
the combined gray and white matter regions, derived from the Efield50- and the cone-regressor. In
Figure b and c, FC maps can be seen, derived from the Efield50- and the cone-regressor, from two
example subjects with high and low spatial correlation respectively.

Figure 5.6 — FC between the sgACC and the stimulation site in the left DLPFC using the cone-
regressor and the Efield50-regressor.

the correlation between the regressors. Specifically, based on a linear fit, the correlation
between Efield50-regressors can be described by:

CorrE f ield50 = 1.003−0.004∗Dist (5.2)

For the correlation between cone-regressors, the following trend was found:

CorrCone = 1.007−0.022∗Dist (5.3)
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Figure 5.7 — The effect of distance on the correlation between cone- and Efield50-regressors
derived at different locations. Distance refers to the Euclidean distance between the simulated
stimulation location and the actual stimulation location, in mm.

The effect of distance is bigger for the cone-model compared to the Efield50-model
(steeper slope: -0.022 versus -0.004).

5.4 Discussion

The main finding of this study is that both the cone model and the TMS-induced electric
field simulations can be used to derive regressors for FC analyses to study the effects
of rTMS. Overall, we showed high correlations between regressors. However, important
to note is that on the individual subject level some subjects showed variability in FC
maps using different regressors. Due to the computational complexity of the simulation
of the TMS-induced electric fields compared to the cone model, our main conclusion is
that the cone model is sufficient to perform FC studies. Moreover, it was shown that
correlations between regressors derived at different locations were negatively correlated
with the distance between locations. So knowledge about the actual stimulation position
is important.
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5.4.1 Potentials and pitfalls of using electric field modeling

Extensive computational models are currently used to predict the brain areas that are af-
fected by non-invasive brain stimulation: beyond TMS, this also holds for transcranial
current stimulation (tCS) (Cabral-Calderin et al., 2016; Klooster et al., 2016; Opitz et al.,
2015b). Electric field simulations can be used to understand the relationship between
stimulation-induced electric fields and the physiological responses to stimulation and can
therefore provide valuable information for therapeutic possibilities. The effect of neu-
rostimulation is nowadays known to spread beyond the region that is directly stimulated,
supposedly via functional (Fox et al., 2014) and structural connections (Amico et al.,
2017). In order to directly activate neurons, a component of the electric field should be
aligned with the neurons (axons), so that the membrane potential can exceed the threshold
to produce action potentials (Wagner, Valero-Cabre, and Pascual-Leone, 2007). There-
fore, combining electric field simulations with structural connectivity patterns, i.e. trac-
tography, may help to find the actual effective part of the TMS-induced electric field;
i.e. the part of the induced electric field that aligns with the neuronal tracts and is there-
fore able to induce effects. De Geeter et al. (2012; 2015) combined TMS-induced electric
field simulations with realistic neural structures derived from diffusion MRI data to obtain
insight in these effective electric fields. However, the exact interaction between electric
fields and the neural system are unknown yet. The strength of the TMS-induced electric
field within the brain that causes actual neuronal activation is not identified. Therefore,
the optimal thresholding of the electric field strengths to capture this effective electric
field, is not known. Opitz et al. (2015) tested a variety of thresholds (0-90% of the high-
est electric field value) and showed that the overall pattern of connectivity was similar.
These findings were reproduced in this study by showing overall similarity between the
cone-regressor and the Efield-regressors using thresholds of 10-90%.

5.4.2 The cone model

Cone model is a rough approximation of the TMS-induced electric fields within the brain.
The parameters are derived from a TMS study applied to anaesthetized cats (Valero-Cabré
et al., 2005), which might underestimate the effect of stimulation on non-anaesthetized
cats. Moreover, the exact translation from animal results to true effect in human is not
clear yet. Differences in brain and head size will cause differences in the induced elec-
tric fields. The cone model is rotationally invariant so it cannot capture effects of coil
orientation. Furthermore, it does not take tissue transitions of morphology into account,
other than the fact that a white and gray matter mask was used. In this study, the cones
were centered around the stimulation location which was saved in the neuronavigation
system as a point on the gray matter surface. Ideally, the cone should be positioned at the
coil location on the scalp since the maximum electric field strength is induced directly
under the coil. Furthermore, the projection of the stimulation location to a coil position
on the scalp, as also implemented in the BrainSight neuronavigation system, can induce
inaccuracies caused by patient-specific gyral folding patterns (Opitz et al., 2013).
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5.4.3 Cone versus electric field simulations

Regressors derived from the cone model and from electric field simulations have been
generated using gray and white matter and gray matter masks. These different masks
might have a slight influence on the computed regressors due to the potential influence of
BOLD signal within the white matter (Gawryluk, Mazerolle, and D’Arcy, 2014). How-
ever, that is not the case in this study since the mean correlation between the regressors
derived from a cone model using different masks was 0.99 (data not shown). Because dif-
ferent masks were used in previous literature, we decided to use these to be able to com-
pare methods that have actually been used earlier (Fox, Liu, and Pascual-Leone, 2013;
Opitz et al., 2015a).

Generally, the size of the simulated TMS-induced electric field is larger than the cone,
as can for example be seen when comparing Figures 5.1 and 5.2. This explains why the
correlations between regressors derived from both methods becomes higher if the Efield-
threshold increases, i.e. in that case the spatial overlap between the voxels taken into
account for the derivation of the cone- and Efield-regressors increases. Also, the time-
series used for Efield-regressor derivation are more superficial, compared to the simpler
circular cone model. This is in line with findings by Thielscher et al. (2011), who showed
that highest TMS-induced electrical field strengths occur at parts of the gyral crowns.
Electric field simulations are highly depending on the assigned biophysical properties,
such as the conductivity and permittivity, which determine the spread of the electric field.
In many cases, these values are derived from in-vitro or ex-vitro studies (Gabriel, Gabriel,
and Cothout, 1996). Opitz et al. (2017), therefore studied the differences between in-vivo
and ex-vivo conductivity values in non-human primates. Large changes in electric fields
were found that increased with the post-mortem time. Also, body temperature showed to
have a significant effect on conductivity values. Overall, post-mortem conductivity values
are higher compared to in-vivo values causing an overestimation of the simulated electric
fields in living subjects participating in stimulation studies. More recently, and using a
frequency range that is more applicable for TMS, Koessler et al. (2017) performed in-vivo
impedance measurements of healthy and pathological brain tissues using focal electrical
current injection through intracerebral multicontact electrodes. Resulting conductivity
values were 0.26 S/m and 0.17 S/m for gray and white matter respectively. These are
slightly different compared to the ones implemented in SimNIBS.

5.4.4 Knowledge of the exact stimulation position

Standard inter-individual variability of the coil positioning was 8, 10, and 9 mm, for the x,
y, and z directions respectively, using an adapted 5cm+1 rule, in a cohort of 195 patients
(Johnson et al., 2013). This is slightly larger than the variability in our dataset (7, 8, 8
mm). The further away from the actual stimulation site, the lower the correlation between
regressors. Proper usage of neuronavigation is helpful to keep the variation in stimulation
locations, especially during multi-session protocols, as low as possible. This is in line
with the knowledge about the functional architecture within the brain. Brain functions
are localized and the further away from the actual stimulation position the more likely it
becomes that the brain will exhibit another function (Craddock et al., 2013; Power et al.,
2011), with different time-series.
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5.5 Conclusion

In this study, we showed significant overlap between the regressors derived from TMS-
induced electric field simulations and a simpler cone model. Together with the reduced
computational complexity of the cone model, we therefore conclude that at the moment
the cone model is sufficient to derive regressors for FC analyses to study the effects of
TMS. Correlations between regressors derived at different positions were found to be
negatively correlated with the distance from the actual stimulation, so improved spatial
accuracy still delivers a net gain in accuracy. A gold standard is momentarily lacking so
the optimal targeting strategy remains to be determined. Even though extensive TMS-
induced electric field simulations are useful to gain more insight in the effect of TMS
within the brain and the link with the physiological effects, many issues remain in the
exact computation of these fields and in the translation to effective electric fields.
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"Prediction is very difficult, especially when it is
about the future."

Niels Bohr

CHAPTER 6

Indirect frontocingulate structural
connectivity predicts clinical

response to accelerated rTMS in
major depressive disorder

D.C.W. Klooster, I.N. Vos, K. Caeyenberghs, A. Leemans, S. David, R.M.H. Besseling,
A.P. Aldenkamp, C. Baeken

Journal of Psychiatry and Neuroscience, in press
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CHAPTER 6. INDIRECT FRONTOCINGULATE STRUCTURAL CONNECTIVITY PREDICTS CLINICAL RESPONSE

TO ACCELERATED RTMS IN MAJOR DEPRESSIVE DISORDER

Abstract

Although repetitive transcranial magnetic stimulation (rTMS) is an established treatment
for major depressive disorder (MDD), clinical efficacy remains rather modest. One possi-
bility could be that the propagation of the rTMS effects via structural connections from the
stimulated area to deeper brain structures, such as the cingulate cortices, is sub-optimal.

We investigated whether structural connectivity, derived from diffusion MRI (dMRI) data,
could serve as a biomarker to predict treatment response. We hypothesized that stronger
structural connections between the subject-specific stimulation position in the left dorso-
lateral prefrontal cortex (DLPFC) and the cingulate cortices would predict better clinical
outcome.

Accelerated intermittent theta burst stimulation (aiTBS) was applied to the left DLPFC
in 40 MDD patients. Baseline structural connectivity, quantified using various metrics
(fractional anisotropy, mean diffusivity, tract density, tract volume, and number of tracts),
was correlated with changes in depression severity scores after aiTBS.

Exploratory results (p<0.05) show that structural connectivity between the patient-specific
stimulation site and the caudal and posterior parts of the cingulate cortex have predictive
potential for the clinical response to aiTBS.

The diffusion tensor was used to perform tractography. A main limitation is that multiple
fiber directions within voxels cannot be resolved, which might have led to missing con-
nections in some subjects.

Stronger structural frontocingular connections may be of essence to optimally benefit
from left DLPFC rTMS treatment in MDD. Even though the results are promising, further
investigation with larger patient numbers, more advanced tractography algorithms, and
with the classic daily rTMS treatment paradigms is warranted.
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6.1. INTRODUCTION

6.1 Introduction

Excitatory repetitive transcranial magnetic stimulation (rTMS) is an FDA approved non-
invasive brain stimulation technique to treat (moderate) medication resistant major de-
pressive disorder (MDD) (George, Taylor, and Short, 2013). Most frequently applied
to the left dorsolateral prefrontal cortex (DLPFC), the repetitive administration of mag-
netic stimuli induces brain plasticity changes that outlast the actual period of stimulation
(Klooster et al., 2016). Notwithstanding that this technique has shown promising results,
the overall response rate to date is rather modest with the classical daily rTMS protocols.
According to a meta-analysis by Berlim et al. (2014) the rates for response and remission
are 29.3 and 18.6% respectively. Accelerated rTMS treatment protocols (e.g. accelerated
rTMS or accelerated intermittent theta burst stimulation (aiTBS)) have been evaluated on
their potential to increase clinical responses. Instead of the application of the usual daily
stimulation sessions, accelerated stimulation protocols contain multiple sessions a day,
thereby significantly reducing the time-period of stimulation, and showing similar clini-
cal outcome rates (Baeken et al., 2013; Fitzgerald et al., 2018).

A possible explanation for the modest clinical outcomes could be that for some patients
the cortical stimulation region is not the best ’entrance point’ to affect the underlying
deregulated neurocircuitry in MDD (Baeken and De Raedt, 2011). MDD can be con-
sidered as a network disease and especially the cingulate cortex has shown to be of
paramount importance when it comes to treatment response (Fox et al., 2014; Fox et
al., 2012a; Lozano et al., 2008; Mayberg, 2003; Weigand et al., 2017). Even though the
exact mechanism of action of brain stimulation techniques is not yet known, there is now
evidence that the effects of stimulation spread throughout underlying brain networks. Fox
et al. (2014) moreover supported this network theory by showing functional connections
between the subgenual cingulate area and the left DLPFC. Invasive and non-invasive stim-
ulation of these brain areas have shown clinical effects in depression patients. Further-
more, it has been stated that preserved frontocingulate neurocircuitries may be of essence
to optimally benefit from left DLPFC neurostimulation (Baeken et al., 2009; Baeken and
De Raedt, 2011).

So far, the potential link between structural connections and clinical response to brain
stimulation has not yet been investigated. However, Amico et al. (2017) showed cor-
relations between structural connections and TMS effects, as measured by TMS-evoked
potentials in the electroencephalogram. This might suggest that the effects of stimulation
propagate through the brain via structural connections. Furthermore, this might mean that
structural connections can play a role in obtaining clinical efficacy (Amico et al., 2017;
Baeken et al., 2009; Baeken and De Raedt, 2011).

In this study, we investigated the importance of structural connectivity, estimated with
diffusion MRI (dMRI), for clinical effectiveness of aiTBS. Using various gradient direc-
tions during MR scanning, the direction in which water diffusion is least restricted can
be mapped and a so-called diffusion tensor can be derived (Le Bihan et al., 2001; Le
Bihan, 2006). The application of tractography algorithms allows the reconstruction of
the assumed spatial orientation of anatomical (structural) connections between different
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brain areas. We evaluated whether in MDD patients individual baseline structural con-
nectivity between the stimulated area (left DLPFC) and the cingulate cortices could be
of predictive value for clinical response to aiTBS (Mayberg, 2003). Specifically, we hy-
pothesized that stronger baseline structural connections between the stimulated area and
the cingulate cortex would be associated with better clinical responses.

6.2 Methods

The study (http://clinicaltrials.gov/show/NCT01832805) was approved by the Ghent
University Hospital ethics committee and was conducted in accordance with the dec-
laration of Helsinki (2004). All patients gave written informed consent.

6.2.1 Patient inclusion

Fifty right-handed MDD patients were included in this clinical aiTBS study. MDD
was diagnosed using the structured Mini-International Neuropsychiatric Interview (MINI,
(Sheehan et al., 1998)). All patients were at least stage I treatment resistant. They
had a minimum of one unsuccessful treatment trial with selective serotonin reuptake in-
hibitors/serotonin and norepinephrine reuptake inhibitors (SSRI/SNRI). Medication was
tapered off and all patients were at least 2 weeks anti-depressant free before stimula-
tion. More extensive information about the patients and clinical outcome can be found in
Duprat et al. (2016).

6.2.2 Study protocol

The overall design of this randomized, double blinded, sham-controlled, cross-over trial
is shown in Figure 6.1. Patients were randomized to receive first sham aiTBS followed
by active aiTBS (A in Figure 6.1) or the other way around (B in Figure 6.1). Importantly,
only the baseline dMRI data (at T1) were used to investigate our hypothesis.

All patients first underwent baseline MRI (3T Siemens TrioTim, Erlangen, Germany) on
day 1 (timepoint 1, T1) with anatomical imaging (MPRAGE, TR=2530ms, TE=2.58ms,
FA=7deg, FOV=220x220mm2, resolution=0.9x0.9x0.9mm3, 176 slices) and dMRI scans
were acquired using a single-shot echo planar imaging sequence (EPI, TR=8500ms, TE=
85ms, FOV=244x244 mm2, voxel size=2x2x2 mm3, 68 slices, TA=9.14min). For every
patient, 62 diffusion-weighted images were acquired, comprising 60 images with b = 800
s/mm2 and two b0 images, using 30 non-colinear gradient-directions (2 averages).

A Magstim Rapid2 Plus1 magnetic stimulator (Magstim Company Limited, Wales, UK)
connected to an active or sham figure-of-eight shaped coil (Magstim 70mm double air
film (sham) coil) was used to respectively apply the active and sham stimulation. The left
DLPFC, defined as the center part of the midprefrontal gyrus (Brodmann area 9/46) based
on anatomical MRI of each individual (Peleman et al., 2010), was stimulated at 110% of
the resting motor threshold. Positioning of the coil (45◦ anterolateral) was maintained
with the BrainSight neuronavigation system (BrainsightTM, Rogue Resolutions, Inc).
According to the accelerated protocol, five stimulation sessions a day were administered
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Figure 6.1 — Design of the aiTBS treatment procedure. After a wash-out period, all patients
were at least two weeks anti-depressant free before they were randomized to receive active and
sham aiTBS treatment. The green squares represent the parts of the study design that were used
for analysis. At T1, T2, T3 and additionally 2 weeks after the last stimulation (T4), depression
severity was assessed using the 17-item HDRS questionnaire (Hamilton, 1967) by an experienced
psychiatrist not related to the study. Clinical data from T1 and T4 are used to determine the clinical
effect of aiTBS. Clinical effects were correlated with baseline (T1) dMRI data.

on four consecutive days (day 2 to 5, and day 9 to 12). One iTBS session consisted of
54 trains of two seconds of stimulation given in an 8 second cycling period. During these
two seconds, 10 bursts of 3 stimuli were given. This adds up to 1620 stimuli per session
with a total number of 32,400 stimuli during the four-day treatment. Between sessions
there were breaks of approximately 15 minutes. During the stimulation, patients were
blindfolded, wore earplugs, and were kept unaware of the type of stimulation (sham or
active) they received.

6.2.3 Analysis pipeline

First, MRIcron was used to loop through the raw diffusion weighted MRI data, in differ-
ent orthogonal views, to investigate the existence of obvious artefacts (e.g. large signal
dropouts, geometric distortions, zebra artefacts). The quality assessment toolbox from
Freesurfer (https://surfer.nmr.mgh.harvard.edu/fswiki/QATools) was used to check the
quality of the (sub)cortical segmentation of the MPRAGE data and Freeview was used to
loop through the image maps in multiple planes.

The dMRI datasets were analyzed with ExploreDTI (Leemans et al., 2009) (v4.8.6).
First, the FreeSurfer (http://surfer.nmr.mgh.harvard.edu) T1 datasets were masked with
ExploreDTI (kernel size of morphological operators of 5 and an intensity threshold of
5%). Subsequently, the dMRI data were corrected for signal drift, subject motion, eddy
current-induced distortions, and susceptibility artefacts (Irfanoglu et al., 2012; Leemans
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and Jones, 2009; Vos et al., 2017), with the masked T1 datasets as undistorted (target)
scans. Quality assessment of the corrected dMRI data was performed for every subject.
The color-coded FA maps of the pre-processed data and the residuals maps were checked.
Data was marked as ’low quality’ when the FA colors were incorrect or scattered or when
the average residuals showed low fit of the diffusion tensor and when the outliers had
high peaks. Also, the diffusion dataset was excluded from further analysis if the transla-
tional motion exceeded the voxel size (2 mm3). More detailed information can be found
in Caeyenberghs et al. (2018; 2011).

The diffusion tensor was estimated from the corrected images with the robust fitting rou-
tine REKINDLE (Tax et al., 2015; Veraart et al., 2013) before whole brain tractography
was applied (Basser et al., 2000) with a uniform seed point resolution of 2 mm2, step size
of 1 mm, angle threshold of 30◦, and fractional anisotropy (FA) threshold of 0.2.

6.2.4 Fiber paths of interest

Freesurfer (v6.0.0), was used to parcellate the anatomical datasets according to the Desi-
kan-Killiany parcellation scheme (Tzourio-Mazoyer et al., 2002) in 68 cortical and 19
subcortical nodes (cerebellum, thalamus, caudate, putamen, pallidum, hippocampus, amyg-
dala, accumbens area, and ventral diencephalon bilaterally, and the brainstem). Addi-
tionally, two nodes were added representing the patient-specific stimulation site and the
subgenual anterior cingulate (sgACC). The node representing the patient-specific stimu-
lation site was defined as the gray matter part of a circular ROI with radius 12 mm that
was placed over the patient-specific stimulation site, as saved in the BrainSight neuronav-
igation system. The radius is derived from the linear decay of metabolic changes seen in
animal TMS experiments (Fox, Liu, and Pascual-Leone, 2013; Valero-Cabré et al., 2005).
Of note, one voxel cannot belong to multiple nodes. So, voxels within the stimulation-
site node are subtracted from the Desikan-Killiany node they originally belonged to. The
sgACC node was defined as the gray matter parts of a circular ROI at MNI position [6 16
-10] (converted to the subject’s native space using inverse normalization matrices) with a
radius of 10 mm, as used by Fox et al. (2012). This resulted in 89 nodes for structural
connectivity analysis.

ExploreDTI was used to calculate connectivity matrices between the 89 nodes. Specifi-
cally, only the tracts that actually end within the nodes are taken into account. Manual
inspection was performed to confirm that there are no loose fibers in our tracts. Examples
of fiber tracts between specific sets of nodes can be seen in Figure 6.4. The label file was
derived from the Desikan-Killiany label template as provided by ExploreDTI (FS_cvs_-
avg35_inMNI152_aparc+aseg_E_DTI_label_names.txt).

According to our hypothesis, parts of the cingulate cortex are responsible for the actual
clinical efficacy of brain stimulation treatment. The Desikan-Killiany atlas splits the cin-
gulate cortex into four parts bilaterally: the rostral, caudal, posterior parts, and the isthmus
(Figure 6.3). Note that the rostral and caudal parts refer to the anterior cingulate cortex.
Together with the sgACC, nine regions, further referred to as regions of interest (ROIs),
were used in this study.
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Figure 6.2 — Whole brain tractography results, obtained using ExploreDTI (a). Figure b. shows
the label file, containing 89 nodes. Two circular ROIs surrounding the subject-specific stimulation
position and the sgACC were manually added (yellow nodes). The gray matter parts of these ROIs
were used as the subject-specific stimulation node and the sgACC node (shown in black and gray
respectively). Connectivity matrices were computed using multiple quantification measures (c).

Figure 6.3 — Nine ROIs in the cingulate cortex (CC): the rostral, caudal, posterior, and isthmus
(bilaterally) are derived from the Desikan-Killiany atlas. The sgACC was added manually.

Firstly, we investigated the existence of a direct structural connection between the stimu-
lated position within the left DLPFC and any of ROIs. Besides direct connections, poten-
tial indirect pathways were investigated. The focus here was on indirect pathways with
one or two nodes that connect the stimulation site in the DLPFC to either one of the ROIs
in the cingulate cortex, further referred to as internodes.
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6.2.5 Quantification of structural connectivity

Various metrics were used to quantify structural connectivity between the stimulation
position within the left DLPFC and the predefined ROIs: the number of tracts, volume
of tracts, tract density (TD), fractional anisotropy (FA), and mean diffusivity (MD). The
number of tracts, between nodes u and v for example, represents the number of tracts
starting in u and ending in v (or vice versa). The total volume of these tracts is calculated
as the volumes (voxels) intersected by these streamlines. The tract density (Hagmann et
al., 2008) is the number of connections per unit surface (i.e. mean area node u and node
v). The FA and MD values (Basser et al., 2000) are measures of anisotropy and trace of
the diffusion tensor respectively.

Pathways between the stimulation site and the ROIs are quantified according to a formula
derived from the definition of path length from graph theory. Path length is a measure of
integration and defined as the shortest path (distance, d) between two nodes (Rubinov and
Sporns, 2010; Watts and Strogatz, 1998).

dPathDLPFC−ROI = ∑auv ∈ gw
DLPFC↔ROI f (SCuv) (6.1)

f (SCuv) =
1

SCuv
(6.2)

In Formula 6.1, the operator f represents the inverse transformation from weight to ’dis-
tance’, as described by the various structural connectivity (SC) metrics. The stronger the
structural connection, the shorter the distance. The undirected, weighted path from the
DLPFC to a ROI is represented by gw

DLPFC↔target . Since gw
DLPFC↔target represents an in-

direct pathway, it is quantified by summing the structural characteristics of the sub-paths
between the DLPFC and the ROI, auv. Specifically, in case of one internode, there are
two sub-paths: from the DLPFC to the internode (u = DLPFC, v = internode), and from
the internode to the ROI (u = internode, v = ROI). Note that there are 3 steps in case of
2 internodes. Beyond the single (shortest) pathway between two nodes that is currently
defined as the path length, here all possible pathways between the DLPFC and the ROIs
were averaged under the assumption that neuronal communication is not restricted to a
single pathway. The final metric to quantify the structural connection between the DLPFC
and the ROI is therefore defined as:

dTotDLPFC−ROI =
1

nrpathways

nrpathways

∑
i=1

dPathDLPFC−ROIpathwayi
(6.3)

Note that this general measure can be derived from 5 different SC quantification mea-
sures: namely the number of tracts, volume of tracts, tract density, FA, and MD.

6.2.6 Specificity to frontocingulate structural connectivity

To investigate if, according to our hypothesis, the specific structural connectivity between
the stimulation position and the cingulate cortex is important for the prediction of the clin-
ical response to aiTBS, and not the overall whole-brain structural connectivity strength,
three additional measures were derived from the baseline whole brain tractography re-
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sults. The total number of tracts and whole brain FA and MD values were correlated with
the changes in HDRS. Whole brain FA and MD values were calculated as the sum of the
average FA or MD values in every tract.

Also, nodal structural connectivity measures were computed for the stimulation region.
The average FA and MD values were calculated within the stimulation node and average
FA and MD values were computed for the connections from the stimulation node to all
other nodes in the brain. Additionally, the total number of tracts starting from the stimula-
tion region was computed, together with the total volume of these tracts. Nodal structural
connectivity measures were correlated with the clinical responses.

6.2.7 Group analysis

To investigate if the specific individual structural characteristics are important for the
correlations with clinical responses the analysis was repeated using a group connectome
derived from data of our 40 depressed patients. Since the subject-specific stimulation
sites were added as nodes in this analysis, it was not possible to average the connectiv-
ity matrices over all subjects to obtain an average structural group connectivity matrix.
Therefore, an individual subject’s specific stimulation site was coregistered to the native
space of all other subjects. These results were subsequently averaged to create a 89x89
’patient-specific average connectivity matrix’. This was repeated for each subject, re-
sulting in 40 patient-specific average connectivity matrices, each differing in only one
node; the respective stimulation site for the individual subject (see supplementary materi-
als for more details). The sgACC was not taken into account for the group analysis since
only nine patients showed indirect structural connections, using two internodes, from the
stimulation position in the left DLPFC to the sgACC.

6.2.8 Statistics

Because our previous results (Duprat et al., 2016) clearly showed that the clinical effects
of aiTBS treatment have a delayed onset we focused here on the clinical outcome at T4,
defined as ∆HDRSdel = HDRST 4−HDRST 1. These ∆HDRS scores were correlated with
the dTotDLPFC−ROI values, derived from different structural connectivity metrics based
on the individual data and on the group connectome data. Significance level was set to p
< 0.05, two-tailed.

Of note, also the prediction of the immediate effect (three days after the first 20 sessions,
T2) of the sham and active aiTBS was computed. The immediate clinical effects were
measured by the change in HDRS before and directly after the sham and active stimula-
tion (∆HDRSimm/sham = HDRST 2−HDRST 1), respectively arm A and arm B in Figure
6.1). To avoid potential carry-over effects only data between T1 and T2 was considered
for the calculation of the immediate stimulation effects. The statistical approach was
similar as described for the prediction of the delayed effects.
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6.3 Results

Four patients dropped out of the study and one patient retrospectively received an altered
diagnosis. Furthermore, in two subjects the stimulation position was not saved, restricting
the performance of this method. In the remaining 43 datasets, poor data quality was
observed due to severe head motion in one patient (exceeding the size of 1 voxel), and due
to artefacts in two other patients. Finally, 40 dMRI data sets were included for analysis.

6.3.1 Structural pathways between the left DLPFC and the cingulate
cortices

Given that we found no direct structural connections between the stimulated left DLPFC
and any of the ROIs in the cingulate cortex, and less than half of the subjects showed
indirect connections with one internode to any of the ROIs, we focused on pathways
with up to two internodes. Twenty nodes were detected as first internodes, with the left
superior frontal cortex being the most common one (mean number of subjects showing
left superior frontal cortex as the first internode in the indirect pathway to any of the ROIs
in the cingulate cortex = 15.56, std = 5.66). Distribution of the second internode was
slightly more widespread (n=28). The most common observed second internodes are the
superior frontal cortex (left: mean = 9.78, std = 7.10, right: mean = 12.44, std = 8.76) and
the precuneus bilaterally (left: mean = 8.67, std = 7.43, right: mean = 7.33, std = 5.69).
A full overview of the distribution of the first and second internodes can be found in the
supplementary material. An example of the pathway between the stimulation position and
the caudal part of the cingulate cortex in the left hemisphere in a single random patient is
shown in Figure 6.4.

6.3.2 Significant correlations between structural connectivity and clinical
response

Data from all patients (n=40, arm A and arm B) were used to calculate the potential of
structural connectivity to predict clinical response to aiTBS. Even when two internodes
were considered, not all subjects showed indirect structural connections between the stim-
ulated left DLPFC and different ROIs in the cingulate cortex. The results in this section
are based on the subgroup of patients that showed structural pathways between the stim-
ulated area in the left DLPFC and the ROIs in the cingulate cortex (see Table 6.1 and
supplementary material for more detailed information).

Table 6.1 — Overview of the number of subjects (out of 40) showing indirect structural con-
nections, with up to two internodes, between the stimulation site in the left DLPFC and ROIs in
the cingulate cortex. (rost = rostral, caud = caudal, post = posterior, ist = isthmus, part of the
cingulate cortex).

Left cingulate cortex Right cingulate cortex
sgACC Rost Caud Post Ist Rost Caud Post Ist

Number of patients 9 20 34 34 38 24 33 33 37
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Figure 6.4 — Example of a pathway between the stimulation position and the left caudal part of
the cingulate cortex via the left superior frontal cortex. Figure 4a depicts the structural connection
between the subject-specific stimulation site in the left DLPFC and the first internode, in this case
the superior frontal cortex. In Figure 4b, the connection between the first and second internode
is visualized and Figure 4c, shows the connection between the second internode and the caudal
part of the cingulate cortex. The FA map is used as template and the nodes are shown in gray
and white. Note that in every panel, the pathway is from the gray to the white node. So, the
white node in panel a is the gray node in panel b. The same holds for b and c. Different colors
represent different directions of neuronal pathways: green = anterior-posterior, red = left-right,
blue = inferior-superior.

Structural connectivity, described by three out of five metrics (number of tracts, volume
of tracts, MD), between the left DLPFC and the right caudal part of the cingulate cor-
tex showed a significant correlation (p<0.05, uncorrected) with the clinical response to
aiTBS. Also, the number of tracts between the stimulation position and the left posterior
part of the cingulate showed predictive value. An overview is provided in Figure 6.5,
and additional statistical details can be found in Table 6.2. In all cases, positive correla-
tions indicate that lower dTot- values (so stronger structural connections) result in better
clinical responses.

6.3.3 Clinical response prediction based on whole brain and nodal
structural connectivity metrics

Whole brain structural connectivity metrics, total number of tracts, FA, and MD, did not
show significant correlation (p<0.05, uncorrected) with the clinical response to aiTBS.
Neither significant correlations were found between the nodal structural connectivity
measures and the clinical response. More detailed results can be found in the supple-
mentary material.

6.3.4 Results using group depression connectome

Using group connectome data, derived from 40 dMRI datasets of depressed subjects, no
significant correlations (p <0.05, uncorrected) were found between the baseline structural
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Figure 6.5 — Overview of the significant (p<0.05, uncorrected) correlations between the baseline
structural connectivity between the stimulation position in the left DLPFC and different parts of the
cingulate cortex and the delayed clinical response to aiTBS, measured at T4 (∆HDRSdel). dTot,
calculated using the number of tracts, volume of tracts, and MD, between the stimulation site and
the right caudal cingulate cortex region were significantly correlated with the clinical response.
dTot, derived from the number of tracts, between stimulation site and left posterior cingulate cortex,
was furthermore also significantly correlated. Statistical details can be found in Table 6.2. SC =
structural connectivity, CCcaud(R) = right caudal cingulate cortex, CCpost(L) = left posterior
cingulate cortex, MD = mean diffusivity.

connectivity between the stimulation area in the left DLPFC and any of the ROIs in the
cingulate cortex and the clinical responses to aiTBS.

6.4 Discussion

This is the first study which uses dMRI data to predict the clinical efficacy of an aiTBS
treatment protocol in MDD patients. Baseline structural connectivity between the patient-
specific stimulation site in the left DLPFC and the right caudal and left posterior parts of
the cingulate cortex showed predictive value for the clinical response to the aiTBS treat-
ment.
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Table 6.2 — Significant correlations (p<0.05, uncorrected) between clinical response
(∆HDRSdel) and structural connectivity between the stimulation position in the left DLPFC and
the ROIs in the cingulate cortex, represented by dTot, including p-values and slope (belonging to
Figure 6.5). Note that not all subjects showed indirect connections between the stimulation site
and the cingulate cortex. CCcaud(R) = right caudal cingulate cortex, CCpost(L) = left posterior
cingulate cortex, MD = mean diffusivity.

Correlation coefficient p -value slope
Number of tracts

CCcaud(R) 0.41 0.02 5.46
CCpost(L) 0.40 0.02 5.42

Volume of tracts
CCcaud(R) 0.35 0.04 1329

Mean diffusivity
CCcaud(R) 0.43 0.01 0.013

One of the major findings was the absence of direct structural pathways between the
stimulated area in the left DLPFC and any of the cingulate cortices. Although various
neuroimaging techniques have shown functional crosstalk between the DLPFC and the
cingulate cortex (Baeken et al., 2009; Fox et al., 2012a; Lozano et al., 2008; Weigand
et al., 2017; Langguth et al., 2007), indeed functional connections are not always repre-
sented by direct structural connections. Honey et al. (2009) reasoned that this unambi-
guity might be explained by indirect connections, mediated via a third additional brain
region. Also, Roge et al. (2017) and Deligianni et al. (2011) demonstrated that func-
tional connections can be predicted by indirect structural connections up to the second
order, i.e. indirect pathways with two internodes. In line with these earlier findings, we
investigated structural pathways between the left DLPFC and the cingulate cortex with
up to two internodes. Here our analyses showed that the stimulation position displayed
more indirect structural connections, bilaterally to the caudal and posterior parts of the
cingulate cortex and to the isthmus, as compared to the rostral parts (see supplementary
material). Especially the structural connections to the caudal and posterior parts of the
cingulate cortex showed predictive value for the clinical response to aiTBS. These find-
ings could not be caused by overall structural connectivity strengths, since the whole brain
structural connectivity metrics were not significantly correlated with the clinical response.

Clinical outcome was related to structural connections from the left DLPFC to the right
caudal part of the cingulate cortex, derived from the number of tracts, volume of tracts,
and MD. Also, positive correlations were found between dTot, derived from the MD, be-
tween the DLPFC and the left posterior cingulate cortex. The MD is a measure of overall
diffusivity (Le Bihann, 2013), and can be interpreted as an inverse measure of membrane
density (Alexander et al., 2012): the more membranes within a voxel, the lower the dif-
fusion and consequently the lower the MD. The positive correlation indicates that lower
dTot values (resulting from higher MD values, more tracts, and a higher volume of tracts)
result in better clinical response. Here, one can speculate that because of higher values,
the effect of stimulation can propagate easier to deeper structures, in this case the right
caudal and left posterior cingulate cortex.
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The caudal and posterior parts of the cingulate cortex have earlier been linked to re-
sponse to MDD treatment. For example Baeken et al. (2009) showed that higher baseline
metabolic activities in the DLPFC and the entire anterior cingulate cortex, including the
caudal part, were associated with better clinical outcome. More specifically, the metabolic
activity in the right caudal part of the cingulate cortex has been linked to clinical effec-
tiveness of rTMS in a SPECT study (Langguth et al., 2007). Lozano et al. (2008) showed
increased metabolism in the posterior cingulate after deep brain stimulation to the sub-
genual cingulate region in eight responders.

6.4.1 Biomarkers derived from individual data vs group connectome data

The fact that no significant correlations were found between baseline structural connec-
tivity and clinical effects of aiTBS when the group connectome was investigated may
emphasize the importance of the use of the individual’s structural connectivity data. Even
though tractography permits the reconstruction of white matter tract pathways in vivo,
the accuracy of these trajectories is limited due to suboptimal acquisition (see Study lim-
itations). Validation of the trajectories is hard due to missing knowledge about the true
structural connections in individuals. Tracer studies have been used as gold standard and
showed high resemblance of big white matter tracts within macaque monkeys (Schmah-
mann et al., 2007). However, especially on individual level, the accuracy of small fiber
bundles is limited (Thomas et al., 2014).

6.4.2 Study limitations

A limitation about TMS studies in general is the lack of knowledge about the optimal
stimulation parameters (Klooster et al., 2016) and the prolongation and durability of the
clinical effects (Senova et al., 2019). Patients showing little clinical response at T4, two
weeks after the stimulation protocol, might be slow responders. Indeed, previous stud-
ies (Mcdonald et al., 2011; Stubbeman, Ragland, and Khairkhah, 2018) have shown that
longer stimulation protocols might lead to delayed remission in subjects that did not remit
initially. Since we have no information about the timing of the propagation of the TMS
effects via structural connections to potentially cause clinical effects, the findings in this
study might be different when clinical data was recorded at different time points.

In the statistical analysis, the stimulation order (sham-active versus active-sham) was not
explicitly taken into account. Therefore, time between real TMS stimulation and as-
sessment of the delayed clinical effects is different based on which arm of the study the
patients were in.

In this study, the diffusion tensor was used to perform tractography due to the limited
(n=30) number of diffusion gradients and the low b-value (single shell, 800 s/mm2). A
well-known limitation of the diffusion tensor is the problem to resolve the voxels contain-
ing multiple fiber directions, i.e. kissing or crossing fibers (Jeurissen et al., 2013; Jones,
Knösche, and Turner, 2013; Jones and Leemans, 2011). This might have been a reason
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that some connections are missing in some subjects. In future studies, it is recommended
to use multi-shell data with a higher range of b-values (Jeurissen et al., 2014) and a large
number of gradient directions to achieve high angular resolution diffusion imaging (Mori
and Tournier, 2013), which however also puts a pressure on the study participants as the
scanning time can increase drastically. Longer scans tend to increase the presence of arti-
facts, like notable subject motion (Yendiki et al., 2014) and signal drift (Vos et al., 2017)
due to gradient temperature changes. Recent developments in tractography suggest that
more advanced models than DTI, like diffusional kurtosis imaging (DKI) (Umesh Rudra-
patna et al., 2014; Szczepankiewicz et al., 2013), constrained spherical deconvolution
(CSD) (Sinke et al., 2018; Tournier, Mori, and Leemans, 2011) or diffusion spectrum
imaging (DSI) (Wedeen et al., 2008) should be taken into consideration (David et al.,
2019).

We used five different metrics to quantify the structural connectivity strengths between
the stimulated left DLPFC and nine ROIs in the cingulate cortex. This approach induces
a multiple comparison issue. However, since this is the first study investigating the poten-
tial of dMRI data to predict clinical response to aiTBS, it is considered to be exploratory
and all findings with p<0.05 are reported.

Some patients without structural connections between the stimulation site and the ROIs
in the cingulate cortex showed clinical improvement. This might indicate that the clinical
effects of aiTBS are at least not solely related to the structural connectivity between the
stimulation position and the cingulate cortex. Potentially also other limbic structures can
be involved in the relief of depressive symptoms (Greicius et al., 2003; Liu, 2017).

Furthermore, the exact dTotDLPFC−ROI measure to quantify the structural connectivity
between the DLPFC and any of the ROIs in the cingulate cortex is derived from the path-
length formula (Rubinov and Sporns, 2010) but has never been used before in this exact
form. Validation of this measure in replication studies is therefore highly recommended.
In accordance with Roge et al. (2017) and Deligianni et al. (2011) pathways up to two
internodes were studied. Considering more internodes results in more potential pathways.
The direction of neuronal communication (orthodromic versus antidromic) cannot be de-
rived from dMRI data. Therefore, this method has a high potential of including false
pathways in the analysis pipeline.

The actual activation of neuronal white matter tracts by TMS depends on multiple fac-
tors such as the TMS coil position and orientation and on the distance between the coil
and the white matter tracts. For neuronal activation, there should be a component of the
TMS induced electric field that aligns with the white matter tract and exceeds an activa-
tion threshold (Klooster et al., 2016; Wagner, Valero-Cabre, and Pascual-Leone, 2007).
Previous studies have demonstrated preferred sites of activation in the sulcal walls, where
pyramidal cells bend and create high electric field gradients (Nummenmaa et al., 2014).
Future studies might benefit from combining electric field simulations with tractography
to determine the actual activated neuronal pathways in the brain more accurately (De
Geeter et al., 2012; De Geeter et al., 2015).
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6.5 Conclusion

This was the first study in which the biomarker-potential of dMRI data to predict the
clinical response to aiTBS is investigated. Structural connections between the patient-
specific stimulation area in the left DLPFC and the right caudal and the left posterior part
of the cingulate cortex were predictive for clinical outcome. These findings were in line
with our hypothesis: baseline structural connectivity may be of essence for the clinical
response to aiTBS in some patients, although the aiTBS protocol also induced positive
clinical effects in patients not showing these structural connections. Future research is
necessary including larger patient samples to confirm these results. After validation of
the potential of this dMRI-based prognostic biomarker, dMRI data might in the future be
used to optimize and personalize stimulation protocols.
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6.6 Supplementary materials

6.6.1 Group connectome generation

As stated before, it was not possible to average the connectivity matrices over all sub-
jects to obtain an average structural group connectome, because all connectivity matrices
contain a node representing the patient-specific stimulation site in the left DLPFC (a).
Therefore, the subject-specific stimulation sites were coregistered to the native space of
all other subjects. Coregistration was done by converting the MNI coordinates from the
coil position in patient X to native coordinates in all other patients, using the 4x4 posi-
tioning matrix from any other patient (b). So the specific coil position from patient X
is mapped onto the brains of all other patients. In c, specific label files are made for
all patients and connectivity matrices are derived in d. In the final step, the connectiv-
ity matrices are averaged to obtain a ’patient-specific average connectivity matrix’. This
procedure was repeated for every patient.

Figure 6.6 — Stepwise overview of the generation of patient-specific average connectivity matri-
ces. Dep = depressed subject.

6.6.2 Distribution of internodes connecting the stimulation position in the
left DLPFC to any of the ROIs in the cingulate cortex

Figure 6.7 and 6.8 represent an overview of the internodes that are part of the indirect
connections, with two internodes, between the stimulated left DLPFC and any of the
ROIs in the cingulate cortex. Figure 6.7 shows the distribution of the first internodes,
whereas Figure 6.8 shows the distribution of the second internodes.
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Figure 6.7 — Distribution of the first internodes. The first internodes are directly connected to
the subject-specific stimulation node in the left DLPFC. The mean and standard deviation of the
number of subjects using these nodes as first internode to connect the stimulation position to any of
the ROIs are depicted. The nodes that are not shown in the figure were not included in any of the
pathways between the stimulation node and the ROIs.
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Figure 6.8 — Distribution of the second internodes. The second internodes are directly connected
to any of the ROIs in the cingulate cortex. The mean and standard deviation of the number of
subjects using these nodes as second internode to connect the stimulation position to any of the
ROIs are depicted. The nodes that are not shown in the figure were not included in any of the
pathways between the stimulation node and the ROIs.
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6.6.3 Direct versus indirect structural connections between the stimulated
area in the left DLPFC and the cingulate cortex

A. Direct connections

Table 6.3 — Overview of the number of patients with direct structural connections between the
stimulated left DLPFC and any of the ROIs in the cingulate cortex. (parts of the cingulate cortex:
rost = rostral, caud = caudal, post = posterior, ist = isthmus)

Left cingulate cortex Right cingulate cortex
sgACC Rost Caud Post Ist Rost Caud Post Ist

Number of patients 0 0 0 0 0 0 0 0 0

B. One internode

Table 6.4 — Overview of the number of patients with indirect structural connections, with one
internode, between the stimulated left DLPFC and any of the ROIs in the cingulate cortex. Also the
mean and median number of connections are shown. (parts of the cingulate cortex: rost = rostral,
caud = caudal, post = posterior, ist = isthmus)

Left cingulate cortex Right cingulate cortex
sgACC Rost Caud Post Ist Rost Caud Post Ist

Number of patients 0 4 13 11 16 4 9 3 6
Mean number of connections - 1 1 1.18 1.25 1 1 1 1.33

Median number of connections - 1 1 1 1 1 1 1 1

Figure 6.9 — The number of pathways between the stimulated left DLPFC and any of the ROIs
in the cingulate cortex. The size of the circles is proportional to the number of patients having
that number of connections. Together with Table 6.4, this figure shows that only few patients have
indirect structural connections between the specific stimulation site in the left DLPFC and any of
the ROIs in the cingulate cortex via one internode.
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C. Two internodes

Table 6.5 — Overview of the number of patients with indirect structural connections, with two
internodes, between the stimulated left DLPFC and any of the ROIs in the cingulate cortex. Also the
mean and median number of connections are shown. (parts of the cingulate cortex: rost = rostral,
caud = caudal, post = posterior, ist = isthmus)

Left cingulate cortex Right cingulate cortex
sgACC Rost Caud Post Ist Rost Caud Post Ist

Number of patients 9 20 34 34 38 24 33 33 37
Mean number of connections 1.56 3.25 4.15 4.74 7.74 3.13 3.12 3.91 6.86

Median number of connections 1 3 3 3 6 2 2 3 4

Figure 6.10 — The number of pathways with two internodes between the stimulated left DLPFC
and any of the ROIs in the cingulate cortex. The size of the circles is proportional to the number
of patients having that number of connections. This figure, and also Table 6.5, shows that most
patients have indirect structural connections between the specific stimulation site in the left DLPFC
and any of the ROIs in the cingulate cortex, when two internodes are considered.

6.6.4 Prediction of the immediate clinical effects

A. Prediction of sham effects

The data from patients from arm A (n = 21) were used to calculate the potential of baseline
structural connectivity to predict the immediate response to sham stimulation (red blocks
in Figure 6.11). No significant correlations were found between changes in HDRS scores,
after sham stimulation with respect to baseline, and any of the structural connectivity met-
rics. Even though no significant correlations were found, clinical responses were found
after sham aiTBS (Duprat et al., 2016). This might be caused by an active placebo effect.
A recent meta-analysis showed a high sham response to rTMS (Razza et al., 2018) which
is in accordance to sham responses to pharmacological treatments (Meister et al., 2017).
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Figure 6.11 — Overview of the stimulation protocol. Parts of the data that are used to compute
the predictive effects of baseline structural connectivity on sham and active immediate clinical
responses are marked in red and green respectively.

B. Prediction of immediate effects of active aiTBS

The data from patients from arm B (n=19) were used to calculate the potential of baseline
structural connectivity to predict the immediate clinical response to active aiTBS (green
blocks in Figure 6.11). The baseline MD of the connection between the stimulation po-
sition and the left caudal and posterior part of the cingulate cortex and the left isthmus
was significantly correlated with the change in depression severity. Higher baseline MD
values here indicate better clinical response. Also, the FA of the connection to the right
posterior part and the isthmus of the cingulate cortex predicted the immediate response to
aiTBS (Figure 6.12, Table 6.6). However, these correlations have opposite sign.

Table 6.6 — Correlations, p-values, and slope of the significant results (belonging to Figure 6.12).

Correlation coefficient p-value slopes
Mean diffusivity

Caud (L) 0.73 <0.01 0.02
Post (L) 0.51 0.04 0.01
Ist (L) 0.48 0.04 0.02

Fractional anisotropy
Post (R) -0.66 <0.01 -11.49
Ist (R) -0.51 0.03 -13.09

The structural connectivity between the patient-specific stimulation site and the left cau-
dal and posterior part and the isthmus of the cingulate cortex, derived from the MD, was
positively correlated with the immediate change in HDRS scores. The positive correlation
indicates that lower dTot values (resulting from higher MD values) result in better clinical
response. So, it might be speculated that higher MD values cause the effect of stimulation
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Figure 6.12 — Overview of the correlations showing a significant predictive potential of the
immediate clinical effects of aiTBS. Statistical details can be found in Table 6.6.

to propagate easier to deeper structures, in this case the left caudal and posterior parts and
isthmus of the cingulate cortex, thereby inducing clinical effects.

Also, clinical outcome was found to be significantly correlated with the structural con-
nections to the right posterior part and right isthmus of the cingulate cortex, described by
the dTot derived from the FA metric. This correlation is opposite to the MD findings and
suggests that lower baseline FA values in the structural pathway result in better clinical
response. FA is a measure of anisotropy. Low FA values might be associated with high
MD values. Besides, previous studies have shown that decreased FA is a predictor of
long-term motor outcome after stroke (Puig et al., 2013).

C. Prediction of immediate versus delayed clinical response

Significant findings differ when predicting the immediate and the delayed effects. This
might indicate that the propagation of the TMS effect via structural connections progress
over time and suggests the involvement of the corpus callosum since also structural con-
nectivity to right sided ROIs in the cingulate cortex showed predictive potential (Voineskos
et al., 2010). The role of the corpus callosum in the pathophysiology of depression is still
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unclear and might also depend on the exact type of depression (Lacerda et al., 2005).
Indeed, previous work has shown that TMS alters structural brain connections (Abe,
Fukuyama, and Mima, 2014; Kozel et al., 2011). Specifically in this cohort of patients,
Caeyenberghs et al. (2018) showed that active aiTBS induces decreases in modularity, a
graph measure in this case derived from structural connections, after four days of stim-
ulation treatment. Potentially, these progressive changes in structural connectivity cause
changing structural pathways between the stimulated left DLPFC and the cingulate cor-
tex over time, thereby also potentially changing the clinical effectiveness of aiTBS over
time. This might, at least partly, explain the different findings of structural connections to
predict the immediate versus delayed clinical effects.

6.6.5 Specificity to frontocingulate structural connectivity

The results of correlation between overall baseline structural connectivity measures, de-
rived from whole brain data, and clinical outcome can be found in Figure 6.13. The whole
brain FA and MD measures were calculated by averaging these values in every tract, and
subsequently these values were summed over the whole brain. No significant correlations
were found. Neither significant correlations were found between baseline nodal structural
connectivity measures, derived from the stimulation node, and clinical response to aiTBS
(Figure 6.14).
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Figure 6.13 — Correlation between baseline whole brain structural connectivity measures, num-
ber of tracts, FA, and MD, and clinical response to aiTBS.
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Figure 6.14 — Correlation between baseline nodal structural connectivity measures, FA and MD
in and from the stimulation node, and the number and volume of tracts, and clinical response to
aiTBS.

128



C
h

a
p

te
r

7

"If you really want to understand something, try
to change it."

Kurt Lewin

CHAPTER 7

Stimulation propagation versus
functional connectivity

D.C.W. Klooster, J.J. Vink, P. van Mierlo, P.A.J.M. Boon, D. Cooke, T. Gedankien, A.
Roberts, P. Boucher, A. Pascual-Leone, M.D. Fox, M.M. Shafi

in preparation
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Abstract

Transcranial magnetic stimulation (TMS) is a non-invasive brain stimulation technique
that is used to induce changes in neuronal activity. Besides local TMS effects under
the stimulation coil, overall effects of stimulation have been found in distributed areas
throughout the brain. The aim of this study was to quantify the propagation of TMS ef-
fects in terms of the brain’s resting-state MR functional connectivity (rsFC).

TMS-EEG recordings were performed in ten healthy subjects. Single-pulse TMS was ap-
plied to six stimulation sites (dorsolateral prefrontal cortex (DLPFC), motor cortex, and
parietal cortex bilaterally) at 120% resting motor threshold. EEGlab and custom matlab
scripts were used to compute the TMS-evoked potentials (TEPs). EEG source imaging
was performed to convert the TEPs to source space using subject-specific head models.
The parcellation scheme from Power (Power et al. 2011) was used to parcellate the brain
into 240 nodes. TEP sizes in every node were quantified using root-mean-square values
in different time-intervals after the stimulation (15-75ms, 15-400ms). For every subject
and for every stimulation site, rsFC maps were derived from the functional group con-
nectome data (n=1000), using the individual stimulation positions as seed. Correlations
between the TEP sizes and FC were computed on individual level and also group analysis
was performed.

Significant (p<0.0016, Bonferroni corrected) correlations between quantified TEPs and
rsFC were found when stimulation was applied to the motor areas. There is a large inter-
individual variability in the dependence of the propagation from rsFC. This might be
caused by differences in TEP distributions or as a result of correlating individual TEP
data with group FC maps.

Future studies, including appropriate sham stimulation to all stimulation positions and
controlling for the possible effects of brain state, are suggested to better characterize the
propagation of single pulse TMS effects in terms of rsFC and validate the results.
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7.1 Introduction

Transcranial magnetic stimulation (TMS) is a non-invasive brain stimulation technique
that is able to modulate neuronal activity in targeted cortical regions (Wagner, Valero-
Cabre, and Pascual-Leone, 2007). A varying current is sent through a stimulation coil,
placed tangentially to the scalp, which induces a magnetic field perpendicular to the coil,
into the brain. The areas that are directly affected by TMS are located in the cortex,
due to the physiological properties of the magnetic field. In the brain, a small electric
field is induced that is able to depolarize neurons and cause action potentials. The effects
of repetitive administration of magnetic pulses (rTMS) outlast the period of stimulation,
making rTMS a potential treatment option. Even though rTMS is investigated to treat a
large variety of neuropsychiatric disorders (Klooster et al., 2016), the mechanism of ac-
tion remains incompletely understood (Hoogendam, Ramakers, and Di Lazzaro, 2010).

It is nowadays known that normal brain functions are organized in robust and efficient
networks: brain regions that each have their own task and function that are continuously
exchanging information with each other (Bullmore and Sporns, 2012; Heuvel and Hul-
shoff Pol, 2010). Functional networks are defined as anatomically separated regions that
show temporal dependency between spatially remote neurophysiological events (Friston,
1994). These temporal dependencies can be found in either task based functional MRI
(fMRI) or resting-state fMRI studies (Biswal et al., 1995). Resting-state fMRI studies on
group level have shown the existence of strongly functionally linked sub-networks during
rest, also called resting-state networks (Damoiseaux et al., 2006; Fox et al., 2005; Fox
and Raichle, 2007; Smith et al., 2009; Smith et al., 2011; Yeo et al., 2011).

Taking into account the properties of TMS and the current knowledge about the brain’s
network organization, it is not surprising that effects of TMS have been found in dis-
tributed areas throughout the brain (Dunlop et al., 2015; Salomons et al., 2014; Wang
et al., 2014). The effects of TMS are assumed to propagate via either functional and/or
structural connections. Fox et al. (2014) showed that successful cortical targets used for
non-invasive brain stimulation treatments are functionally connected to deeper structures,
used as target for invasive brain stimulation treatments, in a variety of pathologies. This
suggests propagation of the TMS pulses via functional connections. Also earlier studies
in depression have suggested to use the information about functional connectivity to de-
fine the optimal stimulation site (Fox et al., 2012a; Fox, Liu, and Pascual-Leone, 2013;
Weigand et al., 2017).

An example of the propagation of the effect of a TMS pulse is the induction of motor
evoked potentials (MEPs) when stimulating the motor cortex. With the development of
more advanced amplifier systems (Ilmoniemi and Kicić, 2010; Veniero, Bortoletto, and
Miniussi, 2009), simultaneous recording of TMS and EEG became possible, giving the
opportunity to study the causal response of TMS applied to brain areas other than the mo-
tor cortex. Generally, TMS induces specific perturbations in the EEG, further referred to
as TMS-evoked potentials (TEPs). TEPs can be negative (N) and positive (P) potentials
at specific latencies relative to the magnetic pulse: N15, P30, N45, P55, N100, P180, and
N280 (Farzan et al., 2016; Komssi and Kähkönen, 2006) and have shown to be highly
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reproducible within subjects (Lioumis et al., 2009). However, there is inter-individual
variability and moreover, TEPs depend on the stimulation location and orientation, state
of the cortex, and vigilance of the subject. Diagnostic potential of TEPs, shape and la-
tency, have been shown in the comparison between epilepsy patients and healthy subjects
(Shafi et al., 2015; Braack, Koopman, and Putten, 2016).

The ms temporal resolution of EEG can provide information about the temporal pattern of
the response to a TMS pulse. However, the spatial resolution of EEG systems is limited to
the number of EEG electrodes. With EEG source imaging (ESI) techniques, the location
of the brain areas generating the neuronal activity measured with the EEG can be derived
(Michel and Brunet, 2019; Hallez et al., 2007; Michel et al., 2004). ESI uses a forward
model to subsequently solve the inverse problem. The forward model is built from the
EEG electrode positions, a head model containing tissue specific electrical properties,
and a source model which is based from multiple source building-blocks such as simple
dipoles. The inverse problem, caused by the fact that the number of possible sources
within the brain is much larger than the number of EEG electrodes, can be solved using
a priori boundary constraints such that the most probable active regions in the brain can
be found at every time-point in the EEG data. ESI is often used in the field of epilepsy
(Plummer, Harvey, and Cook, 2008) to find the epileptic foci (Boon et al., 2002; Koessler
et al., 2010; VanHaerents et al., 2015) or to study the active regions in the brain that cause
interictal epileptiform activity (Brodbeck et al., 2009).

In 1997, Ilmoniemi et al. (1997) was the first to describe the propagation of TMS pulses
using TMS-EEG data combined with source localization techniques. Initially (3-4 ms
after the stimulus), the strongest EEG activity was found below the figure-of-eight coil
positioned either at the left somatosensory area or the left visual cortex. Activation in the
contralateral hemisphere was found in higher latencies (>10 ms). The spatial propagation
of the effect of the TMS was suggested to be related to anatomical connections within
the brain (Valero-Cabré et al., 2005). More recently, attempts have been made to quantify
this propagation in terms of network knowledge. Amico et al. (2017) aimed to couple the
stimulus propagation to properties derived from the structural connectome, derived from
diffusion MRI data. Direct functional connectivity was extracted from TMS-EEG data,
recorded in fourteen healthy subjects. After conversion to source space, functional con-
nectivity was correlated with complex measures of structural connectivity derived from
dMRI data. Different stimulation sites, in this case the left premotor area and the left su-
perior parietal cortex, showed highest correlation with the natural frequency bands (β2/γ
and β respectively). Bodart et al. (2017) used a comparable approach to study the correla-
tion between the perturbation complexity index (PCI), a TMS derived marker of effective
connectivity, and the structural connectivity. In this case, structural connectivity measures
were derived from the fractional anisotropy, a diffusion metric, in a subset of 24 patients
with disorders of consciousness. The effective connectivity was shown to correlate with
the structural integrity of the brain-injured patients.

In this work, we investigated if TEP propagation is also correlated with resting-state MR
functional connectivity (rsFC), using a comparable approach as in Vink et al. (2019). We
hypothesized that, due to the large-scale neuronal communication (Heuvel and Hulshoff
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Pol, 2010), the TMS propagation is correlated with the brain’s intrinsic functional con-
nectivity. The ability to predict the propagation of the TMS pulses using these functional
connections would have a large clinical implication. Firstly, there will be a clearer hy-
potheses regarding the determination of stimulation position when the actual target is a
structure deep in the brain. Secondly, the overall effects of TMS can be interpreted easier
in terms of the effect that occur within areas that are connected to the stimulation site.

7.2 Methods

Simultaneous TMS-EEG data was collected in 11 right-handed healthy volunteers. Writ-
ten informed consent was given by all subjects and the procedure was approved by the
committee for clinical investigation of Beth Israel Deaconess Medical Center (Boston,
United States). FC maps were derived from group connectome data to link the propaga-
tion of the effects of single TMS pulses to the brain’s intrinsic rsFC.

7.2.1 TMS-EEG protocol

Biphasic single pulse TMS was administered (Nexstim eXimia, Nexstim LTD) using a
figure-of-eight coil (mean diameter 59 mm, outer diameter 70 mm). Stimulation was
applied bilaterally at the dorsolateral prefrontal cortex (DLPFC), primary motor cortex
(M1), and the angular gyrus within the parietal cortex (Par) using MRI-guided neuron-
avigation with the subject’s individual anatomical MRI data. The DLPFC target was
anatomically defined as a point on the superior aspect of the middle frontal gyrus, 1-2 cm
anterior to the premotor gyrus. The M1 target was the motor hotspot, defined as the point
that produced the largest motor evoked potential (MEP) in the first dorsal interosseous
(FDI) muscle. The parietal target was the posterior half of the angular gyrus, 1-2 cm
below the intraparietal sulcus. Additionally, sham stimulation was applied to the left M1,
with the coil tilted 90 degrees such that the magnetic field does nog penetrate into the
brain, to control for the somatosensory and auditory effects induced by TMS. The coil
orientation was perpendicular to the underlying target gyrus, with the handle pointing
posterolaterally. Stimulation intensity was set to 120% of the resting motor threshold
(RMT) defined as the lowest intensity at which TMS, applied to the M1 target, induced
a MEP in the contralateral FDI of more than 50µV in 5 out of 10 trials. Participants
received between 80 and 110 single pulses to each site, with the inter stimulus interval
jittered between 4-6s to avoid conditioning. All subjects wore earplugs and were seated
comfortably in a reclining chair with their eyes open and were asked to look straight ahead
at a fixation point.

During the stimulation, EEG was recorded using a 60 channel TMS-compatible cap (eX-
imia EEG, Nexstim). The electrode locations were digitized in the neuronavigation sys-
tem. The sample-frequency was 1450 Hz and data was recorded with a 16-bit resolution
and band-pass filtered between 0.1 and 500 Hz. For more detailed information about the
subjects and the TMS-EEG setup, please see Vink et al. (2019).
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A. EEG analysis

EEGlab (version 12.0.2.4b) and custom Matlab scripts (R2014a, Mathworks Inc., USA)
were used for preprocessing of the EEG data. Epochs were defined from 0.5s before till
1s after every stimulation. Bad electrode channels and epochs were manually classified
by visual inspection and excluded from further analysis. Independent component analysis
(ICA) was used to remove artifacts (Rogasch et al., 2014). Data from missing electrode
channels were interpolated. For every subject and for every stimulation position this led
to a TEP-scalp matrix [number of remaining epochs x number of channels (60) x number
of timepoints (2175)]. A more detailed description of the EEG-preprocessing steps can
be found in Vink et al. (2019). The global mean field potentials (GMFP) were calculated
to compare the TEPs in scalp space per subject, using Formula 7.1 (Shafi et al., 2015).

GMFP(t) =

√
∑

K
i (Vi(t)−Vmean(t))2

K
(7.1)

where K is the number of electrodes, Vi(t) the voltage measured at electrode i at time t,
and Vmean(t) is the mean voltage across electrodes at time t.

B. EEG source imaging

ESI has been performed to convert the TEP-scalp matrix from scalp space to source space
using BrainStorm (Tadel et al., 2011) open source software. Individual head models were
generated using the subject’s individual anatomical MRI data. For the forward model
(Mosher, Leahy, and Lewis, 1999) the brain was split into three layers with different con-
ductivity values (scalp and brain, σscal p = σbrain =1, σskull = 0.0125). A current dipole
was assigned to the vertices in the cortical surface (downsampled to n = 15,000, as a
compromise between computational load and capturing the individual brain geometry).
These dipoles are oriented perpendicular to the cortical surface, so that they align with the
cortical pyramidal neurons which are presumed to generate most of the EEG activity. In-
formation about the subject-specific electrode positions was merged with the headmodels.
OpenMEEG (Alexandre Gramfort et al., 2009), based on a symmetric boundary element
method, was used to compute the leadfield matrix.

The noise covariance matrix was computed based on the TEP-scalp matrix, containing the
TEPs per epoch. Consequently, dynamical Statistical Parametric Mapping (dSPM) (Dale
et al., 2000) was used to solve the ill-posed inverse problem. The result is a TEP-source
matrix [number of vertices (15000) x number of timepoints (2175)].

7.2.2 rsFC maps

For every subject and for every stimulation site a rsFC map was derived using the func-
tional group connectome data. The connectome was obtained using data from 1,000
healthy volunteers who were scanned in a 3T Siemens MRI scanner as part of the super-
structure project (http://neuroinformatics.harvard.edu/gsp). The seed regions for func-
tional connectivity analysis was based on the cone-model, as previously described by
Fox et al. (2013), centered at the normalized subject-specific stimulation location. The
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cone-model is a rough approximation of the TMS induced electric fields induced by a
figure-of-eight coil (Pascual-Leone et al., 2002), built using concentric spheres with dif-
ferent radii (2, 4, 7, 9, 12 mm). The seed time-series for functional connectivity analysis
is defined by the weighted sum of the time-series of the voxels within the cone, masked
with a gray- and white-matter mask. Functional connections from each stimulation site
were determined by calculating the correlations between the subject-specific seed time-
series and time-series of all other voxels. The correlation maps from 1,000 healthy sub-
jects were combined to define final T-maps, for every subject and for every stimulation
position (Darby et al., 2017).

7.2.3 Brain parcellation

The parcellation scheme as proposed by Power et al. (2011) was used to investigate the
whole brain propagation of TMS pulses in terms of the brain’s rsFC. The parcellation
scheme is derived from a meta-analysis of resting-state fMRI studies and consists of 264
circular parcels, further referred to as nodes, with a radius of 1 cm. Subcortical nodes
were left out for analysis, leaving 240 nodes (see Figure 7.1).

Figure 7.1 — Overview of the nodes used in this study (n=240). These nodes are derived from the
parcellation scheme proposed by Power et al. (2011), with the exclusion of the subcortical nodes.
The nodes are color-coded according to the resting-state network they belong to (Yeo et al., 2011).

To apply the parcellation scheme to the TEP-source matrix, a mask with these nodes
was made and loaded into BrainStorm. BrainStorm automatically assigned a subset of
vertices (dipoles) to every node. For every node, the TEPs of the dipoles within the node
were averaged, resulting in a TEP-source-node matrix [number of nodes (240) x number
or timepoints (2175)]. Consequently, TEP size was quantified (qTEP) using the root-
mean-square value, calculated within two different time-intervals after the stimulation.
The 15-400 ms time-interval was investigated since this interval encompasses the whole
TEP. Additionally, the interval between 15-75 ms was specifically investigated since this
interval is assumed to be less corroborated by sham artefacts (Gordon et al., 2018). A
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similar approach was used to quantify the rsFC in every node. For every nodes, the T-
values of the voxels within the node are averaged.

7.2.4 Statistics

On the nodal level, for every subject, for every stimulation position, and for every time-
interval the partial correlation was calculated between the qTEP size and the rsFC, thereby
correcting for the size of the qTEP-sham. Statistical significance was determined via
bootstrapping. The node order of the rsFC was randomly permuted 5,000 times and
correlated with the qTEP. Later, the 95th and 99.96th percentiles of the distributions of
5,000 randomly generated correlation coefficients were used as a statistical threshold to
determine significance for alpha levels of 0.05 and 0.00042 (Bonferroni corrected for
multiple comparisons: 10 subjects, 6 stimulation positions, and 2 different time-intervals),
respectively.

A. Group level analysis

For the group analysis a similar approach was used as for the individual analysis. How-
ever now, the qTEP data and rsFC data of subjects were merged for every stimulation
position and time-interval. After the bootstrapping procedure the 95th and 99.59th per-
centiles of the distributions of 5,000 randomly generated correlation coefficients were
used as a statistical threshold to determine significance for alpha levels of 0.05 and 0.0041
(Bonferroni corrected for multiple comparisons: 6 stimulation positions, and 5 different
time-intervals).

7.3 Results

Due to one dropout subject (one subject experienced excessive discomfort from TMS-
induced scalp muscle contractions), data of 10 subjects (mean age 38 years, 9 males,
1 female, all right-handed) were analyzed in this study. Figures 7.2 and 7.3 show the
variability in coil position and scalp space global mean field potentials (GMFP) between
subjects.

Figure 7.2 — Overview of the actual coil positioning per stimulation site for all 10 subjects. Per
stimulation site, the average coil position is represented in yellow.
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Figure 7.3 — Variability of the scalp space GMFP per stimulation position, including sham
stimulation at LM1, for every subject. The mean GMFP was shown in black.
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7.3.1 EEG source localization

EEG source localization was performed for every subject and for every stimulation po-
sition. Results of sham and verum LM1 stimulation in a random subject are shown in
Figure 7.4 and 7.5 respectively. For the sham stimulation, the auditory N100-P180 com-
plex can be clearly detected.

Figure 7.4 — Example of the results of source localization in a random subject who received sham
stimulation at LM1. The bottom figure shows the TEPs in scalp space for all channels, averaged
over all epochs. Source localization results of the auditory peaks, at latencies of 107 and 197 ms,
are shown, together with the EEG topoplot at these time-points (derived from scalp space).

Active LM1 stimulation clearly induced evoked potentials. The response peaks are in
line with earlier findings in which six peaks were described after stimulation of M1. Even
though our time interval of interest did not start before 15 seconds after the stimulation,
we found comparable peaks later after the stimulus, at 33, 44, 57, 112, and 193 ms.
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Figure 7.5 — Example of the results of source localization in a random subject stimulated at LM1.
The bottom figure shows the TEPs in scalp space for all channels (averaged over epochs). Source
localization results are shown for the peak-moments of the TEPs, together with the EEG topoplot
(derived from scalp space).
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The results of the correlations of the full time-interval (15-400ms) and the first time-
interval (15-75ms) are shown in Table 7.1 and 7.2. Significant correlations are marked
with ∗ at the 0.05 level and ∗∗ for significance after Bonferroni correction.

Table 7.1 — Overview of the correlations between the quantified TEPs in source space and the
rsFC in the full time interval (15-400ms). ∗ : p<0.05, ∗∗ : p<0.00016 or p<0.00016 Bonferroni
corrected for individual or group analysis respectively.

LDLPFC RDLPFC LM1 RM1 LPar RPar
HC1 0,16* 0,11 0,20* 0,08 0,06 -0,04
HC2 0,05 0,07 0,20* 0,31** -0,09 -0,11
HC3 0,10 0,11* 0,23* 0,14* -0,09 -0,01
HC4 0,09 0,16* 0,06 0,04 -0,07 -0,10
HC5 0,04 -0,06 0,12* 0,14* -0,05 -0,03
HC6 0,11 0,19* 0,09 0,14* -0,10 -0,04
HC7 0,07 -0,06 0,26** 0,26** 0,10 0,02
HC8 -0,15 -0,17 0,16* 0,06 -0,10 -0,14
HC9 0,10* 0,05 0,28** 0,12* -0,11 0,01

HC10 -0,08 0,11* 0,31** 0,31** -0,03 0,08
Group average 0.03 0.03 0.15** 0.12** -0.02 -0.06

Table 7.2 — Overview of the correlations between the quantified TEPs in source space and the
rsFC in the first time interval (15-75ms). ∗ : p<0.05, ∗∗ : p<0.00016 or p<0.00016 Bonferroni
corrected for individual or group analysis respectively.

LDLPFC RDLPFC LM1 RM1 LPar RPar
HC1 0,2** 0,13* 0,36** 0,18* 0,06 0,07
HC2 0,02 0,20* 0,21* 0,17* 0,13* 0,04
HC3 0,25** 0,10 0,25** 0,14* 0,01 0,06
HC4 0,21** 0,15* 0,09 0,01 -0,17 -0,06
HC5 0,23* 0,07 0,01 0,16* -0,10 0,14*
HC6 0,17* 0,13* 0,14* 0,14* -0,05 -0,11
HC7 0,26** 0,01 0,30** 0,25** 0,05 0,04
HC8 -0,08 -0,02 0,10 0,10 -0,06 -0,18
HC9 0,06 0,09 0,27** 0,04 0,09 0,10

HC10 -0,03 0,06 0,30** 0,31** -0,07 0,08
Group average 0.09** 0.06 0.14** 0.13** 0 0

7.4 Discussion

This study showed the link between the propagation of the effect of single TMS pulses
through the brain and rsFC. Especially when stimulating the motor areas, the brain’s in-
trinsic rsFC was significantly correlated with the TEPs in source space, quantified using
the RMS in different time-intervals. This is the first study aiming to investigate the pos-
sibility to predict the distribution of TMS effects in terms of rsFC. Earlier, it was already
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shown that the brain’s intrinsic functional architecture can predict the responses to elec-
trical stimulation (Keller et al., 2011). Cortico-cortical evoked potential (CCEP) mapping
was performed in six epilepsy subjects with subdural electrodes implanted (for the pur-
pose of seizure localization). The spatial pattern and magnitude of evoked activity in
response to direct cortical stimulation was significantly correlated to rsFC.

7.4.1 Clinical interpretation

The three bilateral stimulation locations are part of different intrinsic rsFC networks.
According to the classification of Yeo et al. (2011) (see Figure 7.1), the DLPFC belongs
to the frontoparietal network, the M1 is within the somatomotor network, and the Par
stimulation sites are part of the default mode network. In this study we showed that
propagation of the effects of single TMS pulses applied to the M1 areas could be predicted
in terms rsFC, derived from normalized group connectome data. This might suggest
that the motor network is a stable network with little variability. However in general,
rsFC has a dynamic character which means that connectivity strengths change over time
(Chang and Glover, 2010; Handwerker et al., 2012). Using the posterior cingulate cortex
within the DMN as seed region, the functional connectivity to other brain areas, especially
regions that are involved in higher-level cognitive function such as attention and salience
processing, has shown high temporal variability (Chang and Glover, 2010).

7.4.2 Inter-individual variability

As can be seen in Table 7.1 and 7.2, there is a large inter-individual variability when cor-
relating the qTEPs with the rsFC. The strongest correlations were found in subjects 2,
7, 9, and 10. The inter-individual variability can mostly be explained by the variations
in the amplitude and latency of the TEP peaks (Figure 7.3). Even though TEPs are de-
scribed to be highly reproducible within subjects (Lioumis et al., 2009), we here saw clear
inter-individual differences in latencies and peak amplitudes. Coil positions per stimula-
tion site did not vary much between our subjects, resulting in relatively similar rsFC maps.

At least part of the inter-individual variability might be explained by the dynamics in a
subject’s brains state (Silvanto and Pascual-Leone, 2008): the response to external stim-
ulation such as TMS depends on the brain state at the time of stimulation. In this case,
for every subject and for every stimulation position, all clean epochs were averaged to
obtain one matrix as input for source localization. The state of the brain of these epochs
was not taken into account, potentially increasing the inter-individual variability. Ongo-
ing neuronal activity such as brain oscillations and their fluctuations can be recorded by
EEG. The brain stimulation protocols can be tailored to specifically interact with the on-
going brain oscillations (Thut et al., 2017). This method is also referred to as brain-state-
dependent-brain-stimulation (Bergmann, 2018) and might help to reduce inter-individual
variability. For future studies, it is suggested to apply more single pulses, so that retro-
spectively a subset of pulses during a certain state can be considered for analysis, or to
stimulate solely during a certain brain state using real-time brain state information derived
from EEG.
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Previously, using the same dataset as in this study, Vink et al. (2019) assessed the rela-
tionship between EEG rsFC and propagation of TEPs. In this case, pre-stimulation EEG
data was used to compute the rsFC. So one can say that the subject-specific brain state
was at least partly taken into account. RsFC measures correlated significantly with prop-
agation of the TEPs, with Pearson’s correlation-based FC being the best predictor of the
TEP propagation. These findings confirm that the brain state during stimulation might
contain valuable information about the propagation of TEPs.

7.4.3 Methodological considerations

TEPs do not solely reflect neuronal activity induced by transcranial neuronal excitation.
TMS can also activate nerves that innervate cranial muscles (Mutanen, Mäki, and Il-
moniemi, 2013). These twitches in the cranial muscles can cause muscle potentials and
electrode movement artefacts and also twitch-induced sensory input in the brain. More-
over, the electrical discharge in the stimulation coil produces a loud ’click’ sound which
causes auditory evoked potentials. These somatosensory and auditory components over-
lap substantially with the truly transcranial components. Recently, a ’state-of-the-art’
sham method was proposed by Conde et al. (2019) mimicking the multisensory stimula-
tion caused by real TMS as closely as possible. This setup includes placement of a foam
layer underneath the coil and auditory noise masking. However, both temporal and spa-
tial distributions of the TEP showed a significant similarity when comparing the real TMS
with the realistic sham method. Specifically, the spatial similarity of cortical responses
evoked by real and sham stimulation was significant in almost the whole post-stimulus
time interval (20-410 ms).

The quantity and quality of somatosensory and auditory co-activation varies from site to
site and depends on stimulation intensity and coil design. It is therefore warranted to do a
sham stimulation for every active TMS stimulation condition. In this study, sham stimula-
tion was only applied to LM1 by tilting the coil 90 degrees. This way the auditory sound
was preserved and transmission of the mechanical vibration via both air- and bone- con-
duction was still possible (Du et al., 2017; Nikouline, Ruohonen, and Ilmoniemi, 1999).
The vibration sensation between real and sham stimulation are different, making it diffi-
cult to correct for the non-neural somatosensory effects of TMS. The fact that no sham
stimulation was applied to the DLPFC and Par stimulation sites might be related to the
non-significant correlations in these areas.

Here, the subject-specific qTEPs were correlated with group level connectome data, in-
stead of subject-specific rsFC data. One advantage of using connectome data over indi-
vidual data is the robustness. Especially regarding rsFC data, the test-retest reliability of
individual datasets is low. A disadvantage however, is that individual information that can
affect the functional connections are not taken into account.

7.5 Conclusion

The brain’s intrinsic functional connectivity can provide information about the distribu-
tion of the effects of single pulse TMS. The size of TEPs, quantified by the RMS over two
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time-intervals after the stimulus, was significantly correlated with the rsFC, derived from
group connectome data when stimulation was applied to the motor areas. Clinically, the
knowledge about the propagation of TMS effects might be incorporated in personalized
brain stimulation protocols. Future studies, including appropriate sham stimulation to all
stimulation positions and controlling for the possible effects of brain state, are warranted
to better characterize the propagation of single pulse TMS effects in terms of rsFC and
validate the results.
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"All that is valuable in human society depends
upon the opportunity for development accorded
the individual."

Albert Einstein

CHAPTER 8

General discussion: The route
towards personalized rTMS

protocols for depression

Based in part on manuscript:
’The route towards personalized rTMS protocols for depression’
D.C.W. Klooster, M.A.F. Ferguson, P.A.J.M. Boon, C. Baeken

in preparation
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8.1. GENERAL DISCUSSION

8.1 General discussion

Repetitive transcranial magnetic stimulation (rTMS) is an FDA approved brain stimula-
tion technique for the treatment of major depressive disorder (MDD). The clinical applica-
tion of different rTMS protocols has preceded the knowledge about the actual mechanism
of action. In this thesis, we have used various neuroimaging methods to investigate the
effects of TMS. We have given an overview of the current options for brain stimulation,
beyond TMS (Chapter 3). We have used rs-fMRI data to show that accelerated iTBS af-
fects functional connectivity, represented by graph measures (Chapter 4). Furthermore,
we have shown that baseline brain characteristics, e.g. graph measures derived from rs-
fMRI (Chapter 4) or structural connections (Chapter 6) have predictive value for the
response to aiTBS. To quantify the propagation of effects of TMS, we have performed
a more fundamental study in which the direct responses to single pulses, as measured
in simultaneous TMS-EEG experiments, could be linked to functional brain connectivity
(Chapter 7).

In line with most of the literature, the studies in this thesis show effects on the group
level. Heterogeneous effects across individuals are very common. This probably causes
the moderate overall response and remission rates of rTMS treatment in MDD. This could
partly be explained by the lack of knowledge about the exact mechanisms of action and
this could also be attributed to the application of too general ’one-fits-all’ rTMS protocols
for a broad patient-population. We therefore hypothesize that individual brain character-
istics should be taken into account when administering TMS. These personalized rTMS
protocols might reduce the variability in outcome measures and potentially increase the
clinical efficacy.

The knowledge about the potential of rs-fMRI (Chapter 4 and Chapter 7) and dMRI
(Chapter 6) data to predict the outcome of the clinical efficacy of rTMS might be trans-
lated to personalized optimal coil positioning. Besides, also the stimulation intensity and
the stimulation timing and frequency might be subject for personalization. In the next
paragraphs, we discuss our work in the light of new developments, highlight possible im-
provements, and give potential recommendations for development of future personalized
brain stimulation protocols. Thereby, we focus mainly on the stimulation parameters that
might become subject-specific and contribute to personalized stimulation protocols.

It is important to emphasize that the further development and improvement of clinical
efficacy of TMS treatment does not only require improved knowledge about the mech-
anism of action of the stimulation technique. It will be equally important to learn more
about the patient and the pathology that needs to be treated. Overall improvement of the
clinical efficacy of brain stimulation techniques is an iterative process, as shown in Fig-
ure 8.1. More knowledge about stimulation techniques can improve the knowledge about
pathologies and vice versa. Besides, efficiency of brain stimulation might be increased
by combining stimulation treatment with other types of treatment, such as for example
psychotherapy. For a review of the potential added value combining psychotherapy with
non-invasive brain stimulation, see Sathappan et al. (2019).
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DEPRESSION

Figure 8.1 — Development of more effective brain stimulation protocols in an iterative pro-
cess: gaining more knowledge about brain stimulation techniques will improve the knowledge of
the brain disorders and learning more about the brain disorders might lead to more effective stim-
ulation protocols. Besides brain stimulation, also combinations with other interventions such as
psychotherapy might help to improve treatment efficacy.

8.1.1 TMS targeting

Together with the coil shape and the underlying brain geometry, the coil position at the
scalp determines which parts of the brain are being stimulated. Previous work has shown
that the effects of TMS propagate through the brain via functional and structural con-
nections (Fox et al., 2014; Amico et al., 2017). Therefore, it is very likely that deeper
brain structures involved in the clinical response are rather indirectly stimulated when a
figure-of-eight coil is used. In this section, a distinction has been made between the direct
targets, mostly referred to as the cortical targets, and the indirect targets, the region in the
brain that (indirectly) needs to be reached to obtain clinical effects.

A. Cortical target definition

Neuroanatomical correlates of depression have been studied using various techniques.
Hypoactivity in the left DLPFC was initially shown in PET studies (Drevets et al., 1992).
Recovery of depression was furthermore accompanied by changes in DLPFC activity.
These findings eventually led to the selection of this region as a target for rTMS in the first
randomized clinical trial for depression (Pascual-Leone et al., 1996). Opposite changes
in activity were found in the right DLPFC in depression patients. Presumably excita-
tory protocols to the left (i.e. high frequency rTMS or iTBS) (O’Reardon et al., 2007)
and inhibitory protocols to the right (i.e. low frequency rTMS or cTBS) (Yadollahpour,
Hosseini, and Shakeri, 2016), or a combination of both have aimed to normalize these
abnormal activities (Fitzgerald et al., 2009b).

Besides the DLPFC, other novel targets in the prefrontal cortex have been suggested
(Downar and Daskalakis, 2013). The dorsomedial part of the prefrontal cortex (DMPFC)
was defined as the dorsal nexus in depression. Specific resting-state networks that play
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a role in depression, the cognitive control network, the affective network, and the default
mode network, all show increased functional connectivity with this dorsal nexus (Sheline
et al., 2010). Causal relations between the DMPFC and depression have been shown by
lesions. DMPFC lesions confer a very high risk (∼80%) of severe depression. Bakker
et al. (2015) reviewed the effectiveness of 10Hz vs iTBS to the DMPFC. Response and
remission rates were 50.6%/38.5% and 48.5%/27.9% for the 10Hz and iTBS protocols,
based on the Hamilton scores.

Furthermore, the frontopolar cortex (FPC), and ventromedial (VMPFC) and ventrolateral
(VLPFC) parts of the prefrontal cortex might also be successful targets for rTMS treat-
ment for depression. The FPC, also known as Brodmann area 10, showed higher rsFC
in MDD patients (Fitzgerald et al., 2008a). Lesions in the VMPFC have shown to be
strongly protective against depression mood (Koenigs et al., 2008). The VMPFC is lo-
cated too deep (∼7cm) within the brain and therefore cannot be reached by conventional
stimulation coils. The VLPFC reverses the standard dampening pattern of the amyg-
dala response in depression patients. In depression, greater VLPFC activity correlates
with higher (instead of dampened) amygdala activity and stronger sympathetic response
(Johnstone et al., 2007). The VLPFC is also located outside the reach of the conventional
coils. Furthermore, even stimulation of the superficial parts of the VLPFC is problematic
due to the proximity of the extraocular and temporalis muscles.

B. Coil positioning in clinical practice

Even though various targets have been proposed to be suitable for stimulation treatment
in depression patients (Downar and Daskalakis, 2013), the left DLPFC is by far the most
used one in clinical practice. When stimulating the DLPFC as a treatment for depression,
the 5-cm rule is often used to position the stimulation coil. This requires identification
of the motor cortex and from there moving the coil 5 cm in rostral direction, as derived
from the Talairach atlas. This 5-cm rule does not take inter-individual differences, such
as head size and shape, into account, making this method suboptimal. This is also the
main reason why the 5-cm rule is not suggested anymore to locate the DLPFC. Herb-
sman et al. (2009) compared stimulation positions from responders to non-responders
and showed that more lateral and anterior prefrontal coil locations are beneficial to obtain
clinical response. Furthermore, Herwig et al. (2001) showed that in some cases the 5-cm
rule results in stimulation of the premotor cortex instead of the DLPFC. These findings
led to deviations from the standard 5-cm rule into the 5.5-cm (Weigand et al., 2017) or
even the 6-cm rule (Johnson et al., 2013).

Therefore, also other methods have been proposed to localize the DLPFC. The desired
TMS coil position can be translated to the 10-20 system in the field of EEG. This 10-20
system accounts for variability in skull size by using certain percentages of the circum-
ference and distances between four basic anatomical landmarks. According to this 10-
20 system, the F3 electrode location corresponds to the DLPFC (Herwig, Satrapi, and
Schönfeldt-lecuona, 2003). The beam-F3 method (Beam et al., 2009) only uses three
skull measurements, the distance from nasion to inion, the distance from left to right tra-
gus, and the head circumference making it easier to localize the DLPFC without losing
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accuracy compared to the 10-20 system method (Mir-Moghtadaei et al., 2015).

MRI-guided, preferably maybe even functional MRI-guided might become the most ac-
curate, but also most expensive, method to determine the stimulation target in the DLPFC
(Peleman et al., 2010). Anatomical landmarks, such as the junction between Brodmann
Area 9 and 46 can be used to define the specific cortical target location (Mylius et al.,
2013; Pommier et al., 2017).

C. Targeting symptoms versus pathology

Optimal cortical stimulation targets might differ between subjects with the same pathol-
ogy. As explained in the introduction of this thesis, MDD is a very heterogeneous dis-
order. Weigand et al. (2017) investigated the potential of rsFC between the DLPFC and
the sgACC to predict the clinical response to rTMS in subgroups of subjects with cogni-
tive, affective, and somatic symptoms. Subgenual connectivity was a significant predictor
of improvement in subjects with cognitive and affective symptoms. Moreover, studying
the 21 individual symptoms of the Beck Depression Inventory questionnaire separately,
subgenual connectivity was associated with improvement in sadness, loss of pleasure,
self-dislike, self-criticalness, suicidal thoughts, loss of interest, and worthlessness. Also
Siddiqi et al. (2019) has shown distinct targets for depression patients suffering from
melancholic versus anxiosomatic symptoms. Based on functional connectivity patterns
from group connectome data it was shown that the former group responds best to TMS
sites anti-correlated to limbic structures (i.e. the subgenual cingulate) and positively cor-
related with the insula and the anterior cingulate. Stimulation efficacy in the latter group
was highest when the stimulation position was positively correlated to limbic areas and
anti-correlated to the anterior cingulate. Note that it remains to be investigated if these
different symptoms can also be linked to different optimal indirect stimulation targets
deeper within the brain.

D. Personalizing the coil position

D. 1 Based on information about the indirect target
There is ample evidence that the cingulate cortex is involved in the release of depressive
symptoms. However, the exact region of the cingulate that shows the highest predic-
tive power between studies is ambiguous. A recently introduced lesion network mapping
technique (Fox, 2018) might shed more light into the optimal exact deep brain structure,
potentially a region within the cingulate cortex, that causes the best clinical efficacy of
rTMS treatment. If the optimal (indirect) target within the brain is known, the optimal
cortical target might vary between subjects based on their individual intrinsic brain con-
nections. Neuroimaging techniques can be used to create individual connectivity maps
and might be useful in determining the optimal subject-specific cortical target (Luber et
al., 2017).

Many studies have suggested that parts of the cingulate cortex should be the indirect target
for successful stimulation treatment. The functional anti-correlation between the DLPFC
and the subgenual part of the anterior cingulate cortex has shown to correlate with the
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clinical outcome of rTMS in depression patients (Fox, Liu, and Pascual-Leone, 2013;
Weigand et al., 2017), suggesting that the spot with the highest functional anti-correlation
is the optimal stimulation position (MNI = [-42; 44; 30]). Though, both Fox and Weigand
used a normative group connectome to come to these findings. These results do not auto-
matically translate into the individual patient. Baeken et al. (2014; 2017) used individual
rs-fMRI data to show that the functional connection between the subgenual and parts of
the superior medial frontal cortex were stronger in responders to 10Hz left DLPFC rTMS
(Baeken et al., 2014). Similar findings were reported in an accelerated iTBS trial (Baeken
et al., 2017a).

A potential disadvantage of using rs-fMRI to derive the cortical stimulation position is the
limited test-retest reliability (Braun et al., 2012). Specifically, Ning et al. (2019) investi-
gated this test-retest reliability of rs-fMRI guided DLPFC targets. Anatomical variation
between simulation sites surpassed the spatial resolution of TMS. Also Santarnecchi et al.
(2018) investigated the test-retest reliability of TMS targets derived from rsFC maps. Es-
pecially prefrontal brain areas showed strong variability in stimulation position, derived
from different rs-fMRI datasets.

Limitations of rs-fMRI might be overcome by using dMRI data. Even though it has been
hypothesized that the effects of TMS propagate via structural connections, the use of
structural connectivity maps to determine the optimal stimulation position has only been
studied in our group (see Chapter 6). Compared to rs-fMRI, dMRI is more biologically
stable and might therefore be more suitable for the extraction of stimulation targets. Re-
sults of our study showed that indirect connections between the stimulation site in the
left DLPFC and the caudal and posterior parts of the cingulate cortex were correlated to
the clinical response to aiTBS. However, it must be noted that especially on the individ-
ual level, the accuracy of small fiber bundles is limited (Thomas et al., 2014). Future
studies should explore if personalized target definition, derived from dMRI data, leads to
improved clinical efficacy.

Besides MRI, an alternative personalized TMS cortical-targeting method based on heart
rate was proposed by Iseger et al. (2017). This, so-called Neuro-Cardiac Guided TMS
is based on the hypothesis that the influence of stimulation on parasympathetic activity
can be used to target the DLPFC-sgACC network. The parasympathetic activity was
quantified by the heart rate deceleration, which reflects activity within the DLPFC-sgACC
network. On the group level, F3 and F4 stimulation positions resulted in the largest
suppression of heart rate. However, some individuals showed most pronounced decreases
in heart rate when stimulating FC3 and FC4.

D. 2 The potential role for computational modeling
Computational electric field modeling has shown that the individual brain geometry can
substantially impact the strength and distribution of the TMS-induced electric field (Coc-
chi and Zalesky, 2018). Individual head models can be derived from anatomical MRI
data. These head models are segmented in different tissue types and specific conduc-
tivity values are assigned to every tissue type. DMRI data can be used for accurate,
orientation-specific conductivity mapping (Opitz et al., 2011; Thielscher, Opitz, and
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Windhoff, 2011; Tuch et al., 1999; Tuch et al., 2001). Solving Maxwell’s equations
can lead to TMS-induced electric field distributions. The region in the brain that is stimu-
lation is not necessarily located underneath the stimulation coil. Instead of calculating the
TMS-induced electric field given the coil position and the subject-specific head model,
an inverse method might be useful to calculate the optimal coil position given a certain
cortical target. Optimal coil positioning might furthermore benefit from studies in which
TMS-induced electric field distributions are combined with structural connectivity maps,
derived from dMRI data. Neuronal activation will only be induced if the spatial deriva-
tive of the electric field along the neuron exceeds a threshold (Walsch and Pascual-Leone,
2003). Therefore, the neuron must either be bent across a uniform electric field or a
non-uniform field must traverse an unbent neuron. Combining these techniques might
therefore result in an ’effective’ TMS-induced electric field.

In Chapter 5, we described limited added value to derive seeds for rsFC analyses from
TMS-induced electric field simulations. Here, we state that computational modeling
might help to determine the optimal coil position on the scalp. However, no studies have
yet been performed to prove this assumption.

8.1.2 Stimulation intensity

To date, the stimulation intensity is the only stimulation parameter that is derived from
subject-specific characteristics. The stimulation intensity is most often expressed as a
percentage of one’s resting motor threshold (rMT), defined as the minimal stimulation
intensity that induces a reliable motor evoked potential (MEP) of minimal amplitude in
the targeted muscle (Rossini et al., 2015). According to this gold standard, individual
adjustment for stimulation intensity is purely based on responsivity of the primary motor
cortex. There is no evidence so far that other brain regions, such as the DLPFC, show the
same excitability as the motor cortex. Actually it was shown that the prefrontal and the
motor cortices respond differently to TMS (Kähkönen et al., 2005). Using a simultane-
ous TMS-EEG setup, it was shown that TMS-evoked potentials (TEPs) after prefrontal
stimulation were smaller compared to TEPs after motor cortex stimulation. Greater dis-
tance from the coil to the cortex is an indication of reduced intensity within the brain
since the magnetic field strength reduces quadratically with distance from the stimula-
tion coil (Barker, 1991). Variation between coil-cortex distance in the motor cortex and
other stimulation regions might therefore cause a deviation in effective stimulation in-
tensity. In 2013, Stokes et al. (2013) proposed a method to derive a ’corrected’ rMT
for distinct stimulation sites, thereby incorporating differences in the coil-cortex distance.
Coil-cortex distances can be extracted from anatomical MRI data.

Reliable TMS dose calculation is unavailable (Peterchev et al., 2012). In the future,
simultaneous TMS-fMRI or TMS-EEG might help to further optimize subject-specific
stimulation intensities, and to validate the correction method proposed by Stokes et al.
(2013). Using these combined techniques, the effect of stimulation can be recorded in
terms of BOLD activity or TEPs, as a function of intensity. Optimal quantification of
these outcome measures needs to be further investigated.
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The optimal percentage of rMT to obtain the best clinical response is also not known. At
least there is support of a relationship between stimulation intensity and anti-depressant
efficacy. A 30%-33% reduction in depression scores was found after 10Hz rTMS at rMT
whereas only little improvement was found after subthreshold stimulation and no effects
were found after sham stimulation (Padberg et al., 2002). Though this study gives some
insight, stimulation intensities in current clinical trials for depression treatment are usu-
ally supra-threshold.

8.1.3 Stimulation timing and frequency

The effects of TMS do not only differ between subjects but also within subjects, across
and even within sessions (Ziemann and Siebner, 2015). Even though animal studies al-
ready suggested that this variability might reflect dynamics in brain state (Huerta and Us-
man, 1993; Huerta and Lisman, 1995), this phenomenon was long time mostly ignored in
human research. In 2008, Silvanto and Pascual-Leone described the potential importance
of the baseline cortical activation state when applying TMS (Silvanto and Pascual-Leone,
2008). One of the clearest proves of the importance of brain state is the fact that the active
motor threshold is lower compared to the rMT (Hallett, 2007).

Ongoing brain oscillations can reveal information about the brain’s excitability state
(Buzsaki and Draguhn, 2004). This information is currently not incorporated in brain
stimulation protocols, which might add to the heterogeneous outcomes (Mansouri et al.,
2018). The neuron’s excitability state during the application of stimuli is an essential fac-
tor that determine the capabilities of the induction of synaptic plasticity within neuronal
networks. Based on this fact, it can be hypothesized that the efficacy of non-invasive brain
stimulation, e.g. TMS, can be enhanced when the stimulation is tuned to high excitability
states of the ongoing brain oscillations (Thut et al., 2017). This method is also referred to
as brain-state-dependent-brain-stimulation (Bergmann, 2018).

Ongoing neuronal activity such as brain oscillations and their fluctuations can be recorded
by EEG or MEG. Interaction between stimulation and ongoing brain activity can be
achieved in three approaches according to Thut et al. (2017).

• Triggering TMS to instantaneous phase- or power-values of ongoing EEG/MEG
that reflect states of heightened excitability. The phase of the oscillation reflects the
current excitability state, whereas the amplitude reflects the current degree of lo-
cal neuronal synchronization. This method requires real-time EEG/MEG analysis,
including an algorithm that can forecast the phase or power so that the stimula-
tion can be administered at the preferred timing (Mansouri et al., 2018). Such a
system is also referred to as a closed loop system. In a closed loop system, the
activity of the target region is recorded and used to inform about the optimal tim-
ing of the stimulation. Zrenner et al. (2018) used such a real-time TMS-EEG
setup to investigate the effects of stimulation at different phases of the endogenous
sensorimotor µ-rhythm in healthy subjects. The negative peak of the µ-rhythm, ex-
tracted from EEG data of C3 and surrounding electrodes, was associated with the
high excitability state whereas the positive peak represented low excitability. Ap-

153



C
h

a
p

te
r8

CHAPTER 8. GENERAL DISCUSSION: THE ROUTE TOWARDS PERSONALIZED RTMS PROTOCOLS FOR

DEPRESSION

plication of 100Hz triplets during the high excitability state resulted in long-term
potentiation effects, as measured by increased MEP size. Stimulation during low
excitability state or at random µ-rhythm did not show effectiveness.

• Tuning TMS to the known frequencies of specific task-relevant brain oscillations
in order to entrain these oscillations and promote the functions of the associated
network. Since every individual has different rhythmic firing patterns it can be
hypothesized that also the frequency is important for the clinical efficacy of TMS.
Chung et al. (2018) highlighted the importance of the stimulation frequency in
iTBS protocols by comparing 30Hz bursts repeated at 6Hz, 50Hz bursts at 5Hz, or
individualized frequency. The specific individual frequency information was based
on the theta-gamma coupling during a 3-back task. In contrast to the two standard
protocols, individual iTBS significantly increased the amplitude of the TEPs at
specific latencies (increase after 60ms, and decreases after 100 and 200ms).

• Triggering TMS to phase- or power-values, with a certain frequency (i.e. combin-
ing the first two options). If the first two options enhance the effects of TMS, it can
be hypothesized that combining these methods gives even further improvements.
However, no studies have been performed to prove this assumption.

Importantly, closed-loop stimulation requires knowledge of target parameters (such as the
optimal choice of phase) that may come from an a priori hypothesis, or can be determined
empirically by open-loop stimulation. However, optimal stimulation parameters are not
yet known and are probably pathology, potentially even symptom, specific. Especially al-
pha and gamma oscillations have been related to depression. More specifically, increased
left and decreased right prefrontal alpha has been linked to depression (Saletu and An-
derer, 2010) and mid-frontal theta activity could predict responses to anti-depressant med-
ication (Mitchell et al., 2008). TMS has shown to interfere with these brain oscillations.
Gamma activity in the fronto-parietal network was modulated after 10Hz rTMS (Kito
et al., 2014). In depression patients who responded to rTMS treatment, high baseline
low-theta power in the subgenual cingulate normalized after rTMS. Changes in low-theta
power were furthermore correlated with the clinical response (Narushima et al., 2010).

In the future, EEG-triggered approaches that synchronize each stimulus with the individ-
ual patient’s instantaneous brain state, probably to certain power of the alpha or gamma
oscillations in case of depression treatment, and consider the individual frequency of the
patient’s brain oscillations might help to reduce the inter- and intra-individual variability
in the outcome of brain stimulation treatment.

8.2 Personalized brain stimulation protocols

At the end of this thesis we would like to come back to our initial Figure 1.3 in the In-
troduction. At some point in time, we hope that the knowledge about the mechanism
of action of TMS, and also other brain stimulation techniques, will be fully unraveled.
Optimal use of this knowledge will most likely be translated into personalized brain stim-
ulation protocols. Multimodal neuroimaging can help in various ways to obtain these
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personalized TMS parameters.

For example, we hypothesized that the findings regarding the potential of baseline func-
tional and structural connections to predict the clinical efficacy of rTMS treatment in
MDD patients could be translated to individualized optimal cortical target positions. If
the indirect deep brain stimulation target is known, the specific cortical target might be
derived from the subject’s intrinsic brain architecture, derived from rs-fMRI and dMRI
data. Furthermore, anatomical MRI data is key to obtain accurate individual head mod-
els for computational modeling of the TMS-induced electric fields. Additionally, dMRI
data can be used in this regard to derive orientation-dependent connectivity values. The
optimal coil position at the scalp can be computed if the cortical target is known, using
a reversed TMS-induced electric field computation, involving the individual head model.
Moreover, anatomical MRI data can be used to measure the differences in coil-cortex dis-
tances between the motor cortex and the stimulation position in the prefrontal area. This
would lead to more accurate personalized stimulation intensities. Future studies need to
be performed to investigate if these patient-specific stimulation parameters improve the
clinical efficacy.

Besides MRI, future TMS protocols might use EEG or MEG information to focus more
on the timing of the stimulation with respect to the ongoing brain oscillations. These brain
oscillations represent the excitability state. Optimal and consistent timing of stimulation
might therefore further reduce the inter-individual variability. The individual stimulation
frequency might be derived from off-line EEG recordings. However, optimizing timing of
the stimulation might require real-time EEG or MEG recordings during every stimulation
procedure. This is clinically not feasible so alternative methods to optimize timing of the
stimulation should therefore be investigated.

So, as can be seen in Figure 8.2, the obtrusiveness of the application of TMS will not re-
turn to fully unobtrusive after the knowledge about the mechanism of action is complete.
Baseline measures are necessary to create the personalized brain stimulation protocols.
Importantly, we think that the clinical efficacy will improve when using these personal-
ized brain stimulation protocol, as represented in orange in Figure 8.2.

8.2.1 Future efficient TMS treatment

Figure 8.3 gives an overview of a possible future situation in which the potential of TMS
is fully exploited. If a patient is known to have neurological or psychiatric complaints,
the patient will be assessed by a medical doctor. This doctor will diagnose the patient and
will decide about a suitable treatment approach: psychotherapy, psychopharmacotherapy,
or non-invasive brain stimulation, i.e. rTMS. If rTMS is considered, a subject-specific
stimulation protocol will be determined. The stimulation target will be derived from the
combined knowledge about the pathology, and the subject-specific functional- and struc-
tural brain connections. Consecutively, the optimal coil position will be derived from
computational models. Potentially, simultaneous EEG measurement can be used to opti-
mize the exact timing of the stimulation. With this subject-specific stimulation protocols
the chance of treatment success may be optimized.
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Figure 8.2 — Evolution of the obtrusiveness or complexity of TMS experiments over time including
the possible increase of clinical efficacy over time. Baseline subject-specific data is needed to
obtain personalized brain stimulation protocols. Hence, the obtrusiveness of TMS will not return
to fully unobtrusive after the mechanism of action is known. Optimal use of the knowledge of the
mechanism of action (MoA) will lead to increased clinical efficacy.

There are two points in Figure 8.3 that need to be further discussed. Firstly, the option
to consider rTMS as a treatment option will hopefully move up in the overall treatment
pipeline. Nowadays, rTMS treatment is only considered for a patient after multiple treat-
ment attempts have failed. The STAR∗D trial (Rush et al., 2006; Warden et al., 2007)
showed increased relapse rates after every additional treatment approach step emphasiz-
ing the need to aggressively achieve the desired outcome as soon as possible.

The second point is also related to the relapse rates after rTMS treatment and the sus-
tainability of the rTMS after-effects. A meta-analysis investigating the sustainability of
the after-effects of rTMS applied to the left DLPFC in depression subjects showed small
anti-depressant effects during follow-up, ranging from 2 to 16 weeks after the stimulation
(Kedzior et al., 2015). Another meta-analysis showed sustained response rates of 66.5%,
52.9%, and 46,3% after a longer follow-up periods of 3, 6, and 12 months respectively
(Senova et al., 2019). Relapse rates in depression beyond this follow-up period are quite
high. Specifically, the STAR∗D study (Rush et al., 2006) found relapse rates of 10-45%
within a year or less of remission (Greden, 2001).

Maintenance treatment is therefore of high interest and might help to extend the respon-
se/remission period. Maintenance treatment can be applied after the initial stimulation
protocol by gradually tapering off the amount of stimulation sessions (Richieri et al.,
2013) or by applying less frequent clustered stimulation sessions (Fitzgerald et al., 2013).
Ideally, these maintenance sessions would be available in home-based setting with a mo-
bile rTMS device. However, it is not likely that home-based TMS devices will become
available any time soon. Up til now, the only home based TMS device is used for treat-
ment of migraine but this treatment is based on single pulses instead of rTMS. Hence in
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Figure 8.3 — Overview of the potential future application of rTMS treatment. A medical doctor
can decide in an early stage whether rTMS would be a feasible treatment approach for the patient.
In case it is, baseline MRI and/or EEG data will be recorded to derive a subject-specific stimula-
tion protocol. After successful application of this subject-specific stimulation protocol, maintenance
treatment might be necessary to elongate the duration of the rTMS after-effects. Ideally, this main-
tenance treatment would be possible within a home environment with a mobile device. However,
mobile rTMS equipment is not likely to be available any time soon. Therefore, even maintenance
treatment might be applied in the clinical setting under medical supervision. The information from
successful personalized rTMS protocols might be translated into subject-specific invasive stimu-
lation protocols, for example deep brain stimulation. In that case, personalized rTMS acts as a
biomarker for the clinical response to invasive brain stimulation procedures.

the current situation, maintenance treatment will also be applied in a clinical setting.

Of note, decision-making regarding continuation of rTMS protocols should not only be
done after the stimulation protocol. Short-term response to treatment might predict the
response on longer time scales (Donse et al., 2018). Feffer et al. (2018) showed that clin-
ical response after 2 weeks could predict the overall outcome of 20 sessions administered
to the DMPFC. This information would be very helpful in decision making in clinical set-
tings; whether to discontinue or continue the ongoing stimulation protocol and whether
to change parameters or not. As a result, this would be beneficial for the cost-to-benefit
ratio of TMS.

Another option to proceed with stimulation might be the translation to invasive brain
stimulation protocols, for example deep brain stimulation. The information gained from
successful personalized rTMS might be translated into a patient-specific treatment plan
by means of invasive techniques. Obviously, a pre-requisite for a surgical procedure is a
high success-rate. It should be up to the patient if the burden of the surgical procedure
outweighs the burden of multiple, potentially life-long repeating, (maintenance) rTMS
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session. In these cases, rTMS can be used as a biomarker for the outcome of invasive
brain stimulation.

8.3 Conclusion

Overall, the field of brain stimulation is rapidly evolving and has already shown promising
therapeutic potential in various neuropsychiatric disorders. However, most results are
based on the group level. A high inter- and intra-individual variability exists in the clinical
responses to rTMS treatment. In this thesis, we have shown various potential roles of
neuroimaging techniques to learn more about the mechanism of action. Pre- and post-
stimulation rs-fMRI and dMRI measurements can help to study the effects of stimulation
within the brain. Furthermore, biomarkers can be derived from baseline MRI data to
predict the clinical response. Potentially, the high inter-individual variability is linked
the patient-specific intrinsic brain connections. Using information from neuroimaging
to obtain patient-specific brain stimulation protocols might decrease the inter-individual
variability and potentially also increase the overall clinical effectiveness.
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