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1
General introduction

Chiral magnetic textures posses many unique qualities and are envisaged to be

the building blocks of future data storage technology. This thesis is dedicated to

the understanding of the physical interactions governing such structures. In this

general introduction we will first clarify the term ‘chirality’, a concept at the heart

of many exciting scientific phenomena. In particular, we discuss how it manifests

itself in the field of thin film magnetism and spintronics, where its importance

was only recently realized. We will introduce one specific spintronics device, the

‘racetrack memory’, in more detail. For its further development chiral magnetic

structures are paramount, and hence the work presented in this thesis is directly of

relevance for this device. Also the role of data storage technology in present-day

society is discussed, providing the motivational context for our research efforts.

The chapter concludes with an outline of the remainder of this thesis.

1.1 Chirality and magnetic thin films

A chiral object refers to something that is unequal to its mirror image. The most

obvious example from everyday life is a hand: a left hand cannot be translated

or rotated in such a way that it becomes a right hand∗. Figure 1.1(a) illustrates

this principle. Intuitively, it would be expected that structures with opposite

∗This actually is the etymological origin of the word chiral, as χειρ is Greek for hand.

1



2 Chapter 1. General introduction

Figure 1.1: (a) Illustration of the concept of chirality using a human hand: a hand is
not superimposable on its mirror image. From Ref. [3]. (b) Two chains of spins with
different chirality: clockwise/right-handed rotation and counter-clockwise/left-handed
rotation.

chirality are equally likely to occur, but it turns out that sometimes one specific

chirality dominates. This seemingly simple concept is at the center of some of the

most fundamental problems in science. The most well-known example is found

in chemistry, where solutions of chiral molecules rotate the polarization plane

of light. An example from particle physics is the breaking of mirror symmetry

for radioactive decay. This chiral phenomenon on the smallest imaginable scale

is believed to be related to the big question of why there is more matter than

antimatter in our universe [1]. In biology a similar mystery exists: why do amino

acids only occur in their left-handed form, and why does the double helix of our

DNA always spiral in a right-handed fashion [2]?

The work presented in this thesis belongs to the field of magnetism and spintron-

ics. Spintronics involves controlling both the charge and spin property of electrons.

Here spin refers to an intrinsic form of angular momentum and its associated mag-

netic dipole moment. Why the angular momentum of an electron corresponds to
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a magnetic moment can be understood in a semi-classical picture. When an elec-

tron is treated as a charged particle, spinning of this particle around its own axis

implies a movement of charge, which is known to generate a magnetic field. The

orientation of the magnetic moment depends on the direction of the spinning, and

throughout this thesis spins will be visualized as arrows indicating this orienta-

tion. In a magnetic material localized, uncompensated spins are present, together

giving rise to a macroscopic magnetic moment, which we will also visualize using

arrows.

Also in this research area a puzzling but exciting chirality-related phenomenon

exists. Figure 1.1(b) schematically shows two chains of spins in which the rotation

with respect to neighbouring spins is opposite. These senses of rotation are referred

to as right-handed versus left-handed or clockwise versus counter-clockwise. These

two configurations are examples of spin structures with a different chirality. In

the midst of the previous century it was discovered that for crystals that had a

structure lacking inversion symmetry, it is possible that these two configurations

can have a different energy, so one sense of rotation is preferred. Following this

discovery it was conjectured that some form of symmetry breaking is a condition

for this preference to exist: when looking at Fig. 1.1(b) it cannot be imagined

that the two configurations would have a different energy without some additional

ingredient. In recent years, it was realized that the symmetry could be broken by

creating a thin† magnetic layer for which the top and bottom interface are not

identical. This is currently still followed by a huge research effort to measure and

control chiral spin structures in thin film material systems.

Magnetic thin films were already heavily researched before it was realized that they

could host chiral spin structures [4]. The possibility to grow them posed various

new opportunities in materials science. Multilayered material stacks that do not

occur in nature could be created. An interesting example is two magnetic layers

separated by a non-magnetic layer; we will come back to this specific stack in the

next section. Further, by choice of an appropriate seed layer, the crystal structure

and grain sizes in the magnetic layer can be tuned. Also, in thin films a lot of

†In this thesis, ‘thin’ refers to a thickness of less than the exchange length, the minimum
length over which the magnetization can twist in order to minimize dipolar interactions. When
the film thickness is smaller than this exchange length, the magnetization can be presumed to
be constant over the thickness of the film.
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atoms are located at the interface compared to atoms which are inside the bulk, so

interfacial interactions that are normally negligible can suddenly be studied and

exploited. For certain material stacks this has the consequence that spins prefer to

be oriented perpendicular to the interface, referred to as perpendicular magnetic

anisotropy (PMA).

Magnetic thin films can comprise many magnetic domains, which are uniformly

magnetized regions in which all spins point in the same direction. At the border

between such domains, narrow regions exist where the magnetization gradually

rotates. Such a spin structure is called a domain wall (DW), and in Fig. 1.2(a)

an artist’s impression of of a DW in a film with PMA is depicted. Inside a DW

the newly discovered chiral interaction comes into play. There are several ways

that the spins can be rotated with respect to each other: in the plane of the DW

or perpendicular to the plane of the the DW and and in a clockwise or counter-

clockwise sense. The chiral interaction determines which option is favoured, and

thereby heavily influences the energy and dynamical properties of the DW. In

samples with a strong chiral interaction, all the DWs have the same sense of

rotation, and are referred to as chiral DWs.

When the chiral interaction is strong enough, and if the other material parameters

also allow for it, exotic chiral spin structures can be formed: magnetic skyrmions.

These are whirls in the magnetization, such as schematically depicted in Fig.

1.2(b). Depending on the experimental conditions, either densely packed arrays

of these structures are formed, or isolated skyrmions can occur. Skyrmions may

be as small as several nanometers, and their peculiar spin configuration gives rise

to a large stability and a distinctive current-induced motion. In all respects, they

are appealing entities to study.

The chiral interaction in magnetic materials is called the Dzyaloshinskii-Moriya

interaction (DMI). Measuring the DMI has proven to be a challenging task, and

is a major theme in the research community. Also, the controlled manipulation

of magnetic skyrmions is still in its infancy. Further, DMI is not only of interest

because of the fascinating physics involved, but also because it is believed to have

a great potential for applications. The next section focusses on the applications of

magnetic thin films in data storage technology and the role of DMI. Also one of the
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Figure 1.2: Artist’s impressions of two chiral spin structures that can be found in ultra
thin magnetic films: (a) a chiral DW and (b) a magnetic skyrmion. Adapted from Ref.
[5] and Ref. [6], respectively.

most promising concepts for future data storage devices, the racetrack memory, is

introduced.

1.2 Spintronics and Racetrack memory

The field of spintronics emerged in 1988 when giant magneto-resistance (GMR)

was discovered [7, 8]. This phenomenon occurs in a thin film multilayer in which

two magnetic layers are separated by a non-magnetic conductive layer. It refers

to a giant change in electrical resistance depending on the mutual orientation of

the magnetization between neighbouring layers. This allowed for the development

of a sensitive magnetic sensor, leading to a radical miniaturization of hard disk

drives. Closely related sensing devices, in which the non-magnetic conductive layer

is replaced by an insulating layer‡, are still used to read out hard disks up to this

day.

Nowadays, still much of the research done in the field of spintronics is motivated

by improving data storage technology. The importance of this subject to society

is evident when considering some recent data regarding information and commu-

nication technologies (ICT) [9]. The increasing number and importance of ‘smart’

devices, which store and process data and are connected to the internet, is clearly

noticeable in everyday-life. The expectation is that by 2020, 6 billion smart phones

‡In these devices, the electrons tunnel between the magnetic layers, and the change in re-
sistance depending on the orientation of the magnetization is referred to as tunneling magneto-
resistance.
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will be online, together with 20 billion other devices, forming the so-called ‘inter-

net of things’. This development will be accompanied by an increase in energy

consumption. This is not only because these devices need power to operate, but

mainly because they require network services and data centres, which will consume

considerable amounts of energy. The data centres, for instance, used up 194 TW h

in 2014, which was about 1 % of the total global energy consumption. All aspects

of ICT together are estimated to account for approximately 10 % of the current

global energy consumption [10], and the worst case scenario prediction is that this

will increase to 51 % 2030 [11]. Improving data storage technology is therefore

vital.

A great benefit of magnetic storage is that it is non-volatile, meaning that no

energy is required to preserve the data when a device is turned off. A novel mem-

ory device with potential for low energy consumption, is the racetrack memory,

which was introduced in 2003. This is basically a shift register in which bits of

information move through a thin magnetic strip. In Fig. 1.3(a) the red-blue colour

coding indicates up and down domains§, which are separated by DWs. When the

up domains are assigned a value 0 and the down domains a value 1 (or vice versa)

they can be seen as bits of information. This magnetically encoded information is

moved through the racetrack by an electrical current, such that only one stationary

read and write head are necessary to access all the data in the entire track. The

absence of mechanically moving parts is beneficial, because it increases robust-

ness, lowers heat generation, and removes a limitation to the operation speed. As

can be seen in the schematic representation in Fig. 1.3(a), the track can be folded

into the third dimension which allows for a drastic increase in storage density per

surface area (the expensive part in current-day semiconductor processing), which

is also beneficial from an applications point of view.

Since its introduction, the racetrack memory has undergone several key improve-

ments [14]. Not only was there a development in materials such that much smaller

bit sizes could be achieved, also the mechanism by which the DWs were moved

changed drastically. Originally, a torque was exerted on the DW by electrons that

§In principle, data could also be encoded by domains with their magnetization laying in-
plane, but nowadays research is mainly focussed on materials with PMA because of their ex-
tremely narrow DWs, and hence potential small bit size.
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Figure 1.3: Racetrack memory based on (a) DWs or (b) magnetic skyrmions. Adapted
from Ref. [12] and Ref. [13], respectively.

flow through the magnetic layer when a current is applied. Later spin currents

generated in adjacent layers were used, which lead to significantly larger DW ve-

locities [15]. However, this new mechanism only works if the spins in all DWs

rotate in the same fashion, either clockwise or anti-clockwise. This makes the con-

trol of chiral interactions in magnetic thin layers technologically relevant. With

respect to the energy consumption, it is important that the DWs are minimally

hindered by pinning and defects, such that they can be moved using small current

densities. To achieve this, it has been proposed to instead of encoding zeros and

ones as up and down domains, encoding them as the presence or absence of a mag-

netic skyrmion, as depicted in Fig. 1.3(b). Because a skyrmion is not in contact

with the racetrack edge (opposed to a DW), and has the freedom to move around

possible defects, it is expected to be less prone to pinning. Therefore the critical

current density required to move a skyrmion is orders of magnitude smaller than

for DWs. For this version of the racetrack memory, control of chiral interactions

is even more paramount. Not only does it determine whether the skyrmions can

be moved by spin currents from adjacent layers, it also determines their stability,

size, and direction in which they are pushed by currents.
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The development of the racetrack memory is progressing steadily. Currently, the

fasted observed DW motion amounts to around one kilometer per second [16].

Also several groups have already reported proof-of-principle experiments in writ-

ing and moving skyrmions in a racetrack. However, the contemporary industrial

standard for data storage technology are truly impressive with respect to scale and

reliability. Whether or not racetrack memories will really be able to compete and

end up in our daily-used computers, smart phones or data centres, only time will

tell. Nevertheless it provides a great motivation to research the wonderful physics

of chiral spin structures.

1.3 This thesis

This thesis is divided into two parts. Part I concerns the effect of the DMI on

magnetic DWs. This parts starts with a background chapter, comprised of a short

description of the energies that affect magnetic DWs, the state of the art regarding

DMI, and a more detailed introduction to the contents of this part of the thesis.

This is followed by chapters presenting original work performed during this PhD

project. Chapter 3 describes a phenomenon that can be exploited to measure the

DMI. Chapter 4 demonstrates how that same phenomenon can be used to create

a purely field-driven racetrack memory. Chapter 5 focusses on the configurations

DWs take in magnetic strips under the influence of magnetic fields, and the role

of the DMI. In Chapter 6 DW motion driven by the precession torque exerted

by a magnetic field is explored theoretically. This is a mechanism fundamentally

different from traditional field-driven or current-induced DW motion. The part

ends with a brief summary of the results and the relation between them.

Part II involves the even more exotic topics of magnetic skyrmion bubbles and

their current-induced motion. Again, this part starts with a background chapter

with a brief overview of the relevant theoretical concepts followed by the recent

developments in this research field. Also a detailed introduction to the experi-

mental chapters that follow is given. Next, in Chapter 9, an unexpected response

of skyrmion bubbles to an electrical current is investigated and we attempt to in-

terpret this. In Chapter 10 it is investigated how skyrmion bubbles behave when

restricted to small geometries. Part II also ends with a summary and outlook.
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The research presented in this thesis is largely of an experimental nature, and

hence various experimental techniques and equipment are instrumental for this

work. For the fabrication of samples sputter deposition, electron beam lithography,

and focussed ion beam irradiation are employed. The measurements are based on

the magneto optical Kerr effect (MOKE), particularly using a Kerr microscope.

These are all well-established techniques, so in order to let the reader focus on

the exciting physics and experiments, the experimental methods are described in

Appendix A instead of in a chapter of the main text.





Part I

Domain walls &
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2
Background on part I: domain walls and

Dzyaloshinskii-Moriya interaction

Part I of this thesis focusses on magnetic DWs that are manipulated by exter-

nal magnetic fields. We study these spin structures in ultrathin magnetic films

sandwiched between high-SOC materials, the fabrication of which is discussed in

Appendix A. First, we introduce the energy terms that govern the magnetic state in

such systems and how these affect magnetic DWs, which is essential to appreciate

the experimental chapters that follow. Special attention is paid to the DMI, which

introduces chirality to these systems. Subsequently, the state of the art regarding

this chiral interaction is presented: key discoveries from literature and complex

unsolved problems that motivated the research in this thesis are discussed. Last, it

will be announced what can be expected from the experimental chapters that follow.

2.1 Basic theory

In this section the various energy contributions that determine the spin configu-

rations in magnetic thin films with perpendicular magnetic anisotropy (PMA) are

discussed. They can be summarized in the following equation for the total energy,

E, in a volume, V :

13
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E =

∫
V

 A

|M|2
(∇M)2︸ ︷︷ ︸

exchange

−M · µ0Ha︸ ︷︷ ︸
Zeeman

+Keff sin 2θ︸ ︷︷ ︸
anisotropy

+D [M (∇ ·M)− (M · ∇) M]︸ ︷︷ ︸
DMI

 dV.

(2.1)

The first term represents the direct exchange interaction favouring parallel align-

ment of neighbouring spins, a key ingredient for every ferromagnetic material.

Here A is the exchange stiffness and M is the magnetization. The second term

represents the Zeeman energy, which describes that it is energetically favourable

for the magnetization to align with an external applied magnetic field, Ha, and

µ0 is the vacuum permeability. The third term represents the effective uniaxial

anisotropy∗ with Keff the effective perpendicular magnetic anisotropy constant.

The last term represents the DMI, an antisymmetric exchange contribution that

occurs in systems with broken inversion symmetry and high spin-orbit coupling.

It favours orthogonal alignment of neighbouring spins with a preferred rotational

sense, with D the DMI constant.

2.1.1 Magnetic anisotropy

We now first examine the third term further. This term describes how the magne-

tization prefers to be oriented along a certain axis, which is termed the so-called

easy axis of magnetization. This anisotropy can have multiple underlying causes.

The contribution that is most important for systems studied in this thesis, is a

result of spin-orbit coupling (SOC). Considering a single, semiclassical atom in

which an electron orbits a nucleus, the concept of SOC can be understood intu-

itively. Seen from the frame of reference of the electron, it is the nucleus that

is in motion, and because the nucleus possesses electrical charge it generates a

magnetic field, which in turn affects the spin of the electron. Similarly, the spin is

also coupled to orbital angular momentum in the much more complex situations in

solid state physics. This can lead to a preferential direction of the magnetization

with respect to the crystalline structure of the material or to an interface with

∗Other symmetries and higher order contributions to the anisotropy do exist, but are omitted
from this discussion because they can be neglected for the materials used in this thesis.
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another material. In this thesis, ultrathin layers of Co grown on top of Pt are

studied, of which the interface induces a magnetic anisotropy perpendicular to the

thin film.

Another important contribution to the effective anisotropy comes from the de-

magnetizing field, Hd, which promotes flux closure inside a magnetic medium and

minimizes dipolar stray fields. This contribution is determined by the magneti-

zation configuration and the demagnetization tensor, N , where the latter follows

from the geometrical shape of the magnetic medium:

Hd = −NM = −

Nx 0 0

0 Ny 0

0 0 Nz

M. (2.2)

Here a smaller dimension corresponds to larger demagnetization factor and the

trace of N is equal to one. For the thin films studied in this thesis, where the

film thickness is much smaller than the sample width or length, Nz ≈ 1. In case

of homogeneously magnetized thin film, the effective anisotropy (as is used in Eq.

2.1) can therefore be expressed as

Keff =
KS,1 +KS,2

t︸ ︷︷ ︸
interface

− 1

2
µ0M

2
S︸ ︷︷ ︸

demag.

, (2.3)

where t is the magnetic film thickness, MS is the saturation magnetization, and

KS,1 and KS,2 are the anisotropy contributions of both interfaces of the magnetic

layer. This means that Keff can be tuned by the layer thickness, the choice of

materials and the structure at the interfaces, making it a convenient parameter

to control in order to achieve the right balance to stabilize the spin structures we

want to study.

2.1.2 Dzyaloshinskii-Moriya interaction

The fourth term of Eq. 2.1, describing the DMI, introduces chirality to the sys-

tem, and is therefore the central theme of the work in this thesis. DMI was first
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introduced for low-symmetry crystals by Igor Dzyaloshinskii and Toru Moriya [17,

18]. DMI is of importance to a wide variety of material systems: spin-glasses [19],

cuprates [20], molecular magnets [21], and multiferroic materials [22]. Here we will

only focus on one particular class of systems with DMI: ultrathin ferromagnetic

layers interfaced with high SOC materials. This may seem like an unexpected

material class to study DMI, because one of the prerequisites for the interactions

to exist is inversion asymmetry. However, it was realized by Albert Fert that at an

interface the symmetry is reduced, which also allows for DMI [23]. In literature,

DMI induced by this type of inversion symmetry breaking is often referred to as

interfacial DMI. However in this thesis we will simply refer to this as DMI, as it

is the only type we study. The technological relevance was soon realized and over

the last decade DMI has gained huge interest, leading to the rapid development

of measuring techniques and applications.

We will now give an intuitive argument for why the DMI can exist at all, and

why broken inversion symmetry is a prerequisite. Figure 2.1(a) schematically

shows two neighbouring spins (Si and Sj) and a adjacent heavy metal (HM) atom

(which introduces strong SOC), a typical situation in which DMI can arise. The

DMI vector, Dij, is directed perpendicular to the plane of these three sites. The

energy associated with the DMI between two spins can be expressed as

EDMI, ij = Dij · (Si × Sj) . (2.4)

This implies that when only the DMI is considered, neighbouring spins would

point perpendicular to each other, and the sense of rotation is determined by

the direction of Dij. This seems like a rather counterintuitive phenomenon, but

Fig. 2.1(a) demonstrates that it is not necessary for the two senses of rotation to

have the same energy. In situation I two spins are shown and the right spin is

rotated counter-clockwise with respect to the left spin. Then two operations are

performed that do not change the energy of the system: a rotation of the whole

system and inversion of all spins, leading to situation II and III, respectively.

The spins in situation III at the same angle to one another as in situation I, but

now rotated in a clockwise fashion, so with opposite chirality. When ignoring the

HM atom, the chirality is the only difference between situation I and III, and
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we can conclude that the same energy should be associated with both chiralities.

However, when the HM atom mediates the interaction between Si and Sj, it is

no longer possible to create situations that are identical except for their chirality

using operations that conserve the energy of the system, so the two chiralities

are allowed to have a different energy. Also note that if a second, identical HM

atom would be introduced on the opposite side of the two spins, situation I and

III would again be identical except for their chirality, and no energy difference is

allowed.

Real systems are obviously more complex than the three atoms sketched in Fig.

2.1(a). To evaluate the total DMI, the energy from Eq. 2.4 has to be summed over

all pairs of neighbouring spins. The result can be translated to a DMI energy,

D, in units of mJ m−2, as done for instance in Ref. [24]. This constant can be

either positive or negative, setting the chirality of spin structures in the system.

When experimentally assessing the DMI strength, this is the parameter that is

determined, or the closely related interfacial DMI constant, Ds, in units of pJ m−1,

in which the dependence on the magnetic film thickness is eliminated by Ds =

D × t. Further, the contributions of all relevant interfaces have to be included

to obtain the net DMI in the sample. In a perfectly symmetrical stack, where

top and bottom interface of the magnetic layer are identical, these contributions

exactly cancel out and there is no net DMI. Alternatively, as both signs of the

DMI can occur depending on the combined materials, samples can be designed

such that the contributions of the two interfaces add up instead of cancel out.

This is referred to as additive DMI, which is often used when engineering material

stacks with strong DMI.

2.1.3 Magnetic domain walls

In Chapter 1 magnetic DWs were already introduced as the transition region

between two magnetic domains. This transition region is a frustration to the

system, with respect to both the exchange energy and the magnetic anisotropy:

the spins here are not aligned perfectly with their neighbours and they also do

not point along the easy axis. Considering only the exchange interaction, the DW

should be as wide as possible, minimizing the discrepancy between neighbouring
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Figure 2.1: (a) Using only the energy conserving operations of rotation and spin
inversion, it is not possible to obtain a version of the depicted system of two spins (Si

and Sj) and a heavy metal (HM) atom which only difference to the original system is
the sense of spin rotation. (b) Side views of two types of DW. The DMI promotes the
formation of a Néel wall with its chirality fixed by the sign of D. The DMI can be
treated as a magnetic field, HDMI, that is only present inside the DW.

spins. Considering only magnetic anisotropy, the DW should be as narrow as

possible, minimizing the number of spins that are not aligned with the easy axis.

Therefore the width of the DW, λ, and the associated energy, σ0 are determined

by the competition between these two contributions via the well-known equations

λ =
√
A/Keff and σ0 = 4

√
AKeff. (2.5)

The situation is complicated significantly in systems exhibiting DMI and in the

presence of in-plane magnetic fields. In that case the internal structure of the DW

becomes of importance, which can be a Bloch configuration, a Néel configuration

(both illustrated in Fig. 2.1), or an intermediate form. The in-plane field gives

a contribution to the Zeeman energy depending on how the magnetization inside

the DW is oriented with respect to this field. To describe the effect of the DMI on
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a DW, we use the continuous form as was presented in Eq. 2.1, explicitly worked

out for an infinitely extended thin film in the xy plane, with no variation in the

magnetization along the z direction†:

EDMI = D

(
mz

∂mx

∂x
−mx

∂mz

∂x
+mz

∂my

∂y
−my

∂mz

∂y

)
. (2.6)

Now consider the situation that the magnetization is constant along the y direc-

tion, but a DW is present along the x direction, as drawn in Fig. 2.2(a), and

evaluate Eq. 2.6. The last two terms vanish because there is no variation in the

y direction. In the case of a Bloch wall mx = 0 and the first two terms vanish

as well, so EDMI = 0. For a Néel wall, the first two terms both give a positive

(negative) contribution to EDMI when the chirality is left-handed (right-handed)

in case D is positive. So when D 6= 0 a Néel configuration minimizes EDMI, and

the chirality is determined by the sign of D.

A third contribution influencing the DW structure comes from magnetostatic in-

teractions. When the film is patterned i.e. when it is not considered an infinitely

extend plane, these typically tend to align the magnetization along the longest axis

of the magnetic body. Similarly to how this favours in-plane magnetization in a

film, inside a DW it favours the magnetization to lay along the length of the DW

(when the strip is wide compared to the the domain wall width), corresponding

to a Bloch wall.

To compare the DMI with the other effects influencing a DW, it is convenient

to treat all contributions as corresponding effective fields. The magnetostatic

interactions favouring a Bloch configuration can be expressed as a demagnetizing

field, HK , which depends on the sample geometry in a complex way as described

in Ref. [25]. We define the x component of the in-plane magnetic field, Hx to be

along the same axis as the DMI field (see Fig. 2.2(a) for a sketch of the sample

geometry and the coordinate system). The DMI field, with strength HDMI, is only

present inside the DW where a splay between neighbouring spins is present:

†This is an accurate description when the film thickness is less than the exchange stiffness

length, lex =
√

A
µ0MS

.
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Figure 2.2: (a) Definition of q and ϕ in the 1D model. (b) A transition in the effective
anisotropy (for instance created by ion irradiation) poses an energy barrier for DWs.

HDMI =
D

µ0MSλ
. (2.7)

The total energy of a DW, σ, in the geometry sketched in Fig. 2.2(a) is now given

by:

σ = σ0︸︷︷︸
Eq. 2.5

+λµ0MS

HK cos2 ϕ︸ ︷︷ ︸
demag.

−π

HDMI︸ ︷︷ ︸
DMI

+ Hx︸︷︷︸
Zeeman

 cosϕ− πHy sinϕ︸ ︷︷ ︸
Zeeman

 . (2.8)

Minimizing the DW energy now gives the internal magnetization angle inside

the DW, ϕ, as depicted in Fig. 2.2(b). This parameter is paramount for the

mechanisms, speed, and direction of DW motion, to which we will come back in

Chapter 8. Moreover, in samples where the material parameters are not uniform,

σ is position dependent. A sudden transition in σ poses an energy barrier for a

DW, which is the topic of the next section.
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2.1.4 Domain walls at an anisotropy transition

The discussion up to here has concerned thin films with uniform material param-

eters. However, it is possible to create samples with, for instance, non-constant

Keff. This parameter can be controlled by changing the film thickness, by an elec-

tric field, or by focused ion beam (FIB) irradiation [26], and the latter is used in

various instances in this thesis as it allows for abrupt changes in Keff to be induced

using the focused ion beam resolution. At an abrupt transition from a low Keff to

a high Keff region, a DW is pinned because of the corresponding transition in DW

energy, see Fig. 2.2(b) for a sketch of such an energy landscape.

To calculate the exact pinning strength due to the change in anisotropy, a one-

dimensional (1D) model can be used. In this model it is assumed that the mag-

netization is constant along the y and z direction, while along the x direction the

profile of the DW is fixed [27]. This means that only two parameters that can vary

remain: the position of the DW along the x direction q and the in plane angle ϕ.

This simplifies the situation such that the DW pinning strength can be calculated

analytically, which is done in Ref. [26], resulting in

Hdepin =
Keff,1 −Keff,2

2µ0MS︸ ︷︷ ︸
step height

× 2λ

δ
tanh

δ

2λ︸ ︷︷ ︸
step width

. (2.9)

Keff,1 and Keff,2 are the effective anisotropy constants in region 1 and 2, respec-

tively, δ is the width of the Keff transition region, and λ is the DW width as defined

in Eq. 2.5. The strength of the pinning is expressed as the pinning field, Hdepin,

the magnetic field strength that is required for the DW to overcome the energy

barrier.

The intuitive interpretation of Eq. 2.9 is that the pinning strength becomes larger

when the energy barrier sketched in Fig. 2.2(b) becomes steeper. The barrier

becomes steeper if (I) the difference between the two constant levels (Keff,1−Keff,2)

increases or (II) the width of the Keff transition region is reduced (relative to

DW width). Because it is the Zeeman energy (which scales with the size of the

magnetization, as can be seen in Eq. 2.1) that makes a DW depin upon the

application of a magnetic field, a larger MS also leads to a smaller Hdepin.
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2.1.5 Magnetization dynamics

Last, we briefly touch upon the basics needed to describe the dynamics of spin

structures. Dynamics in the field of magnetism is generally described by the

Landau-Lifshitz-Gilbert (LLG) equation [28]:

∂M(t)

∂t
= − γµ0M×Heff︸ ︷︷ ︸

precession

+
α

MS

M× ∂M(t)

∂t︸ ︷︷ ︸
damping

. (2.10)

The precession term describes how the magnetisation precesses around an effective

field Heff, in which the contributions of the exchange, anisotropy, external magnetic

field, dipolar fields and DMI are incorporated. Here γ is the gyromagnetic ratio,

which amounts to 1.76× 1011 rad s−1 T−1. The damping term describes how the

magnetisation relaxes towards its equilibrium position along the effective field.

Here α is the damping constant, which describes the rate of this relaxation. The

LLG equation can be expanded with terms that describe spin transfer torques,

and this will be discussed in part II of this thesis. Also, the LLG equation can be

combined with the aforementioned 1D model, which provides a powerful tool to

study and understand the dynamics of DWs.

2.2 State of the art on DMI

Here we will introduce some of the key findings, measuring techniques, applica-

tions, and unsolved questions regarding DMI. Please note that due to the vastness

of the field this is by no means a complete overview. Also note that discussion

regarding the role of DMI in current-driven DW motion and stabilization of mag-

netic skyrmions is postponed to Part II of this thesis.

2.2.1 Experimental techniques

There are several methods to obtain the DMI strength, and on the coming pages

the following key categories are discussed: static imaging of spin structures, asym-

metric DW motion, asymmetric nucleation, tilted edge states, asymmetric spin

wave propagation, and spin torque efficiency. For each category one or more ex-
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Figure 2.3: Various experimental techniques to determine D. (a) SP-STM image of
Mn on W showing a spin spiral structure. From Ref. [29]. (b) Combination of 4 Kerr
microscope images of an asymmetrically expanding magnetic bubble in the presence of
an in-plane magnetic field. From Ref. [30]. (c) From Ref. [31]. (d) Asymmetric hysteresis
loops obtained in an asymmetric geometry in the presence of an -in-plane magnetic field.
Adapted from Ref. [32]. (e) Frequency shift observed using BLS. From Ref. [33].

amples of corresponding experimental techniques are introduced, and an overview

is shown in Fig. 2.3. Also the most distinctive pro (+) and con (-) for every

category is listed.

Static imaging of spin structures

The typical size of magnetic domains and the internal angle ϕ inside DWs are de-

termined by the balance of the different energy contributions, including the DMI.

Direct observation of the magnetic structure thus contains information on the

DMI. Spin-polarized scanning tunnelling microscopy on manganese on a tungsten

substrate resulted in the first experimental evidence of DMI in thin layers [29],

the key measurement is shown in Fig. 2.3. It was revealed that the spins formed

spirals, meaning that neighbouring spins were tilted with respect to one another,
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as sketched in Fig. 2.1. Other techniques that are used for imaging of static chi-

ral structures are nitrogen vacancy magnetometry [34], magnetic force microscopy

[35], and scanning electron microscopy with polarization analysis [36].

+ Details of the magnetic configuration are measured directly instead of being

inferred from other observations.

− Often restricting measurement conditions are required, depending on the

specific imaging technique that is used. For example no magnetic fields are

allowed or no capping layer is allowed.

Asymmetric domain-wall motion

The measurement of DW dynamics can also give information about the DMI, as

the dynamics depend on the DW energy. When the displacement of a DW is

measured instead of the internal spin structure inside DWs, techniques with a

lower spacial resolution than in the previous section can be used. Kerr microscopy

is an example of a powerful tool to image domain structures (for an introduction

to this technique, see Appendix A) and deduce their dynamics. When studying

DW motion, the DMI can be treated as an effective in-plane field inside the DW.

The first work using this principle was by Je et al. [30]. They realized that the

velocity of a moving DW depends on its energy, and that the DW energy in turn

depends on the in-plane magnetic field and DMI field experienced by the DW. In

Fig. 2.3(b) a combination of four consecutive images of a out-of-plane field-driven

expansion of a magnetic bubble in the presence of an in-plane field is shown. The

result is asymmetric bubble expansion (ABE): on the left side of the bubble the

DMI field and the in plane field counteract each other, whilst on the right side

they enhance each other. The DW velocity is measured as function of externally

applied in-plane field, and a clear minimum in the obtained curve is observed. It

was reasoned that at this applied in-plane field the DMI field was exactly canceled,

hence D could be directly calculated using Eq. 2.7.

+ Measurements can be performed using widely available equipment.
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− Additional influences on the DW velocity (like chiral damping or complex

creep behaviour) complicate the interpretation of the data.

Asymmetric nucleation

Also the out-of-plane field required to nucleate a bubble domain of opposite mag-

netization inside a uniformly magnetized film depends on the DW energy. Hence,

the dependence of this nucleation field on the in-plane magnetic field can be used to

deduce the DMI strength [37]. In larger structures, it can be observed how switch-

ing of the magnetization commences on one side of the sample (see Fig. 2.3(c)),

and how this asymmetric nucleation (AN) is affected by in-plane magnetic fields

[31].

+ Requirements on both spacial and time resolution are low.

− Nucleation of a magnetic domain usually starts at a defect. Therefore, ran-

dom defects can influence the measured DMI value.

Tilted edge states

At the physical edge of a film, the spins are tilted away from the z direction

due to the DMI [38]. This can be exploited to determine the DMI strength: in

geometrically asymmetric structures the coercive field is altered in the presence of

an in-plane magnetic field, resulting in an asymmetric hysteresis loop (AH), see

Fig. 2.3(d) [32].

+ DMI can be derived from (easily measurable) hysteresis curves.

− This method only works if the material parameters are not changed at the

edges, and the edges are straight and virtually defect-free. This poses strict

requirements for the quality of the structures created by lithography.
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Asymmetric spin wave propagation

Another approach to measure the DMI is based on asymmetric spin wave propa-

gation. A spin wave refers to the collective motion of spins in a magnetic material.

Because the DMI favours a certain sense of rotation between neighbouring spins, it

will cause spin waves of opposite chirality to have different energies. Brillouin light

scatttering (BLS), which excites and probes these spin waves optically, is a widely

used technique to probe this effect [33, 39–41] (for example, see Fig. 2.3(e)), but

it can also be done using spin-polarized electron energy loss spectroscopy [42] or

by all-electrical propagating spin wave spectroscopy [43].

+ The value of A is not required to derive a value for D. As A is tricky to

access experimentally, it usually poses the largest uncertainty in the D values

obtained by other methods.

− As spin waves with opposite chiralities are located at opposite interfaces,

differences between these interfaces can also lead to a difference in en-

ergy between these spin waves. In particular, a difference in the interfacial

anisotropy contributions is difficult to distinguish from the DMI.

Spin torque efficiency

Last, the torque exerted on a DW by a spin current depends on the DW configu-

ration (e.g. a Bloch or Néel configuration), as will be explained in Chapter 8. By

probing the strength of this torque as a function of an applied in-plane magnetic

field, the DW configuration as a function of magnetic field can be deduced, from

which a value for the DMI can be derived [44, 45].

+ Most of the envisioned devices base on chiral spin structures are operated

by spin torques. This method is therefore suitable to study material stacks

that are directly of interest for applications.

− Electrical current introduces many additional phenomena in a magnetic ma-

terial, complicating the interpretation of the data.
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2.2.2 Unsolved issues

In literature, a large spread in measured DMI values is reported [41]. Even when

the same material stacks are investigated, regularly contrasting DMI strength are

obtained (sometimes even with an opposite sign), if the samples are grown in

different labs. There are several reasons for these discrepancies, some of which are

related to the applied measurement techniques. For instance, not all techniques

measure at the same scale: some probe the DMI very locally, whilst others measure

an average over a larger area. A large spacial inhomogeneity of the DMI has been

reported in some cases, which makes the results dependent on the measuring scale

of the applied measurement technique [34, 35]. Moreover, the interpretation of

the data is often not straight forward. Unexpected effects that are difficult to

distinguish from the intrinsic DMI, like chiral damping, can play a role [46, 47].

Table 2.1: Overview of experimentally obtained values for Ds in multilayers with Co
as the magnetic layer. Several experimental techniques are used: asymmetric nucleation
(AN), Brillouin Light Scattering (BLS), Asymmetric Hysteresis (AH), Asymmetric Bub-
ble Expansion (ABE), and spin-orbit torque efficiency (SOT efficiency). Based on Ref.
[32].

Material stack (thickness in nm) Ds (pJ m−1) Technique Ref.

I: Pt (3) / Co (0.6) / AlOx (2) 1.32 AN [31]
II: Pt (4) /Co (1-2) / AlOx (2) 1.43 BLS [40]
III: Pt (4) /Co (1.3-1.8) / AlOx (2) 1.37 BLS [48]
IV: Ta (4) / Pt (4) / Co (1.3-1.8) / AlOx (2) 2.18 BLS [48]
V: Ta (4) / AlOx (1.95) / Co (1.15) / Pt (4) -1.63 AH [32]
VI: Ta (4) / Ir (4) / Co (1.25-3) / AlOx (2) 0.84 BLS [49]
VII: Pt (3) / Co (0.7) / Ir (0-1.3) / Pt (1) -0.56 to 0.84 ABE [50]
VIII: Ta (5) / Pt (2.5) / Co (0.3) / Pt (1.5) 0.04 ABE [30]
IX: Pt (4) / Co (0.36) / Pt (1) 0.05 SHE [44]
X: Pt (4) / Co (0.6) / Pt (0.4) epitaxial 0.01 ABE [50]

To summarize what is already known about the DMI for material stacks similar to

the ones studied in this thesis, and to illustrate some typical unsolved issues, Table

2.1 gives an overview of reported DMI strengths (here Ds is listed instead of D, to

make a fair comparison between stacks with different magnetic layer thickness),

measured using various techniques.

Stack I, II, and III seem to show comparable values for Ds in Pt/Co/AlOx samples,

obtained by different experimental techniques. Pt/Co interfaces appear at many
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instances in this thesis, but we cannot simply assume that they give this reported

contribution to the DMI. Intuitively, the Co/AlOx interface should not contribute

to the DMI because it does not contain a heavy metal, but recent theoretical work

has shown that oxides can also contribute to the DMI [51]).

It is remarkable that the Ds found for stack IV is significantly larger than for

the previous stacks, while the relevant interfaces consist of the same materials.

These samples are grown in the same lab as stack III, and measured using the

same technique, with the only difference the presence or absence of a Ta buffer

layer below the actual material stack. A Ta seed layer is known to improve the

crystalline orientation of the subsequent layers [52]. The different results for stack

III and IV demonstrate that besides the choice of materials also the structure at

the interface is of utmost importance for the DMI.

Imagine flipping a sample containing chiral magnetic structures up side down, and

observing the magnetization through the substrate. If before the magnetization

inside the DWs was directed from down domains towards up domains, now it

points from the up domains towards the down domains. In other words, the

chirality of the DWs is now opposite. When instead of flipping over a sample, a

sample with the inverted material stack is grown, it is therefore expected to have an

equal but opposite DMI strength. Stack V shows that an inverted material stack

indeed results in a Ds with the opposite sign (note that we use the convention that

a positive D corresponds to left-handed chirality and a negative D to right-handed

chirality).

Stack VI shows that introducing a thin layer of Ir between a Co/Pt interface,

inverts the sign of the DMI, indicating that Co/Pt and Co/Ir interfaces induce

DMI with an opposite sign. The results on VII, on the contrary, show that Pt/Co

and Ir/Co have a DMI with the same sign.

Last, some typical results on nominally symmetrical Pt/Co/Pt stacks are shown.

Because here the net DMI is caused purely by differences in the interface structure,

different signs of the DMI can be found for very similar samples. The DMI in such

a symmetric stack could therefore be controlled by subtle interface engineering,

for instance by varying the deposition temperature and pressure as was done in

Ref. [53].
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Figure 2.4: Ab initio calculation of the DMI for various combinations of 3d metals on
top of 5d metals. Adapted from Ref. [51] and [54].

2.2.3 Understanding DMI

The precise physical origin of this elusive interaction remains controversial, though

some interesting progress has been made over the last couple of years. Experi-

mentally, researchers are looking for correlations with other material parameters.

Convincing correlations with proximity-induced magnetic moments [55] and the

Heisenberg exchange [39] have been found.

Ab inito calculations can be helpful in the search of the precise origin of DMI. An

example hereof is that they have proven that the DMI in thin films is really an

interfacial phenomenon [24]. Also, they can provide an overview of the DMI for a

large number of material combinations in order to find trends. Figure 2.4 shows

the DMI between spins of 3d metals on top of 5d metal substrates determined

by ab initio calculations [51]. A clear optimum in DMI strength around Mn is

visible, irrespective of which heavy metal is used (with Au as an exception, which

seems to induce negligible DMI at all possible interfaces). This is a surprising

trend, considering that the key ingredients for DMI (high SOC and inversion

asymmetry) do not depend on which transition metal is used. It is concluded that

the 3d/5d band lineup is an additional essential ingredient. Further, theoretical

calculations can give guidance in which materials to use for creating a stack with
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additive DMI. The calculation of an opposite sign of Dij for Pt/Co and Ir/Co has

inspired the creation of Pt/Co/Ir multilayer with a large net DMI [56]. However,

as mentioned before, there have also been experimental observations indicating

that Pt/Co and Ir/Co interfaces have the same sign of Dij, in sharp contrast with

the ab initio calculations. Calculated systems will always be a simplification of

the complex atomic structure in real samples, making it challenging to really get

to the bottom of the physics of DMI in real samples.

2.2.4 Applications

Regardless of its origin, DMI poses exciting possibilities from an applications point

of view, in particular regarding the racetrack memory, as introduced in Chapter

1. Traditionally, at a certain driving field, the internal magnetization of the DW

itself starts to precess which sharply decreases the DW velocity, which is known

as Walker breakdown. When DMI is introduced to a system, it stabilizes the

internal structure of the DW, allowing for larger driving fields, and hence larger

DW velocities before Walker breakdown occurs [57, 58]. Also the fact that in

plane magnetic fields can be used to selectively increase or decrease the velocity

of specific DWs created the possibility for new design schemes for memory devices

[59–61]. In Part II, applications related to the more exotic effects of DMI will be

discussed.

2.3 Content part I

In the first part of this thesis, we are contributing to this research field in the

following ways. In Chapter 3 we explore an alternative method to measure DMI,

by studying the depinning of DWs from an anisotropy barrier in the presence of

in-plane magnetic fields. This method is suitable to measure weak DMI in perpen-

dicularly magnetized samples. What is especially interesting about this method,

is that also the DMI in the low anisotropy region, created by FIB irradiation, is

reflected in the results.

In Chapter 4 it is shown that the DMI-induced asymmetric DW depinning from the

previous chapter cannot only be used to measure the DMI, but also to manipulate

DW motion. It is shown that multiple DWs in a single strip can synchronously be
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moved in one direction, which is traditionally not possible using magnetic fields

only. This proof-of-principle experiment shown in this chapter are in essence a

prototype of an alternative form of the racetrack memory that can be operated

exclusively by a magnetic field instead of currents.

In Chapter 5 we examine the geometrical shape of DWs in long strips with a

typical width of several micrometres. It turns out that in the presence of DMI,

the observed DW shapes are non-trivial. The importance of this observation is

twofold. It implies that the DMI strength can, in principle, be deduced from

the DW shape, which provides again an alternative measurement technique to

determine the value of the DMI. Secondly, it is important to keep in mind that

the DW geometry may be strongly affected by the DMI when designing actual

memory devices in which multiple DWs are packed closely together.

Last, in Chapter 6 we investigate a completely new principle to achieve DW mo-

tion. Because the investigated mechanism is fundamentally different from previ-

ously explored mechanisms for DW motion, this chapter exclusively focuses on the

theoretical basis and numerical calculations; no experimental results are shown.

By combining the LLG equation with the 1D model we show that via the preces-

sion term from Eq. 2.10, an in-plane field can exert a torque on a DW, leading to

DW motion. Again, the DMI is a vital ingredient. It determines in which direction

the in-plane field has to be applied to move the DW, and it makes it possible to

move multiple DWs synchronously in the same direction.





3
Asymmetric domain-wall depinning

induced by Dzyaloshinskii-Moriya

interaction

DMI is currently the focus point of many research efforts in the spintronics com-

munity. Its possible applications and fundamental new physics motivates us to

understand, measure and manipulate this interaction. Using an elegant, alterna-

tive approach, we show that by depinning a DW from an anisotropy barrier in

PMA nanowires in the presence of a static in-plane field, the presence of DMI can

be detected. This is experimentally demonstrated, and clear effects are observed

even though a sample with small DMI is used. The technique presented could be

used to obtain both the sign of the DMI constant and its quantitative value. ∗

3.1 Introduction

The DMI is relevant for spintronics in several ways. By the stabilization of a Néel

type DW, it enables DW motion at higher velocities, which could improve the

so-called racetrack memory [63, 64]. Moreover, it was recently observed that in

systems with strong DMI a novel type of spin structure can form: the magnetic

skyrmion [65–67]. These vortex like structures can be extremely small, stable and

∗ This Chapter has been published in IEEE Transactions on Magnetics [62]
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movable by low current densities, and are expected to be the building block for

the next generation of memory devices [68, 69].

As introduced in Chapter 2, various techniques to measure DMI have recently been

explored: (I) the aforementioned effect of in-plane external fields on DW motion,

(II) influencing domain nucleation with in-plane fields [31], (III) Brillouin light

scattering [39, 40, 70], and (IV) scanning nanomagnetometry [71]. In all these

studies, the emphasis lies on structures with strong DMI, which is understandable

as this is desirable with respect to applications involving skyrmions. But, in

experiments regarding the asymmetric DW motion under the influence of in-plane

magnetic fields [30], it becomes clear that also a small DMI can have a large

impact on the behavior of the system. However, the investigated DWs can take

on peculiar shapes of which the theoretical understanding (and hence deducing a

reliable DMI strength) remains a challenge [46].

In this chapter, we will show that depinning of DWs from an anisotropy barrier can

be influenced by applying an in-plane magnetic field, and that this influence differs

for up-down and down-up DWs. This does not only prove the presence of DMI in

our system with low asymmetry, but also is a neat example of how even a small

DMI can have a significant effect on the behavior of DWs. We present a plausible

intuitive interpretation of the observations, and discuss how a quantitative value

for the DMI can be obtained using our experimental technique.

3.2 DMI and depinning

We study microstrips with PMA, which contain a middle region with reduced

magnetic anisotropy (for the experimental realization of such a system, see the next

section). Figure 3.1 shows the situation schematically. Sweeping a perpendicular

field (Hz) can result in a situation where the region with reduced anisotropy has

an opposite magnetization from the rest of the strip. The in-plane angle, ϕ (see

Fig. 3.1), is expected to be ±π/2 (corresponding to a Bloch wall), which follows

from magnetostatics [27]. The width of the DWs is determined by a competition

between the magnetic anisotropy and exchange interaction and corresponds to

a DW energy, σ, of σ = 4
√
AKeff, with A the exchange constant and Keff the

effective anisotropy constant. Therefore the anisotropy boundaries pose an energy
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Figure 3.1: Schematics of the top view of a magnetic strip with PMA. The middle
part with reduced anisotropy (Keff,+ < Keff,-), and the regions where the anisotropy
transition occurs (which is assumed to occur in a linear way), indicated by δ ,and the
definition of the in-plane angle ϕ are shown. In the presence of DMI and an in-plane
field, the energy landscape is different for the up-down and down-up DW.

barrier and the DWs are pinned [26]. The height of the energy barrier determines

the strength of the perpendicular field that is required to depin the DW (Hdepin).

Now we take the effect of the DMI into account. We assume that the DMI is

negligible in the area with reduced anisotropy; in our structures the DMI is induced

at the interfaces, and as the reduction of anisotropy is caused by a reduction of the

interface quality an accompanying reduction in the DMI strength is expected (note

that this not verified experimentally, and this assumption is further discussed in

section 3.4). DMI is a chiral interaction which favors Néel walls (ϕ = 0 ∨ ϕ = π),

so the DWs will take this configuration (or an intermediate form between the

Bloch and Néel configuration, depending on the strength of the DMI) when they

enter the pristine regions. However, the favoured in-plane angle is different for the

two DWs in our system, as an up-down DW and a down-up DW need to have a

different ϕ in order to have the same chirality. The height of the energy barrier at

the anisotropy step is still the same for both DWs. Adding an in-plane magnetic

field along the strip (Hx) lifts this degeneracy: for one DW Hx and the DMI favor

the same in-plane DW angle, while for the other DW they favor the opposite one.

As a result, there will be a difference in how easily the energy barrier is overcome,



36 Chapter 3. Asymmetric DW depinning induced by DMI

i.e. there will be a difference in Hdepin. This is a measurable quantity, and will be

the focus point of the experimental results that will be presented.

3.3 Experimental results

For this study, we prepared magnetic strips with a lateral dimension of 1µm pat-

terned on a silicon wafer using a typical e-beam lithography and lift-off process.

The patterned strips, which are deposited using DC magnetron sputtering, con-

sist of the following material stack: Ta (5 nm) / Pt (4 nm) / Co (0.6 nm) / Pt(4 nm),

which is expected to have a certain DMI value [30]. A region with reduced PMA

is created in the middle of the strips by irradiation with highly energetic Ga+ ions,

resulting in samples that are similar to the ones studied by Haazen et al. [72].

In Fig. 3.2 an image of five typical strips is shown, and the Ga+ irradiated area

(labeled Ga+) and the two non-irradiated regions (labeled I and II) are indicated.

In the magnetically soft region, a domain with opposite magnetization is nucleated

by an external perpendicular field Hz, and two DWs are created and pinned at

the edge of the irradiation boundaries, which is the situation shown in Fig. 3.2(a).

When the perpendicular field Hz is increased, at a critical field, i.e. Hdepin, the

DWs are depinned from the irradiation boundaries and propagate through regions

I and II towards the ends of strips.

Measurements are performed using polar Kerr microscopy, visualizing the z com-

ponent of the magnetization (Mz), and a homebuild three dimensional magnet,

which can apply fields up to 40 mT. Figure 3.2(b) shows the contrasting behavior

of up-down and down-up DWs that occurs when in-plane fields are applied along

the strips. For all strips, region II is switched at a certain Hz, while the DW

adjacent to region I remains pinned. When Hz is increased further, eventually

the DWs of region I depin as well. Now Hz is swept in the other direction; when

negative values are reached, the Ga+ irradiated region again switches first, but

now region I of the strips switches first, while the DWs of region II stay pinned.

To obtain more quantitative data about this phenomenon, we measure hysteresis

loops (the magnetic field is swept along the z direction). Two measurements

are taken per magnetic strip: one for region I, and one for region II. A step in

the hysteresis loops corresponds to the depinning of the DW from its anisotropy
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Figure 3.2: Kerr microscope image of 5 typical 1 µm× 10 µm Pt/Co/Pt nanostrips.
(a) After saturation, a magnetic field is applied in the z direction and the magnetization
in the middle region of each strip is switched because of the lower anisotropy here. In
each strip, two DWs are created and pinned at the anisotropy barrier. (b) An in-plane
field in the x direction affects the two DWs in the same strip differently. In this picture
it can be seen that the DWs at region II have already depinned and propagated through
the rest of the strip, while the DWs at region I are still pinned. Definition of the axes
is included in the lower right corner.

barrier. This routine is repeated for various strengths of Hx. A typical result is

shown in Fig. 3.3(a), where it can be seen that the loop obtained in region I is

shifted in the (positive) Hx direction with respect to the loop obtained in region

II. This means that when Hz is swept from negative to positive, the DW at region

II is the first to depin, while when the z field is swept from positive to negative

the DW at region I is the first to depin. In Fig. 3.3(b) the results obtained with

the in-plane field in the opposite direction are shown, and it can be seen clearly

that the loops for region I and II are now shifted in the opposite direction.

We now plot the difference in depinning field between the region I and II DWs,

∆Hdepin, versus Hx, see Fig. 3.4. The ∆Hdepin shows an almost linear dependence
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Figure 3.3: Typical hysteresis loops obtained in region I and II of one strip when (a)
µ0Hx = +39 mT (b) µ0Hx = −39 mT.

on Hx. This behavior is consistent with the interpretation in section 3.2. A

larger the in-plane field means a larger difference in energy barrier, so a larger

difference in depinning field is also expected. The results are reproducible for

different samples.

3.4 Discussion & Conclusion

The experimental findings correspond well to the interpretation given in section

3.2. The energy landscape should be symmetrical in the absence of an in-plane

field, and we indeed see in Fig. 3.4 that there is no significant shift at zero field.

Following the theory that was developed in the context of asymmetric DW motion

(see again Eq. 2.8) it is expected that the asymmetry in depinning field is propor-

tional to the in-plane field, up to the field strength that is equal to the effective

DMI field [57]. At this field the shift versus in-plane field curves are expected

to saturate. This is not observed, indicating that the DMI field is larger than

40 mT. Measurements with a modified setup that can reach higher fields should

be performed to confirm this. The saturation field gives a quantitative value for

the difference in DMI between the irradiated and non-irradiated regions. If the

DMI in the irradiated region vanishes completely, this means that both the sign

and strength of the DMI in the structure as deposited can be determined. How-

ever, the vanishing of DMI by ion irradiation that is assumed here is not trivial;

it is possible that the two interfaces of the magnetic layer are influenced in a dif-
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Figure 3.4: ∆Hdepin (the difference between the depinning fields for region I and II)
as a function of the static magnetic field in the x direction for a typical sample. Each
point represents an average over ten microstrips.

ferent way, resulting in an asymmetry [73]. This is an issue that requires further

research.

An electromagnet is used to apply the external in-plane field during the mea-

surements. We note that a possible out-of-plane leakage field from the in-plane

magnet cannot explain our observations. Such a leakage field would indeed shift

the hysteresis loops, but the shift would be the same for region I and II of the

wires. When considering only the difference in depinning field between region I

and region II DWs, we are not susceptible to this experimental error. Another

consideration is that the depinning fields do not have to be identical for all DWs

as they depend on random local irregularities that can cause additional pinning.

The fact that all region II DWs have a lower depinning field than the region I DWs

in Fig. 3.2 could be explained by a structural asymmetry that was unintentionally

created during ion irradiation process. However, this cannot explain the in-plane
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field dependence; when the in-plane field is reversed, the region II DWs have a

higher depinning field than the region I DWs. This makes us confident that the

observed effect should indeed be explained by a combination of the in-plane field

and the presence of DMI.

In conclusion, we observe that in-plane magnetic fields affect the depinning field

of an up-down and down-up DW in our sample stacks in the opposite way. An

explanation is that the DMI field is parallel to the applied field for one DW, and

antiparallel to the applied field for the other DW, resulting in a different energy

barrier at the anisotropy transition. The in-plane field at which the difference

between up-down and down-up DWs seizes to increase is equal to the DMI field,

providing an easy method to determine the DMI constant, especially in the case

of small DMI.



4
Racetrack memory based on

in-plane-field controlled domain-wall

pinning

Magnetic DW motion could be the key to the next generation of data storage de-

vices, shift registers without mechanically moving parts. Various concepts of such

so-called ‘racetrack memories’ have been developed, but they are usually plagued

by the need for high current densities or complex geometrical requirements. We

introduce a new device concept, based on the DMI, of which the importance in mag-

netic thin films was recently discovered. In this device the DWs are moved solely

by magnetic fields. Unidirectionality is created utilizing the recent observation that

the strength with which a DW is pinned at an anisotropy barrier depends on the

direction of the in-plane field due to the chiral nature of DMI. We demonstrate

proof-of-principle experiments to verify that unidirectional DW motion is achieved

and investigate several material stacks for this novel device including a detailed

analysis of device performance for consecutive pinning and depinning processes. ∗

∗ This Chapter has been published in Scientific Reports [74]
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4.1 Introduction

Driven by the ever increasing demand for denser and faster data storage media,

novel memory devices are being explored by the spintronics community. One of

these novel devices is the so-called racetrack memory, a magnetic strip in which

information is stored as magnetic domains that can be transported along the strip

[75], without the requirement of any mechanically moving components. Over the

years, various versions of this device have been developed; made of in-plane or out-

of-plane magnetic strips [76, 77], based on the spin transfer torque or on spin-orbit

torque [63, 78] and in single layers or in exchange coupled stacks [16]. What is a

common factor in all these racetrack versions is that an electrical current needs to

run through the strip in order to move the domains, or equivalently the DWs. A

racetrack based on DW motion driven by magnetic fields is considered unfeasible,

because these fields drive up-down and down-up DWs in opposite direction, result-

ing in annihilation of the stored information. This is unfortunate, because field

driven devices posses some beneficial properties: they are unhindered by Joule

heating, which poses a major problem when driving large currents through small

wires [79], electrical contacts are not required, when designed cleverly power con-

sumption might be small [80], and their lifetime is not limited by electromigration

[81].

Over the last decade, several creative approaches to circumvent this seemingly

unsurmountable problem have been put forward. One of them is a DW ratchet

created by saw tooth shaped anisotropy profile or asymmetric notches [82, 83].

Drawbacks of such ratchet compared to the conventional racetrack are that the

information can only be moved in one direction, and the complex structural mod-

ulation makes it unlikely to be implemented in industry. Another interesting idea

is to make use of the precession torque that a magnetic field exerts on the mag-

netic moments inside the DW [84, 85], as will be discussed in detail in Chapter

6. However, this mechanism of DW motion has not yet been demonstrated in

materials with PMA.

Another approach is the so-called bubblecade memory [59]. Recently it was ob-

served that field-induced growth of reversed domains becomes asymmetrical in the

presence of in-plane magnetic fields [30, 46, 86]. Based on these experiments it
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Figure 4.1: Device concept. (a) Schematic graph of the change in Hdepin (both for
UD and DU DWs) as a function of Hx. For Hz < Hdepin a DW stays pinned at
an anisotropy barrier while for Hz > Hdepin it will move past it, as indicated by the
black inset cartoons. (b) Some initial magnetic configuration is shown in situation I
(red=down, blue=up) together with a schematic energy landscape for the DWs, which
are represented by circles (DU=yellow, UD=blue). Hx lowers the energy barriers for
one type of DW, which is subsequently moved by an Hz pulse, and the system ends up
in the configuration shown in situation II. A following Hx and Hz pulse with opposite
signs move the other type of DWs in the same direction, ending up in the configuration
shown in situation III.

was shown that magnetic bubbles could be moved unidirectionally by expanding

and shrinking them asymmetrically. The underlying physical phenomenon is the

DMI, which stabilizes chiral Néel walls, leading to a difference in DW energy (and

hence a difference in DW velocity) when parallel or antiparallel in-plane magnetic

field are applied. This antisymmetric type of exchange interaction is intensively

researched because of its importance for spin-orbit torque driven DW motion [63,

87] and for the formation of magnetic skyrmions [69, 88].

In this work, an alternative physical design is proposed for a purely magnetic-

field-driven racetrack memory. We were inspired by the results from Chapter 3

that a combination of an in-plane magnetic field and DMI causes a significant

asymmetry in the DW depinning field at an anisotropy barrier [62]. Based on this

particular phenomenon, we have designed magnetic tracks with an effective DMI,

combined with a lateral modulation of the PMA using local ion irradiation. It is

demonstrated that unidirectional motion of multiple DWs is achieved for alternat-
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ing in-plane and out-of-plane field combinations, fully in line with the underlying

physics of DMI-induced depinning asymmetry. In the following, experimental data

proving the device concept will be gathered emphasizing the decisive role of the

direction of the additional symmetry-breaking in-plane magnetic field. Moreover,

several material combinations with different strengths of DMI will be explored,

yielding significant, sometimes unexpected changes in effective DW movement.

Our data include a careful analysis of the success rate of the observed unidirec-

tional motion. This is an important step towards a further understanding of the

physics processes and, though many technical challenges remain regarding scaling

down and the control of orthogonal magnetic fields, the potential implementation

in future memory devices.

4.2 Device concept

In systems with PMA, a step in the magnetic anisotropy forms a pinning site

for DWs [26]. The magnetic field directed perpendicular to the sample plane (z

direction) necessary to overcome such energy barrier, Hdepin, is determined by the

difference in DW energy in the low and high anisotropy regions and by the width

of the barrier. Recently it was demonstrated that an additional in-plane magnetic

field, Hx, influences Hdepin in systems with DMI [62]. Because of the chiral nature

of DMI, the change in Hdepin is different for up-to-down (UD) and down-to-up

(DU) DWs. Figure 4.1(a) schematically shows this dependence for the two types

of DWs (although in actual experiments the behaviour will be more complex). It

can be seen that for a certain value of Hx there exist a range of Hz (the green-

shaded region in Fig. 4.1(a)) resulting in depinning of UD walls but not of DU

walls (or vice versa, depending on the sign of the DMI). Because of the symmetry

of the situation, at −Hx DU walls will now move while UD walls remain pinned

for the same range of Hz. DW motion driven by Hz will always be such that either

the up or the down domains grow, which implies that UD and DU walls are driven

in opposite directions. Utilizing the influence of Hx, one can keep UD walls pinned

when up domains are expanded, and keep DU walls pinned when down domains

are expanded.

In Fig. 4.1(b) it is schematically shown how this can lead to directional motion
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of multiple DWs in a strip with block-shaped anisotropy profile. In this device,

every transition from low to high anisotropy, forms a pinning site. Situation I

shows an initial magnetic configuration, which we want to shift coherently to the

right through the strip. In the first step, a positive Hz is applied, which expands

the up domains, while +Hx is applied such that DU walls are pinned and UD walls

are free to move as long as the fields are applied. The configuration after this first

step is shown in situation II. The second step is the application of a negative Hz

field, which expands down domains while −Hx changes the DW energy landscape

such that only the UD walls are pinned. This results in the configuration which is

shown in situation III, in which both DWs have shifted to the right with respect

to their initial configuration.

4.3 Proof of principle

To experimentally test this device concept, 70 µm long, 1µm wide Ta (5 nm) / Pt (4

nm) / Co (0.6 nm) / Pt (4 nm) strips with multiple 2µm long regions of reduced

anisotropy are produced. Reducing the anisotropy locally is achieved by irradia-

tion by a focussed ion beam, and for this particular sample a dose of 0.5 µC cm−2

was used. During the measurements, the strips are first saturated with a posi-

tive Hz field, and by applying a short negative Hz pulse, some randomly located

inverted domains are created.

Now the steps as described in the previous section are performed. Experimentally,

we apply a 0.5 ms Hz pulse together with a constant in-plane field. It was decided

to always start with pulses in the −z direction, to carry out each step twice and to

repeat the complete procedure five times. See Appendix B.1 for details on how the

magnetic configuration of a strip is extracted from the raw experimental data (e.g.

it is discussed how up and down domains can be identified automatically and how a

specific DW is traced through subsequent images). The magnetic state of a typical

strip during each cycle is shown in Fig. 4.2(a). The situation after the nucleation

of random domains is shown in cycle 1, where the blue and red regions represent

up and down domains, respectively. The white shading indicates the regions along

the strip with lower magnetic anisotropy. The magnetic configuration after each

field pulse (in this measurement −Hz fields are combined with +Hx fields) is
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shown. By reading the figure from bottom to top it can be seen how the magnetic

domains move in time, and in general it can be seen that both UD and DU walls

are successfully moved to the right. To complete the proof-of-principle, it is shown

that coherent movement to the left is possible as well. Experimentally this is done

by now combining positive Hx fields with positive Hz fields, and the results are

shown in Fig. 4.2(b).

In order to verify our interpretation of the observation, two additional experiments

were performed. Figure 4.2(c) shows the same experiment, but now using in-plane

fields transverse to the strips instead of parallel to the strips. No unidirectional

motion was observed, excluding unintentional asymmetry created during sample

fabrication as the source of unidirectionality. Instead, it nicely corresponds to the

interpretation based on DMI, where a transverse field is not expected to create a

difference between UD and DU DWs. A second control experiment was performed,

in which an unirradiated sample is investigated. For typical Hz fields that were

used before (∼ 10 mT), the DWs are now propagated over such a large distance

that they reach the end of the strip within one field step. We repeated the exper-

iment with a factor two smaller Hz fields, of which the results are shown in Fig.

4.2(d). Interestingly, we do not observe an asymmetric DW velocity, which is in

agreement with earlier observations [46]. This shows that unidirectional motion

shown in (a) and (b) is created by asymmetric depinning and not by asymmetric

DW velocity, as is the case in the bubblecade memory [59].

4.4 Device optimization

In Fig. 4.2 it can be seen that sometimes a DW that is supposed to propagate

remains pinned, and vice versa. It is of importance to optimize the Hx and Hz

field strengths that are used during the procedure to achieve a minimal amount

of errors. Figures 4.3(a to c) show the measured success rate at various field

combinations for the device that was used for the proof-of-principle measurements.

To obtain these percentages, measurements have been performed on five strips

simultaneously. The center-to-center distance of these strips is 5 µm, which we

have calculated to be sufficient to make dipolar fields emanating from neighbouring

strips negligibly small. For each combination of field strengths, the DWs are
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Figure 4.2: Magnetic configuration (red=down, blue=up) of a strip for every cycle in
the propagation sequence. (a) DWs successfully being moved to the right. (b) DWs
successfully being moved to the right by changing the sign of combined fields. (c) In-
plane fields are applied transverse to instead of along the strips. (d) Unirradiated strip.
(e) Sample with top Pt layer grown under higher argon pressure. (f) Sample with top
Pt layer replaced by Ir.



48 Chapter 4. Racetrack memory based on in-plane-field controlled DW pinning

propagated 20 times. Though is is not possible to give an exact number because

for each measurement a different number of DWs is randomly nucleated, each

percentage shown here is based on approximately 200 events. Figure 4.3(a) shows

the measured probability that a DW remains pinned when it is supposed to remain

pinned, which is high for small fields. Figure 4.3(b) shows the measured probability

that a DW moves when it is supposed to move, which is high when large fields are

used. To shift the domains coherently, it is required that both the pinning and

moving step are successful. This probability is computed by the multiplication of

the pinning probability with the moving probability, and the result is shown in

Fig. 4.3(c). The plot shows two green regions with success rates of ∼ 60%. Note

that the existence of these regions is not trivial; if the UD and DU depinning

fields are not influenced differently, the pinning probability equals one minus the

moving probability, of which the product can never exceed 25% !

To ensure that the physics is ruled predominantly by DMI, it is investigated how

the behaviour of the device changes when the DMI is increased. Because this

increases the asymmetry between UD and DU walls, this is expected to improve

the reliability of the proposed field-driven racetrack as the field range with a

high total success rate should be expanded. We have investigated two alternative

sample stacks: (i) a sample for which the top Pt layer is grown at a different

pressure and (ii) a sample for which the top Pt layer is replaced by an Ir layer.

These stacks are chosen because DMI is affected by both interface engineering

by altering the growth kinetics [46] and by variation of the used materials at the

interfaces [50]. Because these new stacks are structurally less symmetrical than

the Pt/Co/Pt sample that was used up to now, the DMI (and therefore the success

rate of the racetrack) is expected to be increased. The DMI was not measured

independently for the samples used in this work, but studies on similar samples,

grown in the same lab, can be found in literature [32, 46].

One typical evolution of the magnetic structure for a sample with a Pt top layer

grown at an argon pressure of 1.12 Pa instead of 0.29 Pa is shown in Fig. 4.2(e).

The success rate at various field combinations is shown in Fig. 4.3(d). The max-

imum success rate is comparable to the one obtained for the standard Pt/Co/Pt

sample, though it is reached at significantly higher Hz fields. The most striking

difference can be seen when comparing Fig. 4.2(a) to Fig. 4.2(d): while the same



4.4. Device optimization 49

field polarities are used, the direction of the DW motion is surprisingly opposite!

For Pt/Co/Pt samples both observations of a dominant DMI contribution from

the bottom interface as from the top interface have been reported [30, 44, 50], sug-

gesting a sensitive dependence on the interface quality. When the growth pressure

is increased the growth kinetics, and therefore the interface quality, changes. It

was observed that increasing the growth pressure for the top Pt layer drastically

increases the magnetic surface anisotropy (which also explains why a larger dif-

ference in anisotropy could be created and higher Hz fields were required), which

suggests that the interface quality is improved. Therefore we speculate that the

change in direction of DW motion might be due to a sign change in effective DMI

by a change in the dominant interface, which would be a surprisingly large effect

of such a subtle modification of the material stack. However, because also the

irradiated regions play a role in our racetracks, caution should be taken with this

conclusion. It has been reported that ion irradiation affects the structural prop-

erties of the top and bottom interfaces in a Pt/Co/Pt sample differently [73], so

it is not unlikely that the DMI is affected.

Large effective DMI strengths have been observed for Pt/Co/Ir stacks [32, 56].

In contrast to symmetric stacks where the DMI contributions of both interfaces

(partially) cancel each other, this system could have an enhanced total DMI,

because opposite signs of the DMI are expected for Pt/Co and Ir/Co interfaces

[24, 50, 89] (though recently conflicting observations were reported [49]). We

conclude our study on the field-driven racestrack concept with measurements on

a Ta (5 nm) / Pt (4 nm) / Co(0.8 nm) / Ir (4 nm) sample. Figure 4.3(e) shows the

success rate at various field combinations for strips irradiated with a dose of 0.2

µC cm−2. Large regions with a success rate of 80-90 percent are observed, a clear

and significant improvement with respect to the Pt/Co/Pt samples, underlining

the importance of DMI for these devices.

The choice for the extremely low irradiation dose used on this sample is necessary

because for the slightly higher dose of 0.4 µC cm−2 the nucleation field in the

irradiated regions drops below the depinning fields. This triggered us to repeat the

test of a device without irradiation for this material stack. Surprisingly, the results,

shown in Fig. 4.3(f), are completely different from the unirradiated Pt/Co/Pt

sample in Fig. 4.2(d). Though the latter is a single measurement instead of a phase
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Figure 4.3: Success rate (indicated by colour scale) as a function of Hx and Hz. (a)
Probability of a successful pinning step. (b) Probability of a successful depinning step.
(c) Probability that a complete procedure (both pinning and moving) is successful for
this sample. (d) Probability that a complete procedure is successful for a sample with
the top Pt layer grown at a higher pressure. (e) Probability that a complete procedure is
successful for an irradiated Pt/Co/Ir sample. (f) Probability that a complete procedure
is successful for an unirradiated Pt/Co/Ir sample.
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diagram, it can be seen clearly that there is no unidirectional DW motion. For

the Pt/Co/Ir sample however, the success rate is considerable, and the maximum

occurs at similar fields as for the irradiated Pt/Co/Ir sample. As no anisotropy

profile is created in this sample, the unidirectional displacement must be due to an

asymmetry in DW velocity, similar to the principle behind the bubblecade memory

[59]. This means that when analyzing the irradiated Pt/Co/Ir sample, two DMI

related phenomena have to be considered: both the asymmetry in DW velocity

and in depinning field play a role, making this particular device very interesting.

In order to unravel the physical origin behind these contributions, we further in-

vestigate the difference between the irradiated and unirradiated sample. First it is

verified that DW motion follows the creep law in both irradiated and unirradiated

samples, and that the DW velocity is not significantly altered by irradiation, see

Appendix B.2. Figure 4.4 shows boundaries at which the probability of moving

and staying pinned are 50 percent, both for DWs that are supposed to move and

supposed to pin. The curves for the irradiated sample are clearly shifted towards

higher depinning fields by an amount of 0.49± 0.06 mT. This makes sense; when

barriers are introduced, higher fields are required for DW propagation than when

there are no barriers. Interestingly, the slopes of the graphs are identical within

the margin of error for the irradiated and unirradiated sample. This seems to

indicate that apparently no additional asymmetry with in-plane field is created by

the irradiation, in striking contrast to the Pt/Co/Pt case. An explanation could

be that the effect is simply very small at this small irradiation dose. However,

the irradiation seems to have a positive effect on the performance of the device,

as the maximum success rate is clearly higher for the irradiated sample. In-depth

analysis of the data, see Appendix B.2, shows that the transition between the sit-

uation in which a DW moves or pins becomes more abrupt after irradiation. The

reason for this is that without irradiation only the probability that a DW reaches

the barrier position plays a role, but for the irradiated sample this probability has

to be combined with the probability that the DW can depin from this barrier.

When the field range for which only one type of wall can move past a barrier (the

green-shaded range in Fig. 4.1 stays equally large, this more abrupt transition

leads to a higher maximum success rate.
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Figure 4.4: Boundaries for which a DW has a 50 percent probability to depin, for both
the irradiated and unirradiated Pt/Co/Ir sample and for both DWs that are suppose to
remain pinned and for DWs that are supposed to move.

4.5 Discussion

The results of the device optimization lead to an unexpected conclusion: by vary-

ing the material stack, we have created two types of devices, both of them function,

but have a different underlying principle. The Pt/Co/Pt devices are based on a dif-

ference in depinning field for UD and DU walls, as explained before. The Pt/Co/Ir

samples, however, get their unidirectionality from a difference in velocity between

UD and DU walls, similar to the principle behind the bubblecade memory, but

now using DWs instead of magnetic bubbles. The Pt/Co/Ir sample has the high-

est success rate of the devices investigated so far. This does not automatically

mean that the difference in velocity is the best basis for a field-driven racetrack.

When material stacks with larger differences in depinning field for UD and DU
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walls are designed, also a larger success rates are expected. Therefore both types

of devices are interesting candidates for future memory applications.

The size of the regions with reduced anisotropy in the investigated samples is

2 µm. This choice was made to enable Kerr microscope imaging, but does not

reflect the fundamental limits of the device. One may wonder whether the use of

a focussed ion beam significantly increases the minimal bit size, but this is not the

case. First, the width of the created anisotropy boundary is 22 nm, but could be

further reduced by switching from Ga ions to, for instance, He ions [90]. Secondly,

the actual limiting factor is the minimal distance between two DWs at which

they do not interact with each other by dipolar fringe fields, which is considerably

more than 22 nm [91, 92], just as in a traditional racetrack device. Finally, we

note that for the simple anisotropy profile we need to create, a focussed ion beam

is not essentially required. The ion irradiation could be done through a mask [93],

greatly reducing the sample fabrication time.

Another concern could be the DW velocity that poses a fundamental limit to the

operation speed of the device. This velocity is related to Hz which unfortunately

cannot be increased arbitrarily, because it is required to be in a specific range in

order to make the device function, see Fig. 4.1(a). For the samples investigated,

this is in the creep regime and the velocities are in the order of 10× 10−3 m s−1.

To improve the speed, a different material stack and irradiation dose, resulting

in a higher depinning field, could be used. Moreover, the theoretical possibility

to have this type of racetrack operating with higher DW velocities (and smaller

sample dimensions) is demonstrated by micromagnetic simulations, see Appendix

B.3.

One advantage of the proposed device over conventional current-driven racetracks

is the creation of discrete positions at which the DW can be located (how it can

be achieved that the DWs certainly end up at these anisotropy barriers is dis-

cussed in Appendix B.3). In studies on current-induced DW motion, asymmetric

DW depinning in the presence of in-plane fields was also observed [72, 94]. This

implies that the advantageous pinning sites tunable by in-plane fields that were

investigated in this work, could be extended to current-driven devices.

Though the development towards devices that are of interest for industry should
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be possible in theory, as discussed above, this will certainly not be trivial. An

example of a technical issue is the quality of the strip edges. These will have to

be very smooth for nanoscale devices to prevent them from forming pinning sites

that dominate over the pinning by barriers induced by irradiation, which makes

the lithography challenging. Another example is making a sample design in which

magnetic fields can be applied locally, which is necessary in applications where it

is desirable to control the DWs of only one strip situated within a large array of

strips. However, these issues are beyond the scope of this work.

Finally, the rather elementary devices shown in this chapter are purely meant

to demonstrate the proof-of-principle of this DMI-based racetrack memory, and

therefore have the geometry of simple strips. However, extension to a second

dimension can open up new possibilities: DWs could be selectively moved through

a grid by using magnetic fields in the y direction as well, or operators for DW logic

could be designed using this concept of DW motion.

In summary, we have presented a technique to achieve unidirectional DW motion

based on the chiral dependence of the depinning field on in-plane fields. Proof-of-

principle measurements were shown and a number of material stacks were inves-

tigated to explore the possibilities and requirements of this novel device.

4.6 Methods

Both Ta (5 nm) / Pt (4 nm) / Co (0.6 nm) / Pt (4 nm) and Ta (5 nm) / Pt (4

nm) / Co (0.8 nm) / Ir (4 nm) were deposited on a SiO2 (100 nm) substrate in a

UHV magnetron sputtering facility. The 1 µm × 70 µm strips were created by

standard electron beam lithography and lift-off techniques. The 2 µm long regions

of lower magnetic anisotropy were created by focussed- ion-beam irradiation using

a FEI Nova Nanolab 600 dualbeam system. All measurements are performed

using an Evico Kerr microscope and home-built electro magnets.



5
Domain-wall configurations in Pt/Co/Pt

Novel data storage devices such as the racetrack memory rely on the synchronous

motion of magnetic DWs through narrow wires. The geometrical configuration of

these DWs is of relevance both for the interaction between different domains or

DWs, and for the interpretation of DW velocity measurements. In this work we

study DW configurations in magnetic strips under the influence of magnetic fields,

using the archetype Ta/Pt/Co/Pt material stack with PMA and a non-zero DMI.

Several configurations, besides a straight DW with a minimal length, are observed.

When applying only magnetic fields perpendicular to the sample, a curvature of

the DW is observed. This observation is linked to DW pinning at the sample edges

and we propose a model for its dependence on the field strength. Furthermore, the

influence of in-plane magnetic fields is studied. Fields directed along the strip are

found to increase or decrease the aforementioned curvature, while fields directed

transverse to the strip result in tilting of the DW. This is explained by a difference

in DW velocity depending on the relative orientation of the DW and the in-plane

field direction, which is caused by the DMI. We discuss the possible causes for

the observed DW shapes without providing definitive conclusions, as a universal

understanding is still lacking.

55
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Figure 5.1: Three typical DW shapes encountered in this work: (a) a straight DW,
(b) a curved DW with a curvature radius R, and (c) a tilted DW with tilt angle χ.

5.1 Introduction

Systems with PMA are of great interest for data storage applications: their narrow

DWs enable the realization of small bit sizes and can be moved with high velocity

by applying spin-orbit torques [63, 75, 76, 95]. Though the DWs can be of sub

10 nm width, bit sizes on that scale have not been realized yet experimentally in

a racetrack device. One major obstacle is the interaction between neighbouring

DWs by dipolar fringe fields, which is now stimulating the development racetrack

memories based on (synthetic) antiferromagnets [16]. Naturally, the geometrical

configuration of the DWs influences this interaction.

The behaviour of DWs in PMA materials has also been studied extensively to

probe the DMI. The DMI favors the formation of Néel-type DWs with a fixed

chirality and can be modeled as an effective field [57]. The DW energy is at its

maximum when an in-plane magnetic field is applied that exactly cancels this

effective DMI field, and hence the DW velocity is minimal under these conditions.

Various groups have therefore studied the asymmetrical expansion of magnetic

bubbles in the presence of in-plane fields to extract the DMI strength via this

principle [30, 50, 96]. However, there are still features in such measurements that

cannot be described by the current models [46], precluding the extraction of the

DMI strength.

In this work, we also study PMA materials under the influence of out-of-plane

and in-plane magnetic fields, and we also pay particular attention to observations
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that could be related to the DMI. However, instead of studying a large, expanding

bubble, we study DWs in micro patterned strips. This introduces a new aspect

to the problem, namely the DW interactions with the edge of the structure. We

study the geometrical shape of the DWs in these structures and observe various

non-trivial configurations: besides a straight DW that spans the strip transversely

(Fig. 5.1(a)), we also observe curved DWs (Fig. 5.1(b)) and tilted DWs (Fig.

5.1(c)), depending on the strength and direction of the applied magnetic field. This

curvature and tilt angle are experimentally easily accessible, and could provide a

useful means to determine the DMI, when correctly linked to theory. We present

a simple model based on DW velocity measurements and considering that the

edge of the structure poses additional pinning sites for DWs, it allows to explain

qualitatively our observations.

5.2 Domain-wall velocity

The samples studied in this work are Ta (4 nm) / Pt (4 nm) / Co (0.6 nm) / Pt (4

nm) stacks deposited by magnetron sputter deposition, in the shape of small

strips that are created by standard electron beam lithography and lift-off tech-

niques. The growth conditions are chosen such that the samples have an effective

anisotropy (Keff) of 1.3 MJ m−3 (using MS = 1.4 MA m−1 and a nominal thickness

of the Co layer of 0.6 nm) and the DW velocity is expected to be asymmetrical

under the influence of in-plane magnetic fields, see Appendix C.1. In these PMA

samples, DWs can be moved by magnetic fields directed perpendicular to the

sample surface, which we define as the z direction. In this section, the velocity of

DWs under the influence of magnetic fields is studied. This is necessary for the

interpretation of the geometrical DW configurations that are discussed later on.

Figure 5.2(a) shows the measured DW velocity as a function of Hz. The DW was

imaged using a Kerr microscope for a 25 µm wide strip. The blue line is a fit to the

creep law [97], while the yellow line is a fit assuming the system is in the depinning

regime [98], see Appendix C.2 for the precise form of the fit functions. These fits

enable us to extract the depinning field and depinning temperature, which are

found to be 100 mT and 5800 K, respectively. These values are consistent with
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Figure 5.2: (a) DW velocity as a function of applied magnetic field in the z direction.
The lines indicate fits with the theoretical curves for creep (blue) and depinning be-
haviour (yellow). (b) DW velocity as a function of in-plane magnetic field. The data for
left moving DWs when a positive Hz is applied (L+) is combined with the data for right
moving DWs when a negative Hz is applied (R-). For the top (T) and bottom (B) part
of the bubble, the data are combined in a similar way. In (c) two typical Kerr microscope
images of bubbles in the full sheet sample are shown, together with the definition of the
colour coding that is used in (b).

literature [97], which confirms that the sample behaves as a regular Pt/Co/Pt

stack.

The material stack is further investigated by measuring the expansion of magnetic

bubbles under the influence of in-plane fields, oriented in the x direction, in an

unpatterned sample. The results are shown in Fig. 5.2(b) where the labels L, R,

T, and B refer to the most left, right, top, and bottom point of the bubble. Figure

5.2(c) shows typical Kerr microscope images of a bubble, on which these labels are
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defined graphically. For point T and B (at these positions the DW is parallel to

the applied in-plane field direction) the results are overlapping curves, while the

results for point R and L do not overlap. The current theory [30] predicts velocity

versus Hx curves that are symmetrical around a certain magnetic field (from which

the DMI strength can be deduced), but the measured curves for point R and L

have no symmetry axis. This is in agreement with earlier measurements on similar

samples [46], but complicates the interpretation of the results. Some explanations

have been put forward, based on chiral damping [47] and variation of the DW

width with in-plane field [99], but a model that can completely account for curves

like the ones in Fig. 5.2(b) is still lacking (though very recent work including an

orientation dependence of the DW elasticity yields promising results [100]).

5.3 Characterisation of the domain-wall shape

Up to now, only the velocity of the DWs was considered, and next we will concen-

trate on their geometrical configuration. We start with the simplest case where

Hx = Hy = 0, followed by a study of the influence of Hx, and finally a study on the

influence of Hy. Because of the uniaxial anisotropy that prefers all magnetic mo-

ments to align with the z axis, and the exchange interaction which favours parallel

alignment of neighbouring magnetic moments, there is an energy cost associated

with the creation of a DW. This energy is calculated as σ0 = 4
√
AKeff, as was

discussed in Chapter 2, where A is the exchange stiffness constant. Therefore it

is intuitively expected that inside a strip, a DW spans the strip in such way that

its length is minimized: straight and perpendicular to the length of the strip.

Figure 5.3(a) shows Kerr microscope images of DWs in 25 µm wide strips after

being propagated by different driving fields Hz. For large driving fields, a straight

DW is indeed observed, as expected. For the small driving fields this is no longer

the case: the DW bulges outward in the direction of DW propagation.

A comparable observation was done by Wunderlich et al. [101]. In that work

it is described how a DW is pinned when moving from a narrow strip into the

junction of a Hall cross. If the DW would propagate further as a straight entity,

it would need to have a great increase in length (and hence in energy), so instead

it is pinned at the entrance of the cross and expands as an arc of a circle, until a
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semicircle is formed and it is possible again to propagate along the opposite edges.

Further it was reported by Cayssol et al. that edge roughness in a magnetic strip

can lead to DW pinning in a similar fashion [102]. The strips we study are created

with lift-off techniques, so some edge roughness is certainly expected, which could

lead to the observed DW curvature.

However, the model as presented in these works does not explain the dependence

of the curvature on the strength of Hz. We therefore extend that model by intro-

ducing a dependence of the pinning strength on the DW curvature. Intuitively,

this can be understood as follows: if a straight DW moves away from a pinning

site (or equivalently into the centre of a Hall cross) its length becomes ‘infinitely’

longer, so the energy barrier that pins the DW is infinitely high. Alternatively,

for a DW shaped like a semicircle, there is no additional DW length created at

the edges when the DW moves, and therefore there is no energy barrier. One can

imagine that for curvatures that lay in between these two extremes, the pinning

strength has an intermediate value and depends on the curvature. These situa-

tions are all sketched in Fig. C.1. The model with this extension is worked out

mathematically in Appendix C.3. The resulting relation between the radius, R of

the circle arc the DW forms and Hz is as follows:

R =
w

2 sin
(

arctan
(

σ0

2µ0MSHzw

)) , (5.1)

where w is the strip width, µ0 the vacuum permeability, and MS the saturation

magnetization.

We extract the DW profiles from the Kerr microscope images, and fit these to a

circle using the Pratt method [103]. The curvature (which is defined as 1/R) is

plotted as a function of Hz in Fig. 5.3(b). Though the data points are scattered,

it is clear that the curvature decreases with Hz, which is consistent with what is

seen by eye in Fig. 5.3(a).

The blue line in Fig. 5.3(b) shows a calculation of the curvature as a function of

Hz using equation 5.1 and the following material parameters: MS = 1.4 MA/m,

A = 1.5× 10−11 A/m, and Keff = 1.3 MJ m−3. The qualitative behaviour matches
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Figure 5.3: (a) Kerr microscopy images of DW configurations in 25 µm wide
Ta/Pt/Co/Pt strips for various field strengths. (b) DW curvature as a function of
Hz extracted from Kerr microscope images. The blue line is a calculation using equa-
tion 5.1. For this calculation realistic material parameters, as mentioned in the main
text, are used. Due limitations of the model, the magnetic fields have to be multiplied
by a factor 0.025 for the model to match the experimental data (the yellow curve shows
the results without this fudge factor).

the experimental data well, but quantitatively there is a significant difference: the

magnetic field to achieve a certain curvature according to the model is a factor

0.025 smaller than what is necessary experimentally. This is not surprising: the

model does not include any thermal effects, while it was shown in the previous

section that for almost all investigated magnetic fields the system is in the creep

regime, in which thermal effects are extremely important. Also, only pinning at

the edges is considered, while it is well known that for polycrystalline Co layers

there is also significant pinning within the ‘bulk’ of the film [104]. We expect these

to be the most important directions for improving the quantitative predictions of
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the model, but here we limit ourselves to showing the basic idea of how increasing

Hz can cause a decrease in DW curvature.

Next, the influence of an in-plane field applied along the strip is investigated.

Figure 5.4(a) shows Kerr microscope images taken during this experiment. The

same material stack as before was used, but now a 50µm wide strip was studied

(see Appendix C.5) and a fixed µ0Hz = 20 mT field was used to drive the DW

motion. The DW profile is clearly affected by the in-plane field: its profile becomes

more curved or more flattened depending on the in-plane field direction.

This asymmetric behaviour seems directly related to the DMI, but the interpre-

tation is not trivial. Here we will briefly discuss three alternative interpretations

that are worked out in detail in Appendix C.4. A natural first attempt to describe

our observations is to include the influence of the DMI and Hx in the DW energy

following Eq. 2.8, and then apply Eq. 5.1 again to calculate the DW curvature.

However, in that case the influence of Hx turns out to be negligible for realistic

parameters. This discrepancy probably arises because we do not account for the

creep behaviour of our system.

Another explanation for the discrepancy between the model and our experimental

observations could be that the DW does not expand like a circle arc, as is assumed

during the derivation of Eq. 5.1. Based on the velocity measurements of Fig. 5.3(b)

this assumption should indeed be revisited. The correct DW equilibrium shape

can be calculated using the Wulff construction [105]. However, this analysis also

leads to the conclusion that the influence of Hx should be much smaller than what

is observed experimentally.

Alternatively, one could treat the combination of an in-plane and out-of-plane

field as an effective out-of-plane field, Hz, eff. The in-plane field alters the DW

velocity, and we define Hz, eff as the out-of-plane field that would lead to the

same velocity in absence of any in-plane fields. This Hz, eff can then be inserted

into equation 5.1 instead of Hz. The results of this analysis are opposite of the

experimental observations: it is calculated that the DW becomes more curved

under the influence of an in-plane field that slows it down, but in practice it

straightens. We therefore believe that the three approaches discussed here cannot

account for the observed influence of Hx on the DW curvature, but all approaches
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are worked out in Appendix C.4 such that the reader can assess this for him or

herself.

As mentioned before, for DW velocity measurements under the influence of Hx,

results are obtained that cannot be explained by a modification of the DW energy

in the creep law only. It is plausible that the same ingredient required to solve

this problem is missing in our analysis of the DW configurations inside the strips.

Irrespective of its physical origin, asymmetric DW velocity can intuitively explain

how an Hx field can affect the DW curvature. Suppose some DW curvature arises

by pinning at the edges, as described before. The orientation with respect to the

applied in-plane field, and so the DW velocity, now varies along the DW. When

the field is applied such that the middle part of the DW moves faster than the

parts at the edges, the curvature will increase. When the in-plane field results in

a slower moving middle part of the DW with respect to the parts at the edges, the

wall will become flatter. This provides a qualitative interpretation of the trend

observed in Fig. 5.4(b).

Last, the influence of in-plane fields applied transversely to the magnetic strips,

Hy, is investigated, again using 50µm wide Ta/Pt/Co/Pt strips. It has been shown

by micromagnetic simulations that a combination of strong DMI and an in-plane

field transverse to the strip could lead to a tilted configuration of the DW [45,

106], and it has been suggested that measurements of the tilt angle χ (graphically

defined in Fig. 5.1(c)) could provide a tool to extract the DMI strength. The

theoretical χ versus Hy curves, calculated following the approach from literature

(which in principle is minimizing the sum of the Zeeman, DMI, and DW energies)

are shown in Fig. 5.5(c) for three different DMI strengths. Experimentally, a clear

tilting of the DW is indeed observed, as can be seen in the Kerr microscope images

in Fig. 5.5(a). The χ increases with increasing in-plane field strength, and its sign

depends on the sign of the in-plane field. To make this more quantitative, Fig.

5.5(b) shows the extracted χ as a function of in-plane field, also see Appendix C.6

for additional discussion.

Though there are similarities between the calculated and measured curves, their

agreement is inadequate to determine the DMI strength by comparing them.

Firstly, the calculated values of χ are much smaller than the experimentally ob-
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Figure 5.4: Influence of of longitudinal in-plane magnetic fields on the DW configu-
ration. (a) Kerr microscopy images of a DW for various in-plane field strengths. (b)
Curvature as extracted from Kerr microscopy images as a function of in-plane field
strength.

served ones. This could be solved by using a larger DMI strength for the calcu-

lations, but that would not be realistic for the investigated material stack. Also

the shapes of the curves are qualitatively different: while in the experiment from

Hy = ±50 mT onward the tilt angle is saturated and does not increase anymore,

the model predicts a much more gradual increase in tilt angle with field.

In recent work by Kim et al. [107], also a clear tilt of DWs is observed in strips

subjected to in-plane fields. They use a material stack in which the sign of the

DMI is known and conclude that the direction of the tilting is opposite to what
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Figure 5.5: Influence of in-plane fields perpendicular to the strips. (a) Kerr microscopy
images of a DW for various in-plane field strengths. (b) DW tilting angle as extracted
from Kerr microscopy images as a function of in-plane field applied perpendicular to the
strip. (c) Theoretical curves of the DW tilting angle as a function of in-plane field, for
different values of the DMI strength. Here the convention that a negative value of HDMI

corresponds to a left handed configuration is followed.

would be expected for the energy minimization as proposed in the theoretical

papers. However, they find a convincing correlation between asymmetry in the

DW velocity and the DW tilting. When a curvature (or other kind of irregularity)
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arises in the DW, a relatively fast movement towards one of the edges could lead to

tilted configuration. The asymmetry in velocity as measured in Fig. 5.2(b) agrees

with the sign of the tilt angles measured in Fig. 5.5(b) following this interpretation.

We therefore cannot exclude that our measured tilt angles where influenced by

this effect, plausibly it is even dominant in determining the DW configuration.

Our measurements therefore do not lead to a straightforward extraction of the

DMI strength. Nevertheless, we believe measuring χ still has potential, if the

DWs could be prepared such that they certainly reach their energetically optimal

configuration, uninfluenced by dynamics.

5.4 Discussion and Conclusion

Using patterned Ta/Pt/Co/Pt samples and magnetic fields, various non-trivial

DW configurations have been observed. The interpretation of the observations is

based on the measured DW velocity and additional DW pinning at the edges of a

patterned structure. The model for curvature we presented has limitations. Most

importantly, thermal effects are not incorporated, while DW motion is described

by the creep law in the studied regime. Though this model does not capture the

detailed behaviour of the DW or achieve good quantitative agreement with the

experimental data, it is able to describe the general effect of a magnetic field on

the DW configuration, and understand this intuitively.

Both the effect of perpendicular and in-plane magnetic fields were studied, and the

latter turns out to be intimately related to asymmetric DW velocity measurements

that are conducted in unpatterned samples. The observed DW curvature and

tilt angle are directly measurable and may provide a convenient route to extract

the DMI strength in the future. However, first a deeper understanding of the

experimental observations is required. We are currently following the approach

presented in Ref. [108] where edge pinning is modelled as a counter field present at

the strip edges, which can be included in the creep law. This improved theoretical

modeling is still in progress.
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Precession-torque-driven domain-wall

motion in out-of-plane materials

DW motion in magnetic nanostrips is intensively studied, in particular because of

the possible applications in data storage. In this work, we will investigate a novel

method of DW motion using magnetic field pulses, with the precession torque as

the driving mechanism. We use a one dimensional (1D) model to show that it

is possible to drive DWs in out-of-plane materials using the precession torque,

and we identify the key parameters that influence this motion. Because the DW

moves back to its initial position at the end of the field pulse, thereby severely

complicating direct detection of the DW motion, depinning experiments are used

to indirectly observe the effect of the precession torque. The 1D model is extended

to include an energy landscape in order to predict the influence of the precession

torque in the depinning experiments. Although preliminary experiments did not yet

show an effect of the precession torque, our calculations indicate that depinning

experiments can be used to demonstrate this novel method of DW motion in out-of-

plane materials, which even allows for coherent motion of multiple domains when

the DMI is taken into account. ∗

∗ This Chapter has been published in AIP Advances [85]
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6.1 Introduction

Ever since the proposal of the racetrack memory [75] there has been much interest

in the topic of DW motion [57, 64, 72]. The conventional approaches to drive

DWs use spin-polarized currents [64, 72] or magnetic fields [57, 109]. As magnetic

fields typically cannot provide coherent DW motion, thus resulting in loss of data

in data storage devices, spin-polarized currents are generally used to drive DWs in

magnetic racetracks [14, 16]. A disadvantage, however, is that the large currents

that are necessary can cause breakdown of devices due to Joule heating [79].

In this work we will describe a novel method of DW motion, where magnetic fields

are used in such a way that coherent DW motion is possible. The field is applied

along a hard axis, i.e. perpendicular to the magnetization in the domains, with

the resulting precession torque as the driving mechanism behind the DW motion.

This has already been demonstrated for in-plane materials [84], and in this work

we will explore the use of this method in out-of-plane (OOP) materials. This is

especially interesting for the use in data storage devices, as OOP materials can

provide much larger storage densities than IP materials [14]. As no current is sent

through the nanowires when using this method, the chance of device breakdown

is expected to be lower than for current-driven devices. Therefore, this method of

DW motion can be interesting for applications where device lifetime is important.

We will first introduce this new method of DW motion and show that it can

be used to drive DWs in OOP materials using a simple model. Then the key

parameters that influence the DW motion will be explored, focussing on modelling

the depinning experiments that can be used to verify this method of DW motion.

The preliminary experiments we performed will be discussed as well, followed by

a review of some challenges for this new method of DW motion, including how

coherent DW motion can be achieved using the DMI.

6.2 Theory

To explain how the precession torque can drive DW motion we start with the

Landau-Lifshitz-Gilbert (LLG) equation [28, 110], the most general description of



6.3. Results 69

magnetization dynamics:

dM

dt
= −γµ0M×Heff +

α

Ms

(
M× dM

dt

)
. (6.1)

Here, M is the local magnetization, γ the gyromagnetic ratio, µ0 the vacuum

permeability, Heff the effective field the magnetization experiences, α the Gilbert

damping factor and Ms = |M|. The first term describes the precession of the mag-

netization around the effective field, while the second term describes the damping

that causes the eventual alignment of M with Heff.

In Fig. 6.1 the working principle of precession-torque-driven DW motion is de-

picted. We start with a down domain and an up domain, separated by a Bloch

DW. When an in-plane field HIP is applied perpendicular to both the spins in the

domains and the spins in the DW, the spins will experience a torque according

to the precession term in the LLG equation. In the domains, both the anisotropy

and the exchange energy prefer the spins to point in the same direction, while in

the DW the anisotropy and the exchange energy are in competition. As a result

of this the precession torque has a larger effect on the spins in the DWs than on

the spins in the domains, which results in a rotation of the spins in the DW in the

direction depicted by the small arrows in Fig. 6.1(a). In Fig. 6.1(b) it can be seen

that this rotation of the spins effectively moves the DW to the right, which is the

essence of precession-torque-driven DW motion.

Figure 6.1: (a) HIP exerts a torque on the spins in the DW, causing the spins to rotate
in the direction indicated by the small arrows. (b) The rotation of the spins causes an
effective movement of the DW to the right.

6.3 Results

The DW motion can be described by deriving a one dimensional (1D) model,

starting with the LLG equation [111]. In this model, the DW is defined by two
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collective coordinates, the DW position q and the internal DW angle ϕ, as defined

in Fig. 6.2(a). By integrating the LLG equation over an infinitely long nanowire

with a fixed DW profile [26], two equations are obtained that describe the two

collective coordinates:

αq̇ − pλϕ̇ =
γλ

2Ms

(
∂E

∂q

)
, (6.2)

pq̇ + αλϕ̇ =
γλµ0

2

[
π (Hx cosϕ+Hy sinϕ)−HD sin 2ϕ

]
. (6.3)

Here, p determines the polarity of the DW, with p = +1 for an up-down DW and

p = −1 for a down-up DW. λ is the DW width, HD is the anisotropy field of the

DW, the sign of which determines whether Bloch or Néel walls are favored, and
∂E
∂q

describes the energy landscape of the DW, including a possible magnetic field

in the z-direction.

The parameters that are used in these simulations are realistic parameters for

a Pt/Co/Pt stack [72], with α = 0.1, Keff = 0.4875 MJ m−3, λ = 5.7 nm and

µ0HD = 23 mT. Using Eq. 6.2 and Eq. 6.3 the displacement of a DW due to a

field pulse can be numerically calculated, as shown in Fig. 6.2(b) and 6.2c. In these

figures the position of the DW during (grey area) and after (white area) a 10 ns

field pulse is calculated for various field pulse strengths (Fig. 6.2(b)) and various

values of α (Fig. 6.2(c)). It can be seen that after several nanoseconds the DW

velocity decreases, which is due to the damping term in the LLG equation. This

term causes the spins in the DW to eventually align with HIP, which reduces the

torque (τ ∝M×HIP) and therefore impedes the DW motion, eventually causing

the DW motion to stop. This is the reason there is a larger displacement for larger

HIP (larger torque) and for lower α (it takes longer for the spins to align with the

applied field, which results in a large torque for a longer time). Furthermore,

when HIP is turned off there is an effective field in the y-direction, dominated

by the demagnetization field of the DW. This creates a torque in the opposite

direction of the torque generated by HIP, which causes the DW to move back to

its initial position. In the outlook we will discuss how this backward motion can

be eliminated, e.g. using pinning sites.

For the parameters we used, the DW displacement after a single field pulse is in
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Figure 6.2: (a) Top view of the DW, with q the displacement of the DW and ϕ the
internal DW angle. (b) DW displacement due to a 10 ns in-plane field pulse for various
values of HIP (α = 0.1) and (c) for various values of α (µ0HIP = 20 mT).

the order of 100 nm. Combined with the fact that the DW moves back to its ini-

tial position after the pulse ends, this makes it difficult to detect the effect of the

precession torque directly. With depinning experiments it is possible to overcome

these complications, and detect the effect of the precession torque indirectly. For

these experiments, Ga+-irradiation can be used to create an energy barrier for the

DW [26]. This energy barrier can be overcome using a z-field, with the depinning

field Hdep representing the critical z-field for which the DW depins. The precession

torque can assist the depinning, and thus lower the depinning field. The energy

landscape is incorporated in the 1D model via the ∂E
∂q

term in Eq. 6.2, and also

includes a z-field, which causes the energy landscape to tilt. In Fig. 6.3(a) the en-

ergy landscape is shown for Hz < Hdep. Assuming a constant effective anisotropy

in the irradiated (non-irradiated) region of Keff (Keff,0), and a linear transition

region with width δ, the derivative of the energy of the system with respect to the

DW position is given by [26]
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∂E

∂q
=

2λ

δ

(Keff,0 −Keff) sinh
(
δ
λ

)
cosh

(
2q
λ

)
+ cosh

(
δ
λ

) − 2µ0MsHz. (6.4)

In Fig. 6.3(b) and 6.3(c) it can be seen how an in-plane field pulse can cause

the DW to depin for a z-field lower than the depinning field. The information

is presented in a phase diagram, where the two degrees of freedom (q, ϕ) are

plotted against each other, in Fig. 6.3(b) for various values of HIP, in Fig. 6.3(c)

for various values of the rise time of the IP field pulse. In both cases, initially the

DW is positioned in the local energy minimum. The in-plane field then causes the

DW to move to the right (in the direction of the energy barrier), and causes ϕ

to increase towards the equilibrium angle ϕeq (indicated by the horizontal dashed

line in Fig. 6.3(c)) determined by HIP and HD. When the in-plane field is strong

enough (and the rise time is short enough), the DW will overcome the barrier

before ϕ reaches ϕeq, and the DW depins. When ϕ reaches ϕeq before that, the

DW will move back due to the energy landscape. Eventually the DW will reach

the equilibrium position (q0, ϕeq) via the spiralling motion visible in Fig. 6.3(b)

and 6.3(c). The dependence of depinning on the rise time of the IP field pulse,

as seen in Fig. 6.3(c), is related to the effective field, determined by HD and

HIP. A long rise time results in an effective field that only slowly moves away

from the direction of HD, the initial direction of the DW magnetization. This

way, the magnetization can follow the effective field, and the torque is reduced

(τ ∝M×Heff). Thus, to maximize the torque the field should reach its maximum

value as quickly as possible, corresponding with a short rise time. For long rise

times the total DW displacement decreases, similar as for low in-plane fields and

high damping parameters.

Experimentally, it is the depinning field that can be measured, e.g. with a Kerr

microscope. Therefore, the 1D model is used to calculate how much the depinning

field will change for various IP field strengths, the result of which is shown in

Fig. 6.4(a). As expected, a stronger in-plane field corresponds to a larger change

in the depinning field. More surprisingly, for both positive and negative in-plane

fields there is a reduction of the depinning field. This is due to the fact that the

torque generated by the in-plane field is in opposite directions at the start of the

pulse and at the end of the pulse. Therefore, either at the start of the pulse or
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Figure 6.3: (a) DW energy landscape due to Ga+-irradiation with Hz < Hdepin. (b)
(q,ϕ) diagrams for various values of HIP. The dashed vertical lines indicate the local
minimum (left) and local maximum (right) in the energy landscape (τr = 0 ns). (c) (q,ϕ)
diagrams for various values of the rise time τr (µ0Hx = 20 mT).

at the end of the pulse the torque is in the right direction to assist the depinning

of the DW. In Fig. 6.4(b) the dependence of the change in depinning field on the

damping parameter is shown, for µ0HIP = 5 mT. It is clear that the change in

depinning field decreases for larger α, in correspondence with the result from Fig.

6.2(b).

We have performed preliminary experiments where we tried to show the effect

of the precession torque on DW motion. The IP fields in the experiments were

generated by sending a 10 ns current pulse through a gold waveguide. On top of

this waveguide an insulating SiO2 layer was deposited, followed by Ta (5 nm) / Pt (4

nm) / Co (0.6 nm) / Pt (4 nm) nanostrips (1µm× 10µm). The middle part of the

nanostrips was irradiated with Ga+-ions to introduce the DW energy barriers,
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and a Kerr microscope was used to determine the depinning fields. Although our

calculations show that a change in depinning field of about 0.6 mT is expected

for µ0HIP = 5 mT, in these preliminary experiments no change could be detected.

A possible explanation could be the value of α, as we saw earlier that α has a

large influence on the DW motion. TR-MOKE measurements of α [112] show

a field dependent value of α, with α ≈ 1 for the fields used in the experiments

and a decreasing α for higher fields. This field dependence can be explained

by extrinsic contributions to the damping that disappear for high fields, such as

inhomogeneous broadening[112]. As visible in Fig. 6.4(b) these high values of α

make it more difficult to detect the effect of the precession torque in depinning

measurements.

Figure 6.4: (a) Calculated change in depinning field due to in-plane field pulses. (b)
Dependence of the change in depinning field at µ0HIP = 5 mT on α.

6.4 Outlook

Although we have shown theoretically that the precession torque can be used to

drive DWs in OOP materials, there are still several issues that complicate the

potential use in data storage devices. First, in a potential racetrack memory the

reversal of the DW motion after the end of an in-plane field pulse inhibits any
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effective DW motion. A way to overcome this is the use of pinning sites [84].

As the depinning from a pinning site depends on the rise or fall time of the field

pulse, it is possible to adjust the rise and fall time in such a way that the DW

depins during the rise time, but stays pinned at the next pinning site during the

fall time, thus preventing the backward motion of the DW. A second issue we have

not yet discussed is coherent motion of multiple DWs. To ensure coherent DW

motion, a fixed chirality of the DWs is essential. The chirality defines whether the

magnetization rotates in a clockwise or counterclockwise direction throughout the

DW in the positive x-direction. The DMI, an anti-symmetric exchange interaction

that prefers neighboring spins to be at an angle [17, 18], favors Néel walls with

a fixed chirality, which means that using materials with high DMI can ensure

coherent DW motion with the precession torque. In Fig. 6.5 the direction of DW

motion for both down-up (left) and up-down (right) DWs can be seen for both

chiralities, with the IP field now along the y-axis, perpendicular to the spins in

the DWs. Indeed, as long as the chirality is fixed the DWs will move in the same

direction, regardless of polarity, which ensures the required coherent DW motion.

Figure 6.5: Direction of DW motion for clockwise (CW) and counterclockwise (CCW)
chiralities, for both polarities.

To conclude, we have used a 1D model to show that the precession torque can

be used to drive DWs in OOP materials. Because of the backward motion of the

DW at the end of the pulse, it is challenging to directly detect the DW motion

experimentally. Therefore, we focussed on depinning experiments, for which the

1D model was extended with an appropriate energy landscape. This enabled us to

predict the change in depinning fields as a result of the in-plane field pulses, with

a dependence on HIP, α and the rise and fall time of the field pulse. Although we

have not been able to measure the effect of the precession torque experimentally,
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possibly due to a high α, our calculations indicate that it is feasible to use depin-

ning experiments to observe the effect of the precession torque in OOP materials.
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Summary & outlook part I

This first thesis part, viz. Chapter 2 to 6, focussed on magnetic DWs in Pt/Co/X

stacks with perpendicular magnetic anisotropy, and in particular on the DMI in

such systems. The DMI forces a DW (partially) into a chiral Néel configuration,

which changes the DW energy and creates an asymmetry in its reaction to in-plane

magnetic fields. In literature the DW velocity is extensively investigated in relation

to DMI. We investigated whether other features of a DW, in particular its pinning

at an anisotropy barrier and its geometrical configuration, are also affected by the

DMI, and if so, whether these effects can be exploited to measure the elusive DMI

strength. Further, we looked into new possibilities that chiral DWs offer for DW

dynamics, and presented two new methods to achieve field-driven unidirectional

DW motion.

Chapter 3 shows a study on magnetic micro wires that are partially irradiated with

Ga+ ions, which creates anisotropy barriers that act as pinning sites for DWs. The

pinning strength is found to be controllable by a magnetic field directed along the

length of the wires, which is directly related to the DMI. It is shown that the DMI

strength in the as-grown sample stack can be deduced from the pinning strength

measured as a function of that in-plane field, assuming that the DMI is fully

suppressed in the irradiated part of the strip. This could be a valuable addition

to other methods for DMI determination, because it is suitable for measuring

small DMI strengths and the experiments can be performed using widely available

equipment. If the DMI of the pristine stack is already known, this measurement

technique also poses the exciting possibility to probe the DMI in the irradiated
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stack. Our expectation would be that for high irradiation doses the interfaces

become so ill defined and alloy-like that the DMI vanishes. However, it is known

that ion irradiation affects the two interfaces of a magnetic layer differently [73,

113], so it is conceivable that for low doses the asymmetry of the system, and

hence the net DMI, is enhanced. A measurement of the DMI as a function of

irradiation dose is therefore far from trivial and to our knowledge not reported

in literature. This future line of research could result in the new possibility to

controllably modify the DMI locally.

In Chapter 4 similar strips containing many irradiated regions are studied. It is

demonstrated that using the chiral change in pinning strength by in-plane mag-

netic fields, as discovered in the previous chapter, a unidirectional motion of all

DWs in the strip can be achieved. In essence, this is a prototype of a racetrack

memory fully operated by magnetic fields. Though current-driven DW motion

has many technological advantages, there are some niche applications for field

driven memories conceivable. However, before considering applications, the mate-

rial stack needs to be optimized, as the demonstrated reliability in this proof-of-

concept study is still too low for industry. The next step in this line of research

would be to replace the polycrystalline Co layer by an amorphous CoFeB, to re-

duce random pinning sites. Following our interpretation a larger DMI should lead

to a greater reliability, so the DMI will have to be optimized for this new magnetic

layer.

Up to this point we have treated DWs as if they traverse the magnetic strips in

a straight and perpendicular way. When a DW is ‘pushed’ against an engineered

anisotropy barrier this is a reasonable assumption, but when the strip does not

contain such barriers this becomes less trivial. In Chapter 5 we focussed on ge-

ometrical configuration of magnetic DWs in unirradiated microstrips under the

influence of magnetic fields. When solely driven by an out-of-plane field, we ob-

serve a curved DW. We explain this curvature by pinning at the edges of the strip,

and extend an existing model from literature to explain the dependence of the cur-

vature on the field strength. When an in-plane field is added, this influences the

DW configuration in a chiral way. A field directed along the strip increases or de-

creases the curvature, and a transverse field results in a tilted DW. We relate the

observed geometries to the familiar chiral dependence of the DW velocity on in-
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plane fields. This implies that the DMI can be deduced from this geometrical DW

configuration. However, we were not able to model the geometrical configuration

such that it satisfactorily describes the experimental observations. We expect that

this is related to the reported unexpected features in DW velocity measurements,

impeding the interpretation of these measurements. These unexplained features

have been reported to vanish when using sufficiently large driving fields, such that

the DW motion is in the flow regime instead of the creep regime. The next step in

this investigation would therefore be to increase the out-of-plane field strength that

drives our DW, and validate that the DMI can be deduced from the observed DW

geometries. Another important direction to investigate is what happens when the

size of the studied magnetic strips is reduced. If similar geometrical DW shapes

are observed on a smaller scale, it would be of great technological importance.

Though the previous chapters have shown that in-plane magnetic fields greatly

influence the properties of a DW, they are not used to actually move the DW. In

Chapter 6, the last chapter of part I, we theoretically explored the possibility to

use an in-plane field to move a DW in an out-of-plane material. The idea is based

on the well-known principle that spins precess around an (effective) magnetic field.

When a field is applied in-plane, but perpendicular to the spins inside a DW, these

spins should precess around that field. Subsequently, the spins constituting one

half of the DW are rotated towards the z axis, while the spins of the other half

are rotated away from the z axis, thereby effectively moving the DW. Using a one

dimensional model it is demonstrated that DW motion via this principle is indeed

expected, and the effect of the magnetic field strength, the damping, and the rise

time (the time needed for the magnetic field to go from zero to the set value)

are investigated. The results show that for the motion to be significant, a small

damping constant is required, but also a shorter rise time than so far used in our

experiments. A natural next step in this project would therefore be an optimized

proof-of-principle experiment on materials with a low damping constant, such as

yttrium–iron–garnet. Theoretically, the next step would be to explore the effect

of DMI. This would be a distinct addition to the effective field experienced by the

DW, and could lead to new interesting physics. Moreover, the direction of the DW

motion depends on the DW chirality, making the DMI is an essential ingredient

for DW motion via this principle.
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Skyrmions & current-induced
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8
Background on part II: skyrmions and

current-induced effects

In this part, we will address some of the most exotic and recently discovered phe-

nomena in thin film magnetism. First, magnetic skyrmions are discussed, which

were already briefly mentioned in Chapter 1. We will discuss how these mag-

netic textures are defined, and examine what determines the size and stability of

skyrmions of the type studied in this thesis. Then the spin-transfer torque and

the spin Hall effect are introduced, two essential concepts for the current-induced

motion of DWs and skyrmions. The similarities and difference between DW and

skyrmion motion are highlighted. Then we portray the state of the art by show-

ing a selection of recent experimental results from literature. With regard to the

skyrmions, several types of thin film samples that host magnetic skyrmions at room

temperature are shown, and techniques to generate these skyrmions are discussed.

With regard to current-induced effects, we give a very brief historical overview of

how the present understanding of current-induced effects in perpendicular materi-

als has developed. Then we discuss the state of the art regarding current-induced

skyrmion motion. We conclude this chapter with a detailed content of the chapters

to come.
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8.1 Basic theory

8.1.1 Definition of a magnetic skyrmion

In general, a skyrmion is a topological defect in a continuous field that has particle-

like properties. Examples are found, for instance, in elementary particle physics

[114] and liquid crystals [115], but also in condensed matter physics and mag-

netism. In the latter, a magnetic skyrmion refers to a whirl of spins, as was intu-

itively introduced and depicted in Chapter 1. In this section magnetic skyrmions

are described in a more formal way, based on the winding number, w.

Figure 8.1: Examples of spin structures and there corresponding paths though order
parameters space for various winding numbers. Adapted from Ref. [116].

We start by giving an intuitive description of the concept of winding numbers.

Besides the normal, physical space, a spin configuration space that consists of all

possible directions of an individual spin can be defined. The dimensionality of

this spin space depends on the magnetic system that is studied: for systems with

a strong in-plane anisotropy it is a one-dimensional circle representing all possible

in-plane angles, and for systems without a restriction to one plane or axis (like the

ones studied in this thesis) it is the surface of a sphere representing all possible

polar and azimuthal angles. The winding number is now the number of times that

the spin space is wrapped when sampling the physical space.

In Fig. 8.1 various examples are shown for a circle of spins with strong in-plane

anisotropy, because this situation is most straightforward to depict graphically.

By tracking the in-plane spin angle when following the circle in real space, the
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corresponding path through spin space can be drawn. For w = 0 two possible

examples are shown. The first is the uniform ferromagnetic state, which is mapped

onto a single point in spin space, and is therefore referred to as topologically trivial.

Also a non-uniform magnetic state that does not wrap spin space completely

is shown. This magnetic configuration can be continuously deformed into the

uniform state (or put otherwise: its path in spin space can be shrunken into

a single point), and is therefore also topologically trivial. The examples shown

for w = 1 are magnetic vortices, spin structures that are often used as example

in textbooks on magnetism [117], but have only been observed satisfactorily in

2000 [118]. For these structures spin space is wrapped completely, and the path

cannot be shrunken into a single point. The consequence is that these structures

cannot be deformed continuously into the uniform magnetic state, hence they

are topologically stable. This is equivalent to how the twist in a Möbius strip

cannot be removed without breaking the strip. All spin structures with a winding

number unequal to zero possess such topological stability. Lastly, more complex

spin structures corresponding to higher winding numbers can also be envisioned,

and an example is shown for w = 2.

The same principles as discussed above apply for the material systems treated in

this thesis. The mathematical definition of the winding number for such magnetic

films with spherical spins is

w =
1

4π

∫∫ (
∂m

∂x
× ∂m

∂y

)
·m dx dy, (8.1)

where m is the normalized local magnetization. For a derivation of Eq. 8.1 we

refer to Ref. [122]. A magnetic skyrmion is now defined as a spin structure for

which w = ±1 (the sign depends on whether the magnetization at infinity is up or

down). A more visual meaning of w = 1 is that the magnetic structure can be con-

tinuously deformed into a ‘hedgehog’ when projected onto a sphere, as illustrated

in Fig. 8.2. Because also in this dimensionality w = 0 holds for the uniform mag-

netic state, skyrmions are topologically protected∗. Besides skyrmions, also other

∗In practice, this does not imply that a skyrmion is infinitely stable. In a real sample, a
skyrmion can disintegrate at the sample edge or a defect. Also, the discrete atomic nature of
a real sample and the unavoidable variations in material parameters ensure that the energy re-
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Figure 8.2: Schematic visualization of a compact skyrmion and a skyrmion bub-
ble, which differ by the absence or presence of a plateau of constant magnetization at
their centre. Both magnetic textures can be wrapped on a sphere in the same fashion.
Adapted from Refs. [119], [120], and [121].

interesting spin textures characterized by other winding numbers, for instance an-

tiskyrmions (w = −wskyrmion) and biskyrmions (w = 2), have been observed and

are investigated [123–125].

Note that w = ±1 is a broad definition, so a skyrmion does not always resemble the

‘compact skyrmion’ depicted in Fig. 8.2. The way the spins should rotate inside the

whirl is not specified, the skyrmion can have any size, and its shape does not need

to be circular. Especially regarding the size, experimental observations are diverse,

ranging from a few nm to tens of µm. Though these larger textures fully meet the

winding number criterion, they do not fit well with the vision of skyrmions as the

exciting new building blocks for data storage. This brings up the question whether

quired for skyrmion annihilation is not infinite. In fact, to what degree the topological protection
contributes to the stability of physical skyrmions is unclear.
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there should be an additional criterion to define a skyrmion. Some researchers

argue that structures with a large domain of constant magnetization at their core

(see the ‘skyrmion bubble’ in Fig. 8.2) should not be called a skyrmion, but there

is no consensus on this matter. This is a case of semantics rather than of physics,

but to avoid confusion we will refer to spin structures with a large domain of

constant magnetization at their core as ‘skyrmion bubbles’.

The radial cross section of a skyrmion resembles a DW. However, whether this

DW is in a Bloch or Néel configuration and whether its chirality is left-handed or

right-handed is not captured by the winding number. In thin film multilayers it is

the interfacial DMI that can ensure that all skyrmions in a sample have the same

chirality. Just as for DWs, the interfacial DMI always favours a Néel configuration,

with its handedness depending on the sign of D.

8.1.2 Stability of skyrmion bubbles

The spin structures that will be studied in the experimental chapters that follow

are all of the skyrmion bubble type. Therefore we will elaborate on what deter-

mines their size and stability in this section. Because in skyrmion bubbles the size

of the core is large compared to the width of the surrounding DW, these spin struc-

tures can be described using the so-called ‘thin wall model’. In this model, the

energy of a circular domain in a film with perpendicular magnetic anisotropy, Esk,

is calculated compared to the energy of uniform magnetized film. The geometry

is sketched in Fig. 8.3(a) and the total energy is calculated by

Esk = σt2πR︸ ︷︷ ︸
DW

+ 2µ0MSHztπR
2︸ ︷︷ ︸

Zeeman

− µ0M
2
Sπt

3I (d)︸ ︷︷ ︸
dipolar

. (8.2)

Here t is the film thickness, Hz is the magnetic field strength in the direction

perpendicular to the film, and σ is the DW energy as defined in Eq. 2.8. The first

term is associated with the energy of a DW covering a circle with radius R. The

second term represents the change in Zeeman energy when introducing a circle

with radius R with opposite magnetization into the film.

The last term represents the change in energy due to long-range dipolar stray
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Figure 8.3: (a) Geometry of the thin wall model. (b) Examples of energy versus bubble
radius curves calculated using the thin wall model.

fields when introducing the circular domain. The field energy† was only treated

as a uniaxial term in the magnetic anisotropy in part I of this thesis, and its

long-range contribution was ignored. However, for the stabilization of skyrmion

bubbles this is an essential ingredient. This stray field energy increases with the

inverted magnetic volume, and grows as either t, MS or R is increased. The factor

I(d) is defined as:

I(d) = − 2

3π
d

[
d2 + (1− d2)

E(u2)

u
− K(u2)

u

]
, (8.3)

where d = 2R/t, u2 = d2/(1 + d2), and K(u) and E(u) are the complete elliptic

integrals of the first and second kind, respectively. So I(d) is a geometrical factor

depending on the ratio between the circle radius and the film thickness. For a

mathematical background on the precise form of this expression, we refer to Ref.

[27].

This model enables us to calculate the energy associated with the presence of a

magnetic bubble as a function of its radius, for a certain set of conditions and ma-

terial parameters (the applied magnetic field, film thickness, magnetic anisotropy,

†Also referred to as magnetostatic energy or demagnetization energy.
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exchange interaction, interfacial DMI, and the saturation magnetization). Fig-

ure 8.3(b) shows two examples of such calculated curves. Curve I is calculated

with parameters that are typical for our experiments, and shows a minimum at

R = 1.3 µm, indicating that bubbles of that size are stable. For the calculation

of curve II the same parameters are used, only the stray field term in Eq. 8.2 is

reduced (in Chapter 10 the relevance of reducing this particular term will become

clear). This results in a curve without a minimum, meaning that bubbles are

not stable under these conditions. The model also allows for the calculation of

the energy barriers associated with creating or annihilating a bubble, and for the

calculation of the influences of different material parameters on the bubble size

and stability.

8.1.3 Current-induced effects in magnetic films

Sending an electrical current through a magnetic material can affect the magnetic

texture in a wide range of ways. For instance, it is well-known that an electrical

current generates a magnetic field, which can influence the magnetization. Also,

the simple fact that heat is generated (Joule heating) gives rise to phenomena that

are so exotic that a completely new field, known as spin caloritronics, is dedicated

to them [126]. However, the most important principle for the work presented in

this thesis is that the spins of the current-carrying electrons can exert a torque on

the local magnetization: the spin-transfer torque (STT). Here we introduce this

physical phenomenon, and later we will come back to its relevance for DW and

skyrmion motion.

Itinerant spins tend to align with the local magnetization, so when flowing through

a uniform magnetic medium an electrical current becomes spin polarized. When

these electrons then pass through a region in which the direction of the magnetiza-

tion is different, their spin will follow the local magnetization due to the exchange

force [127]. Conservation of angular momentum dictates that the localized spins

must undergo an equal and opposite change in angular momentum, as illustrated

in Fig. 8.4(a). The STT was first introduced for a system of two uniform, fer-

romagnetic layers separated by a non-magnetic spacer (like in Fig. 8.4(a)) [128],

and was later extended to the case of continuously varying magnetization, corre-
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sponding to a magnetic DW. In that case, the torque exerted on the localized spins

results in a movement of the DW in the flow direction of the itinerant electrons.

The effect of the STT on the magnetization can be formally described as [111]:

(
∂m

∂t

)
adiabatic STT

= − (u · ∇) m, (8.4)

which can be included into the LLG equation (Eq. 2.10) as an additional term.

Here m = M/MS, and u is the spin drift velocity in the direction of the electron

flow, with its magnitude |u| = gµBPJ
2eMS

. Here g is the Landé factor, µB the Bohr

magneton, P the spin polarization, J the current density, and e the elementary

charge.

In the derivation of Eq. 8.4 it is assumed that the itinerant spins can follow the

local magnetization adiabatically. In real systems this assumption is often invalid,

hence early theoretical work based on this equation resulted in a poor agreement

with experimental results [129]. When the magnetization cannot be followed adi-

abatically and the itinerant spins become significantly misaligned with the local

magnetization, this causes an additional torque, referred to as the nonadiabatic

STT. This torque is directed perpendicular to the formerly introduced adiabatic

STT, and therefore appears as yet another additional term in the LLG equation:

(
∂m

∂t

)
nonadiabatic STT

= βm× (u · ∇) m. (8.5)

The strength of the nonadiabatic STT is characterized by a phenomenological pa-

rameter β, of which the precise physical origin is still topic of debate and research.

Also in non-magnetic materials interesting current-induced effects can occur. In

materials with strong spin-orbit coupling, a spin current is generated perpen-

dicular to the direction of the flow of the electrical current, as illustrated in Fig.

8.4(b). This is called the spin Hall effect (SHE). The SHE has three contributions:

asymmetric scattering, the side-jump mechanism, and the intrinsic spin Hall effect

[132]. Asymmetric scattering occurs when electrons encounter an charged impu-

rity. The impurity creates an electric field, and a relativistic transformation of

this field leads to a magnetic field in the rest frame of the electron. This results
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Figure 8.4: (a) Spin-transfer torque illustrated. (b) Electrons in a heavy metal are
deflected in the direction perpendicular to the electron flow (Je) depending on their
spin, known as the spin Hall effect. From Ref. [130] and [131].

in a spin-dependent force on the electron, and hence in a spin current transverse

to the current flow. The side-jump mechanism also occurs at an impurity and can

be derived by treating the electron as a wave packet. During a scattering process

the centre of this wave packet undergoes a spin-dependent lateral displacement,

because of a change in momentum. The intrinsic contribution is based on the

precession of the spins about the momentum-dependent magnetic field related to

the band structure of the material. Which mechanism is dominant depends on

the specific material parameters, temperature, and the type and amount of im-

purities. We realize that the description of the SHE sources that is given here is

rather limited, as an in-depth treatment is beyond the scope of this thesis. For a

comprehensive discussion on the SHE the reader is referred to Ref. [132].

Though the three contributions to the SHE are fundamentally very different, they

all rely on spin-orbit coupling. Heavy metals exhibiting strong spin-orbit coupling

can therefore be exploited as a source of spin currents. By interfacing a magnetic

thin film with a heavy metal layer it is possible to inject a vertical spin current into

the magnetic layer with the orientation of these spins in plane and perpendicular

to the current direction. If the magnetization is not aligned with the injected spins,

a torque will be exerted. This can lead to magnetization dynamics like precession

of the magnetization, DW motion or even switching of the magnetization.
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8.1.4 Skyrmions & currents

Because the spin texture of a skyrmion is similar to that of a DW, it is not

surprising that they are affected by the same current-induced phenomena. Indeed,

it has been shown theoretically, that just as for DWs, skyrmions can be moved

by either the STT from an in-plane spin-polarized current, or by a vertical spin

current injected by, for instance, the SHE [69]. However, in the case of skyrmions,

their topology leads to additional effects [133]. Their motion can be described

using Thiele’s equation, which is in essence a balance of forces that act on the

magnetic texture [134]:

G× (vs − vd) +D(βvs − αvd) + Fpin = 0. (8.6)

Here vd is the drift velocity of the skyrmion, vs is the velocity of the conduction

electrons, Fpin is the pinning strength, D is is the dissipative force tensor, and G

is the gyromagnetic coupling vector. When driven by the SHE instead of a planar

spin current, this equation is adapted to by setting vs to zero and adding the term

4πB · jhm on the left side of the equation [135]. Here jhm is the current density

through the heavy metal, and B quantifies the efficiency of the torque and depends

on the precise spin structure. The essential assumption that is necessary to derive

Thiele’s equation is that the magnetic texture is rigid, also when it is translated

[136]. As will become apparent in the following chapters, this assumption is not

valid for the magnetic textures we study, and hence Eq. 8.6 is not used. Therefore

we do not review all the quantities that are introduced above, but only discuss

what general behaviour can be expected of skyrmions based on an equation of this

form.

The big difference between DW and skyrmion motion is the first, gyrotropic term

of Eq. 8.6, which is zero for DWs. This is because G is directly proportional to

the winding number as defined in Eq. 8.1. The term leads to a velocity component

perpendicular to the current direction. This is referred to as the skyrmion Hall

effect, a name that reminds one of the original Hall effect describing a transverse

component of the velocity for an electrically charged particle in the presence of a

magnetic field. Several types of Hall effects have been introduced over the years
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(spin Hall effect, quantum Hall effect, anomalous Hall effect etc.), but what is

unique about the skyrmion Hall effect is that it is based on topological charge.

When examining DW motion driven by a planar STT, it is found that the velocity

as a function of current density heavily depends on the ratio between α and β. In

particular, when β = 0, below a certain critical current density, no DW motion

will occur at all, an effect known as intrinsic pinning. For skyrmions it was shown

theoretically that there should be no intrinsic pinning, and the relation between

velocity and current density is completely independent of the ratio between α and

β [137]. Interestingly, when transverse skyrmion motion is impeded, for instance

by the physical edge of the sample, calculations show that the velocity versus

current relation becomes similar to those of DWs, including the dependence on

α/β [138].

Lastly, a skyrmion is in principle able to to move around a pinning site due to its

geometry, whereas a DW is not. Therefore it is expected that devices based on

magnetic skyrmions require a lower minimum current density to operate (when

high speed is not essential), and will therefore have a lower power consumption.

To what extend a skyrmion is affected by pinning is strongly dependent on the

ratio between skyrmion diameter and the size of magnetic inhomogeneities in the

material [139]. Material stacks that have a higher level of homogeneity or host

skyrmions that are significantly smaller than their typical grain size have to be

developed in order to fully exploit this special feature of magnetic skyrmions.

8.2 Experimental state of the art

8.2.1 Magnetic skyrmions

The first experimental observation of magnetic skyrmions was done in 2009 on

a non-centrosymmetric MnSi crystal [65]. Soon also observations in thin films

followed: a single atomic layer of Fe on top of Ir (111) was the first in that category

[88]. These observations where done using neutron scattering and spin-polarized

scanning tunnelling microscopy (SP-STM), both performed at low temperatures.

An example of such a skyrmion lattice observed in a thin film at low temperature

is shown in Fig. 8.5(a). This sparked a great research effort to stabilize skyrmions

at room temperature in multilayer stacks in which the SHE could be exploited.
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Figure 8.5: Experimental observations of magnetic skyrmions in thin film samples.
(a) PdFe bilayer on a Ir(111) surface at T = 8 K imaged by SP-STM. From Ref. [143].
(b) Magnetic skyrmions at room temperature in a Ir/Fe/Co/Pt stack observed with
magnetic force microscopy. From Ref.[144]. (c) Skyrmions at room temperature in
a Pt/Co/Ta multilayer of 15 repetitions, imaged by magnetic transmission soft X-ray
microscopy. The current-induced direction of motion is consistent with the SHE (red
arrows indicate current direction). From Ref. [140]. (d) Skyrmion bubble stabilization
in Pt/Co/AlOx by precise control of the Co thickness or an applied electric field. From
Ref. [145]. (e) Skyrmions are nucleated an moved in a Pt/Ni/Co/Ni/Au/Ni/Co/Ni/Pt
strip by current injected by a sharp electrical contact (indicated as a triangle in the first
image). From Ref. [146]. Individual skyrmions are emphasized by dotted circles.

This was a challenging task, as the essential ingredient for skyrmion stabilization,

the DMI, was far from understood. Nevertheless, a few years layer several groups

managed to stabilize skyrmions at room temperature in sputtered transition metal

stacks [56, 140–142].

There are several types of thin-film samples that are suitable for hosting magnetic

skyrmions. In general, creating a large interfacial DMI is beneficial. Especially in

material stacks where the top and bottom interface of the magnetic layer induce

additive DMI, large net DMI values can be obtained, as was discussed in Chapter

2. Skyrmions have been successfully stabilized in such stacks [56, 144], see for in-

stance Fig. 8.5(b). Dipolar stray fields can also aid the stabilization of skyrmions.

However, increasing dipolar stray fields is achieved by increasing the magnetic vol-
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ume, whereas increasing the magnetic layer thickness dilutes the interfacial DMI.

To combine strong DMI with strong dipolar stray fields, a multilayer consisting of

many repetitions of magnetic and heavy metal layers can be designed [56, 140], see

for instance Fig. 8.5(c). Another approach showing skyrmions in a magnetic mul-

tilayer is by tuning the thickness of the magnetic layer to find conditions in which

skyrmions are stable [145]. In particular, at a certain thickness the interfacial

perpendicular anisotropy is precisely compensated by the demagnetization field

that favours in-plane magnetization, and near such a transition the ratio between

the different material parameters varies greatly. Figure 8.5(d) shows an example.

Under some conditions skyrmions are created spontaneously and form a lattice,

as is the case in Fig. 8.5 (a), (b), and (d). Under other conditions skyrmion are

metastable, meaning that a uniform magnetic state can exist, but if by some means

a skyrmion is injected into the system, it will remain stable. This last category is

especially interesting, as it provides the opportunity to study individual, isolated

skyrmions. In turn, this asks for a means to controllably inject skyrmions in

such systems. The most widely used approach is the use of inhomogeneous (spin)

currents that result in the creation of skyrmions [88, 146, 147], as for instance

shown in Fig. 8.5(e). Other possibilities include laser-induced heat pulses [148,

149], a local magnetic field [150], or moving skyrmions from regions where they

spawn spontaneously to a region where they are metastable.

8.2.2 Current-induced effects

The current-induced motion of magnetic DWs has been investigated extensively,

motivated by its potential for future spintronic technologies. In particular, when

research efforts shifted towards perpendicularly magnetized materials, unexpected

experimental observations followed. In 2009 Miron et al. measured current-driven

DW motion in the direction against the electron flow [151]. This could not be un-

derstood by an STT from the spin-polarized current flowing though the magnetic

material, and alternative effects needed to be considered. One explanation that

was explored was a negative P or β parameter leading to DW motion against the

electron flow. This explanation was discarded, but interestingly almost a decade

later the existence of such a negative STT was demonstrated experimentally [152].
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Figure 8.6: (a) Current-induced effects in perpendicular materials. The STT from
the spin-polarized current flowing through the magnetic layer drives the DWs along the
electron flow (yellow electrons and arrows). The vertical spin current injected due to
the SHE exerts a torque on Néel walls, but its direction depends on the DW chirality
(purple). From Ref. [72]. (b) Snapshots of skyrmion motion at j = 2.8× 105 A cm−2

through a magnetic strip. Besides the motion along the current direction (parallel
with the length of the strip), the skyrmions also exhibit a transverse displacement, as
emphasized by the yellow arrows. From Ref. [135].

However, the current interpretation of Miron’s results is that the DW motion is

driven by the spin Hall effect (SHE). This is a plausible explanation because the

experiments were performed on a material system containing a heavy metal layer,

and when the direction of the torque depends on the spin configuration inside the

DW, all directions of motion are conceivable, including against the electron flow.

The importance of the SHE in perpendicular materials was confirmed by addi-

tional experiments [72], and Fig. 8.6(a) shows the present view of different (spin)

currents important for DW motion in perpendicular materials. Of course, also

in perpendicular materials a current gets spin polarized (indicated by the yellow

spins) when flowing through a magnetic material and exerts a torque on DWs.

This torque will typically (when P > 0 and β > 0) drive the DW in the direction

of the electron flow, as indicated by the yellow arrows. Whether this traditional

effect or the SHE is dominant depends on the specific material system [153].

The orientation of the spins injected by the SHE is in-plane and perpendicular to

the current direction, as indicated by the blue spins. When the localized magnetic

moments are directed along the same axis no torque is exerted. For the geometry of

a strip in which DWs divide the length of the strip into smaller magnetic domains
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(as typically is the case for a racetrack memory), this means the SHE cannot affect

a Bloch wall. It does exert a torque on Néel walls, but for a multitude of DWs

to move in the same direction, they all need to have the same chirality. Figure

8.6(a) shows two DWs with opposite chirality and as indicated by the blue arrows

these are driven in opposite directions. Homochiral Néel walls will only form in

thin films when a sizable interfacial DMI is present. The DMI is therefore an

essential ingredient for DW motion driven by this mechanism, and in turn the

SHE now provides a tool to measure the DMI. If the efficiency of the torque on a

DW is measured as a function of the applied longitudinal magnetic field, the DW

configuration as a function of this field and hence the DMI can be deduced [44].

Currently, the general consensus is that the SHE is the dominant contribution for

DW motion in typical multilayer stacks in which skyrmions are stable. Several

studies have shown evidence of current-induced DW motion and interpret this as

SHE-driven [140, 145, 147]. The experimental skyrmions in thin film multilayers

are still hindered considerably by pinning sites, resulting in larger critical currents

to initiate the skyrmion motion than is theoretically predicted.

What is distinctively different for skyrmion dynamics, compared to DWs, is the

prediction of an additional velocity component perpendicular to the current direc-

tion, called the skyrmion Hall effect, as discussed in subsection 8.1.4. Recently,

two groups were able to observe the skyrmion Hall effect experimentally [135, 154],

and a typical observation is shown in Fig. 8.6(b). From theory it was already

known that the size of the skyrmion Hall effect should depend on the skyrmion

diameter and the damping constant, but from the experiments it followed that it

also strongly depends on the driving force. Although the two groups ascribe this

dependence to different physical phenomena, they both report that the skyrmion

Hall effect is more pronounced at higher skyrmion velocities.

8.3 Contents part II

In this thesis part we experimentally investigate magnetic skyrmion bubbles. Pre-

cisely tuning the magnetic layer thickness allows us to stabilize skyrmion bubbles

in material stacks similar to those investigated in part I of this thesis. Only the

thickness of the magnetic layer is altered; the used materials, substrate, and de-
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position process all remain unchanged. Skyrmion bubbles with diameters in the

order of a micrometre can also be imaged using the same experimental technique

as was employed in part I: Kerr microscopy.

In Chapter 9, we will show that we are indeed able to stabilize skyrmion bub-

bles in our samples, and characterize their basic properties (e.g. their diameter

and the range of applied fields for which they are stable). We then study their

current-induced behaviour. Though there is no sign of the skyrmion Hall effect,

the direction of motion observed for various investigated heavy metal layer thick-

nesses is completely unexpected. Inverting the spin-current injected by the SHE

does not lead to a reversal in the direction of motion, which conflicts with the pre-

vailing view of the SHE as dominant driving mechanism. Therefore the influence

of all possible current-induced contributions, as introduced in section 8.1.3, has

to be reconsidered for this case. Additional experiments in which the layer thick-

nesses, the current direction, and current density are varied, as well as additional

measurements of the DMI are performed to disentangle the contributions from

the spin Hall effect, Joule heating, and the various types of spin-transfer torque

exerted by a planar polarized current. The provisional conclusion is that the

observed skyrmion bubble motion is governed by a negative spin-transfer torque.

In Chapter 10 we continue our investigation on skyrmion bubbles in confined ge-

ometries. In order to progress, some technical improvements are necessary. First,

extremely precise layer thickness control has to be achieved such that a varying

magnetic layer thickness is no longer required. After homogenous films containing

skyrmion bubbles are created, it becomes possible to pattern these into devices.

Because of the extreme sensitivity of skyrmion bubble stability to changes in ma-

terial parameters, high-quality device edges are required. The method for device

patterning as followed in part I will no longer suffice, so we optimize our lithog-

raphy process. We then demonstrate skyrmion bubble stabilization in confined

geometries. We show that this confinement forces the skyrmion bubbles, that

tend to move around disorderly in unpatterned films due to thermal fluctuations,

into certain preferential positions. Different physical mechanisms that could pos-

sibly govern the responds of the skyrmion bubbles to the physical edge of the

geometries and to each other, are considered. We find that for these relatively

large skyrmion bubbles, dipolar stray fields give the dominant contribution. Last,
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we explore an alternative method of sample fabrication. Using our expertise on

FIB in these material stacks, we manage to stabilize skyrmions in geometries writ-

ten by FIB, imbedded in a ferromagnetic layer. By independently switching the

magnetization outside the FIB geometries, we can control the dipolar stray fields.





9
Anomalous direction for skyrmion

bubble motion

Magnetic skyrmions are localized topological excitations that behave as particles

and can be mobile, with great potential for novel data storage devices. In this

Chapter, the current-induced dynamics of large skyrmion bubbles is studied. When

skyrmion motion in the direction opposite to the electron flow is observed, this is

usually interpreted as a perpendicular spin current generated by the spin Hall ef-

fect exerting a torque on the chiral Néel-type skyrmion. By designing samples in

which the direction of the net generated spin current can be carefully controlled,

we surprisingly show that skyrmion bubble motion is always against the electron

flow, irrespective of the net vertical spin-current direction. We find that a neg-

ative bulk spin-transfer torque is the most plausible explanation for the observed

results, which is qualitatively justified by a simple model that captures the essential

behaviour. These findings demonstrate that claims about the skyrmion chirality

based on their current-induced motion should be taken with great caution.

Magnetic skyrmions are swirling spin textures that are currently the focus of

many research efforts [54]. In such a whirl the magnetization direction in the

centre is opposite to the magnetization direction at the edge, while in-between the

magnetization direction rotates gradually with a certain chirality. The interaction

that favours this chiral rotation is the DMI [17, 18], which plays an important role

101
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in the creation and stabilization of magnetic skyrmions. This interaction is only

present in systems with strong spin-orbit coupling (SOC) and structural inversion

asymmetry (SIA), which occurs in certain crystals lacking inversion symmetry

or in ultrathin multilayers near interfaces. In both type of systems with SIA,

skyrmions have been observed experimentally [56, 65–67, 140], and here we will

focus on the latter. We observe a unique motion of skyrmion bubbles, that cannot

be described by conventional physical effects.

In order to become a viable candidate for future data carriers, the movement

of skyrmions should be controlled, preferably by electrical current. Figure 9.1

schematically shows a typical stack like we investigate in this Chapter —an ul-

trathin ferromagnetic (FM) layer in between two heavy metal (HM) layers —and

the current-induced effects that can propagate a skyrmion. Electrons moving in

the plane of the sample through the magnetic layer become spin polarized, and

exert a bulk spin-transfer torque (STT) on the skyrmion (indicated in yellow).

This torque results from angular momentum conservation [111, 155], and in prin-

ciple always leads to movement in the direction of the electron flow. The spin

Hall effect (SHE) occurs in a heavy metal where a spin accumulation is generated

perpendicular to the charge current (indicated in blue). If there is a magnetic

material adjacent to this heavy metal the injected spins can exert a torque on the

magnetization texture [72, 156]. This can lead to fast and efficient motion either

along or against the electron flow, depending on the sign of the spin current and

the orientation of the magnetization. In practice, heavy metal layers are generally

present in material stacks that contain skyrmions, as they are also required to

induce a sizable DMI. Also, bulk STTs are widely believed to be relatively small

in ultrathin layers [157]. Therefore it is not surprising that the SHE is considered

to be the dominant driving mechanism in experimental reports on current-induced

skyrmion motion, especially when motion against the electron flow is observed.

For the creation of samples that contain skyrmions, the approach of Schott et

al., in which a wedge of magnetic material is investigated, is used [145]. In such

samples, the skyrmions typically appear at small (∼ 0.5 nm) magnetic layer thick-

nesses, at the onset ferromagnetism. Further, we systematically vary the vertical

spin current injected by the SHE. Its size and sign are controlled by the thicknesses

of the HM layers adjacent to the FM layer, by which we are able to control the ex-



9.1. Sample design 103

Figure 9.1: Schematic view of the studied geometry: a thin FM layer sandwiched
between HM layers in which a skyrmion bubble is stabilized. Also the spin currents that
can cause a torque on the skyrmion are depicted: a vertical spin current caused by the
SHE and an in-plane spin current from conduction electrons that become spin polarized
when flowing through a magnetic material.

pected direction of motion. In striking contrast, we observe an unexpected, unique

skyrmion motion that cannot be explained by either the SHE or the traditional

bulk STT. In similar atomically thin magnetic layers, depinning measurements on

magnetic domain walls (DWs) could only be explained by a negative spin transfer

torque [152]. Using a qualitative model, we show that this novel ingredient is a

plausible explanation for the observed anomalous skyrmion motion.

9.1 Sample design

The perpendicular spin current density, JS, induced by the SHE in a heavy metal

layer is determined by JS = θSHJ , where θSH is the spin Hall angle and J the charge

current density in the heavy metal. If the thickness, t, of the heavy metal layer

is comparable to spin diffusion length, λsf, JS is reduced by a factor 1 − sech t
λsf

[158]. This implies that in a Pt/Co/Pt sample the net injected spin current can

be controlled by varying the thicknesses of both Pt layers [72]. For the main ex-

periment, samples will be grown in which one of the Pt layers gradually varies

in thickness. We choose to vary the top Pt layer thickness, so that the bottom

Pt layer remains constant, which limits changes in properties determined by the

subsequent interfaces, like the magnetic anisotropy or DMI. The thickness vari-
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ation is chosen such that both the situation in which the dominant contribution

from the SHE comes from the bottom Pt layer, and the situation in which the

dominant contribution comes from the top Pt layer can be studied. For purely

SHE-driven motion, the direction of motion is expected to be opposite in these two

regimes. Also, it is expected that between these two regimes there is a thickness

combination (probably when the thicknesses of both Pt layers are comparable) for

which the spin currents coming from the top and bottom exactly cancel out. This

will be referred to as the cancellation point, and here SHE-driven motion cannot

occur.

Before we show these results on controlling the direction of the net spin current, it

is important to demonstrate how to stabilize skyrmion bubbles in the sample. Fol-

lowing the approach by Schott et al., the thickness of a magnetic layer is gradually

varied. This results in a large variation of material parameters (especially the sat-

uration magnetisation, MS, the effective magnetic anisotropy constant, Keff, and

DMI are expected to vary with thickness) in one sample, allowing access to the

narrow parameter window in which skyrmion bubbles can be stabilized [145]. The

used material stack is Ta (5 nm) / Pt (4 nm) / Co (0 - 0.8 nm) / Pt (4 nm), schemat-

ically shown in Fig. 9.2(a).

The remanence as a function of the Co layer thickness is obtained using polar

MOKE measurements and is shown in Fig. 9.2(b). In the graph two regimes can

be identified: for Co thicknesses above 0.5 nm the sample has an out-of-plane

easy axis and the remanence is 100 percent. For thicknesses below 0.4 nm the re-

manence is zero, because the ferromagnetic-paramagnetic transition is approached

and the ferromagnetic state disappears. When the remanence turns to zero around

0.4 nm Co thickness, the magnetization and out-of-plane easy axis do not disap-

pear immediately (though the values of MS and Keff are significantly reduced,

see Appendix D.1): a small regime exists in which at zero applied magnetic field

multiple small out-of-plane magnetized domains appear, and the up and down

domain are equal in size. This results in a measured remanence of zero, since in

this measurements we average over a large area on the sample containing many

up and down domains. Using Kerr microscopy a labyrinth structure is observed at

remanence in this thickness regime, but when a small magnetic field (∼ 0.1 mT) is

applied circular, micron-sized domains spontaneously form, see Fig. 9.2(c). These
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Figure 9.2: (a) Schematic representation of the studied sample. (b) Remanence of the
sample as a function of the Co thickness. A transition where the PMA disappears is
observed. The non-zero points below 0.2 nm (indicated by open circles) have no physical
meaning. They occur because at these thicknesses only noise is measured, leading to
problems in the algorithm determining the remanence. (c) Magnetic domain structures
observed by Kerr microscopy at the transition, both with and without the application
of a small perpendicular magnetic field.

are the skyrmion bubbles that will be studied in the remainder of this Chapter, and

the thickness at which they occur will be referred to as the skyrmion transition.

In Appendix D.2 the characterization of the skyrmion bubbles is shown (here also

the results for Pt/Co/Ta and Pt/Co/Ir samples are shown), and the general con-

clusions are the following: for all investigated stacks the diameter of the bubbles is

of the order of 1µm, the field at which they are stabilized is of the order of 0.1 mT

and the Co thickness range in which they are stable is only 0.01 nm wide. This

last value seems extremely low, but around the ferromagnetic-paramagnetic tran-

sition, the material parameters vary extremely rapidly with effective Co thickness.
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Because for the stabilization of skyrmions a delicate balance between material pa-

rameters is required, it is not surprising that they are only stable in a very narrow

thickness range. Despite the narrow stability range, the skyrmion transition was

reproducibly found in all material stacks investigated, indicating that this method

is a reliable way to create skyrmion bubbles, even in a sample stack in which

the magnetic layer is interfaced with the same material on both sides. This is a

non-trivial result, as the DMI, which is believed to be essential in the stabilization

of skyrmions, is typically small in such nominal symmetric samples (though not

necessarily zero, because differences in growth can also lead to asymmetry [46,

50]).

Based on this successful stabilization, a sample to investigate the role of the SHE

on skyrmion bubble motion is designed. This is a Pt (4 nm) / Co (0-0.6 nm) / Pt (0-

10 nm) sample in a double wedge geometry, schematically shown in Fig. 9.3(a).

In one direction the Co thickness is varied, which is necessary to hit the narrow

thickness range in which the skyrmion bubbles are stable. In the other direction,

the thickness of the top Pt layer is varied, which ensures a gradually varying

SHE induced spin current along the sample. It is important to note that for the

analysis later on it is assumed that the spin Hall angle is the same for the top

and bottom Pt layer, and independent of the Pt layer thickness. This may seem

crude, but experiments presented in Appendix D.3 show that the net direction of

of the injected spin current is opposite for samples with a bottom Pt layer of 4 nm

and a top Pt layer of 2 nm and vice versa. Moreover, earlier experiments on very

similar samples grown with the same deposition tool show that for Pt layers of

equal thickness the spin currents cancel out [72], which justifies the assumption.

9.2 Results

To perform the electrical experiment, metallic probes are landed at either side

of the skyrmion bubbles at each Pt thickness we want to investigate for current

injection. The probes are typically placed 200 µm apart and placed such that the

conventional current runs in the direction of increasing Co thickness. See Appendix

D.4, D.5, and D.6 for details on the velocity determination, the calculation of

the current densities, the reasoning behind the choice for this current direction,
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Figure 9.3: (a) Schematic representation of the double wedge sample and the appli-
cation of current. (b) Measured skyrmion bubble velocity at various thicknesses of the
top Pt layer: 1.5 nm (green points), 4.5 nm (blue points) and 7.5 nm (yellow points). At
each thickness three current densities are used, and skyrmion bubbles of both polarities
(indicated by the open and closed points) are investigated. The lines are linear fits
fixed through the origin. The large error bars are a consequence of the rapidly varying
material parameters along the Co wedge, see Appendix D.4 for further explanation.

and a discussion about the homogeneity of the current. At each Pt thickness 6

measurements are performed: three different current densities are investigated for

both skyrmion bubble polarities (so both the case that the magnetization in the

centre of the skyrmion bubble points in the +z direction while the magnetization

of the surroundings points in the -z direction and vice versa). Figure 9.3(b) shows

three typical measurements of the average velocity, v, as a function of the applied

current density through this sample. Of the three data sets, the green points

represent the situation in which the top Pt layer is much thinner than the bottom

layer (1.5 nm), blue shows the situation where the Pt thicknesses are comparable

(4.5 nm) and yellow shows the situation where the top layer is much thicker than

the bottom layer(7.5 nm). All measured velocities are positive, corresponding to

movement along the charge current direction. This indicates that no cancellation

point or reversal of movement direction is observed.

These observations are surprising, because they seem incompatible with motion

driven by the SHE alone: as explained in the introduction, in that case the direc-

tion of motion would be opposite for the situation with a bottom Pt layer that is
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Figure 9.4: Velocity per (average) current density as a function of the top Pt layer
thickness for the sample with (a) a 4 nm thick bottom Pt layer (c) a 2 nm thick bottom
Pt layer. (b+d) Calculation of the layer specific current densities using the Fuchs-
Sondheimer model for the same material stacks which are used experimentally.

thicker than the top Pt layer and vice versa. The conventional bulk spin-transfer

torque also does not provide an explanation, as it predicts motion in the direction

of the electron flow only. However, Je et al. [152] already encountered a similar

observation in an experiment on DWs and how efficient they are depinned by cur-

rent. They explained their results by the presence of a hitherto never observed

negative bulk spin transfer torque. We will now investigate if this is also a plausi-

ble explanation for our observations. To do this, we will use a simple, qualitative

model which includes both this negative bulk spin transfer torque and the SHE

to predict how the skyrmion velocity will change along the double wedge sample,

and compare this to the experimental results.
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Experimentally it is found that v is proportional to Jav within the margins of

error. Such a linear relation is expected for motion in the flow regime. For the

small current densities used here, the observed motion is not expected to be in

flow regime. However, we will use this linear approximation, as from the few

measurement points per Pt thickness it is not possible to fit a more complex

relation accurately. Using the well-known one dimensional model for DW motion,

we find that the velocity as a result of the STT (either positive or negative) is

proportional to the current density in the magnetic layer, JCo, and the velocity as

a result of the SHE is proportional to the net injected spin Hall current density,

JS,net, see Appendix D.7. Here pinning and thermal effects are not considered and

current densities from 0-2.0× 109 A m−2 are investigated (which corresponds to

the current densities that are used experimentally). Moreover, in case both effects

are present, it is found that the velocity v is equal to the sum of the velocities that

would have been caused by the individual contributions, so v = C1JCo + C2JS,net,

where C1 and C2 are proportionality constants. Dividing by the average current

density in the whole stack, Jav, transforms this equation to the form: v/Jav =

C1JCo/Jav +C2JS,net/Jav. The benefit of this form is that v/Jav is experimentally

accessible (for each Pt thickness, the velocity per average current density, v/Jav,

can be determined by a linear fit through the data points, and the results are

plotted in Fig. 9.4(a)), while JCo/Jav and JS,net/Jav can be estimated using the

Fuchs-Sondheimer model. Calculations using parameters from Cormier et al. [157]

and assuming that θSH is equal for the the top and bottom Pt layer (see earlier

discussion), are shown in Fig. 9.4(b), where JCo/Jav is indicated by the yellow

points and JS,net/Jav by the blue points. For JCo/Jav we see only a small variation

with Pt thickness, related to scattering at the outer surfaces. For JS,net/Jav a

different behaviour is observed, as expected. There is a cancellation point when

the top Pt layer has the same thickness as the bottom layer (indicated by the

dashed, gray line). The values for C1 and C2 are not trivial to calculate: one

can imagine that they depend on several parameters that are difficult to access.

Examples are the spin Hall angle, the configuration of the DW (Bloch, Néel, or

something in between), the spin polarization, the damping parameter and the

nonadiabaticity, β (in Appendix D.7 it is shown how these parameters appear

in the one dimensional model for DW motion). Moreover, the general view is

that the bulk STT becomes smaller for thinner magnetic layers [153, 157]. Why
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this effect would become large and negative for atomically thin layers, as was

indicated by the experiments of Je et al. is unclear, which makes it impossible to

calculate how large this contribution is. We therefore empirically try to add the

contributions together for different values of C1 and C2. It turns out that when

taking C2 = 1.5C1 (the resulting curve is shown in green in Fig. 9.4 (b) and (d)),

the qualitative behaviour of the experimental data can be fairly well reproduced.

This includes the fact that the skyrmion bubble velocity is always in the direction

of the charge current for the layer thicknesses investigated and that the velocity

decreases for larger top Pt layer thicknesses.

9.3 Alternative interpretations

We will now consider three alternative explanations for the observed results, and

show that each of them falls short. First, we consider gradients in the material

properties caused by the wedge geometry of the sample combined with Joule heat-

ing is as the source of motion. As the material parameters vary rapidly around

the skyrmion bubble transition, it is conceivable that there is a gradient in the

energy of the skyrmion bubbles, resulting in a force on the skyrmion bubbles. If

this force would drive the motion and if the heating by the current would be neces-

sary to overcome pinning, the direction of motion would indeed not depend on the

Pt thickness. This interpretation can be tested by measurements with currents

applied in other directions and by inverting the current direction (because Joule

heating does not depend on the direction of the current, the direction of motion

should neither). Supplementary video 1 and 2 (available online [159]) show the

sample from Fig. 9.2 with the probes positioned such that the current flows along

constant Co thickness. The skyrmion bubbles move in the direction of the current

for this measurement configuration as well, so not along the direction in which the

material parameters vary. The two movies show the two polarities of the current,

and inverting the current direction also leads to an inverted direction of motion of

the skyrmion bubbles. Therefore, this experiment rules out the wedge geometry

and Joule heating as the source of the observed motion.

Also, one may wonder whether a possible inversion of the sign of the DMI at the

same Pt thickness where the expected inversion of the net spin current occurs
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could explain the measurements without the need of a negative STT. After all,

reversion of both of these effects would result in DW or skyrmion motion in the

same direction. First, though the net spin current is tuned by the thicknesses of

the Pt layers, the DMI is an interface effect, hence it is not expected to vary upon

variation of the top layer thickness (assuming the interface remains constant). If

through some subtle effects the DMI would vary, it would be purely coincidental if

a change in sign would occur at the same thickness as the cancellation point of the

spin current. Moreover, this scenario would show as a minimum in v/Jav versus t,

because a cancellation point for the spin currents would still be expected at which

there would be no motion at all. This is not observed (see Fig. 9.4 (a+c)), which

excludes this scenario.

Last, considering the short λsf in Pt (≈ 1.2 nm [160]), the net difference in injected

spin current decreases rapidly with increasing Pt layer thicknesses, hence a possible

difference in interface transparency might impede controlling the net spin current

direction. Therefore, it is verified that the net spin current is opposite for a

Pt (4 nm) / Co (0.6 nm) / Pt (2 nm) and a Pt (2 nm) / Co (0.6 nm) / Pt (4 nm) stack,

see again Appendix D.3. We therefore also study a double wedge sample with a

bottom Pt layer of 2 nm, in which a reversal of the net spin current direction should

certainly occur. The measured results are shown in Fig. 9.4(c). The positions with

Pt thickness combinations for which we have checked that the net spin current

has the opposite direction are indicated by the vertical blue lines in Fig. 9.4(a)

and (c). In both cases, a positive velocity is measured, meaning that although the

spin current is opposite, the skyrmion motion is actually in the same direction.

Please note that this could still be explained by the SHE alone in case the DMI

has an opposite sign in the two samples, but additional experiments presented in

Appendix D.8 render this explanation unlikely: there is no indications of a DMI

with opposite sign in the Pt (2 nm) / Co (0.6 nm) / Pt (4 nm) sample, though the

DMI is significantly smaller as compared to the inverted layer composition. The

results on the double wedge with a bottom Pt layer of 2 nm turn out to be very

similar to the results for the sample with the 4 nm Pt layer: there is no point at

which the direction of motion reverses and all observed velocities are positive and

the observed velocities per current density are larger for thin top Pt layers than

for thick top Pt layers. In Fig. 9.4(d) calculations using the Fuchs-Sondheimer
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model are shown, using the same material parameters as in Fig. 9.4(b), except

for that now the bottom Pt layer thickness is set to 2 nm. Again, there is a fair

qualitative agreement between the calculations and the experimental results. All

this suggests that a combination of the SHE and a negative bulk STT is so far the

only plausible explanation for the observed skyrmion bubble motion.

9.4 Discussion and outlook

The results in this paper show that additional current-induced effects, besides

spin-orbit torques and traditional bulk spin-transfer torques, can play a role in

skyrmionic systems. The most likely explanation for our observation is the exis-

tence of a negative bulk spin-transfer torque, for which there have previously been

indications in a study on chiral DWs in atomically thin Co films [152]. There are

various sorts of bulk STTs: there is an adiabatic and a non-adiabatic term, as well

as higher order contributions. We will now briefly discuss how likely these terms

are to cause the negative STT we observe. The higher order contributions become

increasingly important for narrow DWs, which might explain why the effect is,

up to now, only observed in atomically thin films. However, the underlying phys-

ical mechanism for this contribution is momentum transfer, which should never

result in motion against the electron flow [161]. For the standard adiabatic and

non-adiabatic terms it is theoretically possible to drive a domain wall or skyrmion

against the electron flow, when the spin polarization in the magnetic layer or the

nonadiabaticity becomes negative [162]. However, why these bulk effects would

dominate over the SOT induced effects in atomically thin layers remains unclear.

Therefore, the origin of this negative STT is a subject on which further investiga-

tion is certainly required. Using giant magnetoresistance measurements we have

searched for signs of a negative spin polarization, but so far none were found, see

Appendix D.9.

We will now discuss the chirality of the studied skyrmion bubbles. The observation

of skyrmion bubbles by itself does not imply the presence of DMI, as dipolar

stray fields can be sufficient for their stabilization [163]. Usually it would be

concluded from current-induced motion opposite to the electron flow that a chiral

Néel wall must be present to enable SHE-driven motion. However, as this paper
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shows that the observed motion cannot be explained by the SHE alone we cannot

draw this conclusion. Additional experiments to measure the DMI are discussed

in Appendix D.10. Though the results are not fully conclusive, they certainly

suggest the presence of DMI, but not strong enough to enforce a complete Néel

configuration. Also, the results in Fig. 9.4 show that, though the SHE cannot

account for the observed behaviour on its own, it is undoubtedly an essential

ingredient. To account for the direction of the torque exerted by the SHE as

modeled in Fig. 9.4, a (partially) left-handed Néel configuration is required. This

suggests that the bottom Pt/Co interface induces the dominant contribution to

the DMI.

Irrespective of the precise origin of the observed effect, there are some practical

implications. As mentioned before, the DMI is intensively investigated, but re-

mains difficult to measure. Because it is directly related to the chirality of the

skyrmions it helps to stabilize, the direction of skyrmion motion under influence

of the SHE reveals the sign of the DMI. When skyrmion motion is observed —es-

pecially in the direction against the electron flow for which up to now no other

mechanism than the SHE was considered likely —its direction is often used to

deduce the sign of the DMI and compare this with the expectation for the used

material stack. Now knowing that there is an alternative effect that can lead to

skyrmion motion against the electron flow as we have demonstrated here, this type

of analysis becomes unreliable. We would therefore advise to always do additional

measurements to determine the chirality of skyrmions if this is of importance, such

as direct imaging of the magnetization orientation inside the DWs or checking the

presence of the skyrmion Hall effect [71, 135].

9.5 Methods

The material stacks used in this work are all grown on thermally oxidized SiO2

substrates. Before the deposition, the substrates are cleaned using acetone and

isopropanol in a ultrasonic bath. For further cleaning, they are exposed to an

oxygen plasma for 600 s. Deposition is done by d.c. sputtering using a argon

plasma of approximately 0.01 mbar, in a system with a base pressure of approxi-
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mately 10× 10−7 mbar. The thickness variations/wedge geometries are achieved

by gradually covering the sample with a mask during the deposition.

To control the thickness of the deposited layers, calibration samples have been

grown prior to the samples studied in this chapter. On these calibration samples

material is deposited for a known amount of time (typically 300 s). Afterward

the thickness of the deposited layer is measured by atomic force microscope, from

which the growth rate can be calculated with a typical uncertainty of 10 percent.

The data in Fig. 1(b) was obtained from hysteresis loops that are measured

using a polar MOKE setup. All other measurements are performed using a Kerr

microscope from Evico magnetics [164]. A Picoprobe tungsten probe tip with

point diameter of 2µm and a Keithley 2400 SourceMeter are used for current

injection. The data is analysed using a MATLAB script, of which the principles

are explained in Appendix D.4.
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Controlling skyrmion bubble

confinement by dipolar interactions

Large skyrmion bubbles in confined geometries of various sizes and shapes are

investigated. Two fundamentally different cases are studied: (I) when there is

no magnetic material present outside of the small geometries and (II) when the

geometries are embedded in films with a uniform magnetization. It is found that the

preferential position of the skyrmion bubbles can be controlled by the geometrical

shape, which turns out to be a stronger influence than local variations in material

parameters. In addition, the direction of the magnetization outside of the small

geometries can be used to manipulate these preferential positions. We show by

numerical calculations that the observed interactions between the skyrmion bubbles

and structure edge, including the overall positioning of the bubbles, can be explained

by considering dipole-dipole interactions only.∗

10.1 Introduction

Magnetic skyrmions are whirls in the magnetization in which neighbouring spins

are rotated with respect to each other with a specific chirality. They cannot

be removed by continuous deformation of the magnetization without creating a

singularity, which provides a topological barrier that makes them robust against

∗ This Chapter is under review at Applied Physics Letters. An eprint is available on arXiv
[165].
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annihilation. They are predicted to be less hindered by pinning sites or defects

than magnetic domain walls (DWs), and their size can be in the order of nanome-

ters. These properties make them suitable for data storage. For the envisioned

skyrmion racetrack memory [68, 69, 166], the skyrmions are required to be present

in small geometrically confined structures, instead of infinite sheets of material.

Therefore, the interaction between skyrmions and the edge of the magnetic struc-

ture is crucial. In fact, this interaction is necessary to prevent skyrmions from

being expelled from the track, it can stabilize skyrmions in absence of an external

magnetic field [140, 141], assist in their formation [138, 167], and by reducing the

width of the track it could be possible to reduce the size of the skyrmion and hence

to achieve larger data storage densities [54].

In the research field on skyrmions, usually a distinction is made between a ‘com-

pact skyrmion’ and a ‘skyrmion bubble’. These objects share many properties,

but the latter has typically a much larger size and has a constant magnetization at

its core [54]. Numerical and experimental work on compact skyrmion confinement

show that there is indeed a repulsive interaction between skyrmions and sample

edges that is a result of tilting of the magnetic moments at the edge, which is

caused by the Dzyaloshinskii-Moriya interaction (DMI) [38, 168]. For skyrmion

bubbles, dipolar interactions are paramount in their stabilization, and because

near the sample edge these stray fields will change, it is intuitively expected that

the edges will influence the skyrmion bubbles via this mechanism. Though this

has been realized before [135], to our knowledge it has never been studied in any

detail. In this work, first we study skyrmion bubbles in confined (I) isolated circu-

lar, square and triangular geometries and explore to what extend the position of

these skyrmion bubbles can be controlled by the sample shape. It is observed that

the skyrmion bubbles are repelled by the structure edges and arrange themselves

in configurations reflecting the symmetry of the confining geometry. Next, we

study (II) these small geometries containing skyrmion bubbles when embedded in

uniformly magnetized films, and show that by controlling the dipolar stray fields

emanating from this uniform magnetized region, we can manipulate the position

of the skyrmion bubbles. Finally, we calculate theoretically how skyrmion bubble

stability changes in the vicinity of an edge due to a change in dipolar interactions

and calculate the preferred positions of skyrmion bubbles in some shapes consid-
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Figure 10.1: (a) Schematic representation of the three investigated edge types: I with
no magnetic material outside the skyrmion containing geometry, II with the material
outside the geometry magnetized (A) antiparallel to the skyrmion bubble core (B) par-
allel to the skyrmion bubble core. (b+c) Kerr microscope images of 20 µm wide square
structures for (b) a sample created by EBL (c) a sample created by FIB. Because the
edge of the FIB structure is not visible, its location is indicated by a white frame. Below
each image the applied perpendicular magnetic field and the corresponding edge type
are indicated.

ering dipolar interactions only. The observed behaviour matches well with these

calculations, indicating that dipolar interactions are the main factor determining

the positions of skyrmion bubbles with respect to edges and to each other.
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10.2 Observations

A Ta (5 nm) / Pt (4 nm) / Co (tCo) / Ir (4 nm) stack is used as a basis for the sam-

ples studied in this work. The two different heavy metal layers adjacent to the

magnetic layer are known to induce a large interfacial Dzyaloshinskii-Moriya in-

teration [56], which ensures that any DWs that are formed will be of the Néel

type and will have a fixed chirality. By careful tuning of the Co layer thickness,

tCo, a balance between the DW energy and dipolar energy can be found, such that

skyrmion bubbles can be stabilized using a small external magnetic field [145, 169,

170]. Skyrmion bubbles are studied in circular, triangular, and square shapes of

sizes ranging from 4 µm to 20 µm. In the case of circular symmetry, no depen-

dence on the azimuthal coordinate is expected, in contrast to the triangular and

square shapes. The different structure sizes enable us to investigate up to which

dimensions the edges influence the skyrmion bubbles, and down to which dimen-

sions skyrmion bubbles can be stabilized. Here we only show the key results for

a few of these structures that clearly demonstrate the investigated bubble-edge

interaction. Additional results are included in Appendix E.3.

Two different fabrication processes, one based on electron beam lithography (EBL)

and one based on Ga+ focussed ion beam irradiation (FIB), are used (fabrication

details are discussed in Appendix E.2). In the case of FIB we start off with a

film with perpendicular magnetic anisotropy, in which no skyrmion bubbles can

be stabilized. The FIB irradiation then lowers the anisotropy locally, such that

skyrmion bubbles can be stabilized in the irradiated regions only. The two methods

lead to two distinct situations at the edge of the structures. The EBL samples

correspond to edge type (I), with no magnetic material outside the structure.

The FIB samples correspond to edge type (II), with magnetic material outside of

the investigated structures that has a homogeneous magnetization. In Fig. 10.1(a)

schematic side views of a skyrmion bubble near the edge is shown for these different

edge types.

Figure 10.1 also shows Kerr microscope images of a 20µm wide square created

(b) by EBL and (c) by FIB for various applied magnetic fields. The behaviour

as a function of magnetic field is comparable for both samples: at remanence a

labyrinth domain structure forms, for small fields densely packed skyrmion bubbles
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occur, for increasingly larger fields only a few individual skyrmion bubbles remain,

until the uniform state is reached. The skyrmion bubbles in the EBL structure

have different dimensions than in the FIB structure (the average radii are 1.34 µm

and 0.7 µm, respectively) and the magnetic field at which these states occur is

different for the two samples, suggesting a difference in the material parameters.

Additionally, bubbles are observed at tCo = 0.7± 0.1 nm and tCo = 0.6± 0.1

nm. Both samples show a property that is useful for our study: for the FIB

sample it can be seen that at µ0Hz = 0.50 mT the magnetization outside the

irradiated structure switches. This coercive field is larger than the field for which

the skyrmion bubbles are stabilized (µ0Hz ≈ 0.25 mT). This makes it possible

to study the behaviour of the skyrmion bubbles both when the magnetization

outside the shape points parallel and antiparallel to the magnetization at the

skyrmion core. For the EBL sample the dimensions of the bubbles and stripes

are comparable to the size of the structure itself, and they do not seem to be

distributed randomly throughout the structure. The stripes at remanence seem to

align with the edges of the structure [171], and for fields where skyrmion bubbles

are stabilized, these bubbles seem to be distributed such that the space in the

structure is packed optimally.

First, edge type (I) is explored by investigating the EBL sample. Observations on

triangular shapes, which are highly anisotropic, of three different sizes are shown

in Fig. 10.2. Because the skyrmion bubbles exhibit thermal motion, spontaneous

creation and annihilation, Kerr microscope movies are used to study their temporal

variation, instead of singular pictures. From these movies 100 consecutive frames

are analysed, extracting the bubble positions and sizes. The system is reinitialized

after every measurement. In Fig. 10.2 the positions of the skyrmion bubbles in

the triangles for all 100 frames are indicated by semitransparent red dots, the size

of which corresponds to the average size of a skyrmion bubble. The benefit of

this representation is that if a bubble is detected at a certain spot multiple times,

this spot becomes brighter red, and hence the preferential positions of the bubbles

become visible.

Figure 10.2(a) shows the results for the triangle with sides of 8µm, which is the

smallest triangular structure in which we succeeded to stabilize skyrmion bubbles,

at a field of 0.05 mT. Only one bubble is visible in each frame of the movie, and this
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Figure 10.2: Experimentally detected positions of skyrmion bubbles in EBL-fabricated
triangles with sides of (a) 8 µm (b) 15 µm (c) 20 µm in 100 frames of a 15 frames per
second video. The sized of the red circles corresponds to the average bubble size. Insets
show typical Kerr microscope images of the system. Dotted white lines indicate the
stability region discussed in section 10.3 and white dots indicate the theoretically cal-
culated bubble positions, which will be discussed later as well. (d) Histograms showing
the number of detected skyrmion bubble as a function of the distance to the structure
centre for all three triangles, together with Gaussian fits through the data.

bubble is always positioned at the centre of the triangle, as evidenced by the bright

red spot. Figure 10.2(b) shows a triangle with sides of 15µm at a field of 0.06 mT.

Three preferential positions are observed, which follow the triangular symmetry

of the sample structure. However, the symmetry in the measured preferential
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positions is not perfect, suggesting that local variations in material parameters also

influence the preferential positions. In earlier works it was found that such local

variations in material parameters were dominant in determining the equilibrium

positions of skyrmions [172, 173], but our results clearly indicate that the shape of

the structures is the dominant influence for the magnetic structures investigated

here. Last, Fig. 10.2(c) shows the results for the triangle with 20µm wide sides at a

field of 0.05 mT. Though in this case semitransparent spots dispersed throughout

the structure are observed, which indicates that the skyrmion bubbles are now less

strictly confined and move around more freely, six positions that are most preferred

are clearly visible. In Fig. 10.2(d) these visual observations are quantified as the

the number of observed skyrmion bubbles as a function of the distance between

the centre of the triangle and the centre of the bubble. For the 8µm structure,

there are only counts in the close vicinity to the centre of the triangle. The small

deviation from 0 can be explained either by an energy minimum due to local

variation in material parameters or by the uncertainty in the detection of the

structure edge during image analysis. For both the 15µm and 20µm triangle, the

peaks in the histograms correspond to a triangular distribution, showing that the

bubbles are well confined by the sample shape.

Next, the FIB sample (in particular the circle with a diameter of 8 µm) is studied

under influence of a 0.25 mT field, both for the situation that the magnetization

outside of the FIB structure points antiparallel (edge type (IIA)) and parallel

(edge type (IIB)) to the magnetization at the core of the skyrmion bubbles. Kerr

microscope movies are analysed in the same way as in the previous section and the

results are plotted in Fig. 10.3(a) and (b). Because inside the structure containing

the skyrmion bubbles the conditions are identical, it is remarkable that there is

such a distinct difference between the preferential positions in (a) and (b). This

difference is also apparent in Fig. 10.3(c), which shows histograms with the number

of observations as a function of the distance to the structure edge for both the

situation in (a) (green) and (b) (yellow). For situation (b) there are no observations

closer than 1.9 µm from the edge, which suggests a repelling force between the

skyrmion bubbles and the structure edge. The fact that in Fig. 10.3(a) there is

a preferential spot in the middle of the structure that is not there in Fig. 10.3(b)

suggests that the interactions between the bubbles and the edge and the inter-
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Figure 10.3: Skyrmion bubble positions detected in the FIB circle (the irradiated
region is indicated by a lighter shade of blue) with a 8 µm diameter when the magneti-
zation outside the structure points (a) antiparallel to (b) parallel to the magnetization
at the core of the bubbles. We used 100 frames of a 10 frames per second Kerr mi-
croscope video. (d+e) Likewise for the 20 µm wide square. Dotted white lines indicate
the stability region discussed in section 10.3, the white solid line indicates the expected
bubble positions. (c) and (f) show histograms of the number of detected bubbles for the
situation shown in (a (green)+b (yellow)) and (d (green)+e (yellow)), respectively.

bubble interactions are dominant over structural imperfections in determining

the preferential spots. However, the data also suggests some influence of local

variations in material properties, because if they were negligible the skyrmion

observations would be distributed evenly along circles, because of the symmetric

nature of the structure.

For the 20µm sized squares, from which some raw images are shown in Fig. 10.1(c),

the observed skyrmion positions are shown in Fig. 10.3(d) and (e), again for the

situation that the magnetization outside the shape is aligned antiparallel or paral-

lel to the cores of the skyrmions, respectively. The preferential positions seem to

be distributed randomly through the FIB structure, indicating that the influence
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of the structure shape is no longer of relevance for this ratio between the structure

size and skyrmion bubble size. However, in the vicinity of the edge the skyrmion

bubbles can clearly be controlled by the magnetization outside the structure. Fig-

ure 10.3(f) quantifies the visual observations from Fig. 10.3(d) (green) and (e)

(yellow): the number of bubbles counted per unit area is plotted as a function of

the distance to the structure edge. For the green bars, the counts per area are

indeed approximately constant as a function of the distance to the edge. For the

yellow bars this is not the case: a fit with an error function (black curve) reveals

that the number of detected bubbles rapidly drops to zero around 1.8 µm away

from the edge. Thus again we observe a repelling force between the skyrmion

bubbles and the structure edge that can be switched on and off by controlling the

magnetization direction in the surroundings of the structure.

10.3 Interpretation

We will now discuss which mechanisms could be behind the observed interaction

between skyrmion bubbles and the structure edge. Strong DMI has been reported

for Pt/Co/Ir samples in literature, suggesting that edge canting could play a

role, just as for compact skyrmions. A problem with this interpretation for our

observations is the length scale: the onset of this interaction is when the skyrmion

and edge state ‘touch’, so typically over the distance of the DW width and edge

state width. These are in the order of tens of nanometers for the material stacks

used here, see Appendix E.1, while it is observed experimentally that the distance

between the edge and skyrmion bubbles is in the order of micrometers. Therefore

DMI-induced edge states cannot explain why our skyrmion bubbles are repelled

by the structure edge.

We use a combination of the thin wall model and numerical calculations of the

dipolar energy for bubbles near a sample edge to show that dipolar interactions

are a plausible explanation for the observed results. The effect of a sample edge

on a single bubble is calculated by simulating a single bubble in a semi infinite

plane and calculating the total energy of the system as a function of the distance

between the bubble and the edge. Figure 10.1(a) shows the dipolar fields that are

involved for the three investigated edge types. Situation IIA shows the edge of
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a FIB structure where the magnetization beyond the edge is directed opposite to

the magnetization at the bubble core. The stray fields emanating from beyond the

edge help stabilize the bubble, and the dipolar energy should in principle be the

same as for a bubble in an infinite film. Situation IIB shows a skyrmion bubble

near the edge of a FIB structure, but now with the magnetization beyond the edge

pointing in opposite direction. The stray fields emanating from beyond the edge

now increase the bubble energy. For edge type I, which corresponds to the the EBL

samples, there is no magnetic material and hence no stray field from beyond the

edge. The bubble energy is now increased with respect to the energy of a bubble

in an infinite film, because the dipolar fields that lower its energy are partially

missing. Figure 10.4 shows numerical calculations of how the dipolar energy varies

as a function of the distance, d (also indicated in Fig. 10.1(a)) between the bubble

and the edge for these three situations (see the Methods section for details on this

calculation).

The stability and size of a skyrmion bubble can be calculated using the ‘thin wall

model’ [27, 145]. Here the energy of a circular domain in an infinite film is cal-

culated with respect to the uniformly magnetized state. The size and stability

of this circular domain is determined by the balance between the Zeeman energy,

the DW energy and the dipolar energy. We determine the relevant material pa-

rameters experimentally, and within the margins of error a combination can be

found resulting in stabilization of skyrmion bubbles with sizes as observed by Kerr

microscopy, see Appendix E.1. Note that the uncertainties in the experimental

values are much larger than the range for which skyrmion bubbles can be sta-

bilized, so this calculation is qualitative in nature. Near an edge, a bubble will

experience a reduction in dipolar stray fields, which can be calculated using the

thin wall model. For our material parameters, the dipolar term may be reduced

by about 8 percent before the skyrmion bubble is no longer stable (see the inset

in Fig. 10.4(b), where the energy minimum disappears at this reduction). From

the numerical calculations in the main figure, it can now be determined at what

distance to the edge the dipolar field of influence is reduced by this amount. For

the FIB edge this amounts to 1.15 bubble diameter and for the EBL edge 0.58

bubble diameters. The regions in which no skyrmion bubbles should be stable are

indicated by dashed white lines in Fig. 10.2 and 10.3. Indeed, there are no ob-
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Figure 10.4: Reduction in total bubble energy with respect to the situation of a single
bubble in an infinite film for the three investigated types of edges. Inset shows thin
wall model calculations of the total skyrmion bubble energy, Esk, as a function of its
radius, R, both for standard and reduced dipolar energy contribution. Subsequently,
the straight black lines indicate at what energy reduction and distance to the edge, d,
skyrmion bubbles become unstable. For clarification, R and d are indicated in Fig. 10.1.

servations beyond these limits, demonstrating that dipolar interactions are likely

responsible for the observed long range repulsion. Also, the same type of calcu-

lations can be used to predict the preferred skyrmion bubble positions in some of

the geometries (again, see Appendix E.3 for details). These positions are indicated

in white dots or lines in the data plots, and agree well with the experimentally

observed bubble positions.
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10.4 Conclusion and outlook

We have investigated skyrmion bubbles in confined geometries created by two

different techniques, which enables us to study how the bubbles are influenced by

different types of structure edges. We show that dipolar interactions are the most

plausible explanation for the observed repulsion between the bubbles and the edge,

which is a fundamentally different mechanism than what causes such repulsion for

compact skyrmions. We have shown that ion beam irradiation can be used to

confine bubbles in a novel way. The bubble-edge repulsion can be controlled by

switching the magnetization outside the skyrmion-containing structures, posing

exciting possibilities for future experiments and applications.
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Summary & outlook part II

The second part of this thesis, comprising Chapter 8 to 10, focussed on magnetic

skyrmion bubbles. These entities have gained major attention within the research

community over the last years, due to their desirable properties for data storage

technology. Several types of material stacks have been reported to host magnetic

skyrmions. We studied Pt/Co/X stacks in which the Co thickness is tuned very

precisely. These material stacks are similar to the ones studied in part I of this

thesis, providing us with valuable prior knowledge of properties like the magnetic

anisotropy, saturation magnetisation, response to ion irradiation, and DMI-related

behaviour. First, we have shown that we can reproducibly produce samples in

which skyrmion bubbles are stabilized. Two attributes specific for skyrmions

and skyrmion bubbles are investigated: their current-induced motion and their

interaction with physical sample edges.

In Chapter 9, current-induced behaviour is investigated. Though we study mi-

crometre sized skyrmion bubbles, their current-induced behaviour is predicted to

be the same as for compact skyrmions, because of their topological similarity. We

do observe an extremely low critical current density required to initiate skyrmion

bubble motion, as predicted. The direction of motion is always along the direc-

tion of the current flow, so the skyrmion Hall effect is not observed. Surprisingly,

reversing the direction of the spin current injected by the SHE, does not lead to a

reversal of the direction of skyrmion bubble motion. This is in contrast to other

experimental reports, in which the SHE is identified as the main driving mecha-

nism for their skyrmions, and sometimes even presented as proof of their chiral

nature. We explore alternative mechanisms for the observed motion, and based

on our experiments, surprisingly a ‘negative’ spin-transfer torque from the cur-
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rent flowing through the magnetic layer is the most likely explanation. However,

though many additional experiments are performed in order to elucidate our find-

ings (see Appendix D), drawing a definitive conclusion on the mechanism behind

our observations would be premature. Future experiments should therefore first

rule out that the observed motion is driven by the SHE with certainty. These

experiments should include an additional measurement of the DMI (preferably

via an other method than the one used in Appendix D) to exclude an unexpected

change of sign in D. Also, a direct measurement of either the spin Hall angle from

the top and bottom Pt layer as a function of layer thickness or the total spin-orbit

torque for all investigated layer thickness combinations would be highly desirable.

Further, additional evidence for the existence of a negative STT in our material

stack should be obtained. Following the work that unambiguously demonstrated

that such a torque affects a DW in a similar material stack, this can be achieved

by determining the spin polarization in our samples by GMR measurements in a

current perpendicular to the plane geometry.

In Chapter 10 we focus on confining the skyrmion bubbles to small geometrical

shapes. From simulations, compact skyrmions are known to be repelled by the

physical edge of a sample, because of the DMI-induced canted magnetic state at

the edge. However, our skyrmion bubbles turn out to always keep a distance of

at least 1µm from the edge, and repulsion over such a large distance cannot be

explained by the same mechanism. We show that dipolar stray fields are the most

likely explanation for our observations. The preferential positions of skyrmion

bubbles calculated based on dipolar interactions only, matches the experimental

data well. Next, we fabricated a sample starting from a film that is uniformly and

perpendicularly magnetized. Subsequently, FIB is used to locally reduce the mag-

netic anisotropy and hence create conditions in which skyrmion bubbles can be

stabilized. We demonstrate that skyrmion bubbles can indeed be stabilized in sam-

ples fabricated via this approach. An essential difference with the earlier samples

is that the small geometries containing the skyrmion bubbles are now imbedded

in a magnetic film. By independently controlling the magnetization outside the

skyrmion-containing geometries, it can be selected whether or not the skyrmion

bubbles are repelled from the edge by dipolar stray fields. Our results regarding

the FIB-fabricated samples yield new possibilities in device design. A next step in
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this line of research would be to use FIB to stabilize compact skyrmions, that are

technologically more relevant. In order to achieve this, we should switch to a ma-

terial stack more suitable for hosting compact skyrmions, for instance multilayers

with many repeats. Characterizing the anisotropy and DMI as a function of the

irradiation dose for multiple layer thicknesses and repeats will be a considerable

task, but would be an important contribution to this field of research.





A
Experimental methods

Due to the experimental nature of the work presented in this thesis, tools for sample

fabrication and measuring equipment are essential. The experimental methods that

we use are well-established: sputter deposition for the growth of ultrathin metallic

layers, electron beam lithography (EBL) for lateral patterning and device fabrica-

tion, focussed ion beam irradiation (FIB) for local manipulation of the material

properties, and magneto optical Kerr effect (MOKE) microscopy for the imaging

of magnetic domains. Each of these techniques is introduced in this appendix:

both the basic principles behind the technique and the specifics for our particular

experiments are discussed.

A.1 Sputter deposition

In this section, the procedure we follow to create our thin film samples is described.

The procedure involves several cleaning steps, but the essential step is the actual

growth of the thin layers. For this, we employ a technique called sputtering [174],

which is widely used to controllably and reproducibly deposit layers with a sub-

nanometer thickness control.

For all samples, a substrate of Si capped with a 100 nm thick layer of thermally

oxidized SiO2 is used. First, the substrate is thoroughly cleaned: it is immersed

subsequently into beakers containing ammonia, acetone and isopropanol, and each

beaker is put into an ultrasonic bath for several minutes. After this, the substrate
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Figure A.1: Schematic view of the inside of a sputter deposition facility.

is loaded into the deposition facility ∗, in which an ultra high vacuum is maintained

(typically the base pressure is in the order of 10−8 mbar). Inside the facility, the

substrate is subjected to an oxygen plasma inside a separate, dedicated oxidation

chamber for 10 minutes in order to burn away any residual chemicals from the

previous cleaning step.

After this, the sample is transported to the deposition chamber and positioned

beneath a target consisting of the desired material. Then the actual deposition can

start, as schematically depicted in Fig. A.1. Argon gas is lead into the deposition

chamber, increasing the pressure to ∼ 10−2 mbar, and is ionized by a voltage

applied between the target and an anode ring. The Ar+ ions are accelerated

towards the target and knock out material fragments. This material condenses on

the substrate with a growth rate of typically 0.1 nm s−1, allowing for the growth

of ultrathin layers with sub-nanometer thickness control.

There are several parameters affecting the material growth: the argon pressure

during deposition, the distance between material and substrate, and the power

used to sustain the argon plasma. These parameters do not only influence the

growth rate, but also the quality of the interfaces between layers of different ma-

terial. This in turn influences the strength of the magnetic anisotropy and DMI,

which is exploited in Chapter 5. Further, for some experiments, for instance those

presented in Chapter 9, films of varying thickness instead of constant thickness

∗Two facilities are available, the Caruso and the NanoFilm [175]. At the end of each chapter
it is indicated in the method section which of these is used for that project. The working principle
of the two facilities is the same, but the Nanofilm rotates the sample during deposition and has
the sample positioned above the target instead of below it.
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are desired. For this, the so-called wedge mask is used: a sharp piece of metal,

positioned close to the sample surface, which can be set to gradually (un)cover the

substrate during deposition. The sputter deposition facility offers various other

options (other masks, or the possibility to co-sputter materials), but these are not

used for the work presented in this thesis.

A.2 Electron beam lithography

Often a more complex device is necessary for an experiment instead of a homo-

geneous film. A flexible and high-resolution technique for lateral patterning is

electron beam lithography (EBL). For this technique the sample is coated with a

resist on which the desired pattern is subsequently written by an electron beam

(e-beam).

For the samples presented in Chapter 3, 4, 5, and 9 polymethyl methacrylate

(PMMA) is used as a positive resist, meaning that the resist becomes more soluble

after irradiation with the e-beam. PMMA consists of long polymer chains, which

break when exposed to the e-beam. We use a bilayer of PMMA: the bottom

layer consists of chains of 495 000 monomers on average, while the top layer has

chains of 950 000 repetitions. These layers are affected slightly different by the

e-beam, leading to the formation of an overhanging structure. The creation of

this overhang is intentional, as it should results in a better quality of the edge of

the final structure. Both layers of resist are put onto the substrate by spin coating:

the liquid disperses over the surface while the sample is rotated at 3000 rotations

per minute for 60 seconds. After this, the sample is place on a 150 ◦C hotplate

for 1 minute to evaporate the solvent (in our case anisole). For the writing step

with the e-beam a FEI Nova dualbeam system is used [176], with a beam energy

of 30 keV and a dose of 250 µC cm−2. Subsequently, the sample is immersed into a

developer, a (1:3) MIBK IPA mixture, for 45 seconds to remove the exposed parts

of the resist. After deposition of the desired material stack, the remaining resist

is removed using acetone (lift off). The whole process is schematically depicted in

Fig. A.2(a).

In Chapter 10, we focus on the interaction between skyrmion bubbles and the

lithographical edge of a structure. For this study, the quality of the edge is of
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Figure A.2: (a) Lithography procedure using a positive resist: I e-beam exposure, II
development, III material stack deposition, and IV lift-off. (b) Lithography procedure
using a negative resist: I e-beam exposure, II development, III ion beam milling, and
IV resist removal.

utmost importance, and an alternative fabrication procedure is followed to ensure

this quality. The structures are now created using the negative resist ma-N 2410

and the dedicated EBL facitlity Raith EBPG 5150 [177]. During this procedure,

the substrate is first fully covered with the desired material stack by sputter depo-

sition. Then the resist is spin coated on top of the material stack at 3000 rotations

per minute for 30 seconds. The sample is then baked at a hot plate at 90 ◦C for

2.5 minutes. A beam energy of 100 keV and a dose of 400 µC cm−2 are used during

the e-beam exposure. The sample is then submersed into the developer ma-D

332s for 80 seconds, resulting in the removal of only the unexposed resist. Subse-

quently, all the sputter deposited material that is not covered with resist anymore

is removed by ion beam milling. A Roth & Rau Ion Beam Etcher is used for
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this procedure [178]. Lastly, the remaining resist is removed with acetone. This

process is schematically depicted in Fig. A.2(b).

A.3 Focused ion beam irradiation

Focused ion beam irradiation (FIB) can be used to locally mill away material, or

to locally deposit material when used in the presence of specific precursor gasses

[179]. In this work, only small doses of ions are used, such that no material

is removed, but the structure of the material is altered. In ultrathin magnetic

layer stacks, interactions at the interfaces determine certain material properties,

in particular the perpendicular magnetic anisotropy and the DMI. The effect of

FIB on the DMI unexplored, but the anisotropy is known to change because of

the induced intermixing at the interfaces and release of tensile stress [26, 73, 180].

The FIB employed in this work is part of a FEI Nova dualbeam system in which

gallium ions with an energy of 30 keV are used [176]. In Chapter 3 and 4 parts

of the lithographically created magnetic strips are irradiated with ions, hence

decreasing the anisotropy locally. In Chapter 10 FIB is used to locally create a

delicate balance of material parameters suitable for skyrmion bubble stabilization.

A.4 Kerr microscopy

All experiments presented in this thesis are based on the optical detection and

visualization of the magnetic state. Other techniques, like vibrating sample mag-

netometry [181], giant magnetoresistance measurements [7], and object oriented

micromagnetic framework simulations [182], are sporadically used in support of

the main measurements. Background on these techniques can be found in the

referenced literature, but in this section we will exclusively discuss our primary

measurement technique: Kerr microscopy.

Throughout this thesis several schematic images have been shown visualizing mag-

netic structures by arrows or colour coding. This is done to conveniently illustrate

certain principles, but in reality magnetism cannot be ‘seen’. Fortunately, there

is an interaction between light and magnetic materials, enabling us to visualize

magnetic domains directly, which is the topic of this section.
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In 1845 Michael Faraday demonstrated the existence of an interaction between

light and magnetism for the first time: the polarization plane of light traveling

through a medium was rotated by an angle depending on the strength of the

applied magnetic field. Later, in 1877, John Kerr discovered an intimately related

effect: a change in polarization of light reflected off a magnetic pole. This last

effect was named the magneto optical Kerr effect (MOKE) and can be exploited to

probe the magnetization in thin films (as the ones studied in this thesis) optically,

which is illustrated in Fig. A.3(a). If a beam of light is passed through a polarizer,

no light will be able to pass through a second, crossed polarizer (commonly referred

to as an analyser). However, if the the light reflects from a magnetic surface before

reaching the analyser, it will have a slight change in rotation, allowing some light

to pass through. Therefore, the light intensity measured after the analyser is a

qualitative measure for the magnetization of the probed surface. Because of the

simplicity of this technique, and because of its flexibility (any desired component of

the magnetization can be probed, by choosing the appropriate angle of incidence)

it has been widely used in studies on magnetic thin films.

We will now describe the physics behind MOKE, but for a more formal and detailed

treatment the reader is referred to Ref. [183]. The optical properties of a material

follow from its dielectric tensor, which in turn follows from the motion of its

electrons. In order for the magnetization to be revealed by light, it should therefore

influence the motion of the electrons in the material. This influence indeed exists in

the form of spin-orbit coupling, which couples the spin of an electron to its orbital

motion. Spin-orbit coupling is the microscopic origin of MOKE, and quantum

theory is necessary to describe this correctly. However, considering the classical

motion of electrons and treating the magnetization as an effective field experienced

by the electrons provides a more intuitive description.

The light that reaches the material surface is linearly polarized, which can be seen

as a superposition of right-handed and left-handed circularly polarized light. When

light travels through a medium, the electrons there will follow the electric field

of the light. The right- and left-handed components will both force the electrons

to move in circles, though in the opposite direction. When the material has a

magnetization, which we treat as an effective magnetic field, the electrons now

experience a Lorentz force, making the electrons with the one sense of rotation
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Figure A.3: (a) The magneto optical Kerr effect: light undergoes a change in rotation
and ellipticity when reflected of a magnetic surface. (b) Example of a Kerr microscope
image of four magnetic strips containing a low anisotropy region where a reversed do-
main can be nucleated controllably. After background subtraction (bottom image) these
domains become clearly visible.

move in circles with a larger radius, while for the other sense of rotation that

radius will be decreased. These different radii correspond to different electric

dipole moments, and hence different dielectric constants. The final result is a

reflected beam with a changed polarization and elipticity.

Up to now, a single beam of light has been discussed, which is adequate to probe

the magnetization, but not to ‘see’ magnetic domains on the sample. This vi-

sualization can be achieved by equipping an optical microscope with additional

components for polarization analysis. Such an apparatus is referred to as a Kerr

microscope, and for the measurements presented in this thesis a model from Evico

magnetics is used [164]. The light is collected by a CCD camera and in the result-

ing image the various magnetic domains can recognized by an additional intensity

in the image. In the setup it is possible to apply magnetic fields in all desired di-
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rections up to strengths of ∼ 50 mT and send electrical currents through a sample.

The time resolution is limited by the CCD camera, and typically 16 frames per

second can be recorded. A sub-micrometer spacial resolution can be reached. Fig.

A.3(b) shows an example of an image obtained by Kerr microscopy. It shows four

contacted magnetic strips in which the middle parts are irradiated and have their

magnetization pointing in an other direction than the pristine parts of the strips.

In the bottom image a background image taken at saturation is subtracted, and

the additional contrast between the magnetic domains induced by MOKE becomes

apparent.
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Supplementary information on Chapter

4

B.1 Analysis procedure

Converting the Kerr microscope data in the experiments presented in Chapter 4

to DW positions is not trivial. In this section this analysis procedure is discussed

in detail.

The Kerr intensity is measured along the 70 µm long, 1µm wide strips by dividing

them into 70 adjacent 1 µm long (or 100 adjacent 0.7 µm long) regions of interest

(ROI)∗, see Fig. B.1(a). Next, it is determined in which ROIs the magnetization

points up and in which it points down. Due to the random creation of domains

during the nucleation step, this cannot be done by simply checking whether the

Kerr intensity is above or below the average value. The up and down domains are

not necessarily equal in size, or the strip may even be entirely up (or down). To

solve this, a histogram of the intensity measured in the different ROIs is made.

This is fitted with a mixture of two normal distributions see Fig. B.1(b). If the

difference in the central value of the two normals exceeds a certain empirically

chosen value, and both normals contribute at least 3 percent to the total fit func-

tion, we conclude that both up and down domains are present. Whether a certain

ROI is up or down is determined by checking whether its intensity is above or

below the average of the two normal central values.

The DW positions along the strip after every field step have now been identified.

∗For smaller regions of interest the signal to noise ratio becomes unworkable small.
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However, it is not trivial which DWs observed at different steps correspond to

each other. We cannot simply say that the most left DW after the nucleation step

is the same as the most left DW after the first propagation step. This is because

DWs can disappear when they reach the end of the strip, DWs can annihilate

when an UD and an DU wall meet, and new domains can be nucleated if large Hz

fields are used. In our analysis, we start with a DW in the initial configuration,

and then assume after a cycle that the DW that is closest by and of the same type

(an UD wall cannot be changed to an DU wall) is that same DW. This solves the

mentioned problems in most cases, as shown in Fig. B.1(c), but can still lead to a

some errors, especially when large magnetic fields are used.

Now we have data on how the individual DWs move through the strip in time.

To analyse the performance of the device, it should be determined whether a

DW stays pinned when it is supposed to and whether it is propagated when it

is supposed to. The locations of the anisotropy barriers are known as they are

purposely constructed during the sample fabrication. For every propagation step,

the closest barrier to the DW is identified, and in the next step it is checked

whether the DW has past this barrier or not. There is no additional inspection of

whether a DW has passed one barrier or more. This is no problem at the moment,

but should be addressed in a later stage of the development of the device. If

multiple barriers are passed within one cycle the device still functions, but the

space required to store one bit of information increases, which is undesirable for

data storage applications.

Last, the Kerr microscope measurements take several hours, so a small drift in the

sample position can occur. Therefore the first and last ROI sometimes come to

cover not only the magnetic strip, but also (partially) the substrate, for which the

measured intensity is completely different. For the software, this resembles a DW

that stays at the same position throughout all cycles, which changes the measured

pinning/depinning probability. Therefore the first and last ROI are not included

in the analysis.
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Figure B.1: Extracting DW positions and displacements from Kerr microscope images.
(a) Typical Kerr microscope image of 5 devices with several DWs. The strips are divided
into small regions of interest (ROI), typically 1.0 µm or 0.7 µm wide, as is schematically
shown for the second strip. (b) For each ROI the intensity is measured and a histogram
can be made of how often certain ranges of intensities occur. This is fitted with a mix
of two normal distributions such that the average values corresponding to up and down
domains (grey dashed lines) can be identified. The mean of these two (green dashed line)
can be used to select which ROIs are identified as up and down. (c) Schematic example
of how the software follows DWs through different cycles. In most cases, creation and
annihilation of DWs or DWs moving to the edge of the strip do not cause problems.
When large fields are used and many of these events occur within one cycle the process
becomes unreliable.

B.2 Influence of irradiation on Pt/Co/Ir

In Chapter 4 it was observed that a Pt/Co/Ir strip could show directional DW

motion using our propagation scheme, even without anisotropy barriers engineered

by ion irradiation. In this section, the influence of additional ion irradiation on

the functionality of this device is investigated.

One difference between the Pt/Co/Pt and Pt/Co/Ir samples is the thickness of

the Co layer; for Pt/Co/Pt a thickness of 0.6 nm was used, while for Pt/Co/Ir a
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thickness of 0.8 nm was used. The choice for 0.6 nm in Pt/Co/Pt was a practical

one, as for this particular material stack measurements of the anisotropy as a

function of the ion irradiation dose were already available. On the choice for

0.8 nm in Pt/Co/Ir, we will elaborate here, as the behaviour of this material stack

is central in this section.

The main motivation for the study of Pt/Co/Ir is to see how the devices behave

if the DMI is large. Because the DMI in these samples is an interfacial effect,

its energy contribution per area of a DW becomes larger for thinner layers, so

making the Co layer as thin as possible would be preferable. It turns out that,

for samples grown in our sputtering facility, the range of thicknesses for which

a sample has PMA is different for Pt/Co/Pt and Pt/Co/Ir; for Pt/Co/Ir the

minimum Co thickness to obtain PMA is larger. We speculate that this is related

to the formation of a magnetically dead layer. Within the range where Pt/Co/Ir

shows PMA, the smallest Co thickness is chosen, but at a safe interval from the

transition where the PMA disappears. This interval is required to still have PMA

after ion irradiation.

Domain-wall motion in Pt/Co/Pt films grown in our sputtering facility was ex-

tensively studied before [46], whereas in Pt/Co/Ir it was not. Therefore first DW

velocity, v, measurements as a function of Hz are performed in absence of any

in-plane field. Both a pristine strip and a homogenously irradiated strip (dose

0.2 µC cm−2) are investigated. In Fig. B.2 the natural logarithm of the measured

velocity is plotted against µ0H
−1/4
z . This results in a straight line (for both the

pristine sample, Fig. B.2(a) and the irradiated sample, Fig. B.2(b)) indicating that

the DW motion follows the creep law, v = v0 exp (−χ(µ0Hz)
−1/4). In this equation

v0 is the characteristic speed and χ is a scaling constant. The results are similar

as for Pt/Co/Pt, which also shows creep behaviour for the field strengths used

in this experiment. Interestingly, there is no significant difference between the fit

parameters obtained for the pristine sample (χ = −5.6±0.2, lnv0 = 13.4±0.5) and

the homogeneously irradiated sample (χ = −5.6 ± 0.3, lnv0 = 13 ± 1), implying

that the DW motion is not affected by the irradiation.

Next the data shown in Fig. 4.3(e+f) is analysed further by examining the pinning

and propagation chances separately instead of the total success chance. Figure
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Figure B.2: Investigation of the influence of irradiation on Pt/Co/Ir samples. Velocity
versus µ0Hz measurement of an (a) unirradiated Pt/Co/Ir strip (b) homogeneously
irradiated Pt/Co/Ir strip using a dose of 0.2 µC cm−2. Quantities on the axes are chosen
such that behaviour according to the creep law results in a linear relation. Points indicate
the measured values, the line shows a linear fit. Chance that a DW (c) moves when it
is supposed to move (d) stays pinned when it is supposed to stay pinned as a function
of µ0Hz, with an in-plane field strength of 50 mT. The yellow points are measurements
on an unirradiated strip, the blue points on a strip with an anisotropy profile created
by irradiation. Curves are fits using the model described in the text.

B.2(c) shows the chance that a DW moves over the closest barrier when it is

supposed to. Figure B.2(d) shows the chance that chance that a DW does not

move over the barrier when it is supposed to remain pinned. Data for both an

unirradiated sample (yellow points) and a sample with a block-shaped anisotropy

profile created by irradiation (blue points) are shown. First, an expectation for

the pinning chance as a function of Hz for the unirradiated strips is formulated.

Because there are no anisotropy barriers, the success chance simply is computed

by checking whether the DW passes the point where there would be a barrier

in an irradiated sample. We assume that the distance between a DW and the
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nearest barrier it has to pass is a random distance between 0 and 4 µm (because

the distance between two neighbouring barriers is 4 µm). The used pulse duration

is 500 µs (though the effective time will be less, because of the finite rise time),

so the measured propagation chance should be proportional to the DW velocity

(which dependence on Hz as given by the creep law), until a velocity is reached

for which more than 4 µm is travelled during one pulse. Fits using this model are

shown in Fig. B.2(c+d) as the yellow curves.

For the sample in which a block-shaped anisotropy profile is created by irradiation,

this model describes the data less accurately (fit is not shown). This is because

besides the chance that the DW reaches the barrier, now there is also a chance that

the DW cannot overcome the barrier, which is not yet taken into account. The

model is now improved in the following way: we assume that the chance, p, that the

anisotropy barrier is overcome follows an Arrhenius law, p = p0 exp(− Eb

kBT
) [184].

Here p0 is a parameter related to the attempt frequency and Eb is the height of

the energy barrier. Now the chance that a DW moves past the barrier is a product

of the chance that the barrier is reached and and the chance that the barrier is

overcome. For the first contribution, the χ and lnv0 from the unirradiated sample

can be used, because the study of the homogeneous irradiated strip showed that

the irradiation did not chance these values significantly. For the chance that the

barrier is overcome p0 and Eb are left as fit parameters. Examples of fits with this

product of these two probabilities is shown in Fig. B.2(c+d) as the blue curves.

This improved model now turns out to be able to describe the measured points

satisfactorily.

Please note that the analysis presented here is specific for the case in which the

initial positions of the DWs are random. This is indeed the case in the experiments

presented in the Chapter 4, but one could envision that in future devices it would

be desirable to controllably write domains at a specific location. In that case,

the chance that a DW reaches a pinning barrier is no longer given by (velocity ×
pulse time)/4 µm × 100% and the analysis would have to be reworked. However,

as this is not applicable for the experiments shown in this work, an alternative

analysis is beyond the scope of this work and will not be given here.

When comparing the data of the unirradiated and the irradiated samples in Fig.
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B.2(c) and (d) two differences stand out. First, the Hz field at which a DW

moves (or fails to pin) is shifted towards higher values for the irradiated samples.

This is expected, because the introduction of anisotropy barriers makes it more

difficult for the DWs to move and this result is in agreement with Fig. 4.4. The

other difference is that the transition from pinning to moving is less gradual in

the irradiated sample. This makes it possible to reach a higher total success

rate, which explains the difference between Fig. 4.3(e) and (f). In conclusion,

the irradiation on the Pt/Co/Ir does not create an additional asymmetry with

in-plane field due to an asymmetry in the depinning field, but it influences the

success rate by making the transition from pinning to moving more abrupt.

B.3 OOMMF results

One advantage of our device concept is that the DWs can be located at discrete

positions, namely the anisotropy barriers, but this is not trivial. DWs that are

pinned end up at a barrier, but the ones that are moved can end up at any

position, depending on the duration of the field pulse. This problem can be solved

by pulsing the Hx instead of the Hz field. This way the DWs can only depin during

the short Hx pulse, but they will keep moving (driven by Hz) until they reach the

next anisotropy barrier. Using our setup this would be a tedious experiment, as

the coil used to generate the Hz field is integrated in the sample stage. If this field

is not pulsed but applied continuously, heating causes the sample stage to expand

and bring the sample out of the focus of the microscope. So instead we investigate

this alternative scheme by object oriented micromagnetic framework (OOMMF)

simulations [182]. Also, OOMMF simulations enable us to study the DW motion

in the absence of random pinning sites or thermal fluctuations. This means that

the DW motion in the simulations is in the flow regime per definition, allowing us

to investigate the device concept also in this regime. Last, the simulations make

it possible to study the device on time and length scales that are not accessible in

our proof-of-principle experimental setup.

The cell size in the simulations is chosen to be 4×4 nm; simulations with larger cell

sizes would be unreliable because the cell size would then exceed the typical DW

width. The geometry is a 2100 nm long, 156 nm wide and 1 nm thick strip, with
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Figure B.3: Magnetic configurations obtained by OOMMF simulations. The bottom
picture shows the initial configuration, configurations after subsequent field pulses are
shown from bottom to top. The schematic block profile shows the anisotropy variation
along the strip.

regions of lower anisotropy that are 100 nm wide and 100 nm separated from each

other. This is considerably smaller than the experimental strips (70 µm long) and

this decided both to reduce computing time and to explore these small dimensions

that are more interesting for applications. The material parameters used are

MS = 1.4× 106 A m−1 (bulk value for Co), Keff = 1.5× 106 J m−3, A = 1.6× 10−11

J m−1, D = 0.2 mJ m−2, and in the irradiated regions K and D are reduced by 10%

and 100%, respectively. In preparatory simulations, in which the depinning field

was determined, also other parameters were investigated. The anisotropy in in the

irradiated area was reduced by 5, 10, 15 and 20 percent. The DMI constant of the

pristine region was set to 0 mJ m−2, 0.2 mJ m−2 or 0.5 mJ m−2, which are moderate

value in order to mimic our symmetric Pt/Co/Pt stack. Also, reductions of the

DMI of 0, 15 and 100 percent in the irradiated region were investigated. Which of
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these is most realistic is unclear at this moment, and further experimental studies

are required to clear this up. In almost all cases a difference between the depinning

field of UD and DU walls could be created using an in-plane magnetic field, the

exceptions are simulations in which there is no DMI in both the pristine and

irradiated regions. We take one typical combination of parameters to show that

this difference can be used to create unidirectional DW motion in the simulation.

To investigate a large parameter space and create a phase diagram is beyond the

scope of this paper.

During one propagation step a magnetic field µ0Hz = 45 mT is applied for 7 ns,

during which a magnetic field pulse µ0Hx = 50 mT is applied for 2 ns. Figure B.3

shows the evolution of the magnetic domain structure together with the anisotropy

profile. The DW motion is 100% reliable in these pinning- and noise-free simula-

tions. Also note that the DWs now always end up at the anisotropy transitions

after each step, as is desired. This result shows the working principle of the device

using Hx pulses, and shows the theoretical possibility of operating these devices

in the flow regime of DW motion.
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C.1 Deposition conditions

The material stack studied in this work is deposited using DC sputter deposition,

a technique that provides various parameters (e.g. distance between substrate and

target, deposition pressure, and magnetron power) that can be tuned to change

the deposition rate and quality. In previous work, it has been shown that the

interface quality, and hence the anisotropy and DMI, can be controlled by varying

the argon pressure during the deposition of the Pt layers [46]. We have taken

deposition parameters from that work and used the same deposition facility, in

order to obtain the desired material parameters. In particular, the bottom Pt

layer is deposited at an Ar pressure of 0.29 Pa, and the top Pt layer at 1.12 Pa,

which is expected to lead a large asymmetry in DW velocity under the influence

of an in-plane field and an effective anisotropy constant of Keff, of 1.3 MJ m−3. We

have also investigated two other growth pressure combinations for which a smaller

anisotropy constant was reported (not shown here), but for these samples the field

range for which a DW could be studied was more limited, because nucleation of

inverted domains occurs more easily.

C.2 Fit functions

To describe the measured DW velocity, v, versus Hz curves, we use functions that

have been derived in literature [97, 98]. For the creep regime, we use

149
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v(Hz, T ) = v(Hd, T ) exp

(
−∆E

kBT

)
(C.1)

with

∆E = kBTd

((
Hz

Hd

)µ
− 1

)
, (C.2)

where T is the temperature, Hd the depinning field, kB the Boltzmann constant,

Td the depinning temperature, and µ is the universal creep exponent.

For the depinning regime we use

v(Hz, T � Td) = vH

(
Hz −Hd

Hd

)β
, (C.3)

where vH is the depinning velocity and β is the depinning exponent.

C.3 Derivation of domain wall curvature as a function of field

In literature it is described how the competition between the gain in Zeeman en-

ergy and the cost of increasing the domain wall (DW) length results in a circle

arc shaped domain expansion when a DW reaches a Hall cross and is pinned there

[101]. Also it has been reported that for DW motion in a strip, edge roughness

leads to DW pinning caused by the same mechanism [102]. Here we extend this

model to describe how the radius of the circle arc that a DW forms when propa-

gation through a strip depends on the applied out-of-plane magnetic field.

The difference in energy, dE, between two DW configurations can be calculated

in the following way:

dE = σtdL− 2µ0MSHztdA. (C.4)

The first term is the DW energy per unit area (σ) times the layer thickness (t)

times the difference in DW length (dL). The second term is the difference in in

Zeeman energy, which can be calculated by multiplying the vacuum permeability

(µ0), the saturation magnetization (MS), the magnetic field strength (Hz), t, the
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difference in area in which the magnetization is aligned with the magnetic field, dA,

and a factor 2 (because by increasing the area with magnetization aligned parallel

to the field, an equal area with magnetization antiparallel to the field is removed).

When we assume that the DW is fixed at the edges, the energy associated with the

circular expansion can be calculated as a function of applied field. The increase

in area aligned with the magnetic field, compared to the straight configuration, is

calculated in the following way:

dA =

∫ +w
2

−w
2

R cos θdy − wR cos θc. (C.5)

Here R is the radius of the circle arc, w the width of the strip, y the position along

the cross section of the strip, θ the angle between the line from a point on the

circle arc to the centre and the line along the centre of the strip and θc the θ value

at the strip edge. See Fig. C.1(a) for a visual representation of these symbols.

The integral of equation C.5 is worked out step by step in equation C.6 to C.9:

dA =

∫ +w
2

−w
2

R cos
(

arcsin
( y
R

))
dy − wR cos

(
arcsin

( w
2R

))
, (C.6)

dA =

∫ +w
2

−w
2

R

√
1−

( y
R

)2

dy − wR
√

1− w

2R

2

, (C.7)

dA =
y

2

√
R2 − y2 +

R2

2
arcsin

( y
R

)
|+

w
2

−w
2
− wR

√
1−

( w
2R

)2

, (C.8)

and

dA = R2 arcsin
( w

2R

)
− w

2

√
R2 − w2

4
. (C.9)

The increase in DW length can be calculated by:

dL = 2Rθc − w, (C.10)
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Figure C.1: (a) Definition of geometrical quantities for the calculation of the DW
curvature. (b) Schematic depiction of how the increase in DW length depends on the
DW angle at the edge of a strip.

and

dL = 2R arcsin
( w

2R

)
− w. (C.11)

Inserting the equation C.9 and C.11 into equation C.4 makes it possible to calculate

R as a function of Hz. Intuitively it would be expected that for Hz = 0 R becomes

infinite, because curving will only result in the cost of having a longer DW without

any gain in Zeeman energy, and when Hz goes to infinity R should approach w/2

(the minimum value), the situation with the largest area gain. When using realistic

material parameters, it is found that from µ0Hz = 0.2 mT onward R is very

close to w/2. This is in contrast with the experimental results: we only studied

fields significantly larger than 0.2 mT, and the DW configuration is somewhere

in between straight and a semi circle. Moreover, the DW becomes straighter for

higher fields instead of rounder.

The problem in this analysis is that DW is not fixed at the edges in reality.
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Therefore, what we actually need to calculate is the curvature at which the DW

depins. This will then be the observed curvature of the DW, because the following

process takes place: the DW starts out straight, then it will get pinned at some

position, the curvature will start to increase, and (as just calculated) for the fields

used here the balance between gain in Zeeman energy and cost of the increase

in DW length will allow the DW to grow towards maximum curvature. When

a critical curvature is reached the DW depins and can move further. Because it

is a circular arc that grows with the same velocity in all directions, the radius

will increase, and the curvature will decrease again. This will continue up to

the point that the DW gets pinned again at the next pinning site, where the

curvature will increase again up to the critical curvature where the DW depins

and so on. Because many of these pinning sites are expected at the edge of the

strips, we expect that the measured curvature will be approximately the curvature

necessary for depinning.

The critical angle for which the DW depins can again be calculated using equation

C.4. For a straight DW that reaches an antinotch (or leaves a notch), the increase

in DW length when it would move further over a distance dx would be the size

of the (anti)notch, L0. This means that at very abrupt notches, dE
dx

scales with
L0

dx
, suggesting an infinitely high pinning strength. However, when the DW is at

a certain angle at the edge θc, the increase in length will be dx
tan θc

when it moves

over a distance dx, and dE
dx

is reduced. This is depicted in the cartoons of Fig.

C.1(b). Therefore the energy required to depin decreases as θc increases. Next, the

decrease in Zeeman energy that has to compensate for this increase in DW length

is calculated, which in the simplest view the associated area difference should be

dA = wdx.

Inserting the expressions for dA and dL into equation C.4 leads to the following

expression for the circle arc radius:

R =
w

2 sin
(

arctan
(

σ
2µ0MSHzw

)) . (C.12)

Equation C.12 predicts an increase in radius (so a decrease in curvature) when Hz
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increases, which is in accordance with the observations. A detailed comparison

between equation C.12 and the experimental data is given in Chapter 5.

C.4 Incorrect explanations for Hx influence on curvature

The dependence of the DW curvature on Hx is an exciting observation that is

most likely intimately related to the DMI. In Chapter 5 it is mentioned that

we explored various approaches to describe the observed phenomenon, but no

satisfactory results were obtained. In this section we present the details and

results of these efforts.

According to the DW curvature model that was worked out in the previous section,

the DW curvature is determined by the balance between the energy gain when

increasing the area in which the magnetization is aligned with Hz and the energy

cost of an increase in DW length. This last term is determined by the DW energy,

σ, which is more complicated than the σ0 = 4
√
AKeff when DMI and in-plane

magnetic fields are considered [30]:

σ =


σ0 + λµ0MS (HK + π (HDMI +Hx)) : Hx < − 2

π
HK −HDMI

σ0 − λµ0MS
π2(HDMI+Hx)2

4HK
: − 2

π
HK −HDMI ≤ Hx ≤ + 2

π
HK −HDMI

σ0 + λµ0MS (HK − π (HDMI +Hx)) : Hx > + 2
π
HK −HDMI .

(C.13)

Here HDMI is the effective field the DW experiences as a result of the DMI, Hx

is the in-plane field applied perpendicular the the DW, λ =
√
A/Keff which is a

measure for the DW width, and HK is an effective field following from dipolar

interactions which favors a Bloch wall configuration.

The DW curvature model can now be extended to include the effect of in-plane

field by inserting this in-plane field dependent DW energy density in equation

5.1. Fig. C.2 shows the curvature extracted from the Kerr microscope images

(black points) as a function of Hx together with predictions by the extended

model (yellow curve). Realistic parameters were used for the calculation of this

curve: Keff = 1.3 MJ m−3, |µ0HDMI| = 50 mT, and µ0Hz = 20 mT. This curve
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Figure C.2: Influence of of longitudinal in-plane magnetic fields on the DW configu-
ration. Curvature as extracted from Kerr microscopy images as a function of in-plane
field strength, together with theoretical curves.

clearly does not match the experimental data: the influence of Hx is much smaller

in the calculation than in the experiment. This is not surprising when looking at

equation C.13: the terms containing Hx are small compared to σ0, because the

magnetic anisotropy is relatively large in the investigated material stack.

Next, we present an alternative interpretation based on the DW velocity depen-

dence on the in-plane field. A change in DW velocity suggests that the balance

between the driving force an the pinning strength has changed. Regardless of the

physical reason for this, it can be incorporated in the model by introducing an

effective driving field, Hz,eff. We define this as the Hz field that would lead to the

same DW velocity as the combination of Hz and Hx that is used. These Hz,eff

values can be put into equation 5.1 instead of the regular Hz to calculate the

DW curvature. The results are represented by the blue line in Fig. C.2 (for the

calculation the same material parameters are used as for the blue curve in Fig.

C.2).The the shape of the calculated curve resembles the experimental data, but
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rotated 180◦ around the vertical axis. This suggests that a DW gets more curved

when the in-plane field is applied such that it moves slower. However, after careful

experimental checking, it turns out that the DW becomes more curved when the

in-plane field is applied such that it moves faster. This contradiction rules out the

last explanation for the influence of Hx on the curvature with certainty.

Up to now, it is assumed in the model that the DW expansion is circular, which

is not true in samples with DMI under the influence of an in-plane magnetic field.

So the third approach to understand the relation between the DW curvature and

Hx concerns the precise geometrical shape of the DW. The expected equilibrium

shape of a bubble in our material stack is calculated following the approach of Lau

et al. [105], which uses Wulff construction.

The following equation is used for the DW energy density:

σ(φ, η) = σ0−πλµ0HxMS cos (φ+ η)−πλµ0HDMIMS sinφ+2λKD sin 2φ, (C.14)

where KD is the DW anisotropy originating from dipolar interactions, φ is the

angle between the DW and in-plane part of the magnetization inside the DW, and

η is the angle between the DW and the in-plane field, Hx.

For every η, from 1◦ to 360◦ in steps of 1◦, the angle φ for which the energy is

minimal and the corresponding minimal energy density are found. The energy

density is now plotted as a function of η, and a Wulff construction is performed

(through each point on the curve, a line that is perpendicular to the line connecting

that point to the origin is drawn).

The material parameters that are used are MS = 1.4 MA m−1, Keff = 1.3 MJ m−3,

KD = 48 kJ m−3, A = 1.5 pJ m−1, and |µ0HDMI| = 50 mT. Three different values

for the applied in-plane field are used: −100 mT, 0 mT, and +100 mT, which

are typical values for which significantly different DW curvatures are observed in

Chapter 5. The results are shown in Fig. C.3.

The deviation from a circular shape turns out to be marginal. This is because the

Hx dependent terms in eq. C.14 are small compared to σ0. So though according
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Figure C.3: Wulff construction to find the equilibrium bubble shape for the material
parameters relevant to this study. The three plots show the results for three different
values of the applied in-plane field. The black dots indicate the origin, the red curves
the found equilibrium shapes.

to this view point a small dependence of the DW curvature on Hx should exist,

it is insufficient to describe the large influence that is observed experimentally. A

possible problem with this description is that the influence of edge pinning is not

included.

C.5 Influence of the strip width

In Chapter 5, the DW velocity was measured as a function of Hz in 25µm wide

strips. However, in some of the subsequent experiments concerning the geometrical

configuration of the DW, 50µm wide wire where used. In literature it has been

shown that the width of a strip can significantly influence the DW velocity [102].

This raises the question whether these results in Chapter 5 can be combined.

In Fig. C.4 measurements of the DW velocity in both 25µm and 50 µm wide strips

are compared. For this measurement, three strips hosting DWs were imaged simul-

taneously in order to obtain the DW velocities under exactly the same conditions.

There are data points that deviate from the smooth creep curve, and this devi-

ation seems to be correlated for the three wires investigated. This suggests that

the dominant source of uncertainty in these measurements lies either in the mag-

netic field strength or in the pulse duration. The differences between the wires of

different width is smaller than these experimental errors. We therefore conclude
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Figure C.4: DW velocity as a function of Hz for 25 µm and 50 µm wide wires.

that for the strip widths and edge roughnesses studied here, there is no significant

influence of the wire width on the DW velocity.

C.6 Influence of the initial state

Figure 5.5(b) shows measured DW tilt angles as a function of Hy. Remarkably,

the data point taken at Hx = 0 mT does not correspond to a tilt angel of zero

degrees within the margin of error. This is surprising, because both the energy

minimization as shown in Fig. 4(c) as the interpretation based on asymmetric DW

velocities predict a zero tilt angle under these conditions. We therefore investi-

gate whether the configuration of the DW prior to this measurement could have

influenced these results. The experiment is repeated two times with two well de-

fined, different initial conditions, and the recordings are shown in supplementary

video 3 and 4, which are available online [159]. In video 3, the DW is prepared

while Hy = +100 mT and in video 4 while Hy = −100 mT, leading to opposite tilt

angles. Subsequently, Hy is set to zero, and the DW is propagated by a perpen-

dicular field only. In both videos, the same non-zero tilt arises, so independent of
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the initial state. The physical origin of this non-zero tilt angle in absence of an

in-plane field is unclear to us, and warrants further investigation.
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D.1 Material properties

The samples studied in Chapter 9 contain a Co layer that varies in thickness,

and in this section important material parameters, in particular the effective per-

pendicular anisotropy constant, Keff, and the saturation magnetization, MS, are

determined as a function of Co thickness, as well as the DMI constant, D, at the

skyrmion bubble transition.

For a full sheet Ta (4 nm) / Pt (4 nm) / Co (0.6 nm) / Pt (4 nm) sample grown with

the same deposition equipment and using the same growth parameter settings,

MS was found to be 1.3 MA m−1 by VSM SQUID measurement [46]. We assume

that in our wedge geometry sample, MS will also have this value at the position

where the Co thickness is equal to 0.6 nm. Using polar MOKE measurements

while magnetic fields are applied perpendicular to the sample surface, magnetic

hysteresis loops along the wedge can be obtained. The size of the signal obtained

at saturation is proportional to the amount of magnetic material, in the limit that

the layer thickness is small compared to the light penetration depth [185]. If this

value is proportional MS × t, than MS should be proportional to the saturation

value divided by the Co layer thickness. The MS value at 0.6 nm is known, from

which MS for the rest of the wedge can be derived, see Fig. D.1(a). When the

magnetic signal is too low, the fit of the hysteresis curves becomes unreliable,

resulting in nonphysical values for MS. These measurement points are shown as

open points.
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Figure D.1: MOKE measurements on a Ta (4 nm) / Pt (4 nm) / Co (tCo) / Pt (4 nm)
sample. (a) Saturation magnetization as a function of Co thickness. Unreliable val-
ues are indicated by open points. (b) Effective anisotropy constant as a function of Co
thickness. The skyrmion bubble transition is indicated by the blue, vertical line.

For the determination of Keff along the wedge, hysteresis loops obtained by polar

MOKE are used as well, only now the magnetic field is applied in the plane of

the sample surface. Keff can be extracted from these loops by Stoner Wohlfarth

fits [186]. For these fits the thickness dependent MS values that were determined

earlier are used. Also, data points for which Mz is less than 80 percent of MS are

disregarded to prevent the formation of a multidomain state to influence the fit.

The obtained Keff as a function of Co is shown in Fig. D.1(b).

Last, for the determination of the DMI strength at the skyrmion bubble transition,

Kerr microscope images of the labyrinth state are analysed in detail. Kaplan and

Gehring [187] have shown that the domain size, L, that is observed is related to

the DW energy, σ, via
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Figure D.2: Typical domain size in the labyrinth state as a function of the Co thickness,
together with the corresponding DMI constants. Inset shows the Kerr microscope image
of the labyrinth state divided into 22 µm wide strips.

L = αtCo exp

(
πL0

2tCo

)
, (D.1)

where α ≈ 0.955 is a numerical constant [145, 187], and L0 = σ
µ0M2

S
. Images of

the labyrinth structure on the wedge sample are divided into 22 µm wide strips, as

shown in the inset of Fig. D.2, such that the material parameters are approximately

constant within a strip. For each strip, the domain size and standard deviation are

determined using Fourier analysis, resulting in a typical domain size as a function

of the position in the image. The position in the image can be converted to the

Co thickness. The result is shown in Fig. D.2. Via σ = 4
√
AKeff − πD the DMI

constant can then be obtained. This results in |D| = 0.6 - 1.4 mJ m−2, when A =

5 - 16 pJ m−1 is used. Here 16 pJ m−1 is the commonly used value for Co, but

because extremely thin layers are considered A might be reduced [188].
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D.2 Characterisation of skyrmion bubbles

Chapter 9 focusses on the current-induced motion of skyrmion bubbles, but their

static properties are only briefly mentioned. However, these properties are es-

sential for those wanting to reproduce our results. In this section, more details

on the observed skyrmion bubbles are presented. In particular, we will pay at-

tention to the size of the skyrmion bubbles, in which magnetic field range they

are stable, and the effect of changing the material of the top layer of the stack

(Ta (5 nm) / Pt (4 nm) / Co (tCo) / X (4 nm) stacks are investigated, where X is Pt,

Ta or Ir). The method to extract these properties from our data is discussed as

well.

Kerr microscope images of the skyrmion bubbles are subjected to an averaging

filter and converted to black-and-white images. From the domains present in

these images only the ones with a minimal size (to prevent noise from single pixels

obscuring the data) and with a limited deviation from a circular shape are selected.

From these results the average size of the skyrmion bubbles can be found, and if

the procedure is repeated for various µ0Hz, the field at which skyrmion bubbles

are nucleated and stabilized can be found.

Fig. D.3(a) shows the number of bubbles that are identified in images as a function

of µ0Hz for all material stacks investigated. All images are analysed twice: one

time to identify dark circular domains on a light background (which will be referred

to as ‘dark bubbles’) and one time to identify light circular domains on a dark

background (which will be referred to as ‘light bubbles’), of which the results are

represented by the closed and open symbols, respectively. For all samples, two

peaks in the number of detected bubbles are found, one for the dark bubbles and

one for the light bubbles. The peaks occur for magnetic field strengths slightly

below 0.1 mT. There is no significant difference in the fields at which the bubbles

occur for the different material stacks.

One interesting observation is that for all samples investigated a larger number of

light bubbles than dark bubbles is found. Though the exact number of bubbles

found using this method is prone to errors and is only meant to identify the field

stability range, this seems to be a clear trend. The data presented in Fig. D.3 were

obtained starting at the most negative µ0Hz value and gradually increasing µ0Hz
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Figure D.3: (a) Number of detected skyrmion bubbles as a function of µ0Hz, showing
for which fields skyrmion bubbles occur for all investigated material stacks. (b) The
average radius of the detected bubbles as a function of µ0Hz for all investigated material
stacks. The points represent the measured data, the lines are a guide to the eye. ‘Light’
refers to light bubbles in a dark background and ‘dark’ refers to dark bubbles in a light
background, as illustrated in (c) and (d), respectively.

from there. The measurements are repeated starting from the most positive µ0Hz

value (these results are not shown here). In that measurement series, more light

than dark bubbles were found (but still at the same values of Hz as before). This

indicates that the number of bubbles depends on whether the stabilization field

is reached coming from the saturated state or from the labyrinth state. The time

between two measured points is in the order of 20 s. Because we observe thermally

activated movement, nucleation and annihilation of the bubbles, we expect that
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the importance of the field history will disappear when the system is allowed to

settle at the investigated µ0Hz fields for a longer time.

The magnetic field is applied using an air coil, which is calibrated by measuring

the magnetic field as a function of the current through the coil using a Hall probe,

prior to the actual experiment. At the field exactly in between the fields for

which the dark and light bubbles appear, a labyrinth domain structure is observed.

Because of the symmetry of the situation, the fact that for the labyrinth structure

the areas covered by up and down domains are equally large, and observations

from literature [169], we believe that this labyrinth state occurs when the µ0Hz

is exactly 0 mT. However, experimentally it is found that the labyrinth structure

appears at a field close to, but not equal to, zero. We believe that this is due to

experimental artifacts (like a small field present in the surrounding of the setup,

the earth magnetic field, a remanent field in the magnet or other part of the setup

or an imperfect calibration of the magnet) rather than that this deviation from

zero is real. Therefore we have corrected for this for every field value that is shown,

both in this Appendix and in Chapter 9.

Next, the size of the skyrmion bubbles is investigated. The areas of the domains

that are identified as bubbles are divided by π and the square root of the result is

taken. This gives the bubble radius in pixels, which is subsequently converted to

micrometers. The size of the bubbles is similar for all material stacks investigated,

and in the order of 2 µm. The following trend is observed: the bubbles become

smaller when the applied field is stronger (see the black lines in Fig. D.3(b)), which

is in agreement with observations in literature [56].

In the pictures used for analysis a certain range of bubble sizes is present, which

can for instance be seen in Fig. D.3(c) and (d), because of the fast change of

material parameters at the skyrmion bubble transition. One should note that the

values in Fig. D.3 are averages that mainly represent the larger bubbles. This is

because the smaller bubbles are at the limit of what is possible to distinguish in

the used microscope, and their thermal motion is larger, making it very difficult

for our analysis program to identify them.
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D.3 spin Hall effect direction check

In Chapter 9 it is argued that it should be possible to reverse the direction of the

net spin Hall current in Pt/Co/Pt samples by changing the thickness of both Pt

layers. However, no change in direction of skyrmion bubble motion by manipu-

lating the Pt layer thicknesses was observed. A possible reason for this could be

that the two Pt/Co interfaces ar not equally transparent for spins. It is known

that though the same materials are present at these interfaces, they do not have

to be identical, which is for instance illustrated by their different contributions

to the perpendicular magnetic anisotropy or to the total Dzyaloshinskii-Moriya

interaction. Suppose that, for example, the bottom interface would be much more

transparent for spins than the top interface, then it would be expected that the

spin current coming from the bottom Pt layer always gives the dominant contri-

bution, irrespective of the Pt layer thicknesses. In this section we explore this

explanation for the experimental results.

In samples with perpendicular magnetic anisotropy, the spin current generated by

the spin Hall effect does not only exert a torque on the DWs, but also on the spins

inside the uniform domains. When the symmetry is broken by a magnetic field

directed along the current direction, this torque can even switch the magnetization,

when the spin current is sufficiently large. We will now use this effect to identify

the direction of the net spin current injected into the Co layer in our samples.

These experiments are more straightforward to interpret than DW motion based

measurements, because the strength and direction of the DMI do not have to be

considered and also effects like the bulk spin transfer torque do not play a role.

Using standard lithography and lift off techniques, 5µm wide strips are created and

contacted. For the strips material stacks of Pt (4 nm) / Co (0.6 nm) / Pt (2 nm) and

Pt (2 nm) / Co (0.6 nm) / Pt (4 nm) are used, for which an opposite net spin current

is expected. For this experiment it is necessary that the magnetization is uniform

and out-of-plane at remanence, and therefore a slightly thicker Co thickness is

chosen compared to the Co thickness at the skyrmion transition. The following

measurement routine is then performed: using a magnetic field in the −z direction,

the magnetization in the strips is saturated. This field is turned off again, and

next a magnetic field of 30 mT, which is sustained throughout the remainder of the
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Figure D.4: Reaction of both a Pt (4 nm) / Co (0.6 nm) / Pt (2 nm) and a Pt (2
nm) / Co (0.6 nm) / Pt (4 nm) strip to current pulses in the presence of a 30 mT mag-
netic field along the strips. Note that the graphs are merely a schematic representation
of the observed behaviour: the ”values” on the vertical axes are two typical states that
are distinguished by eye, and because the current pulses are triggered manually the time
between the pulses is not constant as may be suggested on the horizontal axis.

measurement, is applied along the x direction. Then current pulses are applied

through the strips, resulting in a current density, J , of 8.5× 1011 A m−2 for a

duration of 10 ms. After each two pulses, the current direction is reversed, as

schematically indicated in the black graph of Fig. D.4. The whole process is

monitored using a Kerr microscope, and two distinct states of the magnetic strips

are observed: dark and light, corresponding to an up or down magnetization,

respectively. The yellow and blue graphs in Fig. D.4 show in which state the

strips are after each pulse for the Pt (4 nm) / Co (0.6 nm) / Pt (2 nm) and Pt (2

nm) / Co (0.6 nm) / Pt (4 nm) stack, respectively.

The results are in agreement with the principle of spin Hall effect induced switch-

ing. The magnetization can clearly be switched back and forth without problems,

and the fact that a second current pulse in the same direction does not change the

state excludes heat induced toggling. The direction in which the magnetization

ends up depends on the combination of the current direction and the in-plane field

direction, so it was also verified that this direction reverses when the in-plane field

is inverted (not shown here). The most important observation is that the favoured
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magnetization direction for the same in-plane field and current directions is oppo-

site for the two material stacks. This is a clear indication that for one stack it is

the bottom Pt layer that provides the dominant contribution to the spin current,

while for the other stack it is the top Pt layer. This is in agreement with observa-

tions by Haazen et al. [72, 189]. In that work also measurements on samples with

top and bottom Pt layers of equal thickness are performed, in which no significant

effect of the SHE was found. This makes it plausible that the spin Hall angles for

both Pt layers are comparable. As the samples studied here are fabricated using

the same setup and the same growth parameters as the samples in the Chapter 9,

it is highly unlikely that the direction of the net spin Hall current is not inverted

within the Pt thickness range studied in Chapter 9. However, we must exercise

some restraint, as the Co layer in the experiment presented here is slightly thicker

than the skyrmion transition thickness.

D.4 Analysis procedure

In Chapter 9 skyrmion bubble velocities are shown, and in this section we show

how these velocities have been extracted from the raw data. In this case the raw

data are Kerr microscope movies, in which a large number of skyrmion bubbles

are moving around. Because it turned out to be unfeasible to reliably identify

all bubbles and track them through the different frames, we took the following

approach: the first frame of a movie is divided into narrow vertical strips. Such a

strip is then slid over the next frame, and at each position it is checked how well

the image underneath matches the original strip, an schematic example is shown

in Fig. D.5. This way it can be found how far the bubbles (though it would work

for other shapes of domains as well) have moved during the time between two

frames, and from this the velocity can be calculated. Because this can be done for

every strip of the first frame, a position dependent velocity can be measured.

When examining the movies, it can be seen by eye that not all bubbles move at

the same velocity. This is caused by the change in material parameters along the

Co wedge: typically it is observed that the small bubbles that are formed in the

region where the Co is a bit thinner, move faster than the larger bubbles in the

thicker Co regions. This also follows from the analysis, but for the scope of this
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Figure D.5: Illustration of the principle behind the script used to extract the bubble
velocity from Kerr microscope movies. A small vertical strip from frame 1 selected, and
the position in frame 2 that matches this original strip best is identified. The position
of the strip in the first frame is indicated in yellow, and the best matching position in
the second frame is indicated in blue.

thesis is it more useful to work with a typical velocity and see how this depends

on the current. Therefore, the velocities for all positions are averaged to find a

mean value, and the position dependence of the velocity causes a relatively large

standard deviation, as can be seen in Fig. 9.3(b).
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Figure D.6: (a) Current distribution (indicated by blue arrows) when current is applied
via probes. The locations of the probes are marked in yellow, and r and d, which are
used in Eq. D.2 and D.3, are defined graphically. (b) Calculated current distribution as
a function of the z position in the material stack for a Pt (4 nm) / Co (0.3 nm) / Pt (2 nm)
stack. The same material parameters as in Ref. [157] are used.

D.5 current density calculations

The current density used to drive the skyrmions is an important parameter in

Chapter 9. In this section it is discussed how this parameter is calculated.

On the double wedged samples studied in Chapter 9, probes are used that can

be landed in the measurement region so a current can be applied locally, see

Fig. D.6(a). The current distribution is inhomogeneous, but can be estimated

reasonably well, provided that the following conditions are fullfiled: the probes

act as point contacts (which is reasonable because the diameter of their contact

area (∼ 2 µm) is much smaller than the distance between the probes (∼ 200 µm)),

the sample is homogeneous (which is justifiable, as the measurements are on a

scale of ∼ 200 µm, while the variation in thickness is 10 nm over 15 mm), the

sample is infinitely large in the x and y direction (which is reasonable considering

the scale on which we measure (∼ 200 µm) and the size of the sample (∼ 2 cm)),

and that the conducting layer is infinitely thin (which is reasonable considering

total stack thickness (∼ 10 nm) compared to the measurement scale (∼ 200 µm)).
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When all these conditions are fulfilled, the current density can be calculated in the

following way: consider only one contact point from which the total current I flows

into the sample. Because of the assumption of homogeneity and infinity of the

sample, this current flow will be radially outward. When drawing an imaginary

circle around the contact, the current density at points located at this circle, Jav

can be calculated by the conservation of current:

Jav =
I

2πrt
, (D.2)

where r is the circle radius. When a second contact is added (but now one where

the current flows out of the sample) at a distance d from the first, the current

density and direction at every position can be calculated by adding the contribu-

tions of both contacts. Most relevant is the current density at the line connecting

both contacts at equal distance to both contacts, as this corresponds to where the

skyrmion bubble velocity is measured experimentally.

In the experiments videos are made of an 436 µm times 331µm area in which the

skyrmion transition is visible as well as the probes landed around it. In this re-

gion the current distribution is highly inhomogeneous (which is also apparent in

the observed skyrmion motion), so for the determination of the velocity a smaller

region (approximately 50 µm times 50 µm) around the point of symmetry is man-

ually selected. The current density at the point of symmetry can be calculated

by

Jav =
2I

2π(d/2)t
. (D.3)

Up to now the average current density through the whole material stack was

considered. However, in practice the current density will be dependent on the z

position within the material stack. It depends not only on the resistivities of the

different materials used, but also on the proximity to the surfaces and interfaces

where additional scattering takes place. In this study this is very relevant: the

STT contribution to the skyrmion motion scales with the current density in the

magnetic layer, while the SHE depends on the current density in and thickness of
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the adjacent heavy metal layers. In our experiment where measurements are done

for different thicknesses of the top Pt layer, how large JCo and JPt are compared to

the Jav can be different per measured point, making it impossible to disentangle

the two contributions. Therefore the z dependent current density is required,

which can be calculated using the Fuchs-Sondheimer model. For the calculations

parameters from Ref. [157] are used. Typical results of such calculations are

shown in Fig. D.6(b). From data like these, JCo and JPt compared to the Jav can

be estimated, which resulted in the curves of Fig. 9.4(b) and (d).

Although the calculated curves in Fig. 9.4(b) and (d) reproduce the experimentally

observed behaviour qualitatively, the match with the experimental data is not

perfect. One explanation for this mismatch is the use of an incorrect value for the

spin diffusion length in Pt, λsf, a parameter that strongly affect the shape of the

SHE contribution curve. We have taken this value to be 1.2 nm, based on [160],

but several different values have been reported in literature. The parameter has

even been shown to be dependent on the Pt thickness [190], an effect that is not

taken into account in our calculations. Careful determination of λsf in our sample

stack might be an important ingredient for future improvement of our calculations.

D.6 Skyrmion bubble motion for homogeneous currents

In Chapter 9 closely spaced probes are used for current injection, which results in

an inhomogeneous current distribution through the sample, as was discussed in

section D.5. To rule out that the observed skyrmion bubble motion is caused by

temperature gradients or inhomogeneous Oersted fields, we also perform measure-

ments using a homogeneous current density. For this, samples with a single wedge

geometry are used, where the Co layer has a wedge shape, but the Pt capping

layer thickness is constant. Using silver paint, large contacts are created at the

outer ends of these wedges. The contacts are several mm large, and approximately

2 cm apart. This results in a current density that is nearly homogeneous within

the measurement field of view of 300µm wide. The average current density, Jav,

can now simply be calculated as:

Jav =
I

wt
, (D.4)
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Figure D.7: Kerr microscope images of the domain structures in the Ta/Pt/Co/Ir
sample while applying current (a) in the direction towards the thicker part of the wedge
(towards the right of the image) (c) in the direction towards the thinner part of the
wedge (towards the left of the image). (b) and (d) show the difference between filtered,
black-and-white frames from the movies from which the images in (a) and (c) are taken.
In (e) the color coding in (b) and (d) is illustrated.

with I the total curent, w the width of the sample and t the thickness of the

material stack.

Fig. D.7 shows typical Kerr microscopy images from videos taken during this ex-

periment. Fig. D.7(a) shows the result of sending current (6.7× 108 A m−2) in

the direction towards the thicker end of the wedge and Fig. D.7(c) shows the re-

sult when the current is reversed and flows towards the thinner end of the wedge

(3.4× 108 A m−2). Figure D.7(b) and (d) show differential image of the situations

in figures (a) and (c), respectively, visualizing the bubble motion and deforma-

tion. The colour coding is explained by the schematic example in D.7(e). Grey

represents the areas in which the magnetization in consecutive frames is identical,

and the black and white indicates the regions where the magnetization is different.

Larger black and white areas indicate a larger difference between the frames en

therefore a higher velocity. Also the direction of motion can be seen from these
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differential images: in the colour definition used here, bubble shapes with a white

edge on their right and a black edge on their left are moving towards the right.

For the situation in Fig. D.7(a) and (c), the skyrmion bubbles are moved along

with the current, until they reach a region where they are no longer stable and

collapse. In Fig. D.7(b) and (d), the magnetic domains again follow the direction

of the current flow, but now the circular shapes are not preserved. Elongated

domains, oriented along the current flow, are formed. We explain this observation

in the following way: the observed velocity is larger at the thinner part of the

wedge, as was discussed in section D.4. When a skyrmion bubble is moved to

the left, its left side will move faster than its right side, elongating the skyrmion

bubble. The more elongated it becomes, the larger the velocity difference becomes,

and soon it is transformed into a long stripe.

Following this reasoning, one might expect annihilation of skyrmion bubbles in

case the current flows towards the thicker region, as was the case in Fig. D.7(a).

The left side of the bubble would move faster than the right side, so if the bubble

moves to the right, at a certain point its two sides would meet, and the bubble

would disappear. However, this is not what is observed experimentally, indicating

that there is some force preventing the skyrmion bubble from collapsing. This

could be its topological protection or the result of dipole-dipole interactions [191].

For the experiments presented in Chapter 9, the current always flows from the

thinner part of the Co wedge to the thicker part of the Co wedge. This way the

velocity can be obtained and averaged over a large portion of the region in which

the skyrmion bubbles are stable. The system is extremely sensitive to changes

in the Co thickness, which results in variations in skyrmion bubbles size over

short distances, and it is observed that the skyrmion bubble velocity depends on

the size. Therefore, for measurements with current flowing along constant Co

thickness, the size and hence the velocity of the skyrmion bubbles would strongly

depend on the exact positioning of the probes, which would make it impossible to

compare measurements taken at various Pt thicknesses.
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D.7 One dimensional model

In Chapter 9 it is proposed that both the SHE and a negative bulk STT contribute

to the observed skyrmion motion. For the analysis it is assumed that the velocities

that would result from these two contribution can simply be added together to

obtain the resulting skyrmion velocity. In this section we verify this assumption

using a one dimensional model for DW motion. We use the model as presented

by Martinez et al. [192]. It is based on the Landau-Lifshitz Gilbert equation

including spin-transfer torques (τST) and spin-orbit torques (τSO):

∂m

∂t
= −γµ0m×Heff + α

(
m× ∂m

∂t

)
+ τST + τSO, (D.5)

with m the normalized magnetization, γ is the gyromagnetic ratio, α the Gilbert

damping parameter and Heff the effective field that includes external magnetic

fields, exchange interaction, anisotropy, magnetostatic contributions, and the

DMI. The spin-transfer torque is given by:

τST = (u · ∇) m + βm× (u · ∇) m, with |u| = u =
µBPJ

eMS

, (D.6)

where the first term on the right hand side represents the adiabatic STT while the

second term represents the nonadiabatic STT. The spin-orbit torque can include

contributions from the spin Hall effect and the Rashba effect, but for the systems

investigated here only the spin Hall effect is believed to be relevant [193]. J is the

current density, and for simplicity this is assumed to be uniform, though it was

shown in Section D.5 that the reality is more complex. Here β is the non-adiabatic

parameter, P the spin polarization, and µB the Bohr magneton. The spin-orbit

torque reads,

τSO = γµ0m× (m×HSHŷ) , with HSH =
~θSHJ

µ02eMStCo

. (D.7)

When it is assumed that the the magnetization is constant in the z and y direction

and that the shape of the DW profile is constant as well, two coupled differential

equations that describe the behaviour of the DW can be derived:
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q̇/λ =
α

1 + α2
γµ0Hz −

1

2

µ0γ

1 + α2
HK sin 2ϕ+

(1 + αβ)

1 + α2

u

λ

+
π

2

γµ0

1 + α2
(αHSH −Hy) cosϕ

+
π

2

γµ0

1 + α2
(HDMI +Hx) sinϕ,

(D.8)

ϕ̇ =
γµ0

1 + α2
Hz −

1

2

αµ0γ

1 + α2
HK sin 2ϕ+

(β − α)

1 + α2

u

λ

+
π

2

γµ0

1 + α2
(HSH + αHy) cosϕ

+
π

2

αγµ0

1 + α2
(HDMI +Hx) sinϕ,

(D.9)

where q is the DW position, ϕ the DW angle, and HDMI is the effective DMI

field defined as HDMI = D/(µ0MSλ). HK is the magnetostatic field favoring a

Bloch configuration calculated by HK = NMS, where N is the demagnetization

factor which can be calculated by N = t ln 2/πλ. These equations can be solved

numerically to obtain the DW velocity as a function of current density. Using

material parameters as determined in earlier sections and from Ref. [72], as listed in

table D.1, the following procedure is followed: first the spin Hall effect is artificially

switched off by setting the spin Hall angle to zero, so the DW velocity as a function

of the current density, purely driven by spin-transfer torque, is calculated. After

this, the spin Hall angle is restored to its realistic value, but instead the effect

of the bulk spin-transfer torque is turned off by setting the spin polarization to

zero. Now we have the velocity versus current density curve, both for purely STT

and for the purely SHE driven situation. These two curves can be added together

and compared to the calculation in which both contributions were included. The

results are shown in Fig. D.8(a).

The curve for the calculation in which both the bulk STT and SHE are included

overlaps perfectly with the curve representing the sum of the individual STT and

SHE curves. This justifies the approach followed in Chapter 9, that is using

v = C1JCo + C2JS,net to calculate the velocity when both the STT and SHE

are relevant. This conclusion is not trivial: when larger current densities are

considered ϕ may be altered by the SHE, which could complicate the situation.
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Table D.1: Overview of the constants and parameters used for the calculations pre-
sented in Fig. D.8

Constant Value
µ0 4π × 10−7 T m A−1

e 1.602× 10−19 C
~ 1.055× 10−34 J s
γ 1.76× 1011 s−1 T−1

µB 9.27× 10−24 J T−1

Quantity Value
MS 1.0× 106 A m−1

Keff 0.11× 106 J m−3

A 1.6× 10−11 J m−1

θSH 0.076 [194]
D −0.045 mJ m−2

tCo 0.44× 10−9 m
P 0.4
α 0.1
β 0.13

However, experimentally only small current densities, similar to what is shown in

Fig. D.8, are used, so this is not an issue.

Though DMI measurements were performed in previous sections, the results were

inconclusive. Because we cannot guarantee that the investigated skyrmion bubbles

have Néel walls, Bloch walls, or some intermediate configuration, it is addressed

here how STT driven motion is influenced by the DW configuration. The SHE is

again turned off artificially by setting θSH = 0 and the calculations are repeated

for various values of D. Fig. D.8 (b) shows the results, and its inset also shows ϕ

as a function of J for all values of D investigated. |D| = 0 mJ m−2 leads to a Bloch

wall, |D| = 1.5 mJ m−2 (the upper bound of D found experimentally in previous

sections) leads to a Néel wall and |D| = 0.045 mJ m−2 (which was also used in the

calculations for Fig. D.8 (a)) leads to an intermediate form. It can be seen from

the overlapping velocity vs J curves that these configurations do not influence the

bulk STT driven DW motion.

The model in its present form is used to confirm that the contributions to the DW

velocity from the STT and SHE can simply be added together, which is essential

for the analysis in the presented in Chapter 9. However, quantitative predictions of
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Figure D.8: Calculations with the one dimensional model using parameters from Table
D.1 and experimentally relevant current densisties. (a) Calculations including only bulk
STTs, only SHE and both contributions are shown. (b) DW velocity versus J driven by
STT only, for various DMI strengths. Inset shows the corresponding DW angle.

the DW velocity cannot be made. The bulk STT becomes relatively less important

compared to the SHE when the magnetic layer becomes thinner. In fact, in Fig.

D.8 it can be seen that for the material parameters and sample thickness we use,

the SHE is expected to be the dominant contribution. So the possible increase in

β when layers become atomically thin, or the change in sign of P or β are not

included. If this solved in the future, quantitative predictions could be done. In

that case it would also be advisable to account for pinning, add a thermal field

and differentiate between the current density in the Co and Pt layer. A good

match between these quantitative predictions and the experimental data would

strengthen the claim that a negative STT is present in our system.

D.8 DMI direction check

In Chapter 9, the current-induced motion of the skyrmion bubbles is explained as

an interplay between a negative bulk spin transfer torque, and the spin Hall effect.

In Fig. 3(b) and (d) it can be seen that it is assumed that for a thin top Pt layer

the SHE and STT work in concert, while for a thick top Pt layer they oppose each

other, for both investigated samples. However, this comparison is only correct

if the sign of the net DMI is the same for both samples, because the direction

in which a skyrmion bubble is driven is not only determined by the direction of
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Figure D.9: (a) Kerr microscope image of strips whose middle region is irradiated with
Ga+ ions, and for which the magnetization in these irradiated regions is opposite to the
rest of the strip. (b) Typical measurement of Hpin as a function of J while a 30 mT
magnetic field is applied along the strip. The spin torque efficiencies as a function of
magnetic field for Pt (4 nm) / Co (0.6 nm) / Pt (2 nm) and Pt (2 nm) / Co (0.6 nm) / Pt (4
nm) are shown in (c) and (d), respectively.

the spin current, but also by the internal spin structure of the skyrmion bubble

wall. The difference between the two investigated samples is the thickness of the

bottom Pt layer, which is 4 nm in the one case and 2 nm in the other. Because

in a symmetric stack like Pt/Co/Pt the sign of the net DMI is determined by the

structural situation at the interfaces, it is not self-evident that this sign will stay

the same when the thickness of the bottom layer is changed. Therefore, the sign

of the DMI for both cases is checked in this section.
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For the DMI measurement, the method that was demonstrated by Haazen et al.

is used: measurement of the spin torque efficiency. In this measurement a DW

is created and pinned. The perpendicular magnetic field required to depin the

DW, Hpin, is measured as a function of the applied current density and in-plane

magnetic field. For this measurement, the strips from section D.3 are adapted. A

region in the middle of each strip is irradiated with Ga+ ions, which lowers the

perpendicular magnetic anisotropy. This makes it possible to reliably create DWs

that are pinned at the transition between the irradiated and pristine region. Fig.

D.9(a) shows a Kerr microscope image of one of the samples. Fig. D.9(b) shows

how Hpin varies as a function of J for both the left and right DW when Hz is

swept from negative to positive while a constant µ0Hx of +30 mT is applied. In

order to obtain a better signal to noise ratio, each measurement is repeated ten

times, and the error bars show the standard deviation of the ten obtained values.

We define the spin torque efficiency as ε = µ0
dHpin

dJ
, so the slope of a linear fit

through these points∗. This measurement is performed for various values of Hx,

so that ε can be found as a function of Hx, which is shown in Fig. D.9(c) and (d)

for the Pt (4 nm) / Co (0.6 nm) / Pt (2 nm) and Pt (2 nm) / Co (0.6 nm) / Pt (4 nm)

samples, respectively.

The most striking difference between Fig. D.9(c) and (d) is that one shows an

ascending curve and the other a descending curve. This means that the net spin

Hall current direction is opposite for both samples, as was already shown in section

D.3. To elucidate the sign of the DMI, the behaviour at small Hx has to be

examined. For a DMI-free sample, an ε versus Hx curve is expected to go through

the origin. In that case a Bloch DW is formed when µ0Hx = 0 mT, which means

that the spins in the wall are aligned with the injected spins by the spin Hall

effect, so no torque is exerted. In Fig. D.9(c), this is clearly not the case. There is

an opening between the curves for the left and right DW, indicating the presence

of a net DMI. The curve for the left wall is shifted towards negative Hx and the

curve for the right wall is shifted towards positive Hx. The zero crossings of the

curves indicate the points where Hx exactly cancels the effective field induced by

∗From the data in Fig. D.9(b) it can be seen that the relation is not exactly linear: there
is a quadratic background present caused by Joule heating. The analysis was repeated while
disregarding the data points taken at the highest current densities, to check if this Joule heating
alters the resulting efficiency curves significantly, but this turned out not to be the case.
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the DMI. If the DMI has the same sign for both samples, these zero crossings

should be on the same side of the origin in both cases. In Fig. D.9(d) the curve

for the left DW is shifted towards negative Hx values as well. However, the

opening is much less pronounced in this figure, which is an indication of a smaller

net DMI. In summary: the direction of the net spin Hall current is opposite

for the Pt (4 nm) / Co (0.6 nm) / Pt (2 nm) and Pt (2 nm) / Co (0.6 nm) / Pt (4 nm)

samples while the sign of the net DMI is the same (though the DMI for the

Pt (2 nm) / Co (0.6 nm) / Pt (4 nm) sample is significantly smaller). This is all in

agreement with the interpretation of current-driven bubble motion in Chapter 9.

The points where the curves intersect with the horizontal axis indicate the strength

of the effective DMI field, HDMI. Via HDMI = D
µ0MSλ

this can be related to the

DMI constant. From Fig. D.9(c) it can be seen that µ0HDMI ≈ 10 mT for the

Pt (4 nm) / Co (0.6 nm) / Pt (2 nm) sample, which corresponds to |D| = 0.045 -

0.081 mJ m−2 when assuming A = 5 - 16 pJ m−1, MS = 1.3 MA m−1, and Keff =

0.41 MJ m−3 (see section D.1). This value for |D| is significantly lower than what

was found based on the typical domain sizes at remanence as presented in section

D.1. There are several possible explanations for this discrepancy. First, in the

depinning efficiency measurements the DMI is actually measured for the part of

the sample that is irradiated with Ga+ ions, while the typical domain size method

is applied to the pristine material stack. The effect of ion irradiation on the DMI

is still an unexplored subject, but as it has a strong effect on the anisotropy, which

is also an interface effect, it is not unlikely that it significantly alters the DMI.

Secondly, the thickness of the Co layer is different in the two experiments. Because

the DMI is an interface effect, and in the value ofD this interaction is averaged over

the magnetic layer thickness, D is expected to be larger for small layer thicknesses

when the interfaces stay the same. However, the change in thickness is not large

enough to account for a difference in D as large as we find. Also, a change in layer

thickness could affect the quality of the interfaces themselves. However, because

the change in thickness is very small (less than 2 Å) the change in interface quality

is also expected to be small. Last, for both methods, the eventual calculation of D

requires the value of the exchange constant, A. For this parameter the literature

value was used, and the possibility that this value is reduced because the extremely

small thickness of the magnetic layer is considered. However, it is possible that A
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is reduced even further than we have accounted for. Both methods would result

|D| = 0.028 mJ m−2 if A = 1.9× 10−12 J m−1.

D.9 GMR measurements

As mentioned in Chapter 9, a negative STT-like effect, similar to our observations,

was observed in a study on DW motion in a material system almost identical to

ours [152]. In this work, the claim that the observed effect was a negative nonadia-

batic bulk spin transfer torque was supported by the observation of a negative spin

polarization in the ultrathin Co layer. This could be observed using giant magne-

toresistance (GMR) measurements. The electrical resistance a system consisting

of two magnetic layers separated by a non-magnetic spacer layer depends on the

orientation of the magnetization in the layers. When both magnetic layers have

a positive spin polarization, the resistance is lower in the case that magnetization

directions are parallel to each other than in the antiparallel case. If one of the

layers has a negative spin polarization, the opposite is expected: the resistance

should then be higher in the parallel configuration. In this section, we present

GMR measurements on our own samples to contribute to the discussion on the

underlaying mechanism of the observed effect.

For the GMR measurements the following material stack is grown: Pt (4.0

nm) / Co (0 - 0.8 nm) / Pt (3.0 nm) / Co (1.0 nm) Pt (3.0 nm). The two bottom lay-

ers are identical to the ones used for the measurements Chapter 9. We have chosen

the thickness of 3.0 nm for the Pt spacer layer, because Je et al. have successfully

performed their measurements using this spacer layer thickness. The Co layer

with constant thickness is chosen to be 1.0 nm. At this thickness the layer is ex-

pected to have PMA and to have a significantly different switching field from the

bottom Co layer. We only expect a negative spin polarization in the thinnest Co

layer, because both experimental observations that cannot be explained by the

SHE or traditional STT (by us and by Je et al.) are made in the atomically thin

regime. This expectation is supported by the theoretical prediction of a negative

spin polarization in CoPt alloys with a large percentage of Pt [195].

The sample behaves as expected: the switch of the top Co layer is always visible

in the MOKE signal, also when the bottom layer thickness is below the skyrmion
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transition, see Fig. D.10(a). Around a thickness of 0.35 nm some additional curva-

ture appears in the signal, which is caused by the bottom Co layer (Fig. D.10(b)).

The contribution from this layer evolves via an ‘S’ shaped curve (Fig. D.10(c)), as

was observed before at the skyrmion transition in single layers, to a sharp switch

(Fig. D.10(d)). When the thickness of the bottom Co layer increases further, its

switching field increases (Fig. D.10(e)) until it coincides with the switching of the

top Co layer and the individual contributions cannot be distinguished anymore

from the loops Fig. D.10(f).

Surprisingly, the ‘S’ shaped switch does not appear around 0 mT, but around

4 mT, contrary to what was observed earlier for a sample with only one magnetic

layer. When measuring a full hysteresis curve, the bottom Co layer switch appears

around +4 mT, in the up going curve and around −4 mT, in the down going curve.

However, when a minor loop is taken (so the field sweep reverses before the top

layer switches) the switch also appears at +4 mT, in the down going curve. This

suggests that the deviation from 0 field is caused by coupling to the top Co layer.

Given that the coupling is through 3 nm of Pt and that it is ferromagnetic, several

mechanisms are possible: direct exchange via induced moments, RKKY coupling

[196] or orange peel coupling [197]. Which of the these is dominant is not clear at

this moment.

The sample is now examined by Kerr microscope. The skyrmion transition is

observed, but instead of bubbles a more dendrite-like structure appears (Fig.

D.10(g)). This seems to suggest that the aforementioned interlayer exchange cou-

pling somehow destabilizes the skyrmion bubble state. Also the nature of the

switches can be observed in the Kerr microscope. Above the skyrmion transi-

tion, the bottom Co layer switches by DW motion (Fig. D.10(h)). The top layer

switches via nucleation (Fig. D.10(i)).

Next, the resistance of the sample is measured simultaneously with a hysteresis

curve at several positions. The resistance measurement is performed in a current

in-plane (CIP) geometry: contacts are put on the sample via wirebonding and an

Agilent multimeter is used to measure the resistance. The thickest and thinnest

investigated regions of the sample are approximately 0.5 cm apart, corresponding

to a 0.2 nm difference in the bottom Co layer thickness (based on comparison to
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Figure D.10: (a-f) Mz versus Hz curves measured at various tCo along the Pt (4.0
nm) / Co (tCo) / Pt (3.0 nm) / Co (1.0 nm) / Pt (3.0 nm) sample. The yellow branches are
measured while sweeping from negative to positive fields, while the blue branches are
measured while sweeping from positive to negative fields, as indicated by the arrows.
(g-i) Kerr microscope images of (g) the domain structure of the bottom Co layer at
tCo ≈ 0.4 nm (h) the switching of the bottom Co layer at tCo ≈ 0.5 nm (i) the switching
of the top Co layer.

the earlier presented MOKE measurements, corresponding to a range from 0.3 -

0.5 nm).

At the thickness for the curve in Fig. D.11(a) (approximately 0.5 nm), the bottom

Co layer behaves like a normal ferromagnetic layer with PMA. Because its coer-

civity is lower than the top layer’s, an antiparallel situation is found for certain

fields. When changing between parallel and antiparallel magnetization, the resis-

tance shows a clear response. The resistance is higher in the antiparallel situation,

as it should be for two layers with a positive spin polarization.
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Figure D.11: Mz and R as a function of Hz. The arrows indicate the sweep direction.
Measurements are taken on a Pt (4.0 nm) / Co (tCo) / Pt (3.0 nm) / Co (1.0 nm) / Pt (3.0
nm) sample, with tCo is (a) 0.5 nm (b) 0.4 nm (c) 0.3 nm.

At the thickness for the curve in Fig. D.11(b) (approximately 0.4 nm) the field

of view comprises the skyrmion transition and a thinner part of the sample (so

without PMA). The switching field for the bottom layer is decreased, and takes

place around 4 mT. The switch looks less sharp. We still observe an increase in

resistance for the antiparallel state, so again a GMR effect without any sign of a

negative spin polarization.

Last, Fig. D.11(c) shows the results at about 0.3 nm, which is clearly thinner than

the skyrmion transition thickness. The resistance curve is now an almost perfectly

flat line.

In summary, we did not observe an inverse GMR for any of the investigated Co

thicknesses, including the atomically thin regime. This seems to suggest that the

spin polarization in the Co layer is always positive (which does not explain why

there should be a negative STT) and to be in disagreement with the observations

of Je et al. An important difference with the measurements of Je et al. is that

they used a current perpendicular to the plane geometry (CPP), while we used

a CIP geometry. Though there have been reports of negative GMR using CIP

measurements [198, 199], it has also been reported that an inverse GMR was mea-

sured in CPP geometry, while a normal GMR was measured in CIP geometry in
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the same sample [200]. This is explained by a weaker influence of spin dependent

bulk scattering in the CIP geometry, caused by both the shorter scaling length in

this geometry and the so-called channeling effect. This could be the explanation

for the discrepancy between our measurements and those of Je et al. CPP mea-

surements require a significant change in sample and experimental setup, and are

therefore beyond the scope of this thesis.

D.10 Néel skyrmion bubbles?

Besides measurements discussed in section D.1 and section D.8, DW velocity mea-

surements under the influence of in-plane magnetic fields and Brillouin light scat-

tering measurements were performed on our material stack in order to determine

the DMI constant. For the velocity measurements, the data could not be explained

by current theories, and for Brillouin light scattering the DMI strength turned out

to be below the sensitivity threshold. These issues and the different values for D

found in previous sections demonstrate how the measurement of the DMI strength

remains a non-trivial task to this day. In this section, we will discuss that it is pos-

sible that the walls of the skyrmion bubbles studied in Chapter 9 are not fully in

a Néel configuration, and that this does not contradict the conclusions of Chapter

9.

It can be calculated what critical value of the DMI constant, Dc is required to

force a DW to take on a Néel configuration by [57]

Dc =
4λKip

π
, (D.10)

where Kip is the shape anisotropy constant of the DW, which can be calculated by

Kip =
Nxµ0M2

S

2
. In turn, Nx is a demagnetization factor, which can be calculated

by Nx = tCo ln 2
πλ

[201]. For the material parameters measured at the skyrmion

bubble transition (tCo = 0.44 nm, Keff = 0.1 MJ m−3, and MS = 1.0 MA m−1) this

results in D = 0.1 mJ m−2. The DMI constant that followed from the domain size

analysis is larger than this value, which implies that the DWs are in a Néel config-

uration. However, the DMI constant that followed from the depinning efficiency

measurements is smaller than this value. For values of D between 0 and Dc there
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is a gradual transition from the Bloch to the Néel configuration [57]. This means

that based on the DMI measurements performed, we cannot be certain whether

the observed skyrmions bubbles are in a complete or partial Néel configuration.

For SHE driven motion, the internal orientation of the magnetization inside the

DW is of utmost importance: for a Bloch wall in a nanowire the injected spins

are aligned parallel to the localized spins inside the DW, and no torque is exerted,

while for a Néel wall these are oriented perpendicular to each other, leading to a

maximum torque. For the bulk STT the situation is different: spins get polarized

when flowing through an up or down domain, so they will never be aligned parallel

to the spins inside the DW, regardless of whether it is a Bloch wall or a Néel wall.

In section D.7 it was shown using a one dimensional model that no difference in

velocity or direction of DW motion is expected when it is purely STT driven.

In Chapter 9, the velocity as a result of the SHE and STT as a function of Pt

thickness is calculated, but a phenomenological constant has to be used to make

the ratio between the SHE and STT contributions match the experimental data.

If the walls would only be partially in a Néel configuration, this could be part

of the explanation of why the SHE is smaller than the negative STT, while it is

usually the dominant contribution.
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E.1 Material properties

In the thin wall model [27, 145] the energy of a cylindrical magnetic domain in a

infinite film is calculated with respect to the uniformly magnetized situation. The

magnetic material has perpendicular magnetic anisotropy, an external magnetic

field is applied along the film normal, and it is assumed that the size of the

domain is large compared to the width of the domain wall (DW) surrounding it.

The size and stability of skyrmion bubbles can be calculated using this model, and

is determined by the balance between the Zeeman energy (EZ), the DW energy

(EDW) and the dipolar stray field energy (Edip):

Esk = EZ + EDW + Edip. (E.1)

These contributions can in turn be expressed in terms of the external magnetic

field (Hz), the saturation magnetization (MS), the magnetic film thickness (t), the

skyrmion bubble radius (R), the DW energy per unit area (σ), and the vacuum

permeability (µ0):

EZ = 2µ0HzMSπR
2t, (E.2)

189
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EDW = σ2πRt, (E.3)

Edip =
2µ0

3
t3M2

Sd

[
d2 +

(
1− d2

) E(u2)

u
− K(u2)

u

]
. (E.4)

Here d = 2R
t

and u2 = d2

1+d2 are defined for convenience, and K(u2) and E(u2) are

the complete elliptical integrals of the first and second kind, respectively.

The material parameters occuring in these equations determine the skyrmion bub-

ble size, and whether or not skyrmion bubbles are stable at all. Therefore, we de-

termine these parameters experimentally in this section, using a full sheet sample

of the material stack used for the structures created by electron beam lithography.

The magnetic layer thickness is determined simply by the growth rate and depo-

sition time of the situation where skyrmion bubbles are stabilized, and was found

to be 0.7± 0.1 nm. The external magnetic field can be determined by checking at

what field skyrmion bubbles are found. This should be done with caution: because

the used magnetic fields are extremely small, any field present in the surroundings

is relevant. We therefore take the field relative to the field at which the labyrinth

structure occurs, which should be at remanence. This way we circumvent possible

deviations in the field calibration. The obtained stabilizing field is 0.08± 0.01 mT.

MS and Keff are extracted from the hysteresis curve obtained by SQUID VSM mea-

surement, as shown in Fig. E.1. MS follows from the magnetic moment measured

at saturation and the sample surface and amounts to 0.43± 0.08 MA m−1. Here,

we have corrected the raw SQUID data for the shape and size of the sample[202].

Additionally, we have determined the magnetically dead layer in our sample us-

ing MOKE, see Fig. E.2(a), which is determined to be 1.1± 0.2 nm. Because the

magnetic field is applied parallel to the sample surface, a hard axis loop is ex-

pected for a sample with perpendicular magnetic anisotropy, and the anisotropy

constant can be deduced from the saturation field (BK), via BK = 2Keff

MS
. The

result is Keff = 5.0± 0.7× 104 J m−3. However, note that the measured loop is not

a perfect hard axis loop, and this result should be treated with caution. Based on

this result, and assuming that the exchange constant, A ranges from 5 pJ m−1 to
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Figure E.1: (a) SQUID VSM measurement of a full sheet sample with a Co thickness
suitable for skyrmion bubble stabilization. The magnetic field is applied along the
sample plane. (b) Saturation magnetization as a function of Co thickness, measured
using SQUID VSM. Inset shows a close-up of the region relevant for skyrmion bubble
stabilization.

16 pJ m−1, the DW width (λ) can be calculated using λ =
√
A/Keff. The result

is λ = 9 nm to 20 nm, which is significantly smaller than the micrometer scaled

domains, justifying the use of the thin model.

The DW energy can be extracted from the typical domain size (L) of the labyrin-

thine structure found at remanence, via:

L = αt exp
πσ

µ0M2
S t
, (E.5)

where α ≈ 0.955 is a constant [145]. To obtain this typical domain size, a two

dimensional fast Fourier transform was performed on the images taken by Kerr

microscope, as shown in Fig. E.1(b). The result is σ = 0.41± 0.05 mJ m−2. With

these paremeters, the DMI constant D can be calculated using σ = 4
√
AKeff−πD,

resulting in a D ranging from 0.6 mJ m−2 to 1.1 mJ m−2. This is smaller than

values for similar stacks in literature [50, 145], which is related to the relatively

low anisotropy in our samples. The low anisotropy is possibly caused by the fact

that we grow very slowly to have optimal thickness control (<0.01 nm s−1).

Now these values are combined in the energy equations. It turns out that the com-
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Figure E.2: (a) Magnetic MOKE signal as a function of Co thickness. The the inter-
section of the linear fit with the horizontal axis indicates the magnetically dead layer.
(b) Typical Kerr image of the labyrinthine domain structure observed at remanence.
Inset is the 2D FFT of the image.

bination of parameters needed for skyrmion bubble stabilization is delicate in the

regime we are investigating: within the experimental uncertainty of the parameters

both the situation that bubbles are stable as the situation in which they are not

can be obtained. Therefore the typical radius of the bubbles is determined exper-

imentally from the Kerr microscope images and was found to be 1.34± 0.10µm.

The other parameters can now be tuned such (of course within their uncertainty

range) to correspond with the existence of 1.34 µm sized skyrmion bubbles. We

expect this combination of parameters to correctly represents the experimental

situation, and therefore these are the parameters that are subsequently used to

calculate the effect of a decrease in the dipolar energy contribution. This is done

by a adding a artificial factor p to equation E.1, resulting in

Esk = EZ + EDW + pEdip. (E.6)

We find that for our material parameters, the minimum in the Esk vs R curve dis-

appears at p = 0.93.4 (see again Fig. E.3), indicating that skyrmion bubbles are

no longer stable. In Chapter 10 this result is linked to a specific distance between

skyrmion bubble and strucutre edge, and it can be checked experimentally that no
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Figure E.3: Skyrmion bubble energy as a function of bubble radius, calculated by the
thin wall model. The blue curve represents the standard result, while for the yellow
curve the dipolar energy term is reduced by a factor 0.934. The used parameters are
tCo = 0.7 nm, µ0Hz = 0.07 mT, MS = 0.43 MA m−1, and σ = 0.41 mJ m−2.

skyrmion bubbles are stable anymore beyond this distance. However, please also

note the assumptions that were made during this analysis. For the calculation of

the boundary, the skyrmion bubble size as determined in an unpatterned film was

used. However, because the bubble size depends on the dipolar stray fields, it is

expected to be different in a confined geometry close to the edge. Because the

skyrmion bubbles in confined structructures that were observed seem comparable

in size to the bubbles in the unpatterned film, we choose to neglect this effect.

Also, this analysis was performed using parameters that were determined for the

structures produced by EBL. The FIB structures have slightly different material

parameters, as indicated by the difference in bubble size, and the different in
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the external field necessary for stabilization. Nevertheless, the experimentally ob-

served skymrion bubbles seem to adhere to the calculated boundaries adequately.

E.2 Methods

All material stacks shown in this work are grown using sputter deposition. Using a

deposition tool with a low base pressure of typically < 10−8 mbar , fully automated

growth sequences, and sample rotation during deposition, we reproducibly create

full sheet samples in which skyrmion bubbles can be stabilized within areas of

several square millimeters large. After deposition of the material stack, there are

two ways to proceed, resulting in the two types of samples that are presented. For

the first, a sample in which skyrmion bubbles are stable is selected and coated

with ma-N 2410, which is a negative resist. The desired structures are written

using EBL, and the exposed resist forms a hard mask. After development, ion-

beam milling, and cleaning with acetone, a magnetic structure with a sharp edge

remains. Alternatively, a region on the sample in which skyrmion bubbles are not

stable can be selected, in particular where the perpendicular magnetic anisotropy

is slightly too strong for skyrmion stabilization, and the material properties can

be modified locally to create a small area in which they are stable. For the local

modification of material properties, a Ga focussed ion beam (FIB) is used. This

is an established technique to lower magnetic anisotropy [26, 73, 180], and the

anisotropy gradient that is created at the boundary has been shown to be ±22 nm

wide for the fabrication tool we use [90]. Besides the work of Zhang et al in

which FIB is used to create circular shapes with in-plane magnetization within an

out-of-plane magnetized film to create an artificial skyrmion lattice [203], this is

this to our knowledge the first time that this technique is employed to stabilize

skyrmions. An energy of 30 keV and a dose of 1.25× 1012 ions/cm2 is used.

For the presented calculations in Fig. 10.4 on the dipole-dipole energy, a system

of 10000 cells with dimensions of 450 nm× 450 nm× 0.7 nm is defined. Because

we consider a large range of bubble-edge distances, a relatively large cell size is

used to reach acceptable calculation times. This leads to a bubble which is not

entirely circular. The total area of the simulated bubble is 12% smaller, which

is within the uncertainty range of the experimental determined average bubble
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area. Due to relatively large variation of the bubble size and shape during the

experiment, the imperfect bubble shape are not expected to significantly influence

the qualitative behavior of the model. The direction of the magnetization for each

cell is defined in such a way that the investigated structure, the skyrmion bubbles

and the surrounding of the structure are mimicked. The energy resulting from

dipolar interactions, Edip between the cells can be calculated using the classical

formula for two magnetic dipoles µi and µj whose positions are connected by a

vector rij:

Edip =
µ0

4π

[
µi · µj
r3

ij

− (µi · rij) (µj · rij)

r5
ij

]
. (E.7)

For some geometries, it is possible to calculate the expected skyrmion bubble po-

sitions using the same type of calculations. It is experimentally determined how

many skyrmion bubbles are present in a certain geometry at a certain external

magnetic field, and Edip is now calculated for various positions of these skyrmion

bubbles (for these calculations lateral cell sizes ranging from 40 nm to 80 nm are

used). This makes it possible to extract what would energetically the most favor-

able position of the bubbles when only dipolar interactions are considered, and

these are marked in white in the data plots. We have performed this analysis only

for those cases where there is already a clear expectation of the bubble possitions

based on symmetry, which limits the number positions that needs to be investi-

gated, and hence the computational time. In priciple, extending these simulations

to a Monte Carlo method would enable the investigation of the geometries that

contain more complex bubble configurations.

E.3 Overview shapes and sizes

In Chapter 10 only a selection of the investigated shapes and sizes is shown, in view

of the legibility of the paper. In this section we show a more complete overview

of the obtained results. Fig. E.4 shows the results for all shapes created by EBL

in which skyrmion bubbles could be stabilized. The same analysis procedure and

data representation as in Fig. 10.2 and Fig. 10.3 are used. When examining the

complete collection of measurements, some general trends can be observed. Larger
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structures can contain more skyrmion bubbles simultaneously. For the smallest

structures, the bubbles are strongly confined to a preferential position. The larger

the structures become, the smaller the influence of the edge becomes, and the more

freely the bubbles can move around (though some preference for certain positions

remains observable for all structure sizes investigated). The general observations

agree well with our interpretation based on dipolar interactions, but in this section

we will discuss some noteworthy individual cases.

First, there is the 8 µm sized circle, in which there are no distinct preferential

positions visible, but a rather smeared out region. In the individual frames of the

Kerr microscope movie, two individual skyrmion bubbles that occupy the structure

simultaneously, can be identified. In the analysis of the complete movie, it can

be seen that these bubbles have a preferred distance from the centre, but other

than that they seem distributed randomly. The symmetric nature of the circle

is well reflected in these results, in stark contrast with the results for the square

and triangles. When examining the 15µm sized circle, this symmetry is no longer

present in the observations. Probably, there is an energy minimum caused by

local variations in the material parameters that fixes the position of one skyrmion

bubble, which in turn fixes the positions for the rest of the bubbles.

Just as in Chapter 10, the boundaries of the regime in which skyrmion bubbles are

stable are indicated by the dashed lines. In most cases, these boundaries fit well

with the observed bubble positions. The 8µm sized circle and 8 µm sized square

are exceptions: there are numerous observations of bubbles that seem to extend

beyond the boundaries. Here we should realize that the software extracts only

the bubble position, not its shape or size. The size of the red circles in Fig. E.4

is based on the average value for skyrmion bubbles in an unpatterned sample of

the same material stack. In the thin wall model, as worked out in section E.1, the

equilibrium size of a bubble is codetermined by the dipolar energy, and hence it

will change in the proximity to another bubble or to the structure edge. Hitherto

we have ignored the dependence of the bubble size on its distance to the edge

and to other bubbles, to not overcomplicate our analysis. Also, it is conceivable

that in an asymmetric environment (for example, when on the one side there is

interaction with the structure edge, while on the other side there is interaction

with another bubble) the equilibrium shape of a bubble can deviate from a circle,
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Figure E.4: Overview of the skyrmion bubbles detected in all investigated shapes
and sizes created by EBL. The boundaries of the bubble stability regions are indicated
by dashed lines, and for the straightforward configurations the calculated equibrium
positions for the centres of the bubbles are indicated in white.
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while the data is represented as perfect circles. Apparently, for the two mentioned

structures, the ratio between the number of bubbles and the structure area is

such that these additional effect become relevant, and a representation by average

bubbles in infinite films is inaccurate.

For the 6 µm sized triangle, a bubble with the equilibrium size as found for the

unpatterned film does not fit within the stability region. However, when processing

the Kerr microscope images, our software consistently detects a skyrmion bubble

at the centre of the triangle. Possibly the same complications as for the 8 µm

sized circle and 8 µm sized square could play a role, and the bubble present in this

structure is smaller than a bubble in an infinite film. However, there is also the

possibilty that the inverted domain actually reaches the edges, and that it is not a

bubble at all, but from the Kerr microscope footage it is not possible to conclude

this with certainty.



Summary

Over the recent years researchers have been fascinated by the newly discovered

interfacial Dzyaloshinskii-Moriya interaction (DMI) in thin film systems. This an-

tisymmetric type of exchange interaction prefers a rotation of neighboring spins

with respect to each other, which can lead to exotic magnetic structures like mag-

netic skyrmions: small, mobile whirls in the magnetization in which the spins

rotate with a specific handiness. Also for magnetic domain walls (DWs), the nar-

row regions between uniform magnetic domains where the magnetization gradu-

ally rotates, the DMI has a strong influence on the dynamic properties. Besides

the scientific interest, DMI is technologically relevant as both DWs and magnetic

skyrmions are ideal candidates for encoding data in in the novel racetrack memory.

In spite of all the attention and research efforts, DMI measurements remain cum-

bersome: the interpretation of the data is often non-trivial, most techniques pose

specific requirements to the material and geometrical properties of the sample and

there is a significant variation in reported DMI strengths literature even when the

same materials are investigated. Part I of this thesis focusses on DWs in mate-

rial stacks with non-zero DMI. Special attention is paid to observations directly

related to the DMI with the potential to develop alternative DMI measurement

techniques. In part II of this thesis magnetic skyrmions are investigated. Since

these structures only recently became experimentally accessible, they pose many

new experimental opportunities.

The samples studied in this thesis are produced by sputter deposition and stan-

dard electron beam lithography and lift-off techniques, in some cases followed by

irradiation with a focused ion beam. This last technique allows for local control of

the magnetic anisotropy. Part I starts with a study on magnetic micro wires which

are partially irradiated with Ga ions, which causes the formation of pinning sites

for DWs. The pinning strength is found to be controllable by a magnetic field di-
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rected along the length of the wires, which is a direct consequence of the DMI. Also,

we show that this effect can be exploited to move multiple DWs synchronously

through a magnetic wire, results in a device that is basically a current-free race-

track memory. We also theoretically investigated what happens when an in-plane

magnetic field is applied to a domain wall pinned at an anisotropy barrier, and it

turns out that on short time scales. Last, we studied DWs in magnetic wires that

were not irradiated, so the DWs are free to take on any geometrical configuration

that is energetically most favorable. The observed configurations where non-trivial

and depended on the strength and direction of the applied magnetic field. Again,

DMI is needed to explain the observed behavior.

In the second part of this thesis, we study an exotic magnetic structure: the

magnetic skyrmion bubble. This is basically a large version of a ‘normal’ magnetic

skyrmion. It is shown how these structures can be created and that they can be

moved by an electrical current. The observed reaction to the electrical current

turns out to be in contrast with the prevailing theories on skyrmion (bubble)

motion. According to literature, skyrmion bubble motion is mainly governed by

the spin Hall effect, but we demonstrate that reversing the dominant contribution

of the spin Hall effect does not lead to a reversion in the direction of skyrmion

bubble motion. This implies that there is an additional force driving the skyrmion

bubble motion, which is both fundamentally and technologically of interest. Last,

we study confinement of these skyrmion bubbles in small structures. A clear

interaction between the skyrmion bubbles and the structure edge is observed. We

conclude that the dominant mechanism for the bubble-edge interaction are dipolar

interaction, which is different from what is the case for small skyrmions. We also

explore ion irradiation as a means to create the parameter space in which skyrmion

bubbles can be stabilized, which eliminates the need of a wedge shaped material

stack, increasing the potential for industrial applications.
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65. S. Mühlbauer et al. “Skyrmion lattice in a chiral magnet”. Science (Wash-

ington, DC, U. S.) 323, 915–919 (Feb. 2009).

66. A. Neubauer et al. “Topological Hall effect in the A phase of MnSi”. Phys.

Rev. Lett. 102 (May 2009).

67. C. Pappas et al. “Chiral paramagnetic skyrmion-like phase in MnSi”. Phys.

Rev. Lett. 102 (May 2009).

68. A. Fert, V. Cros & J. Sampaio. “Skyrmions on the track”. Nat. Nanotechnol.

8, 152–156 (2013).

http://dx.doi.org/10.1209/0295-5075/100/57002
http://dx.doi.org/10.1209/0295-5075/100/57002
http://dx.doi.org/10.1038/nphys3535
http://dx.doi.org/10.1038/nphys3535
http://dx.doi.org/10.1038/srep09166
http://dx.doi.org/10.1038/srep09166
http://dx.doi.org/10.1063/1.4905600
http://dx.doi.org/10.1063/1.4905600
http://dx.doi.org/10.1088/1361-6463/aa5d35
http://dx.doi.org/10.1088/1361-6463/aa5d35
http://dx.doi.org/10.1109/TMAG.2015.2437453
http://dx.doi.org/10.1109/TMAG.2015.2437453
http://dx.doi.org/10.1038/NNANO.2013.102
http://dx.doi.org/10.1038/NNANO.2013.102
http://dx.doi.org/10.1038/NMAT3675
http://dx.doi.org/10.1038/NMAT3675
http://dx.doi.org/10.1126/science.1166767
http://dx.doi.org/http://dx.doi.org/10.1103/PhysRevLett.102.186602
http://dx.doi.org/http://dx.doi.org/10.1103/PhysRevLett.102.197202
http://dx.doi.org/10.1038/nnano.2013.29


Bibliography 213

69. J. Sampaio, V. Cros, S. Rohart, A. Thiaville & A. Fert. “Nucleation, sta-

bility and current-induced motion of isolated magnetic skyrmions in nanos-

tructures”. Nat. Nanotechnol. 8, 839–844 (Nov. 2013).

70. K. Di et al. “Asymmetric spin-wave dispersion due to Dzyaloshinskii-Moriya

interaction in an ultrathin Pt/CoFeB film”. Appl. Phys. Lett. 106 (Feb.

2015).

71. J.-P. Tetienne et al. “The nature of domain walls in ultrathin ferromagnets

revealed by scanning nanomagnetometry”. Nat. Commun. 6 (2015).

72. P. Haazen et al. “Domain wall depinning governed by the spin Hall effect”.

Nat. Mater. 12, 299–303 (2013).

73. T. Devolder. “Light ion irradiation of Co/Pt systems: Structural origin of

the decrease in magnetic anisotropy”. Phys. Rev. B 62, 5794–5802 (Sept.

2000).

74. F. Ummelen, H. Swagten & B. Koopmans. “Racetrack memory based on

in-plane-field controlled domain-wall pinning”. Sci. Rep. 7 (2017).

75. S. Parkin, M. Hayashi & L. Thomas. “Magnetic Domain-Wall Racetrack

Memory”. Science (Washington, DC, U. S.) 320, 190–194 (Apr. 2008).

76. Y. Zhang et al. “Perpendicular-magnetic-anisotropy CoFeB racetrack mem-

ory”. J. Appl. Phys. (Melville, NY, U. S.) 111, 093925 (2012).

77. D. Chiba et al. “Control of multiple magnetic domain walls by current in a

Co/Ni nano-wire”. Appl. Phys. Express 3, 073004 (July 2010).

78. I. Miron et al. “Fast current-induced domain-wall motion controlled by the

Rashba effect”. Nat. Mater. 10, 419–423 (May 2011).

79. C.-Y. You, I. M. Sung & B.-K. Joe. “Analytic expression for the temper-

ature of the current-heated nanowire for the current-induced domain wall

motion”. Appl. Phys. Lett. 89, 222513 (2006).

80. D. A. Allwood et al. “Magnetic Domain-Wall Logic”. Science (Washington,

DC, U. S.) 309, 1688–1692 (2005).

81. D. Pierce & P. Brusius. “Electromigration: A review”. Microelectron. Reliab.

37, 1053 –1072 (1997).

http://dx.doi.org/10.1038/nnano.2013.210
http://dx.doi.org/10.1038/nnano.2013.210
http://dx.doi.org/10.1038/nnano.2013.210
http://dx.doi.org/10.1063/1.4907173
http://dx.doi.org/10.1063/1.4907173
http://dx.doi.org/10.1038/ncomms7733
http://dx.doi.org/10.1038/ncomms7733
http://dx.doi.org/doi:10.1038/nmat3553
http://dx.doi.org/10.1103/PhysRevB.62.5794
http://dx.doi.org/10.1103/PhysRevB.62.5794
http://dx.doi.org/10.1038/s41598-017-00837-x
http://dx.doi.org/10.1038/s41598-017-00837-x
http://dx.doi.org/10.1063/1.4716460
http://dx.doi.org/10.1063/1.4716460
http://dx.doi.org/doi = {10.1143/apex.3.073004}
http://dx.doi.org/doi = {10.1143/apex.3.073004}
http://dx.doi.org/10.1038/nmat3020
http://dx.doi.org/10.1038/nmat3020
http://dx.doi.org/10.1063/1.2399441
http://dx.doi.org/10.1063/1.2399441
http://dx.doi.org/10.1063/1.2399441
http://dx.doi.org/http://dx.doi.org/10.1016/S0026-2714(96)00268-5


214 Bibliography

82. J. Franken, H. Swagten & B. Koopmans. “Shift registers based on magnetic

domain wall ratchets with perpendicular anisotropy”. Nat. Nanotechnol. 7,

499–503 (July 2012).

83. A. Himeno, S. Kasai & T. Ono. “Depinning fields of a magnetic domain

wall from asymmetric notches”. J. Appl. Phys. (Melville, NY, U. S.) 99,

08G304 (2006).

84. J.-S. Kim et al. “Synchronous precessional motion of multiple domain walls

in a ferromagnetic nanowire by perpendicular field pulses”. Nat. Commun.

5, 3429 (Mar. 2014).

85. M. J. G. Peeters et al. “Precession-torque-driven domain-wall motion in

out-of-plane materials”. AIP Adv. 7, 055921 (2017).

86. Y. P. Kabanov et al. “In-Plane Field Effects on the Dynamics of Domain

Walls in Ultrathin Co Films With Perpendicular Anisotropy”. IEEE Trans.

Magn. 46, 2220–2223 (June 2010).

87. A. V. Khvalkovskiy et al. “Matching domain-wall configuration and spin-

orbit torques for efficient domain-wall motion”. Phys. Rev. B 87, 020402

(Jan. 2013).

88. S. Heinze et al. “Spontaneous atomic-scale magnetic skyrmion lattice in two

dimensions”. Nat. Phys. 7, 713–718 (July 2011).

89. G. Chen et al. “Tailoring the chirality of magnetic domain walls by interface

engineering”. Nat. Commun. 4, 2671 (Oct. 2013).

90. J. H. Franken et al. “Precise control of domain wall injection and pinning

using helium and gallium focused ion beams”. ”J. Appl. Phys. (Melville,

NY, U. S.) 109, 07D504 (2011).

91. M. Bauer et al. “Deroughening of Domain Wall Pairs by Dipolar Repulsion”.

Phys. Rev. Lett. 94, 207211 (May 2005).

92. J. Zhang & C. A. Ross. “Domain wall configurations and interactions in

perpendicular magnetic anisotropy nanowires”. IEEE Magn. Lett. 7, 1–5

(2016).

93. C. Chappert et al. “Planar Patterned Magnetic Media Obtained by Ion

Irradiation”. Science (Washington, DC, U. S.) 280, 1919–1922 (1998).

http://dx.doi.org/10.1038/nnano.2012.111
http://dx.doi.org/10.1038/nnano.2012.111
http://dx.doi.org/10.1063/1.2167327
http://dx.doi.org/10.1063/1.2167327
http://dx.doi.org/10.1038/ncomms4429
http://dx.doi.org/10.1038/ncomms4429
http://dx.doi.org/10.1063/1.4975048
http://dx.doi.org/10.1063/1.4975048
http://dx.doi.org/10.1109/TMAG.2010.2045740
http://dx.doi.org/10.1109/TMAG.2010.2045740
http://dx.doi.org/10.1103/PhysRevB.87.020402
http://dx.doi.org/10.1103/PhysRevB.87.020402
http://dx.doi.org/10.1038/nphys2045
http://dx.doi.org/10.1038/nphys2045
http://dx.doi.org/10.1038/ncomms3671
http://dx.doi.org/10.1038/ncomms3671
http://dx.doi.org//10.1063/1.3549589
http://dx.doi.org//10.1063/1.3549589
http://dx.doi.org/10.1103/PhysRevLett.94.207211
http://dx.doi.org/10.1109/LMAG.2016.2584579
http://dx.doi.org/10.1109/LMAG.2016.2584579
http://dx.doi.org/10.1126/science.280.5371.1919
http://dx.doi.org/10.1126/science.280.5371.1919


Bibliography 215

94. T. Schulz et al. “Spin-orbit torques for current parallel and perpendicular

to a domain wall”. Appl. Phys. Lett. 107, 122405 (2015).

95. I. Mihai Miron et al. “Current-driven spin torque induced by the Rashba

effect in a ferromagnetic metal layer”. Nat. Mater. 9, 230–234 (2010).

96. M. Van̆atka et al. “Velocity asymmetry of Dzyaloshinskii domain walls in

the creep and flow regimes”. J. Phys.: Condens. Matter 27 (2015).

97. V. Jeudy et al. “Universal Pinning Energy Barrier for Driven Domain Walls

in Thin Ferromagnetic Films”. Phys. Rev. Lett. 117, 057201 (July 2016).

98. R. Diaz Pardo, W. Savero Torres, A. B. Kolton, S. Bustingorry & V. Jeudy.

“Universal depinning transition of domain walls in ultrathin ferromagnets”.

Phys. Rev. B 95, 184434 (May 2017).

99. D.-Y. Kim, D.-H. Kim & S.-B. Choe. “Intrinsic asymmetry in chiral domain

walls due to the Dzyaloshinskii-Moriya interaction”. Appl. Phys. Express 9,

053001 (2016).

100. D. M. Hartmann, R. A. Duine, M. J. Meijer, H. J. Swagten & L. Reinoud.

Creep of Chiral Domain Walls. 2018. arXiv: 1812.09055.

101. J. Wunderlich et al. “Influence of geometry on domain wall propagation in

a mesoscopic wire”. IEEE Trans. Magn. 37, 2104–2107 (2001).

102. F. Cayssol, D. Ravelosona, C. Chappert, J. Ferré & J. P. Jamet. “Domain
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