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Experimental and Numerical Studies 
of Saturation Overshoot 
during Infiltration into a Dry Soil
Luwen Zhuang,* S. Majid Hassanizadeh, C.J. van Duijn, 
Susanne Zimmermann, Irina Zizina, and Rainer Helmig
Downward infiltration of water into almost dry soil, when there is no ponding at 
the soil surface, often occurs in the form of fingers, with saturation overshoot at 
the finger tips. While this is well known, there is still uncertainty about the exact 
saturation pattern within fingers. We performed a series of one-dimensional 
water infiltration experiments into a dry soil to study the non-monotonicity of 
the saturation. We observed that saturation showed a non-monotonic behavior 
as a function of time. The overshoot was somewhat plateau shaped at relatively 
low flow rates but was quite sharp at higher flow rates. Two mathematical mod-
els, referred to as the extended standard (ESD) model and the interfacial area 
(IFA) model, were used to simulate the experimental results. Both models were 
based on extended forms of the Richards equation by including a dynamic capil-
lary term. In the ESD model, standard equations for hysteresis were used. In the 
IFA model, the specific interfacial area was introduced to simulate hysteresis. 
Parameter values for both models were obtained from preliminary experiments 
or using empirical formulas. Only one parameter, the dynamic capillarity coef-
ficient t, was optimized to model saturation overshoot. While the ESD model did 
not reproduce the form of saturation overshoot for any combination of param-
eter values, the IFA model could provide good agreement with the data. To our 
knowledge, this is the first time where a combination of the IFA model and the 
dynamic capillarity equation has been used to simulate a set of experiments.

Abbreviations: ESD, extended standard; IFA, interfacial area.

Water infiltrating downward into a porous medium is known to often form wet-
ting fingers instead of moving as a smooth front. Unstable fingering was observed first by 
Hill and Parlange (1972) for a layered soil. Later studies by Diment and Watson (1985) 
showed that unstable fronts also appear in non-layered dry soil. During the past several 
decades, many one-, two-, and three-dimensional experiments have been performed to 
investigate the mechanisms that could cause the appearance of fingers, including various 
factors that may affect their width and speed (Glass et al., 1989a; Liu et al., 1994a). Many 
experiments revealed a characteristic saturation overshoot at the tip of each finger (Selker 
et al., 1992; Liu et al., 1994a; Bauters et al., 2000; DiCarlo, 2004; Rezanezhad et al., 2006), 
as well as non-monotonic water pressure profiles (Stonestrom and Akstin, 1994; Geiger 
and Durnford, 2000; DiCarlo, 2007). In experiments by DiCarlo (2004), the saturation 
overshoot had a plateau form. However, the plateau was not observed in experiments by 
Rezanezhad et al. (2006) and Liu et al. (1994a), but rather a relatively sharp saturation 
overshoot. Hence, the question remains whether or not a plateau should be expected.

Early attempts to model gravitational fingers were based mostly on the classical form 
of the Richards equation (Glass et al., 1989b; Liu et al., 1994b; Nieber, 1996). These 
models, however, were not able to reproduce non-monotonic behavior (van Duijn et al., 
2004; Egorov et al., 2003; Otto, 1997; Schweizer 2012). Various improvements and modi-
fications have been proposed to extend the unsaturated flow model based on Darcy’s law 
or the Darcy–Buckingham equation (e.g., Cueto-Felgueroso and Juanes, 2008; van Duijn 
et al., 2007; Egorov et al., 2002; Eliassi and Glass, 2002; Hilpert, 2012; Nieber et al., 
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2003). Among these is the concept of dynamic capillarity proposed 
empirically by Stauffer (1978) and later described theoretically by 
Kalaydjian (1987) and Hassanizadeh and Gray (1990, 1993b). 
They showed that the difference in average fluid pressures is a func-
tion not only of saturation but also of the time rate of change in 
saturation. Such dynamic capillarity effects were already observed 
experimentally in the 1960s (e.g., Smiles et al., 1971; Topp and 
Peters, 1967). We refer to Hassanizadeh et al. (2002) for a review of 
experimental studies on dynamic effects. The extended Richards 
equation, with the dynamic capillary term included, has been stud-
ied mathematically by several researchers (e.g., Cao and Pop, 2016; 
Cuesta and Hulshof, 2003; van Duijn et al., 2013; Egorov et al., 
2002). Numerical solutions of these models have been compared 
with experimental data by DiCarlo (2005) and Sander et al. (2008), 
among others. A detailed review of experimental and numerical 
studies of saturation overshoot can be found in Xiong (2014).

In addition to standard models that account for the effects 
of dynamic capillarity, an alternative formulation was proposed 
by Hassanizadeh and Gray (1990). Their model uses the specific 
interfacial area between the phases as an additional state variable. 
The full set of hysteretic capillary pressure–saturation curves 
(including all scanning curves) is then replaced by a single inter-
facial area–capillary pressure–saturation surface. The existence 
of such a surface has been shown using computational pore-scale 
models (cf., Held and Celia, 2001; Joekar-Niasar et al., 2008; 
Joekar-Niasar and Hassanizadeh, 2012; Reeves and Celia, 1996), 
as well as experimentally (Chen and Kibbey, 2006; Chen et al., 
2007; Karadimitriou et al., 2014). The interfacial area model has 
been used to simulate several hypothetical problems (Niessner 
and Hassanizadeh, 2008, 2009a, 2009b; Pop et al., 2009; Landa-
Marbán et al., 2017). Unfortunately, many uncertainties still exist 
about the model. For example, it is not clear what the importance 
of various terms are and how the various material coefficients 
should be determined experimentally. Also, to our knowledge, 
only two studies exist where the interfacial area model has been 
used to simulate experiments (Zhuang et al., 2016, 2017b). These 
two studies were both related to horizontal redistribution, which 
has a flow regime and experimental design that is very different 
from downward water infiltration studies. In particular, in hori-
zontal moisture redistribution, the flow is typically very slow and 
the effects of dynamic capillarity are expected to be negligible. No 
studies have been reported thus far on the simulation of experi-
ments using the interfacial area model while accounting for the 
effects of dynamic capillarity.

For this study, we first performed a series of one-dimen-
sional downward infiltration experiments in a relatively dry soil. 
The experiments were conducted at six different flow rates and 
different initial saturations. Saturation was measured at one loca-
tion using the g-transmission method. We used two alternative 
approaches, referred to as the extended-standard (ESD) model 
and the interfacial area (IFA) model, to simulate the experimental 
results. Both models are based on modified forms of the classical 
Richards equation by adding a dynamic capillarity term. The main 

difference between the two models is the manner in which hyster-
esis is modeled. For the ESD model, we used relatively standard 
formulations for hysteresis in the capillary pressure and relative 
permeability curves. For the IFA model, hysteresis was modeled 
by introducing the specific interfacial area as an additional state 
variable. Capillary pressure and saturation are then treated as 
independent variables, while the interfacial area is assumed to be 
a unique function of capillary pressure and saturation. Also, the 
relative permeability is then assumed to be a function of the inter-
facial area as well as saturation. We performed a series of sensitivity 
analyses to determine the effect of various parameters on the mag-
nitude and extent of saturation overshoot.

Here, we first briefly summarize the ESD and IFA models and 
describe the experiments. We then compare computational results 
with the experimental data.

 6Mathematical Models
First, we present common elements of the two models, namely, 

the Richards equation and the dynamic capillarity equation. This 
is followed by a brief description of how hysteresis is accounted for 
in the ESD and IFA models.

Main Governing Equations
One-Dimensional Richards Equation

The mass balance equation for the water phase combined with 
the Darcy–Buckingham law is usually considered to model mul-
tiphase flow in porous media. Known as the Richards equation, 
in one-dimensional form, the resulting model can be written as

( )rw w ww
w

w 0
k S k pS g

t x x

é ùæ ö¶¶ ¶ ê ú÷ç ÷çf + - -r =ê ú÷ç ÷÷ç¶ ¶ ¶ê úm è øê úë û

  [1]

where the superscript w represents the water phase, f is porosity, 
Sw (dimensionless) is water saturation (water content divided by 
porosity), mw [M L−1 T] is the viscosity of water, rw [M L−3] is the 
density, g [L T−2] is gravity, pw [M L−1 T2] is water pressure, krw 
(dimensionless) and k [L2] denote relative and intrinsic permeabili-
ties, respectively, t [T] is time, and x [L] is the vertical coordinate 
(positive here in the downward direction).

Dynamic Capillarity Equation
In classical soil sciences, the difference between air and water 

pressures is considered to be equal to the capillary pressure and is 
given as a function of saturation. The air pressure is commonly 
assumed to be constant throughout the modeling domain. Then, 
taking air pressure as the reference pressure, the capillary pressure–
saturation relationship is usually written as pw = pc(Sw). In this study, 
however, we replace this expression by a so-called dynamic capillarity 
relationship. A linear approximation for this relationship is given by 
(Hassanizadeh and Gray, 1993a; Hassanizadeh et al., 2002)

( )
w

w c w Sp p S
t

¶
- = -t

¶
  [2]
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where pc [M L−1 T2] is the capillary pressure, and t [M L−1 T] is 
the dynamic capillarity coefficient. Many studies have shown that 
t may be a function of saturation (O’Carroll et al., 2005; Manthey 
et al., 2008; Joekar-Niasar and Hassanizadeh, 2011b; Bottero et 
al., 2011; Diamantopoulos and Durner, 2012; Abidoye and Das, 
2014; Goel et al., 2016). Furthermore, the relationship between 
t and saturation was found to be nonunique for imbibition and 
drainage processes (Das and Mirzaei, 2012; Zhuang et al., 2017a). 
Also, the dependence between capillary pressure and saturation is 
known to be hysteretic, as described below.

Hysteresis
The Extended-Standard Model

Equations [1] and [2] for the ESD model must be completed 
with a full set of hysteretic capillary pressure–saturation 
relationships. Also, the relative permeability–saturation 
relationship is, in principle, hysteretic. For the basic formulas, we 
used the van Genuchten–Mualem equations (van Genuchten, 
1980; Luckner et al., 1989):

( ) ( )1/c w 1/
e e

1
1 0 1

nmp S S S-= - £ £
a

  [3]

( ) ( ) ( )
2

rw w 1/
e e e1 1 0 1

ml mk S S S Sé ù
= - - £ £ê úê úë û

  [4]
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where Sir
w, Sr

a, and Se (all dimensionless) are irreducible water 
saturation (the volume of entrapped water divided by porosity), 
residual air saturation (the volume of entrapped air divided by 
porosity), and effective water saturation, respectively, a [L−1] and 
n (dimensionless) are quasi-empirical parameters, m = 1 − 1/n, 
and l (dimensionless) was set equal to 0.5 for most simulations. 
Relationships for the main drainage curves, denoted by pdr

c and 
kdr

rw, were obtained by using the values of a and n for main drain-
age in Eq. [3] and [4]. Similarly, the curves for pim

c and kim
rw were 

obtained by inserting corresponding values of a and n for primary 
imbibition in Eq. [3] and [4]. The value of the irreducible water 
saturation, Sir

w, for primary imbibition was zero.
Different approximate formulations have been used for the 

scanning curves (cf., Kool and Parker, 1987; Parker and Lenhard, 
1987). In addition to the Kool–Parker model, we used in this study 
also a play-type hysteresis model (van Duijn et al., 2018; Beliaev 
and Hassanizadeh, 2001; Rätz and Schweizer, 2014) for both the 
relative permeability and the capillary pressure curves. For the 
play-type hysteresis model, we used (Rätz and Schweizer, 2014)

rw rw rw rw w
rw im dr im dr sign

2 2
k k k k Sk

t

æ ö+ - ¶ ÷ç ÷= + ç ÷ç ÷÷ç ¶è ø
  [6]

c c c c w
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2 2
p p p p Sp

t
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where
w

w

w

1 when 0
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1 when 0 
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t S
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  [8]

For numerical convenience, we replaced Eq. [8] by the smooth 
function He(¶Sw/¶t) defined as

w w2 1
arctan

S SH
t te

æ ö æ ö¶ ¶÷ ÷ç ç÷ ÷ç = ç÷ ÷ç ç÷ ÷÷ ÷ç ç¶ p e ¶è ø è ø
  [9]

where e is a small parameter that controls the manner in which 
He approximates the sign function. (Note that the sign and He 
functions have no physical dimensions, while the small parameter 
e has unit s−1). Using He in Eq. [6] and [7] implies that krw and 
pc vary continuously from imbibition to drainage (and vice versa) 
when the saturation time derivative reverses.

When solving the full set of equations in the ESD model, 
the value of effective saturation is not constrained. Large t 
values may lead to large overshoots, with saturation exceeding 
1 − Sr

a. This means that Se then could become larger than unity, 
in which case Eq. [3] and [4] are undefined, since 1/n Î (0,1) and 
m = 1 − 1/n Î (0,1). To have well-defined pc and krw also for Se > 1, 
we complemented Eq. [3] and [4] with the following extension for 
possible values of Se > 1 (van Duijn et al., 2018):

( ) ( )c w a w
r e

d
rw

e

1
1 1

*

1 1

p S S S S

k S

ìïï = - - >ïï a eíïïï = >ïî

  [10]

Here, the value of the a* was chosen to be the arithmetic mean of 
a values for drainage and imbibition. The parameter ed is dimen-
sionless, positive, and needs to be small. This will ensure that water 
saturation Sw may exceed 1 − Sr

a only slightly. In fact, van Duijn et 
al. (2018) showed that in the limit when ed ® 0, water saturation 
remains bounded by 1 − Sr

a. We have given ed the value ed = etref, 
where tref is a characteristic reference time. Throughout this study, 
the dimensional parameter e in Eq. [9] was chosen such that ed 
was on the order 10−4 to 10−3. In the ESD model, the governing 
differential equations are hence Eq. [1] and [2], combined with 
auxiliary Eq. [3–10].

The Interfacial Area Model
In the traditional theory of unsaturated flow in porous media, 

water saturation and pressure are the only state variables. In other 
words, it is assumed that knowing them is sufficient for charac-
terizing unsaturated f low under all conditions (drainage and 
imbibition), and capillary pressure is assumed to be a function of 
saturation only. Many studies, however, have shown that pressure 
and saturation are not sufficient for uniquely defining the state 
of the system (see Hassanizadeh, 2015). There is a new class of 
porous media models wherein a third state variable, namely the air–
water specific interfacial area, is introduced to provide a sufficient 
description of unsaturated flow processes (see, e.g., Joekar-Niasar 
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and Hassanizadeh, 2011a). This new variable, denoted by awa 
[L−1], is defined as the amount of air–water interfacial area per 
unit volume of the porous medium.

For the IFA model, we still use Eq. [1] and [2]. However, 
Eq. [3–10] for capillary pressure and relative permeability, given 
above, are replaced by a new constitutive equation for the air–water 
specific interfacial area (Hassanizadeh and Gray, 1990, 1993b). 
Indeed, several studies have shown that each equilibrium pc–Sw 
point (primary, main, or scanning) corresponds to a point on a 
unique pc–Sw–awa surface (e.g., Chen and Kibbey, 2006; Joekar-
Niasar and Hassanizadeh, 2012, 2011a; Karadimitriou et al., 2014). 
This means that pc–Sw loops correspond to paths on the three-
dimensional pc–Sw–awa surface projected on the pc–Sw plane. 
Similarly, the hysteretic relationship between relative permeability 
(krw) and saturation (Sw) can be replaced by a unique krw–Sw–awa 
surface (Joekar-Niasar et al., 2008).

Because no experimental data were available for the specific 
interfacial area for the sand used in this study, we used a numeri-
cal approach proposed by Bradford and Leij (1997) to generate 
the pc–Sw–awa surface. A similar method was used to generate 
the krw–Sw–awa surface. Details are given in Appendix A. For the 
pc–Sw–awa surface, we used the following formula proposed by 
Joekar-Niasar and Hassanizadeh (2012):

( ) ( ) ( )2 3wa w c w w c
1,  1  a S p S S p

g g
= g - a   [11]

where g1, g2, and g3 are fitting parameters, and the superscript wa 
represents water and air. The parameter a is the same as in the van 
Genuchten–Mualem model and is used here to make the last term 
on the right-hand side dimensionless. We used for our analysis the 
value of a for the primary imbibition curve.

For the krw–Sw–awa surface, the following formula was used:

( ) ( )wa
1 2rw w wa w,
a

k S a S
-l +l

=   [12]

where l1 and l2 are fitting parameters. Equation [12] was based on 
the Brooks–Corey–Burdine equation for krw (Brooks and Corey, 
1964), which is a simple power function of saturation, with the 
value of the exponent being different for drainage and imbibition. 
In Eq. [12], different values of the specific interfacial area (awa) 
during imbibition and drainage result in different values of the 
exponent for different paths.

For the air–water specific interfacial area, an evolution equa-
tion must be provided. Assuming that the air–water interfacial 
mass density is constant, the following equation can be used 
(Hassanizadeh, 2015):

( )wa wawa
wa

a wa E
t x

¶¶
+ =

¶ ¶
  [13]

where wwa is the macroscopic flux of the specific interfacial area, 
given by a Darcy-type equation (Hassanizadeh, 2015):

wa w
wa wa a Sw k

x x

æ ö¶ ¶ ÷ç ÷=- ç +W ÷ç ÷÷ç ¶ ¶è ø
  [14]

in which kwa is the interfacial permeability, including surface ten-
sion, and W is a material coefficient. The term Ewa accounts for the 
net production rate of the specific interfacial area, for which the 
following approximation was developed by Zhuang et al. (2016):

wa w
wa

c
a SE L

tp
¶ ¶

=-
¶¶

  [15]

where L is a material coefficient that may depend on awa and Sw.
Recent numerical and experimental studies by Joekar-Niasar 

and Hassanizadeh (2011a) and Karadimitriou et al. (2014) have 
shown that the value of the interfacial permeability coefficient is very 
small. As a result, wwa and the corresponding term in Eq. [13] can 
be disregarded. Thus, combining Eq. [13] and [15] reduces then to

w wwa a

c
a SL

tp
a

t
¶ ¶¶

=
¶

-
¶¶

  [16]

Substituting Eq. [11] into [16] allows us to eliminate ¶awa/¶t 
from Eq. [16]. As a result, a relationship between ¶pc/¶t and 
¶Sw/¶t is obtained. That relationship can be integrated for a 
constant L and a given set of initial conditions [p0

c(x), S0
w(x)]. 

The result is a unique and invariant (i.e., non-hysteretic) rela-
tion between pc and Sw at each given point in space (see Pop et al. 
[2009], for the derivation). The IFA model given by Eq. [1], [2], 
[11], and [16] is hence not able to handle hysteretic behavior.

To introduce hysteresis into the model, we propose to give the 
production parameter L in Eq. [16] different values for drainage 
and imbibition. Hence we propose to use

w
im dr im dr

2 2
L L L L SL H

te

æ ö+ - ¶ ÷ç ÷= + ç ÷ç ÷÷ç ¶è ø
  [17]

where Lim and Ldr are the values of L for imbibition and drain-
age, respectively. Values for Lim and Ldr were obtained by fitting 
the experimental infiltration data. In summary, the IFA model 
consists of Eq. [1], [2] and [16], combined with auxiliary Eq. [11], 
[12], and [17].

Comparison of Models
The IFA model is a relatively new model. One of its most 

appealing features is that it is more physically based. The coef-
ficient L is related to the production rate of the area of air–water 
interfaces. Given the fact that water invades small pores first 
during imbibition and first drains from large pores during drain-
age, it is physically reasonable to have different values for different 
imbibition and drainage processes. Any coefficient (even poros-
ity or permeability) is obtained by fitting experimental data. In 
principle, the coefficient L should be determined experimentally 
for each soil type. In fact, the coefficient L can be a function of 
saturation and interfacial area. Because currently there exists little 
information about this coefficient, we simulated the dependence 
of L by prescribing it to be different for imbibition and drainage, 
denoted as two constant parameters Lim and Ldr, respectively. The 
values were chosen so that simulation results fit the transient data. 
The important point is not to change the value of the parameter 
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each time the conditions change. In our study, once the values of 
Lim and Ldr were optimized based on one experiment, they were 
fixed for other experiments. The values of L were not fitted for 
each new experiment. Therefore, there is only one fitting param-
eter t in both the IFA model and the ESD model. Note that had 
we introduced different scanning curves in the ESD model, then 
additional parameters would have been needed there, too.

Description of Experiments
Selected Sand

We performed a number of experiments involving three differ-
ent sand types: two coarse sands and one medium-grained sand. More 
details can be found in Fritz (2012). Here we report results for only 
the coarse sand. The sand was obtained from a riverbed and had par-
ticle diameters ranging from 0.57 to 1.05 mm, with d50 = 0.79 mm. 
The sand was washed thoroughly with deionized water and then 
oven dried prior to use. The saturated hydraulic conductivity was 
measured using the constant-head method, giving an average value 
of 5.61 ́  10−3 m s−1. The capillary pressure–saturation curves were 
measured using the multistep hanging water column method. Figure 
1 shows the measured primary imbibition and main drainage curves, 
and the fitted curves using the van Genuchten Eq. [3]. We have sum-
marized all hydraulic parameters in Table 1. The krw–Sw–awa and 
pc–Sw–awa surfaces of the sand are shown in Fig. 2. Appendix A sum-
marizes how they were obtained. The final set of parameters used in 
Eq. [11] and [12] are listed in Table 2.

Experimental Setup
We performed a series of quasi one-dimensional experiments 

in acrylic plastic tubes uniformly filled with sand. The column 
dimensions were 50 cm in length and 1 cm in diameter. A sche-
matic view of the setup is shown in Fig. 3, including the location 

of several pressure transducers along the column. Teflon grease 
was applied to the inner surface of the column. Some studies have 
shown that an air pressure gradient may cause fingering flow in a 
closed porous media system (Jury et al., 2003; Fürst et al., 2009; 
Wang et al., 1998, 2004). To avoid an air pressure gradient in our 
system, water was sprinkled on the sand surface at a pre-specified 
constant flow rate using a peristaltic pump. A hydrophilic mem-
brane on the top of the sand was used to establish spatially uniform 
inflow. A small gap between the wall of the setup and the mem-
brane caused the air pressure at the inlet to remain atmospheric. 
The bottom of the column was open to air.

We performed the experiments at six different constant 
inflow rates, ranging from 7.5 ´ 10−6 to 5 ´ 10−4 m s−1, com-
bined with three different values of initial saturation: 0.00, 0.03, 
and 0.10. For experiments that had zero initial water saturation, 
air-dried sand was packed uniformly into the column. For experi-
ments that had initial saturations of 0.03 or 0.10, we followed a 
special procedure to have the sand wetted as uniformly as possible. 
Dry sand was first mixed with a certain amount of deionized and 
degassed water to obtain an approximate pre-specified saturation. 
We then placed the wet sand into a large air-tight container, which 
was kept overnight in an oven at 50°C. This would cause the water 
to evaporate and fill the pores uniformly. Subsequent cooling of 
the container to room temperature would allow the water vapor 
to condensate and wet the sand uniformly. Once placed into the 
acrylic plastic columns, saturation during the ensuing experiments 
was measured at 20 cm below the inlet every 20 s using a dual-
energy g-ray system. A measurement interval of 20 s was used as 
determined by the measured accuracy of the g-ray system. Detailed 
information can be found in Appendix B. Other details about the 
g-ray system and the g transmission method were given by Fritz 
(2012) and Zhuang et al. (2017a). All experiments were conducted 
in a constant-temperature room (21 ± 0.5°C).

 6Results and Discussion
Experimental Results

Figure 4 presents water saturation breakthrough curves 
measured at a fixed distance (x = 20 cm). The plot on the left 

Fig. 1. Measured and fitted van Genuchten primary imbibition and 
main drainage curves using the van Genuchten parameters for imbibi-
tion (aim and nim) and drainage (adr and ndr).

Table 1. Measured soil properties and parameter values

Parameter Value

Average porosity (f) 0.4

Water density (rw), kg m−3 1 ´ 103

Water viscosity (mw), Pa s 1 ´ 10−3

Intrinsic permeability (k), m2 6.43 ´ 10−10

Main drainage retention exponent n 13.84

Main drainage retention parameter a , Pa−1 8.0 ´ 10−4

Primary imbibition retention exponent n 2.58

Primary imbibition retention parameter a (Pa−1) 8.6 ´ 10−3

Irreducible water saturation (Sir
w) 0.14

Residual air saturation (Sr
a) 0.05
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(Fig. 4a) shows results for six different inflow rates at zero ini-
tial saturation, and the plot on the right (Fig. 4b) shows results 
for three different initial values of saturation at an inflow rate of 
4.3 ´ 10−5 m s−1. Note that saturation overshoot occurred for all 
selected flow rates when the soil was initially dry. Moreover, the 
duration of the overshoot increased, and its magnitude decreased 
slightly, with decreasing flow rate. Saturation overshoot at the low 
flow rates (1.7 ´ 10−5 and 7.5 ´ 10−6 m s−1) followed a decreasing 
plateau-shaped curve but not at the higher flow rates. Furthermore, 
at a fixed flow rate, the height of the overshoot decreased with 
increasing initial water saturation. No overshoot occurred for the 
initial saturation of 0.10, which is close to the irreducible water 
saturation (see Table 1).

DiCarlo (2004) observed a sharp overshoot at relatively low 
flow rates but a plateau-shaped overshoot at higher f low rates. 
However, contrary to DiCarlo’s study, we observed a plateau-
shaped overshoot only for very small flow rates. We note that we 
may not have captured some small peaks with our measurement 

interval of 20 s, but they would not have changed the overall shape 
of the saturation overshoot.

Numerical Results
Model Parameters, Initial and Boundary Conditions

Most parameters needed for the ESD model were measured 
directly (notably porosity and intrinsic permeability) or obtained 
by fitting capillary pressure–saturation curves, which were also 

Fig. 2. Three-dimensional relative permeability (krw)–water saturation (Sw)–air–water specific interfacial area (awa) surface (left) and capillary pres-
sure (pc)–Sw–awa surface (right). The black dots represent krw–Sw–awa (left) and pc–Sw–awa (right) points obtained using the method described in 
Appendix A.

Table 2. Values of the coefficients in Eq. [11] and [12].

Parameter Value SD

g1, m−1 582 21

g2
0.7 0.05

g3
1.9 0.02

Goodness of fit, Eq. [11] 0.95

l1, m 7.0 ´ 10−5 6.7 ´ 10−6

l2
4.0 0.14

Goodness of fit, Eq. [12] 0.90 Fig. 3. Schematic view of the experimental setup.
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measured. The parameters are given in Table 1. The only param-
eter obtained by fitting the saturation overshoot experiments 
was the dynamic capillarity coefficient t. For the IFA model, in 
addition to porosity and permeability as given in Table 1, we deter-
mined the parameters of the pc–Sw–awa and krw–Sw–awa surfaces 
for the sand a priori using empirical formulas (Eq. [11] and [12]). 
The resulting parameters are given in Table 2. Three parameters 
had been obtained by fitting saturation overshoot experiments: the 
dynamic capillarity coefficient t and the interfacial area produc-
tion term coefficients Lim and Ldr in Eq. [17]. Best-fit values of 
these parameters are given in Table 3.

The equations in the ESD and IFA models were solved using 
the commercial simulation package COMSOL Multiphysics 5.0 
(COMSOL, 2014). From preliminary simulations, we determined 
that a grid size of 1 ´ 10−4 m and a maximum time step of 0.1 
s would give us mesh-independent solutions. A convergence tol-
erance of 1 ´ 10−8 was used to achieve accurate solutions. The 
modeling domain was 0.5 m long. Initial conditions were set to 
the initial saturations in the column (0.00, 0.03, or 0.10). For the 
initially dry sand simulation, we used a very small value of 0.01 as 
the initial saturation to avoid singular behavior of the pressure. 
The boundary conditions were

0 at 0q q x= =   [18]

0 atS S x L= =    [19]

Because saturation and capillary pressure are treated as inde-
pendent variables in the IFA model, an extra set of initial and 
boundary conditions is needed. These were chosen as

wa

0 at 0
a

x
x

¶
= =

¶
  [20]

( )c c
im 0 atp p S x L= =   [21]

By virtue of Eq. [11], Eq. [20] is converted to a mixed bound-
ary condition for Sw and pc. The initial value of capillary pressure 
was chosen from the primary imbibition curve corresponding to 
the initial saturation. For all numerical simulations, we used the 

calculated saturation breakthrough curves at 20 cm to provide 
comparisons with the experimental data.

Sensitivity Analysis
First, we performed a sensitivity analysis of the ESD model (i.e., 

of the one-dimensional Richards equation with dynamic capillarity 
effects but no capillary hysteresis), to investigate the effects of vari-
ous parameters. The parameters we considered were the dynamic 
capillarity coefficient t, the exponent l in Eq. [4] for the relative 
permeability, and initial saturation. Values of the parameters a and n 
for primary imbibition were kept constant. We compared the results 
mainly in terms of two aspects: the shape (width and height) of satu-
ration overshoot and the arrival time of the moisture front. Results 
of the sensitivity analysis are presented in Fig. 5.

As can be seen in Fig. 5a, the dynamic capillarity coefficient t 
has a strong effect on the shape and arrival time of saturation over-
shoot. As expected, a monotonic front was found for t = 0. The 
conventional equilibrium theory of capillarity is evidently not able 
to capture the observed non-monotonic saturation behavior, thus 
echoing previous mathematical analyses and numerical studies. 
Increasing the value of t leads to more extensive overshoot and a 
delay in the arrival time (see Fig. 5a). The inflow rate and initial 
saturation also impact the non-monotonicity. This is evident from 

Fig. 4. Measured saturation breakthrough 
curves at 20 cm (a) in the initially dry soil 
for different flow rates and (b) at differ-
ent initial saturations (S0) at a fixed flow 
rate (q) of 4.3 ´ 10−5 m s−1.

Table 3. Best-fit parameter values in the extended-standard (ESD) and 
interfacial area (IFA) models for the different experiments (S0, initial 
saturation; t, dynamic capillarity coefficient; Lim and Ldr, defined in 
Eq. [17]).

Experimental 
conditions

ESD 
model IFA model

Flow rate S0 t
Flow rate 
adjusted by t Lim Ldr

m s−1 Pa s % Pa s ——— Pa ———

4.30 ´ 10−5 0 1 ´ 104 −7 1.3 ´ 104 390 1300

1.67 ´ 10−5 0 6 ´ 104 −7 1 ´ 105 390 1300

7.50 ´ 10−6 0 1.4 ´ 105 0 2.5 ´ 105 390 1300

4.30 ´ 10−5 0.03 8 ´ 103 −7 1 ´ 104 390 1300

4.30 ´ 10−5 0.10 1 ´ 103 0 1 ´ 103 390 1300
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a series of simulations with the inflow rate ranging from 2 ́  10−5 to 
4 ´ 10−5 m s−1 (see Fig. 5b) and with the initial saturation varying 
from 0.01 to and 0.10 (see Fig. 5c). For a constant t value, reduc-
ing the inflow rate leads to less saturation overshoot (Fig. 5b). For 
the smallest flow rate of 4 ´ 10−5 m s−1, the saturation overshoot 
even vanished. This result was also demonstrated mathematically by 
van Duijn et al. (2018). As shown in Fig. 5c, the increase in initial 
saturation resulted in earlier arrival of the front and less saturation 
overshoot, consistent with the experiments. We also varied the 
value of the exponent l in the relative permeability, Eq. [4]. Results 
are shown in Fig. 5d. Decreasing the relative permeability krw (i.e., 
increasing the value of the exponent l) leads to more saturation over-
shoot and later arrival of the moisture front, similar to the effect of t.

We also did a sensitivity analysis for the ESD model considering 
capillary hysteresis and the IFA model. A similar trend was found as 
shown here, except for different shapes of the saturation overshoot. 
For this reason, we present next the shapes of saturation overshoot 
obtained with the ESD and IFA models. We studied the effects of 
including hysteresis in the capillary pressure pc and/or relative perme-
ability krw. Figure 6a shows saturation breakthrough curves obtained 
with the ESD model. As can be seen, including hysteresis had no effect 
on the results if t = 0. The reason is that when t = 0, a monotonic 
saturation distribution will be obtained, which means that the domain 

will undergo imbibition only. For t = 10,000 Pa s, a sharp saturation 
overshoot results when hysteresis is not included (the same curve as in 
Fig. 5a). When we accounted for hysteresis in capillary pressure and/
or relative permeability, the overshoot showed a plateau (see Fig. 6a).

Finally, we compared the ESD model (with hysteresis) with 
the IFA model. Typical results are shown in Fig. 6b. The three 
breakthrough curves for the ESD model are the same as those in 
Fig. 6a (with t = 10,000 Pa s). The IFA model (using a pc–Sw–awa 
surface with the imbibition krw–Sw curve) showed a sharp over-
shoot. We still obtained a sharp overshoot even if a krw–Sw–awa 
surface was used (i.e., to account for hysteresis in krw). However, 
the overshoot height decreased and the front arrived earlier. This 
is because we effectively allowed for a higher relative permeability 
value during the imbibition stage when hysteresis was considered.

The difference in results obtained with the ESD and IFA 
models can be explained partly by differences in the scanning 
curves implicit in the two models. Figure 7 shows the scanning 
curves for capillary pressure corresponding to breakthrough curves 
at x = 20 cm (results shown in Fig. 6b). The solid and dashed lines 
are primary imbibition and main drainage curves, respectively, 
as obtained experimentally. In the simulations, saturation at x 
= 20 cm started from initial saturation and increased along the 
primary imbibition curve until the front passed. Then saturation 

Fig. 5. Saturation breakthrough curves obtained using the extended-standard (ESD) model with different values of the parameters (a) t, (b) inflow rate 
(q), (c) initial saturation (S0), and (d) the van Genuchten empirical parameter l. No hysteresis was included.
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decreased along a drainage scanning curve, which is a vertical line 
as we used for the play-type hysteresis model. This is why the ESD 
model produces a plateau. If we had used a hysteresis model with a 
non-vertical scanning curve, the plateau would have a slope. Once 
the main drainage curve is reached, saturation decreases fast and 
reaches a steady-state finger saturation. As the finger arrives, a path 
is followed on the pc–Sw–awa surface. The projection of that path 
on the pc–Sw plane results in a “primary imbibition curve” shown 
by the + symbols in Fig. 7b. This path is almost parallel to the 
primary imbibition curve that was measured.

Our findings suggest that the construction of the pc–Sw–awa 
surface agrees quite well with the measured pc–Sw imbibition curve. 
Note that the pc–Sw–awa surface used in the IFA model was fitted 
based on static pc–Sw–awa “data” points (generated using the method 
in Appendix A). However, paths followed on the surface during tran-
sient imbibition or drainage are controlled by the coefficients Lim 
and Ldr. Due to the lack of studies on these parameters, we chose to 
fit the two values based on the saturation overshoot experimental 

data, assuming constant values. However, these parameters are mate-
rial properties and could be a function of the saturation and/or the 
interfacial area. That dependence may help to get a better agreement 
of the path with the measured imbibition curve. As the front passes 
and saturation starts to decrease, the projection of the path on the 
pc–Sw–awa surface onto the pc–Sw plane produces the scanning curve 
shown in Fig. 7b (diamond symbols). Note that this is a transient 
scanning curve, very different from the “static” scanning curves.

Comparison of Simulation Results 
with Experiments

Next, we used the two models to simulate the experiments. 
Parameter values for the ESD model (t) and the IFA model (t, Lim, 
and Ldr) were fitted first to match a measured breakthrough curve 
(for the experiment with an inflow rate of 4.3 ´ 10−5 m s−1) as 
closely as possible. The fitted values for Lim and Ldr were fixed sub-
sequently to simulate other experiments with different conditions. 
Hence only one parameter (t in both the IFA and ESD models) 

Fig. 6. Saturation breakthrough curves obtained with (a) the extended-standard (ESD) model and (b) the interfacial area (IFA) model (q, inflow rate; 
S0, initial saturation; t, dynamic capillarity coefficient; Lim and Ldr, defined in Eq. [17]). Hysteresis was included.

Fig. 7. Pressure–saturation curves corre-
sponding to (a) the extended-standard 
(ESD) model and (b) the interfacial 
area (IFA) model.
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was fitted to the data. The inflow rate q for the interfacial area 
model was slightly adjusted as well to fit the correct arrival time of 
saturation overshoot as measured in the experiments.

The simulated and experimental results are both shown in Fig. 8. 
We simulated the experiments for three different inflow rates (of the 
six flow rates considered). Experimental data are shown by symbols, 
while simulation results from the ESD and IFA models are presented 
by dashed and solid lines, respectively. Values of all fitting parameters 
in the simulations are given in Table 3. The results obtained with the 
ESD model deviated substantially from the data, while the results 
from the IFA model showed much better agreement. The fitted values 
of Lim and Ldr are different from those of Zhuang et al. (2017b) but 
have the same order of magnitude. Because L is a material property, 
different values may reasonably be expected for different sands.

We also performed simulations using the Kool–Parker 
hysteresis model (Kool and Parker, 1987), while still including 
the dynamic capillarity term. However, the shape of saturation 
overshoot was quite similar to the overshoot using the play-type 
hysteresis. The simulation results using Kool–Parker hysteresis are 
provided in the Supplemental Material.

 6Summary and Conclusions
This study involved a series of quasi-one-dimensional water 

infiltration experiments. Clean sand was packed uniformly at 

three different saturations (0.00, 0.03, and 0.10) in a very narrow 
acrylic plastic column (1 cm in diameter, 50 cm in length). Water 
was applied at the top of the column at a constant flow rate. Six dif-
ferent flow rates were used in different experiments. Saturation was 
measured at a position 20 cm below the inlet. Saturation overshoot 
was observed for the experiments with initial saturations of 0.00 
and 0.03 for all imposed flow rates. However, saturation overshoot 
did not occur in the experiment with the initial saturation at 0.10.

Two different unsaturated f low models were used to simu-
late the experiments. For both models, we used the extended 
Richards equation including a dynamic capillarity term. 
However, hysteresis was modeled differently. One model, the 
ESD model, used traditional hysteresis equations for the capil-
lary pressure and relative permeability curves. The other model, 
the IFA model, used three-dimensional surfaces of pc–Sw–awa 
and krw–Sw–awa. To our knowledge, this was the first time a 
combination of the IFA model and a dynamic capillarity equa-
tion was used to simulate a set of experiments.

Without a dynamic capillarity term, completely monotonic 
saturation profiles were obtained regardless of how hysteresis was 
included. This result is very much consistent with previous stud-
ies. When including a dynamic term, the ESD model gave a sharp 
saturation overshoot if no hysteresis was included. Accounting 
for hysteresis in the capillary pressure and/or relative permeabil-
ity caused the overshoot to produce a plateau structure. The wide 

Fig. 8. Observed saturation breakthrough curve at 20 cm (diamonds) and fitted curves obtained with the extended-standard (ESD) model (dashed 
line) and the interfacial area (IFA) model (solid line) at initial saturation (S0) of 0.01 and (a) inflow rate (q) of 4.3 ´ 10−5, (b) 1.67 ´ 10−5, and (c) 
7.5 ´ 10−6 m s−1 and at q = 4.3 ´ 10−5 m s−1 and initial saturations of (d) 0.03 and (e) 0.10.
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(prolonged) saturation overshoot obtained with the ESD model 
deviated very significantly from the measured data.

The ESD model was not able to reproduce the form of satu-
ration overshoot for any combination of parameter values. The 
IFA model, on the other hand, could reproduce the saturation 
overshoots reasonably well, albeit by optimizing the value of the 
coefficients Lim and Ldr in the production term. We point out that 
due to the lack of studies on these two parameters, we decided to 
assume constant values and to fit them using the saturation over-
shoot experimental data. However, these parameters in actuality 
are material properties and may well be a function of saturation 
and/or interfacial area. Here, we have shown the capability of an 
alternative approach (the IFA model) to simulate unsaturated 
f low in porous media. Further investigations are needed, espe-
cially experimental studies in conjunction with comprehensive 
analyses using the ESD and IFA models, to fully understand 
parameterizations of the production term. For example, the value 
of dynamic capillarity t was obtained by fitting both models to 
the data. Fitted values of t were found to vary between 103 and 
2.5 ´ 105 Pa s, which is consistent with other studies. While in 
our work we assumed t to be constant, further studies are needed 
to determine its dependence on saturation.

 6Appendix A
Reconstruction of the Interfacial Area Surface

The experiments used for our simulations did not involve 
measurements of the specific interfacial area. Our assumption 
was that the projection of the interfacial area surface onto the 
pc–Sw plane should provide the full set of curves found in the 
hysteresis loop. Hence, the inverse reasoning would be that hys-
teretic capillary pressure curves should give us the pc–Sw–awa 
surface. Ways of estimating the pc–Sw–awa surface from pc–Sw 
curves have been proposed, among others, by Leverett (1941), 
Bradford and Leij (1997), and Grant and Gerhard (2007). The 
underlying assumption is that in quasi-static drainage or imbibi-
tion processes, the changes in interfacial area are brought about 
by mechanical work done (e.g., by f luid pressure) on the system. 
The magnitude of this mechanical work is related to the area 
under the pc–Sw curves.

In an air–water system, the external work needed to effectuate 
a change DSw = −DSa can be written as

a a w w c w
exW p V S p V S p V SD = f D + f D =- f D   [A1]

where Wex is the external work, V is the bulk volume of the porous 
medium, and pa and Sa are the air pressure and air saturation, respec-
tively. Assuming that the solid interface is perfectly wetted by water, 
the external work will be spent on creating air–water interfaces. The 
energy associated with changes in the air–water interfaces is

wa waE AD =s D   [A2]

which should be equal to DWex. This leads to the following equa-
tion for the specific interfacial area awa = Awa/V:

a
r

w

1wa
cwa ( )d

S

S
a p z z

-f=
s ò   [A3]

where swa is the air–water interfacial tension, and z is a dummy 
variable.

Equation [A3] is only an approximation in that other effects 
may need to be included (see, e.g., Grant and Gerhard, 2007), but 
the equation should suffice for the purposes of this study. For the 
sand used in our experiments, we had measured primary imbibition 
and main drainage curves, as well as the van Genuchten parameters 
fitted to the pc–Sw data. Thus, for any given saturation, a pc value 
was available depending on the curve to be considered. For the Sw 
and pc (and that curve), Eq. [A3] could also be used to calculate 
awa. This would allow generation of a large set of pc–Sw–awa data. 
We chose 50 saturation values with equal intervals, from 0 to 0.95 
(= 1 − Sr

a) for imbibition and from 0.14 (= Sir
w) to 0.95 (= 1 − Sr

a) 
for main drainage. This set of pc–Sw–awa data was used to esti-
mate the parameters of the power function given by Eq. [11], thus 
obtaining the corresponding pc–Sw–awa surface for this sand. The 
corresponding values of relative permeability krw were calculated 
based on Eq. [5] for the same set of saturation values. The result-
ing set of krw–Sw–awa values was fitted with Eq. [12] to obtain a 
krw–Sw–awa surface.

 6Appendix B
Measurement Accuracy of Gamma-Ray System

To determine the measurement accuracy for different mea-
surement durations, we used data from an unsaturated sand in the 
experimental setup (shown in Fig. 3). We measured the intensity 
of g-rays at one location of the setup 10 times at each measuring 
duration. Different measuring durations were chosen as 5, 10, 20, 
30, 50, 100, and 200 s. Standard deviations for different measuring 
durations are shown in Fig. B1. Because a short measuring duration 
is preferable to capture the flow dynamics, we chose 20 s as the 
measuring duration for the experiments.

Fig. B1. Standard deviations of the g-ray data for different measur-
ing durations.
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