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Summary

The main task of the heart is to ensure an adequate blood flow. In order to maintain the
blood flow, the heart itself also needs to be supplied with sufficient blood flow. This is done
via the left and right coronary arteries. Optimal coronary flow is crucial for maintaining car-
diac function. However, coronary blood flow can be impaired due to coronary heart disease
(CHD). CHD is characterized by atheromatous plaque formation throughout a long period
of time resulting in narrow segments (stenosis) in the coronary arteries. With growing
plaque formation the coronary lumen area decreases. As a consequence of the lumen area
reduction, additional pressure loss over the stenosis occurs resulting in lower blood flow for
the corresponding coronary artery. The consequence of this is that the myocardium fed by
the coronary artery receives less blood flow which may increase the risk for ischemia and
myocardial infarction. Patients with CHD may show symptoms such as pain on the chest,
discomfort during stress and exercise or even at rest for severe cases. Treatment options for
CHD depend on things such as stenosis severity, stenosis location and patient history. Pre-
vious research showed that patients with mild CHD do not benefit from invasive treatment
such as angioplasty and stenting. For these patients, life style changes and medication are
shown to be sufficient. Patients with severe stenoses require invasive treatment as coronary
blood flow tends to be impaired. In the clinic, the severity of a lesion is assessed using
the fractional flow reserve (FFR) which is defined as the ratio between the pressure distal
and pressure proximal. Depending on the FFR, patients either receive invasive treatment
(severe stenosis, FFR∑0.80) or receive only medicinal treatment (FFR>0.80). However, for
patients receiving medicinal treatment the FFR assessment is considered to be unnecessary
as a non-invasive treatment is given for an invasive assessment. Computer models can
be used to reduce the number of unnecessary invasive assessments by simulating patient
specific blood flow in the coronaries. The benefit is that assessment of lesions can be done
non-invasively and thus reducing patient discomfort whilst resulting in less complications.
From previous studies, the potential benefit of patient-specific CFD modelling of the coro-
nary circulation might be evident. However, due to high computational costs 3D CFD
modelling is impeded when performing sensitivity and uncertainty analysis for uncertain
model paramaters. The goal of the thesis was twofold. First goal is to reduce computational
time of models by investigating the feasibility of lower order models. Second goal was
investigating the influence of parameter uncertainty on the computed output of interest
of coronary models. This thesis comprises of the following chapters: In Chapter 2, the
influence of several assumptions of the blood viscosity models on the computed FFR was
examined. Blood is known to behave in a non-Newtonian behaviour such that viscosity
is high for low shear rates and low for high shear rates. Blood viscosity assumptions were
taken into account as a fixed value (Newtonian), a Newtonian assumption depending
on hematocrit and a non-Newtonian assumption (Quemada model) also depending on
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hematocrit. The range in computed FFR was then investigated for the different viscosity
assumptions. The results showed that depending on the choice for the blood viscosity
model and the choice of input parameters, the FFR could vary up to 0.065. Most of the FFR
discrepancies were found to be between a FFR value of 0.6 and 0.8. In several cases, the
change in computed FFR was shown to be significant enough to result in a totally different
stenosis classification. This shows that the choice of the blood viscosity model impacts the
accuracy of FFR computations and might lead to different treatments. In Chapter 3, the
Quemada model is used which is shown to accurately described blood viscosity behaviour
while including two physical quantities (hematocrit and plasma viscosity) which can be
measured in the clinic. Using population-based ranges for hematocrit and plasma viscosity,
the uncertainty in the computed FFR was investigated in case both parameters for the
patient were unknown. Including patient-specific hematocrit values was shown to decrease
FFR uncertainty on average by a factor 2.2. The results showed that approximately 60% and
40% of the uncertainty in the FFR could be attributed to hematocrit and plasma viscosity,
respectively. In Chapter 4, the effect of model-order reduction for CFD models for coronary
circulations on the computed FFR was investigated using parameterized approach. To this
end, 200 coronary vessels were generated in 3D for seven different geometry characteristics
such as stenosis severity, vessel curvature, torsion, etc. For each 3D vessel a corresponding
2D vessel was generated. The goal was to investigate if a high diagnostic accuracy could
be maintained while using a significantly less computational expensive model (2D). The
results show that a 2D model is accurate enough to replace the 3D model. We furthermore
have shown that when choosing a ‘correct’ steady flow, the results are similar as when an
unsteady approach which generally is more computationally expensive. In Chapter 5, the
effect of several boundary conditions on the computed FFR was investigated. To this end, a
workflow was used where the flow was estimated based on the size of the myocardium and
the expected perfusion of the myocardium (flow per amount of myocardium). The flow
among coronary vessels was divided based on vessel sizes using Murray’s Law. Whereas the
pressure at the inlet was chosen to be the mean arterial pressure. These four parameters
were varied within their population-based range. Results showed that myocardial size had
the largest impact on the FFR whereas the flow division and mean arterial pressure had
almost negligible effects. Even when including measured left ventricular mass with an un-
certainty of 5%, left ventricular mass was shown to remain the most important parameter.
In order to have accurate FFR predictions, effort should be dedicated to obtaining accurate
myocardial sizes and perfusion whilst fixing the flow division to a population-based value.



CHAPTER 1
General Introduction
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1.1 Coronary circulation

In order for the organs of the human body to properly function, it needs to be supplied
with oxygen and nutrients, which is done via convective transport of blood through the
cardiovascular system. The main task of the heart is to ensure an adequate blood flow
by means of contracting and thus pushing blood into the cardiovascular circulation. In
order for the heart to be able to contract, the heart itself also needs to be supplied with
oxygen-rich blood. This is done via the coronary circulation which consists of the coronary
arteries, the micro circulation and, the veins. The coronary arteries carry blood towards
the myocardial microcirculation where nutrients are exchanged between the myocardium
and blood. From the microcirculation, blood is then drained by the veins such that it can
be replenished with nutrients.
The two main arteries of the coronary circulation are the left and right coronary artery
(LCA and RCA) (see Figure 1.1). Both arteries originate from the aorta just after the aortic
valve. The LCA supplies the left side of the heart. It bifurcates into the left circumflex
artery (LCx) and the left anterior descending artery (LAD). The RCA supplies the right side
of the heart and also bifurcates into two branches, namely the marginal and posterior
interventricular artery. The larger arteries are located on top of the epicardium whereas
the coronary microcirculation, the small capilaries supplying the tissue with blood, are
located within the endocardium. This means that when the heart contracts during systole,
the small capilaries are squeezed due to the increase in intramyocardial pressure such
that coronary flow decreases (see Figure 1.2). During diastole, when the heart relaxes, the
vascular bed is no longer squeezed and can start to open up again. The absence of the
intramyocardial pressure then results in an increase in blood flow. Thus the coronary flow
tends to be highest during diastole contrary to the rest of the body.

Figure 1.1: Coronary circulations of the heart including both the arteries and veins. Figure adopted
from healthjade.com/what-is-heart-disease
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Figure 1.2: Aortic pressure (pao ) and flow coronary flow for a left coronary artery during one cardiac
cycle. The systole and diastole of the cardiac cycle are indicated in yellow and green, respectively.

The intramyocardial pressure is different for the left and right side of the heart. The left
ventricle generates higher pressures compared to the right ventricle such that the intra-
myocardial pressure is also higher. Consequently, the systolic flow for the right side will be
higher compared to the left side in the heart due to lower intramyocardial pressures.

1.2 Clinical problem

Optimal coronary flow is crucial for maintaining cardiac function. However, coronary
blood flow can be impaired due to coronary heart disease (CHD). With CHD, coronary
arteries are accompanied by narrow segments, stenoses or lesions, which are the result
of atheromatous plaque formation throughout a long period of time (Stary et al., 1995).
Lumen area of coronary arteries may be reduced due to plaque formation. As a result, blood
flow may experience an increase in resistance with respect to the healthy case with no
narrowing due to the lumen narrowing. Thus the lumen narrowing may lead to a pressure
loss resulting in a lower distal coronary pressure (Gould, 2009; Miller et al., 1994). If with
the same venous pressure, the difference between arterial and venous pressure decreases,
lower blood flow of the affect myocardium is the result. With lower coronary blood flow, the
myocardium is less perfused and thus raising the risk for ischemia or at some point even
myocardial infarction depending on the severity (Stary et al., 1995). Patients with CHD may



10 | Chapter 1. General Introduction

show symptoms such as pain on the chest (angina pectoris), discomfort during stress and
exercise or, in severe cases, at rest.

1.3 Current clinical practice

Ischemia and myocardial infarction can be detected using non-invasive tests such as ECG,
echocardiography, and stress tests. If a physician suspects a patient to suffer from CHD,
further examinations will be conducted using coronary angiography or computed tomog-
raphy angiography (CTA). Using these imaging modalities, the state of the arteries can be
investigated and potential stenoses can be located.
The treatment options for CHD depend on a number of things such as the stenosis severity,
state of the arteries, location of the stenosis, clinical setting, and patient history. Using this
information the physician determines the appropriate treatment. For mild stenoses, life
style changes and medication are sufficient to stop the disease from progressing. For more
severe stenoses percutaneous coronary intervention (PCI) is needed which involves angio-
plasty and stenting. With angioplasty, a catheter with deflated baloon is guided to the site
of the stenosis. Once placed at the location, the baloon is inflated to force the stenosis open
and thus restoring the lumen area of the blood vessel. In order to keep the lumen area open,
a stent can be inserted such that the vessel will remain open. Once the stent is left behind,
the catheter with deflated balloon is withdrawn. For patients who have multiple stenoses
or who otherwise would be unsuitable for PCI will receive coronary artery bypass grafting
(CABG) surgery. With CABG, the affected coronary artery is bypassed using a patient’s
artery or vein from somewhere else in the body such as leg or arm. This way part of the
blood flow is directed via the health graft resulting in less pressure loss and thus effectively
restoring blood flow. Another option for CABG is using the left internal mammarian artery
(LIMA) which is located behind the sternum and shows better long-term patency than
other venous and arterial grafts (Arima et al., 2005).

1.4 Fractional flow reserve

For adequate treatment of significant stenoses, the severity and location of a stenosis need
to be assessed. Only stenoses effecting myocardial blood flow and thus causing ischemia
should be treated with PCI and CABG (Tonino et al., 2010; Pijls et al., 2010). Treating stenoses
which are not responsible for myocardial ischemia, i.e. functionally non-significant, does
not improve the patient’s outcome (Pijls et al., 2010). In order to determine the appropriate
treatment, many physicians still rely on visual inspection of stenoses (Hannawi et al.,
2014; Dehmer et al., 2012; Ludman et al., 2012). However visual inspection only takes into
account the geometry and does not include any functional information of blood flow and
blood pressure. Therefore a stenosis which is deemed visually significant will not always
lead to a impaired perfusion (Van Belle et al., 2014). Furthermore the correlation between
visual assessment and functional significance of stenoses was found to be low (Spearman’s
rho = 0.36) for stenoses of moderate severity (Fischer et al., 2002).
One solution to circumvent this problem is by using a functional measure which takes
into account the underlying physiology of the coronary blood flow. The fractional flow
reserve (FFR) is a haemodynamic measure to determine the haemodynamic severity of
a stenosis which is shown to have a diagnostic performance above 90% (Pijls et al., 1996,
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1
1995). Formally, the FFR is defined as the ratio between the mean flow with and without
stenosis during maximal hyperemia:

F F R = qs

qh
(1.1)

The flow through the stenosed vessel is denoted by qs whereas the flow in case of an absence
of a stenosis is denoted by qh . During maximal hyperemia maxmimum coronary blood
flow is achieved by intravenously infusing adenosine (Russell, 1997). However, measuring
in vivo blood flow within a clinical setting is much more difficult compared to measuring
blood pressure. Using Ohm’s law, the flow (q) in both scenarios can be approximated as:

q = pa °pv

Rh
, (1.2)

where pa and pv denote the arterial pressure and venous pressure, respectively. The
resistance of the myocardial tissue during hyperemia is given by Rh . Using two assumptions,
the FFR can be approximated by means of a pressure-derived FFR. 1) First assumption
is that by inducing hyperemia the myocardial resistance becomes independent of the
stenosis as no autoregulation of the resistance can occur. This means that for the healthy
and stenotic case the myocardial resistance in hyperemia are the same and do not change
(Pijls et al., 1993). 2) The second assumption is that the venous pressure (pv ) is negligible
compared to the arterial pressure (pa). Combining Equation (1.1) and Equation (1.2) results
in the pressure-derived FFR:

F F R = qs

qh
= (pd °pv )/Rh

(pa °pv )/Rh
º pd

pa
, (1.3)

where pressure distal to the stenosis is denoted by pd . The proximal pressure, distal
pressure, venous pressure and, resistance of the myocardial tissue are indiced in Figure 1.3.
To measure the pressure-derived FFR in clinic, patients undergo coronary catheterization.
A guiding catheter and pressure wire are inserted either via the femoral (groin) or radial
(wrist) artery and are positioned at the ostium. While the guiding catheter is left at the
ostium, the pressure wire is positioned in the vessel with stenosis. The guiding catheter
is used to measure the aortic pressure whilst the pressure wire measures pressure in the
coronary arteries. Next step is to induce hyperemia with infusion of adenosine. This way
exercise or stress are simulated as usually during this state the patient’s discomfort occurs.
Once hyperemia is induced, the FFR measurement is performing a slow pull back of the
pressure wire towards the guiding catheter. This way the FFR can be obtained throughout
the entire length of the coronary artery. In case of multiple stenoses per coronary, each
stenosis can be evaluated based on its effect on the FFR.
In a study by Pijls et al. the FFR threshold for a functional significant stenosis was set
at 0.75 (Pijls et al., 1995). Using this threshold, the DEFER study showed that patients
with a functionally non-significant stenosis (FFR>0.75) did not benefit from PCI. On the
other hand, patients with functionally significant stenoses (FFR<0.75) were shown to
have a significantly benefit from PCI (Bech et al., 2001). In a later study by Tonino et al.
the FFR threshold was set to 0.80 (Tonino et al., 2009). While FFR has been shown to
classify stenoses based on their functional significance (De Bruyne et al., 2012; Pijls et al.,
2010; Tonino et al., 2009) coronary angiography on the other hand was shown to often
overestimate the severity of stenosis (Green et al., 2004). Based on coronary angiography
hemodynamically significant and non-significant stenoses could not always be clearly
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Figure 1.3: A schematic overview of the myocardial tissue, artery and, vein. Moreover, the proximal
pressure pa , distal pressure pd , venous pressure pv and, resistance of the myocardial tissue are
indicted. Furthermore, the perfusion pressure for both the stenosed and healthy case are indicated
with ¢p§ and ¢p, respectively.

distinguished (Miller et al., 1994; Legrand et al., 1986). Using angiographic classifications of
lumen reduction area of 50% to 70%, 71% to 90% or 91% to 99% was unable to clearly classify
stenoses into functionally significant and non-significant stenoses using FFR (Tonino et al.,
2010) (See Figure 1.4). Moreover angiographic classification of multi-vessel disease did
not match with the functional classification. This means that the number of significant
stenoses found on a vessel using angiogram or FFR do not match (See Figure 1.4).
Although FFR is shown to be a valuable tool to define functional severity of stenoses, it
still remains an invasive measure for which intra-vascular pressures need to be measured.
Depending on the measured FFR, patients either receive PCI or CABG (FFR∑ 0.80) or only
receive medicinal treatment (FFR>0.80). The problem is that the latter group receives
only medicinal treatment such that retrospectively, catherization for measuring the FFR is
considered to be unnecessary as no physical intrusion was proven to be necessary. This
applies for almost 1 out of 2 patients that receiced an invasive FFR assessment (Van Belle
et al., 2014; Curzen et al., 2014).

1.5 Virtual FFR

One study found that 145 of the 253 (58%) participating physicians measure FFR less than
one third of the time. Whereas 15.4% of the physicians never measured FFR at all (Han-
nawi et al., 2014). Other studies found an adoption rate of 5 to 7% in the USA and Europe
(Dehmer et al., 2012; Ludman et al., 2012). Bringing vFFR computer models closer to the
clinic could help increase the adoptions rate of the FFR in the clinic.
A benefit of vFFR compared to the clinically used FFR is that due to its non-invasive nature
it is safer as complication rates decrease. It furthermore doesn’t cause the patient any
discomfort as no adenosine needs to be used which is needed for the hyperemia. Moreover,
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Figure 1.4: Stenoses classification based on agiography and FFR (Tonino et al., 2010). In (a) the three
angiographic classifications are split into functionally significant (FFR∑ 0.80) and non-significant
(FFR> 0.80). In (b) angiographic multi-vessel diseases compared against the functional multi-vessel
disease.

vFFR is furthermore also cheaper (Douglas et al., 2016) as no catherization is needed which
includes a pressure wire, adenosine infusion, and of course the multiple staff members
performing the catherization.
Patients with stable coronary heart disease could be screened using computer models
which compute the FFR without the need of an invasive pressure measurement. The pa-
tients then could be classified into patients with functionally significant stenoses (FFR∑0.80)
and patients with functionally non-significant stenoses (FFR>0.80). The latter group would
then not need to receive catherisation but only receive medicinal treatment. Patients
with significant stenoses can then be directed towards catherization which depending
on the stenosis will result in either PCI or CABG. This way the number of retrospectively
unnecessary catherizations could reduced significantly as the group with non-significant
stenoses is a priori excluded from the catherization. Various studies in literature have
shown the feasibility of applying CFD models at computing patient-specific FFR. In the
DISCOVER-FLOW, DeFACTO and, NXT studies where FFR was based on the CT acquisitions
were shown to yield promising results with accuracy as high as 86% (Koo et al., 2011; Min
et al., 2012; Nørgaard et al., 2014). Morris et al. and Tu et al. have shown promising results
based on computing FFR using angiography with either single-plane, bi-plane or, multi-
plane acquisitions (Morris et al., 2013; Tu et al., 2014). In a study, Douglas et al. showed the
feasibility of computed FFR as a diagnostic strategy using a prospective longitudinal trail
(Douglas et al., 2015). They found that invasive coronary angiography was cancelled in 61%
of the time after receiving FFRct. Moveover, cancelling the invasive coronary angiogram
did not result in events in the patients (Douglas et al., 2015).
Another usage of computer models could be to determine the optimal treatment per patient
by modelling various treatments a priori and chosing the optimal one (Kim et al., 2014).
This could help physicians help decide which stenosis in multi-vessel disease should be
taken care of without over treating the patient.
In literature various types of CFD models can be found ranging from 0D to 3D. Based
on CTA or MRI acquisitions, 3D CFD models are meant to capture the in vivo structure
of coronary arteries (Taylor et al., 2013; Min et al., 2015; Nakazato et al., 2013). Vessel
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geometries can also be generated based on single-plane or bi-plane angiograms which
however require additional reconstruction (Çimen et al., 2016; Chen and Carroll, 2000).
Morris et al. showed promising results based on these semi-3D geometries (Çimen et al.,
2016). A more straightforward model that could be generated based on angiograms is the
2D axisymmetric model which only requires a centerline with corresponding radius profile.
The 2D axisymmetric model is effectively a slice from centerline to radius of a straightend
tube and thus reducing computational time significantly (Morris et al., 2016).
Another type of CFD model are the 1D models (Fossan et al., 2018; van der Horst et al.,
2013; Itu et al., 2012; Renker et al., 2014). For these relatively simple models, mass and
momentum conservation equations are integrated over the cross-sectional area of a blood
vessel such that only the axial direction is retained (van der Horst et al., 2013; Fossan et al.,
2018; Itu et al., 2012; Van de Vosse and Stergiopulos, 2011). Using 1D models, a larger
portion of the circulation can be modelled. The last type of model is the lumped-parameter
models (0D) model. This type of model is based on an a priori obtained pressure-flow
relation of stenoses for various geometrical features (Huo et al., 2011; Schrauwen et al.,
2015; Bessems, 2007).
Although the feasibility of applying CFD models for computing patient-specific FFR has
been shown, there are still discrepencies between computed and actual measured FFR
(see Figure 1.5a-c). These discrepencies may pose a problem when computing FFR values
close to the 0.80 threshold of stenosis classification, leading to false positives and false
negatives and thus eventually leading to overtreatment or undertreatment. Uncertainty
quantification and sensitivity analysis could help in gaining more certainty regarding FFR
predictions per stenosis.

1.6 Uncertainty quantification & Sensitivity analysis

Although CFD models for FFR are shown to have a high accuracy (Koo et al., 2011; Min
et al., 2012; Nørgaard et al., 2014; Nakazato et al., 2013; Renker et al., 2014), model accuracy
does not remain constant as a function of the FFR (see Figure 1.5d). In a review study
performed by Cook et al. (Cook et al., 2017), where five studies were compared, FFR models
were shown to have the highest accuracy (> 86%) for low (F F R < 0.6) and high (F F R > 0.8)
FFR values (Koo et al., 2011; Min et al., 2012; Nørgaard et al., 2014; Nakazato et al., 2013;
Renker et al., 2014). However, for FFR between 0.7 and 0.8 the accuracy was shown to
be approximately 46% (Cook et al., 2017). Especially for FFR between 0.7 and 0.8, where
a small error in FFR can lead to ambivalent classification of stenoses, accuracy should
be highest. Moreover, a single computed FFR value hardly suffices in this region. Ideally
for this range, a confidence interval of the FFR should be given to classify stenoses with
more certainty. Moreover, accuracy of the computed FFR should be increased. Including
parameter uncertainty, the FFR uncertainty can be quantified. Furthermore using sensi-
tivity analysis, parameters with the largest impact on the FFR can be identified (Huberts
et al., 2014; Quicken et al., 2016; Sankaran et al., 2016; Fossan et al., 2018). This way both
the model can be more accurate as the parameter with the largest influence then can be
measured or estimated more accurately whereas also a range of uncertainty in the FFR
can be given. Examples of UQ&SA for computed FFR can found in for example the studies
of Fossan and Sankaran (Sankaran et al., 2014, 2016; Fossan et al., 2018) where effects of
boundary conditions, viscosity and, geometry on the FFR are investigated.
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Figure 1.5: Overview of various studies comparing measured FFR (mFFR) with computed FFR
(cFFR.) In (a) the results from Koo et al. are shown (Koo et al., 2011). The results from Norgaard et al.
(Nørgaard et al., 2014) are depicted in (b) whereas the findings of Itu et al. are shown in (c) (Itu et al.,
2016). In (d) the diagnositic accuracy for the models as a function of cFFR is depicted as published by
Cook et al. (Cook et al., 2017).

1.7 Aim and thesis outline

The potential benefit of patient-specific CFD modelling of coronary blood flow is evident
from previous studies. However, current 3D modelling is impeded by high computational
costs (Morris et al., 2017) when performing sensitivity and uncertainty analysis for model
parameters. The goal of the thesis is twofold. The first goal is to reduce computational
time of models by investigating the feasibility of reduced order models. The second goal
is investigate the influence of parameter uncertainty in boundary conditions and blood
viscosity models on the computed FFR of coronary models. This thesis comprises of the
following chapters:

In Chapter 2, the influence of several viscosity assumptions on the computed FFR were
investigated. To this end three different viscosity assumptions e.g. a constant viscosity
value, a Newtonian approach including patient-specific hematocrit and a non-Newtonian
approach including patient-specific hematocrit. For both patient-specific blood viscosity
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models the plasma viscosity will be constrained to physiological values. FFR computa-
tions of the various viscosity assumptions are carried out for coronaries extracted from CTA.

In Chapter 3, the effect of variations in plasma viscosity and hematocrit on the computed
FFR are investigated. Based on the variations of both parameters, the inter-patient vari-
ations on the computed FFR is determined using uncertainty quantification. Moreover,
using sensitivity analysis the parameter with the largest effect on the computed FFR can be
determined.

In Chapter 4, the aim is to investigate if less complex models maintain accuracy compared
to their more complex three-dimensional counterpart. To this end a large number of pa-
rameterized coronaries are generated for seven different geometry characteristics such as
stenosis severity, vessel curvature, torsion, etc. The results will show whether a less complex
model is accurate enough to replace the 3D model. Moreover, we will extend the analysis to
the steady inflow boundary conditions on the computed FFR with respect to the unsteady
approach.

In Chapter 5, the effect of several boundary conditions on the computed FFR will be in-
vestigated. To this end, a workflow is used where the flow is estimated based on the size
of the myocardium and the expected perfusion of the myocardium (flow per amount of
myocardium). The flow among coronary vessels is divided based on vessel sizes using
Murray’s Law. Whereas the pressure at the inlet will be chosen to be the mean arterial
pressure. These four parameters will be varied within their population-based range. Results
of this chapter will identify the parameter with the largest impact on the computed FFR
using sensitivity analysis.

In Chapter 6, the results and findings of Chapter 2 to Chapter 5 will be discussed and put
into perpective with findings from literature.
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Abstract

Although blood viscosity is known to depend on the shear rate, in computational fluid
dynamics (CFD) blood is often considered to behave as a Newtonian fluid. In this study,
we examined the impact of using different constitutive models, both Newtonian and non-
Newtonian, on the computed fractional flow reserve (FFR). 206 coronary lesions, imaged
using CTA, were considered, and three-dimensional CFD simulations were carried out for
the coronary circulation. We have shown that 26% to 53% of the cases considered can have
a greater difference in computed FFR than the reported reproducibility of invasive FFR.
While uncertainty in geometry and boundary conditions were not considered, the results
clearly demonstrate that the choice of blood viscosity model has a significant impact on
the FFR prediction.
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2.1 Introduction

Fractional flow reserve (FFR) has become the gold standard for determining haemodynamic
severity of a coronary stenosis and for deciding treatment. FFR is defined as the ratio
between the invasively measured pressure distal and proximal to the stenosis averaged
over time (Pijls et al., 1995). In multiple studies, FFR has been shown to reliably classify
stenoses based on functional significance (Tonino et al., 2010; Pijls et al., 2007). Patients
with FFR 0.80 receive percutaneous coronary intervention (PCI) or coronary artery bypass
grafting (CABG), whereas patients with a FFR above 0.80 are usually medically treated. It
has been shown that the latter group of patients often undergo unneeded invasive FFR
assessment (Min et al., 2012; Koo et al., 2011; Nørgaard et al., 2014). To reduce the number
of unnecessary and potentially risky invasive procedures, research has been aimed at
applying computational fluid dynamics (CFD) to predict patient-specific FFR (Taylor et al.,
2013; Tu et al., 2014; Morris et al., 2013, 2015; Koo et al., 2011).
In most CFD models blood is assumed to behave as a Newtonian fluid whereas in actuality
blood exhibits complex non-Newtonian properties such as shear thinning, yield stress and
viscoelasticity (Marcinkowska-Gapińska and Kowal, 2009; Long et al., 2005; Revellin et al.,
2009). Although a Newtonian model can yield good approximations for the constitutive
behavior of blood in higher flow regimes, non-Newtonian models are still needed for
accurate predictions at lower flow rates (Johnston et al., 2006, 2004; Cho and Kensey,
1991). The coronary circulation can show heavily decelerating or even retrograde flow in
the epicardial coronary arteries because of the effect of myocardial contraction on the
coronary micro-circulation. Large variations in flow rates within the coronary tree may
have a significant effect on viscosity due to variations in shear rate. During systole, coronary
flow and thus shear rates are usually lower compared to diastole. Consequently, viscosity is
higher at systole and lower at diastole, which is the phase where most of the coronary flow
occurs. Assuming a constant viscosity independent of shear rate could therefore introduce
inaccuracies.
Several studies have shown that blood viscosity not only depends on shear rate but also
on hematocrit: blood viscosity increases with hematocrit (Baskurt and Meiselman, 2003;
Long et al., 2005). Cokelet et al. (Cokelet, 1987) showed that an increase in hematocrit
from 0.45 to 0.46 results in a 4% increase in blood viscosity at higher shear rates. The
physiological range of hematocrit is between 0.35 and 0.55 (Marcinkowska-Gapińska and
Kowal, 2009). For high shear rates and an average plasma viscosity, blood viscosity can
vary by approximately a factor 1.6 from a hematocrit of 0.35 to 0.55 (Quemada, 1977),
and for lower shear rates, the effect is even larger (Quemada, 1977). Shear thinning as a
result of rouleaux formation at low shear rates is considered to be an important property of
blood (Revellin et al., 2009; Baskurt and Meiselman, 2003; Chen et al., 2006; Mandal, 2005;
Johnston et al., 2004). Another important component of the total blood viscosity is the
plasma viscosity: an increase in plasma viscosity also increases the total blood viscosity
(Marcinkowska-Gapińska and Kowal, 2009; Quemada, 1977). This potential change in
plasma viscosity does not depend on the hematocrit and the cells within the plasma as
plasma behaves like a Newtonian fluid (Baskurt and Meiselman, 2003).
Finally, regarding viscoelasticity, McMillen et al. (McMillan et al., 1986) showed that the
viscoelasticity of blood diminishes very rapidly as shear rate rises which is the case in
coronary arteries during hyperemia. Furthermore, Gijsen et al. (Gijsen et al., 1999) showed
that viscoelasticity can be ignored when investigating velocity profiles in medium sized
arteries. In the literature, various non-Newtonian blood viscosity models can be found
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(Quemada, 1977; Neofytou, 2004; Ree and Eyring, 1955). In particular, Quemada et al.
(Quemada, 1977) developed a model that considers the influences of hematocrit, plasma
viscosity and non-Newtonian behaviour on the total blood viscosity. The main benefit
of the Quemada model over other non-Newtonian models is the fact that it depends on
hematocrit and plasma viscosity, quantities that can be easily assessed from blood samples.
Since blood samples can be taken in the clinical workflow, further personalization of CFD
simulations, using patient-specific hematocrit and plasma viscosity, may be feasible.
In this study, the influence of different viscosity assumptions on the computed FFR were
investigated. For this purpose, we used three different viscosity assumptions e.g. a constant
viscosity value, a Newtonian approach including patient-specific hematocrit and a non-
Newtonian approach including patient-specific hematocrit where the plasma viscosity will
be bounded to a physiological range of values. Simulations were carried out for coronary
geometries extracted from CTA.

2.2 Materials and Methods

2.2.1 Patient specific geometries

For this study, geometries were based on a previous CTA study (Koo et al., 2011). In total
206 lesions (146 patients) for which the hematocrit was available, were analyzed.

2.2.2 CFD modelling

In this study, blood flow was simulated by solving the incompressible unsteady Navier-
Stokes equations given by:

Ω(
@~u
@t

+~u ·r~u) =°rp +r ·2¥D , (2.1)

r ·~u = 0. (2.2)

The blood velocity and pressure are denoted by ~u and p, and the blood viscosity is given by
¥. The rate of deformation tensor and blood density are denoted by D and Ω, respectively.
The constitutive model for blood can either be Newtonian (constant value for viscosity) or
non-Newtonian using the blood shear rate. At the aortic inlet, a constant cardiac output
was prescribed using a flat velocity profile, and the vessel walls were assumed to be rigid.
In this study, a steady-state flow condition was used as it has been shown to provide
reasonably accurate estimates for FFR (Fossan et al., 2018; Morris et al., 2017; Gashi et al.,
2018). The coronary outflow resistances (Kim et al., 2010; Vignon-Clementel et al., 2006;
Sankaran et al., 2012; Min et al., 2015; Taylor et al., 2013) to simulate maximal hyperemia
were determined using the estimated fraction of the left ventricular myocardial mass
perfused by each coronary vessel and appropriate assumptions regarding the vasodilatory
effects of adenosine. First, based on the segmented left ventricular myocardium from the
CTA images, the total basal coronary flow is computed from the estimated cardiac flow
demand. Next, the baseline resistances of each individual coronary outlet boundary are
computed from the estimated basal flow and morphometric relationships between flow
rates and diameters. Maximal hyperemia is simulated by modeling the effect of a typical
dose of adenosine by lowering the coronary outlet resistances to minimum values (Taylor
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et al., 2013). The outflow resistance at the aortic outlet, representing the total systemic
resistance, was adjusted together with the cardiac output to reproduce a physiologically
realistic aortic pressure. The fluid equations were numerically solved using a stabilized,
semi-discrete finite element method, using meshes containing linear tetrahedral elements
with boundary layers at the vessel walls. FFR was calculated with FFR = Pc/PAo, where Pc
is the steady-state pressure in the coronary artery, and PAo is the average pressure in the
aorta.

2.2.3 Viscosity model

2.2.3.1 Constant viscosity value

The first method that was considered for modeling blood viscosity is to treat blood as a
Newtonian fluid, where the viscosity is a single constant value independent of patient-
specific characteristics. For this study, two constant values of viscosity were chosen from
literature (Van Tricht et al., 2005; Kim et al., 2010; Valen-Sendstad and Steinman, 2014;
Steele et al., 2007) :

¥3.5 = 3.5 ·10°3Pa · s (2.3)

¥4.5 = 4.5 ·10°3Pa · s (2.4)

2.2.3.2 Patient-specific Newtonian

Additionally, a patient-specific Newtonian model was considered, where the viscosity is
calculated using the hematocrit and plasma viscosity values measured from the patient. For
this study we used the model for blood viscosity from the work of Sankaran et al. (Sankaran
et al., 2016)

¥N =
¥p

(1°Hct )2.5 , (2.5)

where Hct is the hematocrit denoted in a fraction and ¥p is the plasma viscosity constant at
1.1 ·10°3 Pa · s. In the literature, the plasma viscosity was reported as varying between 1.00 ·
10°3 and 1.50 ·10°3 Pa · s (Baskurt and Meiselman, 2003; Haidekker et al., 2002; Késmárky
et al., 2008; Rand et al., 1964). Hence, we chose to also consider a higher plasma viscosity of
1.4 ·10°3 Pa · s so that both the lower and higher ends of the viscosity range was taken into
account. The patient-specific Newtonian viscosity with a plasma viscosity of 1.1 ·10°3 Pa · s
is denoted as ¥N ,1.1 whereas for a plasma viscosity of 1.4 ·10°3 Pa · s it is denoted as ¥N ,1.4.

2.2.3.3 Quemada model

A more complex representation of the blood viscosity within the patient would incorporate
patient-specific measurements of hematocrit and plasma viscosity and account for the
shear-thinning properties of blood. In the Quemada model blood viscosity is a function
of hematocrit (Hct ) and blood plasma viscosity (¥p ) which are both measurable physical
quantities. The Quemada model is given by:
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Figure 2.1: ∞̇c , k0 and k1 as a function of the hematocrit. Dots indicate measurements (Oliver, 1986).

¥Q = ¥p [1° 1
2

KQ Hct ]°2, (2.6)

KQ = (
k0 +k1

q
∞̇
∞̇c

1+
q

∞̇
∞̇c

). (2.7)

Herein, k0 and k1 represent the intrinsic viscosities for zero and infinite shear rate, respec-
tively. The Quemada viscosity is denoted as ¥Q,1.1 or ¥Q,1.4 depending on the choice of ¥p .
The characteristic shear rate is given by ∞̇c . For incompressible flow, the magnitude of the
effective shear rate (∞̇) is defined as (Spencer, 2004):

∞̇=
p

2|I ID | =
q
|tr (D2)| (2.8)

I ID denotes the second invariant of the rate of deformation tensor D , and ~u denotes the
blood velocity in the vessel. The parameters k0, k1 and ∞̇c depend on the hematocrit as
observed experimentally by Oliver et al. (Oliver, 1986) (see Figure 2.1). In this study, the
relationship between k0, k1 and Hct was obtained by fitting a second order polynomial
whereas the relationships between ∞̇c and Hct were obtained by fitting an exponential
function. k0, k1 and ∞̇c were fitted for the physiologically observed Hct range, i.e. between
0.35 and 0.55 (Marcinkowska-Gapińska and Kowal, 2009). All three fits were generated such
that the adjusted R2 was higher than 0.99, resulting in the following equations:

k0(Hct ) =Æ0,0H 2
ct +Æ0,1Hct +Æ0,2, (2.9)

k1(Hct ) =Æ1,0H 2
ct +Æ1,1Hct +Æ1,2, (2.10)

and,

∞̇c (Hct ) =Æ∞,0eÆ∞,1 Hct . (2.11)

The parameter values of the constants for the fitted k0, k1 and ∞̇c can be found in Table
2.1. Using these fitted functions, the blood viscosity predicted by the Quemada model is
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shown (Figure 2.2) for low (1s°1) and high (1000s°1) shear rates with varying Hct and ¥p .
Properties of the isolines of the total blood viscosity change as a function of the shear rate:
at low shear rates, blood viscosity mainly depends on hematocrit whereas for higher shear
rates plasma viscosity becomes more dominant. Using relationships (2.9) to (2.11) the
Quemada model is effectively reduced from a five-parameter model (k0, k1, ∞̇c , Hct , ¥p ) to
a two-parameter model (Hct , ¥p ).

2.2.4 Numerical implementation

Both the constant and patient-specific Newtonian viscosity manifest as a single viscosity
value throughout the duration of the simulation. The Quemada model on the other hand
was continually updated within each time step, whereby the viscosity value is updated using
the latest available state of the velocity field. To improve numerical stability, simulations
using the Quemada model were initialized by holding the shear rate within the viscosity
formula constant at 1000s°1 until pressure and flow reached a steady state. Afterwards, the
shear rate was computed from the velocity field. Simulations are carried out with a time
step of 1 ·10°3 s until all simulations converged to a new steady state.

2.3 Simulations & analysis

2.3.1 Non-Newtonian simulations

The computed FFR on a single patient-specific model is shown in Figure 2.3 for the various
blood viscosity models used in this study. The sorted ranges of the computed FFR values

Table 2.1: Parameter values of the fits for k0, k1 and ∞̇c

Æi ,0 Æi ,1 Æi ,2

k0 28.3 [-] -37.83 [-] 15.68 [-]
k1 -10.46 [-] 7.601 [-] 0.8468 [-]
∞̇c 3.012 ·10°3 [s°1] 13.09 [-] -
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Figure 2.2: Isoviscosity lines for the total blood viscosity as a function of the hematocrit and plasma
viscosity for shear rates of 1 s°1 (a) and 1000 s°1 (b).
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for 206 lesions (146 patients) for six different viscosity cases are shown in Figure 2.4a.
The range of computed FFR within a lesion results from different approximations for the
blood viscosity. The different FFR predictions for the various viscosity models at multiple
locations are shown with an FFR range of up to 0.065 (Figure 2.4b). The largest FFR ranges
are observed to be around a FFR of 0.6 to 0.8. For all lesions the range of computed FFR
values lies within 0.18 and 0.99. Based on the cut-off value of 0.80, 78 to 96 lesions are
deemed significant depending on the viscosity model (see Figure 2.4a & 2.5, Table 2.2).
However, 14 lesions (see Figure 2.5) may be either deemed as significant or insignificant
depending on the choice of blood viscosity model. This implies that the decision to perform
an invasive treatment such as PCI would change depending on the chosen approximation
of the blood viscosity assuming that all other variables such as geometry and boundary
conditions are known with certainty.
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Figure 2.3: The computed FFR for the coronary circulation. The FFRs for the six different viscosity
models at four different locations are indicated with arrows and their corresponding number. For
each lesion a table of the FFR is included with a FFR distribution for all six models. The locations of
the stenoses are indicated with red arrows.

Table 2.2: The number of significant lesions (FFR∑0.80) for the various Newtonian and non-
Newtonian blood viscosity models.

¥3.5 ¥4.5 ¥N ,1.1 ¥N ,1.4 ¥Q,1.1 ¥Q,1.4

# Significant lesions [-] 78 87 83 96 83 91
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Figure 2.4: The computed FFR ranges for 206 lesions sorted from lower to higher FFR (a). The black
line represents the FFR threshold for invasive treatment. In (b) the FFR ranges are shown as a function
of the median FFR using the different viscosity models relative to the measured reproducibility. The
dashed and solid lines in (b) represent the measured reproducibility obtained by Berry et al. (Berry
et al., 2013) and Gaur et al. (Gaur et al., 2014b), respectively.
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Figure 2.5: The computed FFR for the 206 lesions (146 patients) for six different viscosity cases is
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Figure 2.6: Histogram of the FFR differences between the Quemada model and the four Newtonian
models. All of the Newtonian models are compared against the Quemada model for both ¥p (a-h).
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A closer look at the differences between the Quemada model and the Newtonian approxi-
mations showed that depending on the parameter choice for the Quemada model there is
either an overestimation or underestimation of the FFR by the Newtonian approaches (see
Figure 2.6). Using ¥3.5 tends to result in an overestimation of the FFR which increases with
increasing ¥p . However, using ¥4.5 results only in an overestimation of FFR when the larger
¥p is used in the Quemada model while underestimating FFR when the smaller ¥p is used.
The patient-specific Newtonian model tends to underestimate the FFR compared to the
Quemada model for both plasma viscosities. Depending on the choice of viscosity model,
the FFR can vary up to 0.065 with 95% of the cases showing a difference below 0.048; the
variation in FFR for 26% to 53% of the cases is more than the measured reproducibility of
FFR (æF F R =0.02, æF F R =0.03) (Gaur et al., 2014b; Berry et al., 2013). It is important to note
that the overestimation and underestimation of FFR by the Newtonian models is shown to
be correlated with the hematocrit. Each of the Newtonian approaches is shown to correlate
well with the Quemada model only for a certain hematocrit value. An FFR result based on
¥3.5 corresponds best with the result based on the Quemada model for smaller values of
Hct independent of the chosen ¥p . Increasing Hct increases the overestimation of FFR by
the Newtonian models as can be seen in Figure 2.8a. The result based on ¥4.5 corresponds
best for a hematocrit of 0.50 when using the smaller ¥p for the Quemada model, and with
decreasing hematocrit, the FFR underestimation was shown to increase. On the other hand
for the larger ¥p , a similar overestimation from using ¥4.5 occurs as from using ¥3.5. When
using a Newtonian approach with patient-specific Hct , the underestimation of the FFR
increases with increasing Hct .
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Figure 2.7: Histogram of the absolute FFR ranges resulting from the six different viscosity models for
all 206 lesions.
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Figure 2.8: FFR differences are depicted between the Quemada model and the Newtonian models as
a function of the hematocrit. The difference in FFR is calcuted as the FFR with the Quemada model
minus the FFR with the Newtonian model.

2.4 Discussion

The aim of this study was to investigate the impact of various blood viscosity models on
the computed FFR. The FFR used in this study is derived from the time-averaged pressure
proximal and distal to the stenosis, similar to what is used in the clinic for determining the
physiological severity of a coronary stenosis. To this end we used a Newtonian approach
with a constant value (¥3.5 = 3.5 ·10°3Pa · s, ¥4.5 = 4.5 ·10°3Pa · s), a Newtonian approach
with patient-specific hematocrit, and a non-Newtonian approach with the Quemada model
for blood viscosity. Applying the different blood viscosity models on over 200 lesions, we
investigated the effect of blood viscosity on the computed FFR. Our analysis showed that
the FFR differences between the Newtonian models and the non-Newtonian model can
vary by up to 0.065 and is also correlated to the hematocrit. We have furthermore shown
that the differences in FFR can increase by varying the plasma viscosity.

2.4.1 Non-Newtonian simulations

The differences in FFR per lesion were found to be nonuniform across lesions. Investigating
the impact of different blood viscosity models on the computed FFR has made clear that
for a number of lesions (7%), the choice of blood viscosity model affects the classification
of functional significance, as determined by a cutoff-value of 0.80.
For higher shear rates, blood viscosity approaches a plateau and becomes increasingly
insensitive to changes in shear rate. This indicates that shear thinning for the Quemada
model at high shear rates plays a minor role comparison to the choice of hematocrit and
plasma viscosity.
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Furthermore we have shown that each of the four Newtonian models has its characteris-
tic hematocrit value for which it best matches the Quemada model. This characteristic
hematocrit was found to change for different plasma viscosities.
For the current study we have included the measured hematocrit values which can be
assessed in the clinic. However, this was done while using a population-based approach
for the plasma viscosity by using values at the lower and higher range. Plasma viscosity is
known to vary between 1.00 and 1.50 mPa · s; as such, the value that is chosen can have a
significant impact on the computed FFR (Baskurt and Meiselman, 2003; Haidekker et al.,
2002; Késmárky et al., 2008; Rand et al., 1964). A population-based approach for plasma
viscosity will likely have less fidelity on a patient-specific basis, and the added uncertainty
of the plasma viscosity contributes to the uncertainty in computed FFR.
In this study, the aim was not to perform a direct comparison of the computed FFR with
the invasively-measured FFR for the various viscosity models, but rather to show that the
choice of blood viscosity model can have a significant impact on the computed result,
all else being equal. Future work would further investigate the impact of blood viscosity
modeling on flow rates, velocity profiles and wall shear stresses. We have shown that the
choice of blood viscosity model and the associated parameter values should be carefully
considered, as the resulting variations in computed FFR may be greater than the reported
reproducibility of invasively-measured FFR (Gaur et al., 2014b; Berry et al., 2013).

2.4.2 Limitations

One of the limitations of the study could be the use of constant steady boundary conditions.
Flow through coronary arteries is known to heavily decelerate during systole as a result
of myocardial contraction. Blood viscosity might be higher during systole as a result of
the lower flow and thus lower shear rates. However, Sharp et al. (Sharp et al., 1996) argued
that red blood cell aggregates are unlikely to occur in blood flowing in large arteries and if
they occur, they are probably small in size. Furthermore, rouleaux degradation happens
almost instantaneously. Aggregation on the other hand shows a characteristic time which
is significantly longer than a cardiac cycle. Sharp et al. (Sharp et al., 1996) further argued
that aggregations are unlikely to happen as shear rates increase throughout a large portion
of the cross-section for at least a brief period of time during the cardiac cycle. Given these
statements we expect the assumption of a steady flow to have small to negligible effect
on the blood viscosity. Furthermore due to the increased flow during hyperemia, shear
rates are expected to further increase compared to the resting state. The selection of the
Quemada model may be deemed reasonable when considering the argument of Sharp et al.
(Sharp et al., 1996) in combination with the high shear rates in this study.

2.4.3 Conclusion

This work is a first step towards understanding the effect on computed FFR of using a
non-Newtonian blood viscosity compared to using Newtonian models. We have shown that
when using different blood viscosity assumptions the computed FFR may vary significantly
and result in possibly different diagnostic outcomes due to the 0.80 cut-off. We furthermore
have shown that when employing the Quemada model, which in literature is shown to
accurately capture the blood viscosity behaviour (Marcinkowska-Gapińska et al., 2007), the
parameter values for hematocrit and plasma viscosity can significantly impact the FFR:
these values should ideally be derived from reliable measurements on the patient.
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Abstract

In this computational study, we investigated the impact of uncertainty in hematocrit and
plasma viscosity on computed fractional flow reserve (FFR). The FFR was estimated using
computational fluid dynamics (CFD) where the non-Newtonian constitutive behavior of
blood was approximated with the Quemada model. To this end data of 68 patients (80
lesions) with patient-specific hematocrit values were considered. When the hematocrit is
unknown and assumed to vary across a physiological range of values, the resulting variation
in computed FFR was found to be as large as 0.08, which means that to 88% of lesions
demonstrated a larger variance than the reported reproducibility of invasively-measured
FFR in the clinic. Taking into account patient’s hematocrit and only varying plasma viscosity,
FFR variability decreased by more than a factor 2.2. Performing a sensitivity analysis, we
found that 61% of the FFR uncertainty was due to uncertainty in the hematocrit and 38%
was due to uncertainty in plasma viscosity. Knowledge of the hematocrit, which can readily
be measured in the clinic, is vital for reducing the uncertainty in the computed FFR when
employing the Quemada viscosity model.
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3.1 Introduction

Measurement of the Fractional Flow Reserve (FFR) to determine the functional severity
of a lesion in the coronary arteries is recommended by the guidelines of the European
Society of Cardiology and the European Association for Cardio-Thoracic Surgery in order
to refer the patient for coronary artery bypass grafting (CABG), percutaneous coronary
intervention (PCI), or medicinal treatment. FFR is formally defined as the ratio between
the time-averaged maximal hyperemic flow in a vessel with a stenotic lesion to normal
maximal hyperemic flow in the same vessel. The FFR can be approximated by the ratio
between the time-averaged pressure distal (pd ) to the lesion and the pressure proximal (pa)
to the lesion (Pijls et al., 1995). In the clinic, FFR is usually assessed via an invasive pressure
measurement after hyperemic flow has been induced during coronary catheterization. Pa-
tients with an FFR 0.80 may receive percutaneous coronary intervention (PCI) or coronary
artery bypass grafting (CABG), whereas patients with an FFR above 0.80 usually receive
medicinal treatment. In retrospect the latter group of patients underwent an unneeded
invasive FFR assessment. This applies to up to 50% of the patients that received a FFR
measurement (Min et al., 2012; Koo et al., 2011; Nørgaard et al., 2014).
Recently, much effort has been focused on applying computational methods for non-
invasively predicting FFR based on CT images (Taylor et al., 2013; Morris et al., 2013, 2015;
Koo et al., 2011). When modeling blood flow, a common assumption is that blood can be
treated as a Newtonian fluid. Many studies either employ a constant viscosity (Johnston
et al., 2004; Mirramezani et al., 2019) or one based on patient data (Sankaran et al., 2012;
Fossan et al., 2018). In reality, blood viscosity has been shown to be dependent on the
hematocrit (Hct ) and plasma viscosity (¥p ) which vary from patient to patient (Baskurt and
Meiselman, 2003; Long et al., 2005). One of the main drawbacks for a Newtonian approach
is that one assumes an effective shear rate a priori which is not known. This might have
a significant impact on the computed FFR which especially around the threshold might
affect decision-making. However, the exact influence of non-Newtonian blood viscosity on
the computed FFR is unknown.
In this study, we therefore aim to examine the effect of variations in hematocrit and plasma
viscosity on computed FFR. To this end the Quemada model which captures the shear-
thinning behavior of blood and includes the input parameters, hematocrit and plasma
viscosity has been used (Quemada, 1981, 1977). Whilst varying Hct and ¥p within their
corresponding physiological ranges, we determined inter-patient variations in computed
FFR using uncertainty quantification (UQ). The UQ approach is based on a global variance-
based method which captures the uncertainty in variance. Using this UQ approach, sensi-
tivity analysis (SA) was used to identify important parameters and quantify their effect on
the output uncertainty (Quicken et al., 2016; Huberts et al., 2014). UQ in cardiovascular
applications has been shown to be a valuable tool to gain insight into the relationships
between the output and input variation and to select input parameters which reduce the
output uncertainty (Chen et al., 2013; Sankaran et al., 2016; Quicken et al., 2016; Huberts
et al., 2014). Using this approach the contribution relative to the FFR uncertainty for each
parameter was investigated.
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Figure 3.1: An overview of the boundary conditions applied at the aortic inlet (1), aortic outlet (2)
and, coronary outlets (3). At the aortic inlet, a constant flow is prescribed whereas at the aortic outlet
a three-element windkessel model is used. For the coronaries which are indicated in grey, at the
outlets lumped coronary models are prescribed.

3.2 Materials and Methods

3.2.1 Patient specific geometries

Patient-specific geometries in this study were reconstructed from the CTA scans obtained
from previous studies (Koo et al., 2011; Min et al., 2011). 68 patients (80 lesions) with
measured hematocrit values were included. The median of the clinically measured FFR
for the 80 lesions was 0.84 [95%C I : 0.5 - 0.97] whereas the median hematocrit values was
found to be 0.44 [95%C I : 0.35 - 0.49]. Each patient’s geometry consisted of a small part of
the aorta with coronaries branching from the aorta (see Figure 3.1).

3.2.2 CFD modelling

The incompressible Navier-Stokes equations with non-Newtonian fluid viscosity were used
to model coronary hemodynamics:

Ω(
@~u
@t

+~u ·r~u) =°rp +r ·2¥(∞̇)D , (3.1)

r ·~u = 0, (3.2)
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where ~u and p are the velocity and pressure, respectively. The density, shear rate, shear
rate dependent viscosity, and deformation rate tensor are denoted by Ω, ∞̇, ¥(∞̇) and D ,
respectively. The blood density Ω was set to 1060 kg/m3. Furthermore, vessel walls were
assumed to be rigid. The shear rate (∞̇) for incompressible flow is defined as (Spencer,
2004):

∞̇=
p

2|I ID | ¥
q
|tr (D2)| (3.3)

where |I ID | denotes the magnitude of the second invariant of the rate of deformation tensor
D (D = 1

2 (r~u+ (r~u)c )). It has been shown in the literature that the steady-state assumption
provides reasonably accurate estimates for FFR compared to fully transient conditions
(Fossan et al., 2018; Morris et al., 2017; Gashi et al., 2018). Therefore, at the aortic inlet
(see Figure 3.1), a constant cardiac output was prescribed using a flat velocity profile. The
coronary outflow resistances (Kim et al., 2010; Vignon-Clementel et al., 2006; Sankaran
et al., 2012; Min et al., 2015; Taylor et al., 2013) to simulate baseline flow and hyperemic
flow were determined using the estimated fraction of the left ventricular myocardial mass
perfused by each coronary vessel. Based on the segmented left ventricular myocardium
from the CTA images, the total baseline coronary flow is computed from the estimated
cardiac flow demand. The baseline resistances of each individual coronary outlet boundary
are computed from the estimated basal flow and morphometric relationships between flow
rates and diameters. Maximal hyperemia is simulated by modeling the effect of a typical
dose of adenosine by lowering the coronary outlet resistances to minimum values (Taylor
et al., 2013). The outflow resistance at the aortic outlet (see Figure 3.1), representing the
total systemic resistance, was adjusted together with the cardiac output to reproduce a
realistic aortic pressure. The fluid equations were numerically solved with a stabilized,
semi-discrete finite element method, using meshes containing linear tetrahedral elements
with boundary layers at the vessel walls. FFR was calculated as FFR = Pc/PAo, where Pc
is the steady-state pressure in the coronary artery, and PAo is the average pressure in the
aorta.

3.2.3 Non-Newtonian model

A non-Newtonian constitutive model (¥(∞̇)) based on the work of Quemada et al. was used
(Quemada, 1981, 1983), where the blood viscosity is written as:

¥(∞̇) = ¥p [1° 1
2

KQ (∞̇)Hct ]°2, (3.4)

KQ (∞̇) = (
k0 +k1

q
∞̇
∞̇c

1+
q

∞̇
∞̇c

). (3.5)

The parameters ¥p and Hct represent the plasma viscosity and hematocrit, respectively.
Intrinsic viscosities for ∞̇ ! 0 and ∞̇ ! 1 are determined by k0 and k1 whereas ∞c is
defined as the characteristic shear rate of blood. KQ will become k0 for ∞̇! 0 whereas KQ
will become k1 for ∞̇!1. In this study, we used a reduced version of the five-parameter
model (¥p , Hct , k0, k1, ∞̇) containing two-parameters (¥p , Hct ) using the data from Oliver
et al. (Oliver, 1986). The benefit of using a two-parameter model over a five-parameter
model is that uncertainty and sensivity analysis become more computationally tractable.
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More importantly Hct and ¥p can be measured more readily in the clinic compared to k0,
k1 and, ∞̇.

3.2.4 Numerical implementation

The blood viscosity model was implemented in such way that it was updated at every time
step and Newton-Raphson iteration step throughout the simulation. Within each time step
viscosity was calculated using the latest state of the velocity field. For numerical stability,
simulations were started using a Newtonian approach by holding constant the shear rate
for the Quemada model at 1000 s°1. Later on, once an equilibrium for the pressure was
achieved, the shear rate was made dependent on the velocity field. Simulations were
performed using a time step of 1 ·10°3 s for a total simulation time of 0.2 s until a steady
state solution was obtained. Simulations were performed on hosts with 32 cpu cores,
2.2GHz, 64GB of memory.

3.2.5 Uncertainty analysis & sensitivity analysis

The influence of uncertainty in Hct and ¥p on the uncertainty in the computed FFR was
investigated by means of a global variance-based sensitivity analysis (SA). The global
variance based method takes into account the expected reduction in output variance
when a certain parameter is known (Huberts et al., 2014). This method can be used to
assess which parameter has the largest influence on the output variance and is therefore
most important to know accurately. Furthermore, this approach takes possible interaction
between input parameters into account. Another benefit of a global variance-based method
is the fact that it does not depend on output-input relations and works for non-monotonic,
non-linear and non-additive input-output responses. The SA was used to compute the so-
called main Sobol sensitivity index for both Hct and ¥p . This index was calculated for every
coronary lesion to investigate possible inter-lesion variation in main indices. Uncertainty in
Hct was assumed to be in the range of 0.35 - 0.55, which matches the reported physiological
range (Marcinkowska-Gapińska and Kowal, 2009).
Based on the literature, the physiological range of the plasma viscosity was found to be
between 1.10 ·10°3 and 1.35 ·10°3 Pa · s (Baskurt and Meiselman, 2003; Késmárky et al.,
2008). However, some researchers reported values outside of this physiological range (Rand
et al., 1964; Haidekker et al., 2002). Therefore in this study, plasma viscosity was varied
within a relative range of 20% of 1.25 ·10°3Pa · s so between 1.00 ·10°3 and 1.50 ·10°3 Pa · s.
We assumed a uniformly distributed uncertainty in both Hct and ¥p as the model input
uncertainty distribution was unknown, which represents a ‘worst case scenario’.
To assess the main indices we used the adaptive polynomial chaos expansion (agPCE)
method, as described by Quicken et al. (Quicken et al., 2016). This method adaptively
builds a polynomial meta-model of the original model to analytically determine the main
indices. It was shown that the agPCE method requires significantly fewer model evaluations
for SA compared to traditional methods (Quicken et al., 2016).
To build a meta-model, the agPCE method required the CFD model to be evaluated with
random input samples, drawn from the model input uncertainty distributions. Twenty
input samples were generated a-priori for each lesion using Sobol’s low discrepancy series
(Sobol’, 1967). The number of simulations was a quasi-random number of simulations
required for creating a full agPCE meta-model for a maximum polynomial degree of order
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three including interaction. It has been heuristically shown that this choice is often suffi-
cient for the agPCE method to create good quality meta-model (Quicken et al., 2016). Given
twenty simulations per lesion, multiple meta-models were generated using the agPCE
algorithm. The value of the leave-one-out cross validation term, Q2 was determined for
each meta-model. The value of Q2, ranging between 0 and 1, is a quality measure of the
meta-model and captures its predictive properties (Blatman and Sudret, 2010). In our anal-
ysis we required Q2 to be at least 0.999. It was verified that at this value of Q2 convergence
of the sensitivity indices was reached: i.e. the sensitivity indices were invariant to a further
increase of Q2.
In order to capture up to third order interaction terms for Hct and ¥p , 20 parameter
sets were needed (Quicken et al., 2016) which resulted in a total of 1360 simulations.
Furthermore, these 20 parameter sets were required to describe a monotonically decreasing
function of the blood viscosity as a function of the shear rate as observed by Oliver et al. for
a similar range of shear rates (between 10°3 and 103 s°1) (Oliver, 1986). In Figure 3.2, the
Quemada blood viscosity is shown as a function of the shear rate for different parameter
combinations. A typical monotonically decreasing viscosity function can be seen in Figure
3.2a whereas in Figure 3.2b a spike can be observed. None of the parameter combinations
resulted in a spike within the shear rate range of interest between 10°3 and 103 s°1.
To investigate the effect of uncertainty reduction when the value of Hct was known, Hct
for each lesion was set to the measured value obtained from the patient whereas the ¥p
was varied as before. For these simulations only 10 evaluations per patient were necessary
resulting in 680 additional simulations. The range of the measured Hct was within 35 and 48
whereas the median was 44, similar to the physiological range noted in Marcinkowskaet al.
(Marcinkowska-Gapińska and Kowal, 2009).
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Figure 3.2: Example of a monotonic (a) and non-monotonic (b) decreasing blood viscosity for the
Quemada model. The region of interest (10°3 ∑ ∞c ∑ 103 s°1) for which the viscosity needs to be
monotonically decreasing is indicated between the dashed lines. For the monotonic curve Hct = 0.35
and ¥p = 1 mPa · s were used whereas for the non-monotonic curve Hct = 0.55 and ¥p = 1.25 mPa · s
were used.
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3.3 Simulations & analysis

3.3.1 Non-Newtonian simulations

Boxplots with the computed FFR for all 80 lesions are shown in Figure 3.3. The ranges
of computed FFR values per lesion resulted from the chosen ranges of hematocrit and
plasma viscosity. If we compare the median computed values to the common diagnostic
cut-off value of 0.80 then 31 lesions were classified as functionally significant. However,
up to 40 lesions may be deemed significant depending on the parameter value within the
uncertainty range. The FFR cut-off value of 0.80 lies within the FFR prediction range of
15 lesions. This means that the decision to perform an invasive treatment could change
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Figure 3.3: Depicted FFR values for the 80 lesions with their corresponding boxplots for unknown
hematocrit and plasma viscosity. The red lines in the boxes represent the median whereas the
horizontal edges of the boxes represent the 25th and 75th percentile of the data. The black dotted
lines represent the whiskers which are 1.5 times the interquartile range. Outliers are represented with
a red cross. The black line represents the clinical FFR cut-off value of 0.80. At the top, the 15 lesions
which cross the FFR threshold of 0.80 or are close to it are highlighted.
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for these lesions depending on the chosen value for Hct and ¥p assuming that all other
variables such as geometry and boundary conditions are constant. Including patient-
specific Hct values largely decreases the uncertainty as shown in Figure 3.4. The range
of computed FFR values shrinks by a factor of 1.1 and 3.4 (average of 2.2). The number
of lesions for which the range in computed FFRs intersects with the 0.80 cut-off value
is reduced from 15 to 6. Lesions 9 and 46 from Figure 3.4 crossed the threshold of 0.80,
however including Hct measurements results in both lesions having a minimum FFR of
0.81.
In Figure 3.5 the coronary tree with four stenoses and four FFR locations is shown. For each
FFR location the FFR range due to uncertainty in both Hct and ¥p and, due to solely ¥p is
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Figure 3.4: Depicted FFR values for the 80 lesions with their corresponding boxplots for known
hematocrit and unknown plasma viscosity. The red lines in the boxes represent the median whereas
the horizontal edges of the boxes represent the 25th and 75th percentile of the data. The black dotted
lines represent the whiskers which are 1.5 times the interquartile range. Outliers are represented with
a red cross. The black line represents the clinical FFR cut-off value of 0.80. At the top, the lesions
which cross the FFR threshold of 0.80 are highlighted.
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Figure 3.5: The computed FFR for the coronary circulation. The FFRs for the Quemada model at four
different locations are indicated with arrows and their corresponding number. For each lesion, the
uncertainty in the FFR is given with a boxplot. This is done for unknown hematocrit and plasma
viscosity (A) and for known hematocrit and unknown plasma viscosity (B). Stenoses locations are
indicated with red arrows.

For all patients and parameter sets, the total range of computed FFR values lies within
0.17 and 0.98 as can be seen in Figure (3.6a). The largest variation in FFR is found to
occur between a FFR of 0.57 and 0.93 (Figure (3.6b)). Based on the choice of hematocrit
and plasma viscosity, the range in FFR uncertainty can be as large as 0.079 (see Figure
3.6 (a&b) with 71% to 88% of the lesions showing larger discrepancies than the measured
reproducibility of invasive FFR (æF F R =0.02 or æF F R =0.03) (Gaur et al., 2014b; Berry et al.,
2013). Including the patient’s measured hematocrit was shown to decrease the computed
FFR uncertainty such that 11 to 40% of the lesions show an uncertainty range larger than
the measured FFR reproducibility. The maximum FFR uncertainty range decreased to 0.04
as can be seen in Figure 3.6 (c&d).

3.3.2 Sensitivity analysis

All meta-models contained a maximum polynomial degree of 3. Furthermore, interaction
up to the third order (H 2

ct¥p , Hct¥
2
p ) were found although, being in the order of 1%, these

interaction terms for all patients were small. For the ranges that were chosen, Hct has the



3.4. Discussion | 41

3

(Hct + p)

0 0.02 0.04 0.06 0.08
 FFR [-]

0

2

4

6

8

10

12
C

ou
nt

s 
[-]

(a)

0 0.2 0.4 0.6 0.8 1
Median FFR [-]

0

0.02

0.04

0.06

0.08

 F
FR

 [-
]

(Hct + p)

Data points
Gaur et al.
Berry et al.

(b)
( p)

0 0.02 0.04 0.06 0.08
 FFR [-]

0

2

4

6

8

10

12

C
ou

nt
s 

[-]

(c)

0 0.2 0.4 0.6 0.8 1
FFR [-]

0

0.02

0.04

0.06

0.08

 F
FR

 [-
]

( p)

Data points
Gaur et al.
Berry et al.

(d)

Figure 3.6: Histogram of the range in FFR uncertainty ¢F F R for 80 lesions for both unknown hema-
tocrit and plasma viscosity (a). In (c) the ¢F F R histogram for a known hematocrit and unknown
plasma viscosity is depicted. Scatter plots of the ¢F F R as a function of the median FFR are depicted
in (b) and (d) for both unknown hematocrit and plasma viscosity and, only known hematocrit, re-
spectively. The dashed and solid lines in (b) and (d) represent the measured reproducibility found by
Berry et al. (Berry et al., 2013) and Gaur et al. (Gaur et al., 2014b), respectively.

largest influence on the uncertainty of the computed FFR. Based on the main sensitivity
index for the lesions, approximately 61% [95%C I : 52% - 65%] of the FFR uncertainty can be
attributed to the Hct whereas 38% [95%C I : 35% - 45%] can be explained by ¥p . The main
indices show small inter-patient variations for both Hct and ¥p as seen in Figure 3.7. This
implies that the influence of variations in Hct and ¥p does not depend on the lesion.

3.4 Discussion

The aim of this study was to investigate the impact of uncertainty in the parameters of a
hemotocrit-based non-Newtonian model on the computed FFR. In addition we used a
Quemada model for blood viscosity. Applying sensitivity analysis (SA) we investigated the
effect of uncertainty in the hematocrit and blood plasma viscosity on the computed FFR.
Our analysis showed that, using a hematocrit-based non-Newtonian model with a known
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Figure 3.7: The main Sobol indices for 80 lesions for the hematocrit (a) and plasma viscosity (b) using
the Quemada model.

hematocrit value significantly reduces the uncertainty in computed FFR.

3.4.1 Non-Newtonian simulations

We have investigated the uncertainty in predicting FFR for 80 lesions. The uncertainty in
computed FFR was not the same for all lesions, ranging from 0.003 and 0.079. For a number
of lesions (19%), the input uncertainty will have a significant effect on the final treatment.
For a FFR cut-off value of 0.80, 15 lesions would receive different treatment depending on
chosen parameters. This means that approximately 1 out of 5 lesions could be diagnosed
either as significant or non-significant depending on the chosen input parameters.
We have shown that one should exert caution regarding the parameter value choice when
using the Quemada model. Despite the higher fidelity of the Quemada model for describing
the constitutive behavior of blood compared to the Newtonian approach, significantly
different FFR predictions can be obtained depending on the choice of model parameters.
For a population-based range of input uncertainties with unknown hematocrit and plasma
viscosity, up to 88% of lesions showed a larger uncertainty than the invasive FFR repro-
ducibility (Gaur et al., 2014b; Berry et al., 2013). This changed to 40% of lesions when the
hematocrit was known. Therefore a population-based approach will not suffice on an
individual basis. Furthermore including a measured hematocrit still leaves remaining un-
certainty in the plasma viscosity, not to mention any measurement errors associated with
the hematocrit measurement itself. Therefore uncertainty quantification for the Quemada
model is still recommended even if hematocrit is measured.

3.4.2 Sensitivity analysis

Sensitivity analysis showed that 61% of uncertainty in computed FFR was due to variations
in the hematocrit. Approximately 38% could be attributed to variations in plasma viscosity.
Small inter-patient differences in the main indices for both Hct and ¥p were observed. The
variability in computed FFR showed larger differences from patient to patient. Since the
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range in plasma viscosity (1.00 ·10°3 °1.50 ·10°3 Pa · s) that was used is larger than the
reported physiological range (1.10 ·10°3 °1.35 ·10°3 Pa · s) we can expect that the relative
role of Hct may even be underestimated (Baskurt and Meiselman, 2003; Késmárky et al.,
2008). The ¥p range was chosen to be larger for two reasons: first, the ranges for both Hct
and ¥p were chosen to be approximately the same (±20%) such that the main indices were
based on the same relative range, and second, there have been reports of plasma viscosities
outside the physiological range (Haidekker et al., 2002; Rand et al., 1964).
In this paper, we only accounted for the uncertainty due to variations in blood viscosity
when using the Quemada model. Other parameters such as myocardial resistance, aortic
pressure and also geometry were assumed to be exactly known. In this way, the effect
of the blood viscosity on the FFR could be investigated under the assumption that all
other parameters were known. As there is interplay between viscosity, geometry and flow,
a full sensitivity analysis combining the input uncertainties in geometry and boundary
conditions will be helpful for probing these dependencies. In a recent study, Sankaran et al.
have investigated the influence of uncertainty in lumen diameter, myocardial resistance,
lesion length and Newtonian blood viscosity on F F RC T (Sankaran et al., 2016). Based on
their findings, blood viscosity had a similar impact as the myocardial resistance on the
FFR. The findings in this paper regarding FFR uncertainty are similar to what Sankaran
et al. found using a Newtonian blood viscosity. Both studies showed that accurate blood
viscosity should be included to lower uncertainty in computed FFR.

3.4.3 Limitations

It must be noted that in this study we chose to only include the uncertainty of blood viscos-
ity assuming the other parameters were known at a higher accuracy. The uncertainties in
other parameters such as geometry, myocardial resistance, inflow boundary conditions
and, mean arterial pressure were not considered. In this context, this study has shown that
blood viscosity significantly impacts FFR even if other parameters are measured with high
accuracy. To compare the effect of blood viscosity on the computed FFR against the effect
of other parameters (Fossan et al., 2018; Sankaran et al., 2016), a more extensive analysis
is needed. However, including additional parameters significantly increases the number
of model evaluations needed to obtain Sobol indices (Donders et al., 2015) to the point
that 3D CFD models may become unfeasible to evaluate. A solution might involve reduced
order models for uncertainty quantification and sensitivity analysis when investigating
the effect of additional parameters (Fossan et al., 2018; Morris et al., 2017; Gashi et al., 2018).

3.4.4 Conclusion

When FFR is computed with the Quemada viscosity model, the largest influence on the
output uncertainty comes from uncertainty in the input hematocrit value. knowledge of
patient-specific hematocrit greatly reduces the variations in FFR predictions.
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Abstract

Computational fluid dynamics (CFD) models combined with patient-specific imaging
data are used to non-invasively predict functional significance of coronary lesions. This
approach to predict the fractional flow reserve (FFR) is shown to have a high diagnostic
accuracy when comparing against invasively measured FFR. However, one of the main
drawbacks is the high computational effort needed for preprocessing and computations.
Hence, uncertainty quantification may become unfeasible. Reduction of complexity is
desirable, computationally inexpensive models with high diagnostic accuracy are preferred.
We present a parametric comparison study for three types of CFD models (2D axisymmetric,
Semi-3D and 3D) in which we study the impact of model reduction on three models on
the predicted FFR. In total 200 coronary geometries were generated for seven geometrical
characteristics e.g. stenosis severity, stenosis length and vessel curvature. The effect of time-
averaged flow was investigated using unsteady, mean steady and a root mean square (RMS)
steady flow. The 3D unsteady model was regarded as reference model. Results show that
when using an unsteady or RMS flow, predicted FFR hardly varies between models contrary
to using average flows. The 2D model with RMS flow has a high diagnostic accuracy (0.99),
reduces computational time by a factor 162,000 and the introduced model error is well
below the clinical relevant differences. Stenosis severity, length, curvature and tapering
cause most discrepancies when using a lower order model. An uncertainty analysis showed
that this can be explained by the low variability that is caused by variations in stenosis
asymmetry.
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4.1 Introduction

Coronary heart disease is characterized by plaque buildup within the arterial wall resulting
in stenoses. Stenoses may impair myocardial perfusion such that myocardial ischemia may
occur during exercise or even rest (Stary et al., 1995). To determine the correct treatment for
a stenosis, its hemodynamic severity needs to be assessed. This can be done by determining
the fractional flow reserve (FFR) which is approximated by the ratio between the (intra-
vascular measured) time-averaged pressure distal and proximal to the stenosis (Pijls et al.,
1995). In multiple large randomized-control clinical trials FFR is shown to be reliable for
classifying stenoses (Pijls et al., 2007; Tonino et al., 2010; De Bruyne et al., 2014). However,
measuring FFR is an invasive procedure that needs catheterization. Retrospectively, up
to 50% of the catheterizations was unnecessary as these patients only needed medicine
treatment (Min et al., 2012; Koo et al., 2011; Nørgaard et al., 2014). Using computational
fluid dynamics (CFD) models, the invasive nature of FFR assessment could be omitted
(Morris et al., 2013, 2015; Nakazato et al., 2013; Tu et al., 2014). With, in general, 3D CFD
models, FFR can be computed based on CT or other imaging data only, hence without the
use of intra-vascular pressure measurements. One of the main drawback of these models
is the fact that they are computationally expensive (Morris et al., 2017). Depending on
the amount of computational resources and simulated physical time, simulations can last
somewhere between minutes (Tu et al., 2014) for a steady approach until hours to days
for a transient approach (Morris et al., 2017). The 3D approach works straightforward for
full 3D scans (CT or MRI) compared to single-plane or bi-plane angiograms where 3D
models of vessels need to be reconstructed first (Chen and Carroll, 2000; Çimen et al., 2016).
Reconstructing semi-3D geometries using angiographic data for FFR predictions yields
promising results as illustrated by Morris et al. (Morris et al., 2013). Although the semi-3D
approach makes FFR predictions based on angiographic data possible, it still remains com-
putationally expensive (Morris et al., 2017). The Semi-3D approach depends on the number
of available images and the angle between images. Therefore, stenosis asymmetry might
be caused by possible misrepresentation of stenoses resulting from insufficient number
of images from single-plane and bi-plane angiograms. It is not yet clear what the benefit
of a full 3D approach is and to what extend a semi-3D approach is accurate enough or if
it even can be further reduced to 2D. In previous research the effect of curvature, torsion
and stenosis severity has been shown to have an effect on the velocity profiles and wall
shear stress (Katritsis et al., 2010; Chang and Tarbell, 1988; Hayashi and Yamaguchi, 2002).
To which extend this might affect FFR predictions when applying a reduced order model
needs to be investigated.
For an accurate prediction of the FFR, CFD models need to include uncertainty for bound-
ary conditions and geometry. Variation of a few voxels in the lumen segmentation of a
stenosis can yield an opposite diagnosis (Sankaran et al., 2015). In a later study, it was
shown that myocardial resistance can have a similar impact on the FFR as the minimal
lumen diameter (Sankaran et al., 2016). To include uncertainty in CFD models, compu-
tational time needs to be minimal to allow for multiple model evaluations. Itu et al. has
shown promising results using a reduced order model (Itu et al., 2016). Therefore, we
propose a parametric comparison study for three types of CFD models with different com-
plexities which if needed can be extended for example for more accurate representation
of non-Newtonian blood viscosity. The first model is the full 3D model which generally
results from CT data segmentation (Taylor et al., 2013; Min et al., 2012; Nørgaard et al.,
2014). This model resembles the physiological situation the most as it captures most of the
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geometrical features. The second model is the semi-3D model which is characterized by its
symmetric contours along the centerline of the geometry (Morris et al., 2015, 2017; Tu et al.,
2014). The semi-3D model results from angiogram data segmentation of the centerline and
effective radius. Third is the 2D axisymmetric model which is a simplified semi-3D model.
The centerline loses its curvature and torsion and becomes a straightend tube with only
one slice from centerline to wall (Morris et al., 2016).
Model complexity is also influenced by whether a model is evaluated for the steady or
unsteady case. Evaluating unsteady models increases computational costs as simulations
need to be performed until a steady-state solution is achieved.
The goal of this study is to investigate to what extend less complex models can be used
while still maintaining their accuracy with respect to 3D models. For this, a large number of
parametrized coronaries are constructed for three model types using various geometrical
features such as stenosis severity, stenosis length, curvature, tapering, etc. Using uncer-
tainty analysis, the effect of each geometrical feature on the predicted FFR is investigated
and quantified features that have the largest effect on the predicted FFR are determined.
The uncertainty analysis is expanded to the steady and unsteady case for the models to
compare the steady and unsteady approach.

4.2 Material and Methods

4.2.1 Geometry definition

To quantify the impact of different model assumptions, 200 idealized coronary artery
geometries were made. Seven parameters were set for each geometry: stenosis severity,
stenosis asymmetry, stenosis length, curvature, torsion, angular stenosis position and
tapering. Construction of the geometry was done in five steps. The first step was to
create straight tubes with diameter of 2.8 mm and a length of 95 mm which correspond to
either left or right coronary arteries (Tu et al., 2014). Symmetric stenoses were added with
predefined severities using the following relation:

s(z) = r (z)
rr e f

=
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>><

>>:

1+ 1
2 sr (cos( º

lsi
(z ° zi ))°1), if zi ∑ z ∑ zi + lsi
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(4.1)

With, sr representing the stenosis severity expressed in radius reduction. The variable z
represents the longitudinal position. Furthermore, the positions and lengths of the stenosis
inlet and outlet are given by z and ls , respectively. Parameters with respect to inlet and
outlet are indicated with the subscripts i and o, respectively. Next, the stenosis was moved
in radial direction using the asymmetry index which was defined as:
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Figure 4.1: Schematic overview of the simulation study. In (a) based on parameter uncertainty
3D, semi-3D and 2D meshes are generated. The obtained pressures are used to determine which
parameter of the geometry influences the pressure drop prediction the most. As shown in (b), all
CFD models have a stress-free boundary condition at the outlet whereas at the inlet a flow-driven
approach is applied. The applied flow (c) consists of three parts. A filling phase (1 s) is used to
bring the system to the correct flow, the flow is then kept constant for 1.15 s where after four heart
cycles (4 s) were imposed. The mesh generation (d) starts with a straight tube on which a stenosis
severity is imposed. The stenosis can then be located either at the center of the vessel or moved to
the outer side of the vessel depending on the asymmetry of the stenosis. Next, the geometry obtains
its curvature and torsion based on the Frenet-Serret formulas. Once the 3D mesh is constructed,
centerline and radius can be extracted such that a 2D axisymmetric mesh can be constructed. For
each model, meta-models (e) are generated based on the parameter sets and output of interest. Using
these meta-models, a large set of model output is generated based on the properties of the original
CFD model. For each model the output is compared against the 3D unsteady model and uncertainty
analysis is performed.
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Figure 4.2: The definition of all seven parameters used to define the geometries are shown. The
lumen is shown in red whereas the original lumen in case of stenosis is shown in grey. An example
of a stenosis is shown in (a) where the stenosis length and severity are freely varied. The stenosis
can then be shifted towards a desired position using using a predefined asymmetry and angular
position (b). Tapering of the vessel (c) (continuous radius reduction) is applied to mimick the in vivo
situation when travelling more distal. Different alignment of coronary arteries is shown in (d). Here
two distinct cases are shown, only curvature (I) and curvature in combination with torsion (II).

Herein, rr e f , ar e f are the predefined radius and the asymmetry index. The asymmetric
translation of the stenosis is given by:

∑
x(z)
y(z)

∏
= s(z)

∑
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y0(z)
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+a(z)

∑
cos(µ)
sin(µ)

∏
(4.3)

Herein x0(z) and y0(z) are the original coordinates perpendicular to the longitudinal direc-
tion whereas x(z) and y(z) correspond to the new deformed coordinates when applying a
stenosis and asymmetry. The angular position of the stenosis is given by µ. For the semi-3D
geometries no asymmetry is applied such that a(z) remains 0 for all Semi-3D cases.
The third step was to apply curvature and torsion to mimick 3D behaviour of coronaries by
modifying the centerline using Frenet-Serret formulas:
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Herein T and N are the vectors tangent and normal to the direction of the centerline, re-
spectively. The binormal vector (B) is defined as the cross product of T and N. Furthermore,
the curvature and torsion of the centerline are represented with ∑ and ø, respectively.
Over the full length of the vessel tapering was applied, meaning the radius along the vessel
was reduced by a predefined radius reduction.
3D tetrahedral meshes with boundary layer and finer meshed stenosis were generated
using VMTK (Antiga et al., 2008). A full 3D mesh convergence study was performed for an
area-reduction of 50% and 90% with mesh sizes of 1.4 and 1.6 million elements, respectively.
Number of elements for 3D models ranging between 290,000 and 350,000 were shown to
be sufficient as the pressure drop differed less then 2% with respect to the finest meshes.
For the 2D models, 4000 to 7000 elements were needed as the difference in pressure drop
was also below 2% compared to the finest mesh of 40,000 elements. For semi-3D models
the asymmetry index was zero with the same meshing approach as described above. For
2D models, meshes were created using centerlines and radius profiles of 3D geometries.
Centerlines were mapped on a linear coordinate such that the radius profile was a function
of the centerline length. 2D axisymmetric meshes with bi-quadratic quadrilateral elements
and a boundary layer were created using the finite element software SEPRAN (TU Delft,
the Netherlands) (Segal, 1989).

4.2.2 CFD model

For this study, blood flow was governed by the incompressible Newtonian Navier-Stokes
equations given as:

Ω(
@~u
@t

+~u ·r~u) =°rp +r ·2¥D , (4.5)

r ·~u = 0, (4.6)

with ~u the velocity, p the pressure, and D the rate of deformation tensor. The dynamic
viscosity ¥ is set to be 3.5 ·10°3 Pa ·s whereas Ω is set at 1050 kg/m3. For the 3D simulations,
Fenics was used in combination with OASIS using the incremental pressure correction
method (Alnæs et al., 2015; Mortensen and Valen-Sendstad, 2015). For 2D simulations
an in-house finite element package (TFEM) was used (Hulsen, 2007). For the 3D and 2D
simulations a time step of 0.1 ms and 1 ms was used, respectively.

4.2.3 Boundary conditions

Flow boundary conditions at the inlet were chosen to represent hyperemic flow and to be
stenosis dependent. This was done using the non-linear relationship between coronary
flow reserve (CFR) and stenosis severity found in literature (Gould, 2009; Wei et al., 2001;
Miller et al., 1994). For low severities, CFR and thus flow are invariant to stenosis severity as
CFR remains almost constant. For certain stenosis severities CFR decreases exponentially
with eventually no blood flow for higher severities. This non-linear behaviour was used to
derive a severity flow relationship using the following assumptions. 1) Flow was assumed
to be only zero for a total occluded blood vessel (Gould, 2009). Although, in the approach
of Wei the flow was shown to be zero while still some lumen area remained open, this was
assumed to be due to collateral flow (Wei et al., 2001). 2) Flow was also estimated in absence
of a stenosis. From the work of for example Min et al. and Kim et al. it can be observed
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Figure 4.3: Obtaining a relationship between flow and stenosis severity by estimating the flow for
four different stenosis severities. For this, typical FFR values for different severities were used from
literature. In (a) the three geometries for which the flow was estimated are shown. The resulting
relation between severity and flow is shown in (b).

that coronary arteries proximal to the stenosis have a FFR close to 1 (Min et al., 2015; Kim
et al., 2014). This means that before blood arrives at the stenosis, it already lost part of its
pressure proximal to the stenosis. It was assumed that flow (qmax ) without stenosis would
result in a FFR of 0.95 based on literature (Min et al., 2015; Kim et al., 2014). 3) FFR for a 50%
and 90% area reduction stenosis was assumed to be around 0.85 - 0.9 and 0.6, respectively
based on literature (Tonino et al., 2010; Johnson et al., 2013). For this purpose, flows were
estimated for two geometries with an area reduction of 50% and 90% by increasing the flow
until the corresponding FFR was found (Tonino et al., 2010; Johnson et al., 2013). These two
flow values (qar ea50, qar ea90) in combination with qmi n and qmax were then used to obtain
the non-linear relationship between severity (S A) and the prescribed flow at the inlet (q) of
the form: (Gould, 2009; Wei et al., 2001; Miller et al., 1994)

q = qmax · (1°exp(°b ·S A)), (4.7)

S A = Astenosi s

Ar e f
= rstenosi s

rr e f
= (1° sr )2, (4.8)

where qmax and b are the flow without stenosis and an exponential decay constant, respec-
tively. As qmax was known, only the decay constant (b) needed to be fitted. This resulted
in a non-linear relationship between flow and severity as found in literature with qmax
and b equal to 2.95 mL/s and 4.119, respectively (Gould, 2009; Wei et al., 2001; Miller et al.,
1994). 4) For the transient coronary flow behavior, a typical left coronary flow curve was
used with high flow during diastole and low flow during systole (Boron and Boulpaep, 2012;
Hall, 2015). The mean of the transient flow curve was scaled using Equation 4.7. 5) As
for this study flow was prescribed, by definition, the pressure drop was calculated using
the Navier-Stokes equation instead of the patient’s arterial pressure. Hence for the last
assumption the mean arterial pressure was assumed to be 90 mmHg (12 kPa) (Tang et al.,
2009; Wilson et al., 1988; Taylor et al., 2013). Using the pressure drop (¢p) and mean arterial
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pressure (pa), the FFR was calculated as follows:

F F R = 1° ¢p
pa

. (4.9)

For the steady simulations both average and root mean square (RMS) of the transient flow
signal were used. The mean flow (q) was used to investigate how well it scales with the
predicted FFR which itself is a ratio between the time-averaged pressure distal and proximal
to a stenosis (Pijls et al., 1995). The RMS of the flow (qr ms ) takes into account the shape
of the flow signal, weighing the peaks of the signal higher compared to lower values. The
equations for mean flow and the RMS flow are given as:

q =

nP
i=1

qi

n
, (4.10)

qr ms =

vuuut
nP

i=1
q2

i

n
, (4.11)

here, qi represents a discrete flow value of the flow signal consisting of n points. In Figure
(4.4a) a coronary flow with corresponding mean and root mean square is shown. The root
mean square of the flow for this study was shown to be slightly higher compared to the
mean flow. Furthermore, the influence of increased retrograde flow on the mean and root
mean square of the flow is shown in Figure (4.4b).

0 0.2 0.4 0.6 0.8 1
Time [s]

0

1

2

3

4

Fl
ow

 [m
L/

s]

Flow(t)
Mean Flow
RMS Flow

(a)

0 0.2 0.4 0.6 0.8 1
Time [s]

-1

-0.5

0

0.5

1

1.5

Fl
ow

 [m
L/

s]

Mean  RMS
1.00    1.06
0.97    1.05
0.94    1.04
0.90    1.04
0.87    1.04

(b)

Figure 4.4: In (a) an example of a transient flow curve (black) is shown which is applied for the 2D,
semi-3D and 3D models. Furthermore, the mean (blue) and root mean square (red) of the flow curve
are indicated. An example (b) of changing mean and RMS flow is shown for an increase in regurgitant
flow.

For stable simulations, a start-up phase was introduced where the flow was gradually
increased for 1 second to either the mean or RMS for the transient flow curve. Next, the
inflow was kept constant for 1.15 second to obtain a steady solution. Next, 4 heart cycles of
1 second were imposed.



54 | Chapter 4. Influence of model order reduction

Table 4.1: Geometrical features used in this study with their corresponding minimum and maximum
value.

Minimum Maximum
Severity [%] 50 90
Asymmetry [-] 0 1
Length [mm] 5 10
Curvature [cm°1] 0 0.887
Torsion [cm°1] 0 0.286
Angular position [-] 0 2º
Tapering [%] 0 20

4.2.4 Uncertainty analysis

Parameter variation for mesh generation are shown in Table 1. Tonino et al. showed that
stenoses with an area reduction between 50% and 70% were most difficult to distingish as
either functionally significant or non-significant (Tonino et al., 2010). On average 35% of
these stenoses were functionally significant. For stenoses with an area reduction between
70% and 90%, approximately 80% of stenoses were functionally significant. In this study the
area reduction of stenoses was varied between 50% and 90% as visual assessment of these
stenoses did not correspond well to functional assessment (Tonino et al., 2010). In order to
capture various kind of asymmetric stenoses, the stenosis asymmetry was varied between
perfectly symmetric (0) and fully asymmetric stenosis against the wall (1). The effective
stenosis length was varied between 5 and 10 mm similar to what was shown in Tonino
et al. and Sankaran et al. (Tonino et al., 2009; Sankaran et al., 2016). Both the inlet and
outlet of stenosis were kept constant at 2 mm. Waksman et al. investigated the curvature
and cyclic curvature of coronary arteries for 38 patients (Waksman et al., 2013). Therefore,
the broadest curvature range was assumed ranging between 0 and 0.887 cm°1. For the
torsion of coronary arteries, a left ventricular radius of 3.5 cm was expected. This way the
minimum (no circumference alignment) and maximum (pure circumference alignment)
torsion ranged between 0 and 0.286 cm°1. Due to the 3D nature of coronary vessels, a
stenosis can be located either on the inside of the bend or on the outside. Therefore, the
angular stenosis position was varied independently of the curvature and torsion between 0
and 2º radials. For the vessel tapering, up to 20% radial reduction was assumed (Itu et al.,
2016). An important assumption was that parameter ranges were uniformly distributed
corresponding to the worst case scenario as the likelyhood of occurance was the same.
The unsteady 3D model was assumed to be the reference model (’golden standard’) as it
best represents the physiological situation, hence all other models were compared against
the reference. The comparison between models was done by investigating the performance
for each model and performing uncertainty analysis on geometry parameters. Uncertainty
analysis was done in three steps. First, for every combination of CFD models either steady
or unsteady, a meta-model was created using the adaptive polynomial chaos expansion
(agPCE) method (Quicken et al., 2016) which described the pressure drop for the chosen
set of parameters. The main benefit of the agPCE method is the adaptive way meta-models
created. Polynomial terms that do increase the meta-model quality significantly are added
to the model. On the other hand terms that do not improve meta-model quality are
removed. This way only significant terms are kept such that a lower number of CFD model
evaluations is needed. Second, these meta-models were evaluated for 10000 samples.
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Computational costs were substantially lower as new pressure drops within the chosen
parameter range could be predicted. Finally, differences in output for the 3D unsteady
meta-model and other meta-models were analyzed by comparing the main and total Sobol
indices which were computed as described by Quicken et al. (Quicken et al., 2016). This
way, geometrical features causing large pressure drop discrepancies were identified.

4.2.5 Post-processing

For post-processing, the pressure drop along the centerline was calculated. This was
done by generating a plane perpendicular to the centerline for each centerpoint. For each
plane along the centerline, the average pressure is computed resulting in a pressure drop
along the centerline. The maximum pressure drop was extracted and used to calculate
the minimum FFR per geometry. Pressure drops and FFRs obtained from the 2D and 3D
models were compared against the reference model. To determine the predictive power of
each model, indicators such as the diagnostic accuracy, sensitivity and specificity of each
model were investigated.

4.3 Results

We first compare the results of our models to the findings in literature. Next the models
are benchmarked against the unsteady 3D model (Reference). Next, the impact of varying
seven geometrical characteristics on the predicted FFR and pressure drop for the idealized
model are investigated.

4.3.1 Verification

Simulated hemodynamics were shown to be in good agreement with previous studies
(Katritsis et al., 2010; Chang and Tarbell, 1988; Hayashi and Yamaguchi, 2002; Kelidis
and Konstantinidis, 2018). For the 2D, Semi-3D and 3D models the recirculation zone
was found to increase with increase in stenosis severity (Katritsis et al., 2010; Kelidis and
Konstantinidis, 2018). Furthermore, for the Semi-3D and 3D case velocity profiles were
found to match the ones found in curved tubes (Chang and Tarbell, 1988; Hayashi and
Yamaguchi, 2002; Kelidis and Konstantinidis, 2018)

4.3.2 Model comparison

Comparison of predicted FFRs for 200 geometries for each model against the 3D unsteady
model for both the steady and unsteady case can be seen in Figure 4.5. In general, steady
models with RMS flow and unsteady models predict the best FFR. Steady mean flow tends
to overestimate FFR more with decreasing FFR.
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Figure 4.5: Computed FFR for all models (2D, Semi-3D and 3D) compared with the results of the 3D
unsteady model. On the top row (a, b and c), the predicted FFR of the steady models is shown based
on the average flow. On the second row, the results for the steady models with the root mean square
of the flow is shown. At the bottom row, the unsteady 2D and Semi-3D model are shown.

To be able to replace the 3D unsteady model with a computationally less expensive model,
the modelling error introduced due to change in model should be lower than the absolute
error in FFR measurement reproducibility (Berry et al. (æF F R : 0.02); Gaur et al. (æF F R :
0.03)) (Gaur et al., 2014a; Berry et al., 2013). The largest absolute error in predicted FFR is
found to be for the steady cases of the Semi-3D and 3D model which is æ=0.012 and thus
at least 1.6 times smaller than what is found in clinic. The error for the unsteady models
(2D, Semi-3D) is shown to be the lowest (Figure 4.6). On average, the absolute errors for
the 2D and Semi-3D unsteady model are approximately 0.0052 and 0.0018, respectively. As
shown before, the error increases for steady mean flow with decreasing FFR. Steady models
underestimate the pressure drop by 6%, 6.1% and 7.8% for the 3D, Semi-3D and 2D model,
respectively.
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Figure 4.6: Differences in computed FFR for all models compared to the reference model shown in
Bland-Altman plot. Mean and mean±1.96 std with the solid and dashed lines, respectively. On the top
row, the difference are shown when using a steady model with a mean flow. The second row shows
the result for the steady models with root mean square flow. On the bottum row, the differences in
computed FFR for the unsteady 2D and Semi-3D models are shown.

The model also should predict the same treatment as the complex 3D unsteady model (FFR
cut-off: 0.80). All models are shown to have a sensitivity of at least 0.97 whereas steady
models show a sensitivity of 1 when using mean flows (See Table 4.2). Where steady models
with mean flow have the highest sensitivity they also have the lowest specificity (0.93).
When using RMS flow, steady models are shown to improve in specificity and PPV whilst
maintaining a similar high (> 0.97) sensitivity and NPV (See Table 4.2). The accuracy of
classifying stenoses correctly increases from 95 to 99% when using RMS flow instead of
mean flow. For all steady RMS models the accuracy was 0.99 (See Table 4.2).
The 2D unsteady model has a specificity of 0.98. The diagnostic performance, classifying
stenoses correctly, is shown to be at least 0.95. The 2D unsteady model has an accuracy of
0.98 meaning that from the 200 geometries, only 4 geometries were wrongly classified. In
general predictions of the steady model with RMS flow are similar to predictions of the 3D
unsteady model.

4.3.3 Uncertainty analysis

Around 170 of the 200 samples were needed to generate accurate meta-models. Further-
more, a maximum polynomial degree of third order (x3

i ) was found in all meta-models
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whereas interactions up to third order (xi x2
j ) were included. For each model different geo-

metrical features are important. In general, differences in output between steady models
and the reference model tend to occur mostly due to stenosis severity (Figure 4.7). Further-
more, geometry curvature plays a role for 2D models whereas torsion does not play a role
at all. Overal, stenosis asymmetry, torsion and angular stenosis position do not influence
predictions in FFR. When looking at the total Sobol indices, tapering is shown to be only
important when considering 2D models and steady RMS models. Most discrepancies are
caused by only four parameters e.g. stenosis severity, stenosis length, curvature and vessel
tapering. Torsion and angular stenosis position are shown to have an almost negligible
effect (< 5%) on FFR differences. Similar is true for the angular position except for the
Semi-3D RMS and 3D RMS models.
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Figure 4.7: Main and total Sobol indices for seven parameters for each model benchmarked against
the 3D unsteady model.

Table 4.2: Performance of the models regarding the sensitivity, specificity, positive predictive value
(PPV), negative predictive value (NPV) and accuracy with respect to correct treatment prediction
compared to the unsteady 3D model. Furthermore, the average CPU time which is defined as the
elapsed real time x the number of cores used is given. Steady 3D and steady semi-3D are solved using
the unsteady Navier-Stokes equations, the computational time when solving the steady Navier-Stokes
equations is given in brackets which is based on Tu et al. (Tu et al., 2014)

Model type Sensitivity Specificity PPV NPV Accuracy CPU time
2D Steady 1.00 0.93 0.88 1.00 0.95 2 s
2D Steady RMS 0.99 0.99 0.99 0.99 0.99 2 s
2D Unsteady 0.99 0.98 0.97 0.99 0.98 28 m
Semi-3D Steady 1.00 0.93 0.88 1.00 0.95 31 h [5 m]
Semi-3D Steady RMS 0.97 1.00 1.00 0.98 0.99 33 h [5 m]
Semi-3D Unsteady 1.00 0.99 0.99 1.00 0.99 95 h
3D Steady 1.00 0.93 0.88 1.00 0.95 30 h [5 m]
3D Steady RMS 0.97 1.00 1.00 0.98 0.99 32 h [5 m]
3D Unsteady - - - - - 91 h
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4.4 Discussion

The aim of this study was to investigate the effect of replacing the 3D unsteady CFD
model with computational less expensive models. Various parametrized geometries were
constructed for various 3D geometry characteristics such as stenosis severity, stenosis
asymmetry, curvature, etc. Then geometries were simulated with the different models (2D,
Semi-3D, 3D). These models were shown to yield results which were in good agreement with
previous studies (Katritsis et al., 2010; Kelidis and Konstantinidis, 2018; Chang and Tarbell,
1988; Hayashi and Yamaguchi, 2002; Kelidis and Konstantinidis, 2018). This approach
allows ranking characteristics based on their effect on differences in FFR and pressure
drops between different CFD models and 3D unsteady model (Reference).
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Figure 4.8: Schematic overview of three geometries with corresponding velocity profiles and FFRs
along the centerline. On the left side geometries with the velocity profile are given with increasing
curvature from top to bottom. Furthermore, velocity profiles as a function of the radius are given
at multiple locations. Finally at the right side, the FFR as a function of the centerline is depicted for
each geometry. This is done for the 3D unsteady (blue), 3D steady RMS (red) and 2D steady RMS
(yellow) case.

4.4.1 Model comparison

We showed that when using unsteady models (2D, Semi-3D), predicted pressure drop and
FFR match very well with the reference model. However, when using steady models, a
corresponding effective flow needs to be chosen. In the current study, we have shown that



60 | Chapter 4. Influence of model order reduction

predicted pressure drop and FFR highly depend on this flow. Steady models overestimate
FFR when using mean flow although FFR is defined as a time-averaged quantity (Pijls
et al., 1995). This is probably due to the fact that mean flow does not take into account
the shape of the flow curve. Contributions of short periods of high flow may be cancelled
out when longer periods of low flow or even regurgitant flow occur when only taking the
mean of a flow signal. When using the root mean square of the flow curve, the predicted
FFR correspondes very well to the 3D unsteady FFR. When using the root mean square, the
performance of steady models is shown to get closer to the 3D unsteady model. This can
be explained by the fact that the mean flow can be close to zero with sufficient retrograde
flow whereas the RMS takes into account the absolute flow curve.
Reducing model complexity yields smaller differences compared to the measured repro-
ducibility in clinic (Gaur et al., 2014a; Berry et al., 2013). When using a mean flow for steady
models, differences are shown to be slightly above the measured reproducibility for low
FFR values. However, for the steady RMS and unsteady models, the differences remain
below the reproducibility.
If we examine the hemodynamics a bit closer, we can see that with increasing curvature
the velocity profile changes with high velocity at the outer side of the bend (Chang and
Tarbell, 1988; Hayashi and Yamaguchi, 2002; Kelidis and Konstantinidis, 2018) (See Figure
4.8). Furthermore, recirculation zones right after the stenosis can be observed which vary
in size depending on the stenosis severity similar to what was found in literature (Katritsis
et al., 2010; Kelidis and Konstantinidis, 2018).
In this study we have shown three ways of reducing computational time while still main-
taining a high diagnostic accuracy. 1) Using a full-steady approach where only the steady
Navier-Stokes equations are solved for. This effectively reduces the computational effort to
the equivalent of solving a couple of time steps which takes around a couple of minutes
instead of multiple hours. 2) Using a 2D model instead of a Semi-3D or 3D model reduces
computational time approximately by a factor 190 while still maintaining a high accuracy.
Solving the full-steady 2D model takes on average 2 seconds to solve for while the 3D
unsteady model usually takes around 90 hours and thus reduces computational time by a
factor 162,000.

4.4.2 Uncertainty analysis

Uncertainty quantification for the different models shows that the different geometrical
features do not influence the models in the same way. When using a 2D model, most
of the uncertainty comes from the lack of curvature. This can also be seen in Figure 4.8.
Although the 2D RMS model is able to capture the same drop in FFR as the 3D unsteady
model, it shows a slight post-stenotic overestimation of the FFR. This effect becomes more
pronounced when the curvature of the vessel is increased. For the Semi-3D and 3D model,
stenosis severity is shown to play an overall dominant role in the uncertainty. On the other
hand the role of the stenosis asymmetry, torsion and angular stenosis position is small
when reducing the model order. Overall the severity is shown to have a far greater effect
than asymmetry and angular stenosis position. This explains why predictions of the 2D
and Semi-3D model are so close to the ones of the reference model whilest omitting these
geometrical features.
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4.4.3 Limitations

One of the limitations of this study is the fact that parameterized coronary geometries
were used. Compared to in vivo, current geometries are considered smooth which might
influence the predictive power of the models. Nonetheless results of this study are useful for
future research using realistic geometries. In this study a proof of concept of the influence
of various geometrical features on the predicted FFR is given where specific parts of FFR
uncertainty can be attributed to a specific geometrical feature.
Another thing to note is that in this study only one stenosis per vessel is investigated. In
future research the currently presented workflow could be extended in a straightforward
way for multi stenosed vessels. However, we expect those difference not to change the
conclusion regarding the model reduction and parameter importance. The results of this
study have shown that given the current input, the 3D unsteady model can be replaced by
less computational expensive lower order models.
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Abstract

In this study we have investigated the impact of uncertainty in boundary conditions on
the computed FFR using a computational fluid dynamics (CFD) model. Simulations for
14 patients were performed with boundary conditions based on left ventricular mass
ml v , myocardial perfusion, mean arterial pressure and, Murray’s exponential constant for
subdivision of myocardial resistance per branch.
We found that left ventricular mass accounts for 72% of the uncertainty in FFR. Perfusion
and mean arterial pressure were shown to have a relative contribution of 19% and 8%,
respectively. Murray’s constant was shown to have a negligible contribution. Most of the
FFR uncertainty occured for patients with a low ml v . Moreover, a linear decrease in FFR
uncertainty was observed with increase in median FFR.
Even when including patients’ ml v with ± 5% uncertainty, ml v remained the most im-
portant parameter (51%) while the importance of MAP rose from 8% to 36%. However
using MAP variation as found in literature was shown to decrease the MAP contribution in
FFR uncertainty to approximately 10%, leaving left ventricular mass the most important
parameter. In this study we found that ml v should be measured as accurate as possible to
most effectively decrease uncertainty in computed FFR given the four parameter that were
investigated.
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5.1 Introduction

A lot of research is aimed at performing non-invasive assessment of coronary artery disease
using computational fluid dynamics (CFD) models by means of the derivation of virtual
fractional flow reserve (FFR) (Taylor et al., 2013; Morris et al., 2015; Min et al., 2012; Itu
et al., 2016). By first segmenting coronary arteries from imaging data such as CT and using
the geometry endowed with appropriate boundary conditions, the patient’s blood flow
and pressure along the coronary tree can be computed. In this way invasive intra-vascular
pressure measurement needed to measure the FFR in the clinic can be avoided. One of
the main challenges of computing FFR using CFD models is obtaining correct boundary
conditions. These boundary conditions are preferably patient-specific and based on non-
invasively obtained and accurate patient data. Another challenge is the fact that CFD
models for coronary circulation are computationally very expensive (Taylor et al., 2013;
Morris et al., 2017) and thus can be cumbersome to evaluate within a given time frame
when also uncertainty quantification is needed. Both challenges might result in the fact that
especially uncertainty applied in the boundary conditions can not be used to enrich the
corresponding patient’s FFR with a confidence interval. This especially becomes important
when the computed FFR is close to the threshold used to differentiate between various
types of treatment.
One of the possible boundary conditions is coronary flow which depends on the size of
the myocardium that needs to be supplied with blood. In general, coronaries supplying
larger parts of the myocardium are expected to have more flow (Kassab, 2006; Choy and
Kassab, 2008). Moreover, coronary flow is determined by perfusion of the myocardial tissue.
Perfusion is amount of blood flow per unit of tissue mass. Another possible boundary
condition is the mean arterial pressure which in healthy arteries together with the flow
could determine the total myocardial resistance. A thing to note is that the same pressure
drop will lead to a different FFR if the mean arterial pressure changes. The myocardial
resistance needs to be divided accordingly among the various branches (Murray, 1926;
Kassab, 2006; Fossan et al., 2018; Min et al., 2015) which will influence the flow distribution
within the coronary circulation and thus the FFR throughout the coronary circulation. This
distribution can be approximated by using allometric scaling laws based on geometrical
input of the coronaries such as volume, length or radius (Kassab, 2006; Van der Giessen
et al., 2011; Murray, 1926; Choy and Kassab, 2008). Some of the required parameters
are more readily available from the clinical workflow such as the mean arterial pressure.
Other parameters such as perfusion and myocardial mass need to be taken either from
population-based ranges or need to be extracted using additional imaging modalities or
post-processing.
In this paper, we investigate the effect of the uncertainty in the derived boundary conditions
on the computed FFR. Boundary conditions in this study are derived from the parameters
myocardial perfusion, left ventricular mass, flow distribution and mean arterial pressure.
First parameters will be based on population-based ranges to obtain an uncertainty in FFR.
Using this approach the parameters with the largest impact on the FFR are determined.
Next, the left ventricular mass will be adapted using patient-specific values. This way
the total reduction in FFR uncertainty is determined for the case that the patient’s left
ventricular mass is available.
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5.2 Materials and Methods

For non-invasive FFR computations, boundary conditions of a patient need to be esti-
mated by non-invasivaly obtained parameters. In this study the influence of the perfusion,
left ventrical mass, flow distribution constants and mean arterial pressure were varied.
Moreover, the reduction of FFR uncertainty due to including patient-specific measured left
ventricular mass was investigated.

5.2.1 Data acquisition

For this study, 14 patients received a CCTA scan with corresponding measured FFR. The
data were retrospectively obtained from the UMC Utrecht (Utrecht, the Netherlands). The
study was furthermore approved by the Institutional Review Board committee (IRB). For
the usage of the anonymized data, permission was given by means of written informed
consent. The 14 patients (9 Male) had an average age of 60 years with a minimum and
maximum age of 49 and 74 years, respectively. CCTA scans were acquired on a 256-detector
row scanner (Phillips Brilliance iCT, Philips Medical, Best, The Netherlands). Acquisition
was done using an ECG-triggered step and shoot protocol. The tube current was between
210 and 300 mAs whereas a tube voltage of 120 kVp was used. For patients > 80 kg contrast
medium was injected using a flow rate was 6.7 mL/s a total of 80 mL iopromide (Ultravist
300 mg I/mL, Bayer Healthcare, Berlin, Germany), followed by a 67 mL mixed contrast
medium and saline (50:50) flush, and next a 40 mL saline flush. For patients ∑ 80 kg the
flow rate was 6.7 mL/s and the volumes of the boluses were 70, 50 and 30 mL, respectively.
Images were reconstructed resulting in an in-plane resolution ranging from 0.38 to 0.56
mm, and 0.9 mm thick slices with 0.45 mm spacing.

5.2.2 Mesh generation

To obtain patient-specific meshes, the coronary arteries in the CCTA scans where first seg-
mented using ITK snap (Yushkevich et al., 2006). Segmentation was performed either at the
left of right side of the coronary circulation depending on the location of the measured FFR.
Segmentation was performed from the ostium onward. For each segmentation a surface
mesh of either the left or right coronary circulation was obtained. After segmentation, the
obtained surface mesh was processed in SpaceClaim (Canonsburg, Pennsylvania, United
States). Next the inlet and outlets were elongated. In general all branches were elongated
until the original length of the vessel was restored. Inlet and outlet surfaces were generated
to prescribed boundary conditions. Furthermore, to minimize boundary effects, branches
were elongated to at least 10 times the radius. Once the surface meshes were processed,
meshing was performed in Fluent (Canonsburg, Pennsylvania, United States). Meshes with
an element size between 0.1 mm and 0.2 mm were generated.

5.2.3 Left ventricle segmentation

The left ventricle (LV) myocardium in coronary CTA was segmented using the method
presented by Zreik et al. (Zreik et al., 2018). Briefly, to identify voxels of the LV myocardium,
the algorithm uses multiscale convolutional neural network (CNN) that analyses two
inputs, i.e. two image patches, centered around the voxel of interest. One input is a small
patch taken at high-resolution allowing analysis of the detailed local texture but limited
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contextual information. Another input is a larger image patch taken at low-resolution
allowing analysis of the contextual information, but at reduced image resolution. The
CNN combines information from both scales to classify all voxels in a CTA scan as LV
myocardium or background.

5.2.4 CFD modelling

In this study, flows and pressures within the coronaries were solved using the incompress-
ible Navier-Stokes equation assuming a Newtonian fluid:

Ω(
@~u
@t

+~u ·r~u) =°rp +r ·2¥D , (5.1)

r ·~u = 0, (5.2)

with p and and ~u representing the pressure and velocity, respectively. The rate of deforma-
tion tensor is given by D . Blood density and viscosity were set at 1050 kg/m3 and 4.0 ·10°3

Pa ·s, respectively. Blood flow and pressure were solved using the finite element package
Fenics in combination with Oasis by means of the incremental pressure correction method
(Alnæs et al., 2015; Mortensen and Valen-Sendstad, 2015). For all patients a time step of 0.1
ms was used.

5.2.5 Boundary conditions

In order to simulate a patient’s blood flow and pressure, boundary conditions at the inlet
and outlet of the coronary circulation need to be chosen wisely. At the inlet a steady coro-
nary flow (qtot ) was prescribed based on the myocardial perfusion at rest, left ventricular
size, hyperemic factor and, the side of the heart the coronary circulation is supplying. The
corresponding steady coronary flow was prescribed at the inlet with a plug velocity profile
as shown in Figure 5.1. The myocardial perfusion (mL/(gram · min)) at rest represents
the amount of blood flow through a certain amount of myocardial tissue and is closely
linked to myocardial oxygen consumption (Sharma et al., 2012). Using the tissue perfusion
and the mass of the myocardial tissue of interest, the corresponding coronary flow of the
tissue during rest can be estimated. The mass of the left ventricle can be obtained by using
segmentated left ventricular volume from CTA scans and assuming a myocardial tissue
density of 1.055 gram/mL (Fuchs et al., 2016). The mass of the right ventricle was assumed
to be half the size of the left ventricle(Sharma et al., 2012), hence no additional ventricular
segmentation would be needed. To obtain blood flow during hyperemia, the rest flow needs
to be multiplied with a certain hyperemic factor. The total coronary flow during hyperemia
can be given as:

qtot =
(

qper ·ml v · fhy p if left ventricle,

0.5 ·qper ·ml v · fhy p if right ventricle,
(5.3)

with ml v the myocardial mass in g r am. The factor of flow increase during hyperemia is
given by fhy p which is 1 during rest and > 1 during hyperemia. For this study, we based
our hyperemic factor on the coronary flow reserve (CFR) of 3.3 based on findings of Danad
et al. (Danad et al., 2014). Using the total coronary flow (qtot ) and a mean arterial pressure
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(pa), the total myocardial resistance (Rtot ) was estimated as (Tang et al., 2009; Taylor et al.,
2013):

Rtot =
pa

qtot
. (5.4)

The total myocardial resistance corresponds to the resistance of the entire coronary cir-
culation. However, the resistance per outflow branch needed to be determined for an
accurate flow distribution throughout the coronary circulation. One of the most widely
used methods to do so, is based on the radius of the outflow branches (Mittal et al., 2005;
Huo and Kassab, 2007; Murray, 1926; Van der Giessen et al., 2011). The total resistance can
be divided as(Murray, 1926):

Ri = Rtot

P
i r b

i

r b
i

, (5.5)

with ri the radius of a single outflow branch, b the coefficient with which the radii were
scaled and

P
i r b

i the sum of all radii to the power b. The corresponding resistance of each
vessel (Ri ) was then prescribed at the outlet by means of lumped-parameter coronary
model (see Figure 5.1). The individual resistances of the lumped-parameter coronary
model as seen in Figure 5.1 were then calculated as follows (Sankaran et al., 2012):

Ra = 0.32Ri , (5.6)

Ra,mi cr o = 0.52Ri , (5.7)

Rv,mi cr o = 0.08Ri , (5.8)

Rv = 0.08Ri . (5.9)

The compliance Ca and Ci m were as follows:

Ca = 0.11
ø

Ri
, (5.10)

Ci m = 0.89
ø

Ri
, (5.11)

where ø is the RC-time constant of the lumped-parameter model whereas Ri is the resis-
tance of the lumped-parameter model per branch. The compliances Ca and Ci m represent
the compliance of the arterial and intra-myocardial system, respectively. For constant
inflow boundary conditions, the impedance of the lumped-parameter model will only
depend on the resistance of the model once blood pressure has reached its steady state.
Hence for this study, we chose a ø of 0.1 s to ensure a quick transition from simulation
to simulation when using different parameter sets such that computational costs were
reduced.
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Figure 5.1: The boundary conditions at the inlet and outlets as well as the coronary circulation are
shown. Furthermore, the stenosis and centerline for the geometry are depicted.

5.2.6 Numerical implementation

Boundary conditions were calculated for each parameter set. Based on these boundary
conditions, simulations were performed. In order to reduce simulation time, simulations
were performed in a consecutive order such that when moving to the next parameter
set, simulations did non need to be started from a state with no flow. To this end the
parameter set was ordered from lowest to highest coronary flow. Simulations were started
with the lowest flow and carried out until the solutions for the highest flow were obtained.
Simulations for each parameter set lasted until the maximum change in pressure between

the current to the previous time step (≤p = pt
i °pt°¢t

i
¢t ) at the inlet and the outlets was less

than 1 mmHg/s. Once a simulation was considered converged, the next simulation was
carried out with the next parameter set. This was done until all sets of simulations were
performed.

5.2.7 Uncertainty analysis & sensitivity analysis

Changes in parameters that determine the boundary conditions: perfusion, left ventricular
mass, flow distribution and mean arterial pressure will influence the FFR. Using uncertainty
quantification (UQ) and sensitivity analysis (SA) the influence of those four parameters
on the computed FFR was investigated. The SA was based on a global variance-based
method which gives the importance of each input parameter on the total uncertainty in
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the FFR (Huberts et al., 2014; Donders et al., 2015). Using SA, parameters can be sorted
from least to most important such important parameters should either be measured or
estimated more accurately. Using the SA analysis, the Sobol indices for all four parameters
are computed per patient. These indices are a measure of the relative importance with
respect to the uncertainty in FFR. In order to do so, the agPCE method was used which
builds a polynomial meta-model of only significant terms (Quicken et al., 2016). The main
benefit of the agPCE method is the fact that the computationally expensive CFD model
needs to be evaluated significantly less compared to other methods (Quicken et al., 2016).
For more detail we refer the reader to the work of Quicken et al. (Quicken et al., 2016).

5.2.7.1 Population based

Parameter ranges used for this study are shown in Table 5.1. The range of the perfusion was
based on the work of Danad et al. and Choy et al. (Danad et al., 2014; Choy and Kassab,
2008) and was found to be between 0.73 and 1.23 mL/gram/min, respectively. The range
of the left ventricular mass was obtained for men and women seperately. For men the left
ventricular mass was shown to range between 75 and 220 gram whereas for women this
was between 60 and 190 gram (Kumaran et al., 2002). Next, the range of Murray’s exponent
for dividing the total coronary resistance among each branch needed to be estimated. In
literature various values of b can be found ranging between approximately 2 and 3 (Mittal
et al., 2005; Huo and Kassab, 2007; Murray, 1926; Van der Giessen et al., 2011) but also
shown to be dependent on the type of vessel (Huo and Kassab, 2007). The mean arterial
pressure in this study ranged between 70 mmHg and 120 mmHg (Engelen et al., 2012). In
total 50 parameter sets were created for which the CFD model was evaluated for. Per patient,
the quality of the meta-models for the SA was checked and if needed new simulations could
be performed. For all parameter ranges we assumed a uniform distribution such that the
likelyhood of occurance was the same.

Table 5.1: Parameters used in this study with their corresponding minimum and maximum value.
[1](Choy and Kassab, 2008); [2](Danad et al., 2014); [3](Kumaran et al., 2002); [4](Mittal et al., 2005);[5]
(Huo and Kassab, 2007); [6] (Murray, 1926); [7] (Van der Giessen et al., 2011); [8] (Engelen et al., 2012)

Parameter Symbol Unit Min. Max. Reference
Perfusion qper mL/gram/min 0.73 1.23 [1,2]
Left ventr. mass (M) ml v gram 75 220 [3]
Left ventr. mass (F) ml v gram 60 190 [3]
Murray’s constant b - 2 3 [4,5,6,7]
Mean arterial pressure pa mmHg 70 120 [8]

5.2.7.2 Measurement based

For the measurement-based approach we investigated the uncertainty in computed FFR in
case of an known left ventricular mass (ml v ) from CTA and its corresponding uncertainty.
The uncertainty in the ml v was assumed to be around ± 5%. In literature most of the
uncertainty in the ml v is given based on minimal distances and not volume. As the exact
uncertainty in left ventricular mass was unknown, a 5% uncertainty was assumed. All other
parameters were kept the same as shown in Table 5.2. For this purpose simulations were
again evaluated, however this time with new values for the left ventricular mass.
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Table 5.2: Parameters used in this study with their corresponding minimum and maximum value.
[1](Choy and Kassab, 2008); [2](Danad et al., 2014); [3](Mittal et al., 2005);[4] (Huo and Kassab, 2007);
[5] (Murray, 1926); [6] (Van der Giessen et al., 2011); [7] (Engelen et al., 2012)

Parameter Symbol Unit Min. Max. Reference
Perfusion qper mL/gram/min 0.73 1.23 [1,2]
Uncertainty left ventr. mass dml v % °5 +5 -
Murray’s constant b - 2 3 [3,4,5,6]
Mean arterial pressure pa mmHg 70 120 [7]

5.2.8 Post-processing

For post-processing, the centerline of the vessel containing the stenosis was extracted (see
Figure 5.1) using the open-source library Vascular Modeling ToolKit (VMTK) (Antiga et al.,
2008). Next, the proximal (pa) and distal (pd ) pressure were obtained by taking the average
pressure over a plane perpendicular to the centerline. The proximal pressure (pa) was
obtained a couple of radii from the inlet which in vivo would be close to the ostium. The
distal pressure (pd ) was obtained at the stenosis location as indicated by the physician.
The FFR was then calculated per case using:

F F R = pd

pa
. (5.12)

5.3 Simulations & analysis

In this study a total of 14 patients were included. Mean left ventricular mass for all patients
was 144 grams ranging between a minimum of 107 and maximum of 223 grams. The ranges
were similar to what was found in literature (Kumaran et al., 2002). The measured FFR was
found to be between 0.75 and 0.98 with a mean of 0.86.

5.3.1 Simulations

50 simulations per patient were performed using population-based ranges whereas another
50 simulations per patient were performed for measured left ventricular mass. In total
1400 simulations were performed. The differences between the measured and computed
FFR are found to be similar to what can be found in literature (Kim et al., 2014; Nørgaard
et al., 2014; Fossan et al., 2018; Koo et al., 2011; Nakazato et al., 2013; Itu et al., 2016) (see
Figure 5.2c,5.2d). In general the ranges in computed FFR are found to vary significantly
from patient to patient. FFR ranges are between 0.078 and 0.66 (see Figure 5.2a).
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Figure 5.2: Uncertainty for the measured (mFFR) and computed FFR (cFFR) can be seen in (a) and
(b). The dashed lines represent the FFR threshold of 0.80 whereas the solid diagonal line represents
the identity line. In (a) the FFR uncertainty for the 14 patients is shown when using population-
based variance. In (b) the FFR uncertainty when including a patient’s left ventricular mass with ±5%
uncertainty is depicted. In (c) the FFR predictions of the current study (population ranges) are plotted
on top of the results from Koo et al. (Koo et al., 2011). Futhermore, in (d) the current results and the
results from Norgaard et al. are depicted (Nørgaard et al., 2014).

When including the patient’s left ventricular mass with an uncertainty range of 5%, FFR
ranges decrease on average by a factor 2.2 with patient 11 showing a decrease of a factor
3.4. The FFR ranges when considering a smaller uncertainty in left ventricular mass are
between 0.036 and 0.34 as can be seen in Figure 5.2b. Based on Figure 5.3a, it can be seen
that the FFR uncertainty depends on left ventricular size. Patients with a lower ml v have
a larger ¢F F R whereas with increase in ml v the ¢F F R decreases. It furthermore, can be
observed that FFR uncertainty and median FFR have a strong correlation (see Figure 5.3b).
With increasing median FFR, the uncertainty in FFR decreases linearly.

5.3.2 Sensitivity analysis

For the agPCE method, 50 CFD model evaluations per patient were more than sufficient.
Meta-model quality for all models was high (Q2 > 0.99). Quality of the meta-models was
high enough with a maximum polynomial order of 3. Interaction between parameters
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Figure 5.3: In (a) the FFR uncertainty as a function of the left ventricular mass is shown for population-
based variance. The FFR uncertainty as a function of the median FFR is shown in (b).

was relatively small (approximately 6%). Most of the interaction was between perfusion
and left ventricular mass. The parameter with the largest effect on the computed FFR was
the left ventricular mass. On average, approximately 72% of the FFR uncertainty could
be attributed to the ml v . The uncertainty in the perfusion amounts for 19% of the FFR
uncertainty as can be seen in Figure 5.4a. Murray’s exponential constant has the smallest
effect on the FFR (< 1%). The relative importance of the four variables in decreasing order
of importance based on their impact on the computed FFR were left ventricular mass (72%),
myocardial perfusion (19%), mean arterial pressure (8%) and Murray’s constant (< 1%).
In general the ml v was approximately 3.8 and 9 times more important than myocardial
perfusion and mean arterial pressure, respectively. Murray’s constant had a total and main
Sobol indices of approximately 1%, hence the parameter with the smallest effect on the
FFR. The main Sobol indices per patient are shown in Figure 5.5. A thing to note is that
the main Sobol indices for the four parameters do not show large variation from patient to
patient (see Figure 5.5).
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Figure 5.4: The relative influence of each of the four parameters on the uncertainty of the computed
FFR is depicted.
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Figure 5.5: The main Sobol indices for 14 patients for the myocardial perfusion (a), left ventricular
mass (b), Murray’s constant (c) and mean arterial pressure (d)
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Including measured left ventricular mass with uncertainty is shown to yield meta-models
of the same quality (Q2 > 0.99) and maximum polynomial order of 3. Interaction between
parameters is shown to decrease from 6% to 1.5%. The left ventricular mass is shown to
remain the parameter with the largest affect on the FFR uncertainty. It accounts for 51% of
the total uncertainty (see Figure 5.4b). The effect of perfusion on the FFR uncertainty is
shown to have decreased whereas the effect of the pa is shown to have increased from 8%
to 36%.

5.4 Discussion

The aim of the study was to investigate the effect of uncertainty in myocardial perfusion,
myocardial mass, Murray’s constant and mean arterial pressure on the computed FFR. To
this end we performed simulations on coronary circulations. The inflow boundary condi-
tion was based on myocardial mass and myocardial perfusion. Furthermore, flow division
was based on Murray’s law whereas mean arterial pressure was based on population based
ranges. Using the uncertainty quantification and sensitivity analysis, the impact of each
parameter on the FFR is estimated.

5.4.1 Simulations

Differences between the measured and computed FFR are found to be similar to what
can be found in literature (Kim et al., 2014; Nørgaard et al., 2014; Fossan et al., 2018; Koo
et al., 2011; Nakazato et al., 2013; Itu et al., 2016). For the population based values, we saw
significant differences in ranges in computed FFR between patients. For patients with a
lower ml v , the FFR uncertainty was higher than for patients with a higher ml v . This can
be explained by the fact that smaller hearts in general have smaller coronaries such that
blood flow will be lower compared to larger hearts. The form of the coronaries follows
the function of the heart making sure sufficient blood flow is delivered. However, when
prescribing flows based on larger left ventricles for smaller coronaries, the pressure drop
will tend to be higher resulting in a lower FFR. On the other hand patients with a larger
ventricle have a smaller range in FFR. This is due to the fact that for larger left ventricles
the total range of available flows will be lower relative to the physiological flow such that
pressure drops throughout the coronaries will be lower. As flow (q) and pressure drop
(¢p) are non-linearly (Seeley and Young, 1976; Garcia et al., 2005; Itu et al., 2013; Huo
et al., 2011) related by ¢p / q2. Small flow variation for lower flows will have a smaller
effect on the pressure drop compared to the same flow variation at higher flows. When
including measured left ventricular mass with a smaller uncertainty and thus reducing the
uncertainty in coronary blood flow, the uncertainty in FFR decreases by a factor 2.2 on
average.

5.4.2 Sensitivity analysis

We have shown that 50 model evaluations per patient were enough to create an accurate
meta-model (Q2 > 0.99). Up to third order polynomials were observed whereas interaction
between parameters was rather small. In this study the largest uncertainty in FFR is due to
the left ventricular mass (72%) and perfusion (19%) when using population-based ranges.
The contribution of the mean arterial pressure (8%) was rather small whereas Murray’s
constant (< 1%) was found to be negligible. Fossan et al. found similar results where
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mean arterial pressure and Murray’s constant are significanlty less important than the
flow through the coronaries (Fossan et al., 2018). Coronary flow has a larger effect on
the computed FFR than mean arterial pressure due to the fact that flow is non-linearly
(¢p / q2) related to the pressure drop (Seeley and Young, 1976; Garcia et al., 2005; Itu et al.,
2013; Huo et al., 2011). The FFR which is a function of pressure drop (¢p) and mean arterial
pressure (pa) as shown here:

F F R = pd

pa
= 1° ¢p

pa
, (5.13)

will therefore be influenced more by a change in flow than by the same relative change in
mean arterial pressure (pa). Performing sensitivity analysis once including left ventricular
mass has shown that left ventricular mass still is the parameter with the largest impact on
the FFR. Approximately 51% of the FFR uncertainty can be attributed to ml v . Moreover,
the mean arterial pressure became more important (36%) whereas myocardial perfusion
became less important (13%). Murray’s constant still had a very small effect on the FFR
uncertainty (< 1%). The results suggest that when including ml v measurements, accuracy
should lie within a smaller uncertainty range than the currently used ±5%. pa played a
bigger role once measured ml v was included. However, when pa was included with the
same standard deviation as Fossan et al. in addition to the measured ml v , we found that
approximately 10% of the FFR uncertainty was due to pa .

5.4.3 Limitations

One of the main limitations of the study is the fact that FFR computations in his study
are less accurate as hoped for. One of the reasons for this is the low number of patients
included in this study. Moreover these patients are mostly located within the FFR range
where most CFD models computing FFR are the least accurate (Cook et al., 2017). Further-
more, although computed FFR uncertainty is shown to decrease when including patient’s
left ventricular mass, it does not necessarily improve the predictions with respect to the
measured FFR.
A reason could be the fact that myocardial perfusion range in this study does not match
the patient’s perfusion. In this study the basal myocardial perfusion was based the work
of Choy et al. and Danad et al. (Choy and Kassab, 2008; Danad et al., 2014). However, the
lowest myocardial perfusion at baseline as found by Danad et al. (Danad et al., 2014) and
Stuijfzand et al. (Stuijfzand et al., 2015) was approximately 0.48 mL/gram/min which is 34%
lower than used in this study . Furthermore, the highest value for myocardial perfusion
was found to be close to 1.8 mL/gram/min which is 46% larger compared to the maximum
value used in this study. This could explain the overestimation or underestimation of the
FFR as for the model less or more blood was assumed to go the the myocardium.
Another reason for the mismatch between computed FFR and measured FFR could be due
to the chosen coronary flow reserve (CFR) which was set to 3.3 for all vessels based on the
work of Danad et al. (Danad et al., 2014). However, in literature various values can be found
for the CFR (Stuijfzand et al., 2015; Lee et al., 2016; Mcginn et al., 1990). Studies also have
found significant differences between CFRs for functionally significant and functionally
non-significant stenoses (Danad et al., 2014; Stuijfzand et al., 2015). Moreover, Danad et al.
showed that for some patients the CFR was below 1, meaning that flow decreases during
hyperemia (Danad et al., 2014).
In order to determine the accuracy of model predictions, flow measurements could help
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to get a better understanding of the underlying hemodynamics (Gould et al., 1988; Tona
et al., 2006). Flow measurements could help to determine whether the computed blood
flow corresponding to the FFR matches the in vivo situation. The computed FFR can match
measured FFR while the computed and in vivo blood flow do not necessarily have to match.
On the other hand, a different FFR can be computed while modelling the same blood flow
as in the patient. Having a good indication of the patient’s coronary blood flow would both
help to get better boundary conditions and also benchmark the CFD models for FFR and
flow. Flow indications based on available CT images could be achieved by using intensities
of contrast agents to obtain coronary flow (Yao et al., 2013; Bae et al., 2018). Furthermore
obtaining perfusion information (Di Carli et al., 2007) would help improve the boundary
conditions per patient and thus getting the computed FFR closer to the measured FFR .

5.5 Conclusion

Largest part of the uncertainty in FFR can be attributed to the left myocardial mass (ml v ).
Mean arterial pressure and Murray’s constant were shown to have a very small effect on
the FFR and therefore can be fixed to a population-based average. The uncertainty is
shown to significantly decrease when including the patient’s left ventrical mass (> 2x). Left
ventricular mass should be measured more accurately than ±5% as half of the remaining
FFR uncertainty was due to ml v . When including ml v , pa became the second most impor-
tant parameter. However using a variation in pa as found in literature shows that pa only
accounts for a small portion of the FFR uncertainty.
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6.1 General discussion

6.1.1 Introduction

For classifying functional significance of coronary stenoses, the fractional flow reserve
(FFR) is considered to be the gold standard. The FFR has been shown to accurately classify
stenoses based on their functional significance, although it still remains an invasive assess-
ment as intravascular pressure measurements need to be performed proximal and distal
to stenoses. To circumvent this drawback, computational fluid dynamics models for the
coronary blood flow and pressure could be used to non-invasively assess the computed
FFR whilst maintaining the benefits of FFR. Previously a lot of effort is put into improving
CFD models for vFFR predictions (Taylor et al., 2013; Morris et al., 2015; Min et al., 2012).
One of the drawbacks of the current models is that FFR uncertainty quantification due
to uncertainty in parameter values is difficult to perform due to the computational costs
involved in evaluating these complex CFD models. Therefore the goal of this study was
twofold. The first goal was reducing computational time of models by investigating the fea-
sibility of reduced order models. The second goal was to investigate the effect of parameter
uncertainty on the computed FFR. Investigating the feasibility of reduced order models
was done by comparing the computed FFR of reduced order models with the FFR of higher
order models. Investigating the impact of parameter uncertainty was achieved by using a
global uncertainty quantification (UQ) and sensitivity analysis (SA).
To investigate the effect of choices in blood viscosity models on the computed FFR, various
different viscosity models were used for modelling coronary blood flow in Chapter 2. For
these blood viscosity models both Newtonian and non-Newtonian models were used. In
Chapter 3 the effect of population-based variance of blood viscosity on the computed FFR
was investigated by means of uncertainty quantification (UQ) and sensitivity analysis (SA).
Using UQ and SA the importance and the contribution of each parameter on the computed
FFR can be quantified. Later on, in Chapter 4 the influence of model-order reduction on
the computed FFR was investigated using parameterized coronary geometries. Finally in
Chapter 5 the influence of uncertainty in boundary conditions on the computed FFR due
to for example left ventricular mass and myocardial perfusion is investigated. Below the
benefits and limitations of the previous chapters will be discussed.

6.1.2 Impact of blood viscosity

Blood is known to be a complex non-Newtonian fluid for which the viscosity depends on
the shear rate. For higher shear rates blood viscosity is shown to decrease whereas for
lower shear rates blood viscosity is known to increase. This change in viscosity due to shear
thinning properties of blood. When performing FFR simulations using computational
fluid dynamics models, blood viscosity needs to be included. This can be done in either
a Newtonian way where viscosity is fixed to a single value and does not depend on the
shear rate or in a non-Newtonian way allowing the viscosity to change as a function of
the shear rate. Newtonian approximations are based on single values (Kim et al., 2010;
Valen-Sendstad et al., 2013; Vignon-Clementel et al., 2010; Mirramezani et al., 2019; Steele
et al., 2007) or patient’s input such as hematocrit and plasma viscosity (Sankaran et al.,
2016; Fossan et al., 2018). The main benefit of these models is the fact that no shear rates
need to be computed. However, implicitly the magnitude of the shear rate is assumed by
fixing the viscosity to a certain value. The choice of blood viscosity model and model pa-
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rameters will influence blood flow and pressure through the coronaries and thus ultimately
impact the computed FFR. Different viscosity models or different viscosity parameters
will therefore most likely yield a different prediction and in the worst case scenario will
result in ambivalent stenosis classifications. In literature no real consensus can be found
regarding the choice of a viscosity model or the values of the viscosity (Sankaran et al., 2016;
Fossan et al., 2018; Kim et al., 2010; Johnston et al., 2004; Vignon-Clementel et al., 2010;
Mirramezani et al., 2019). In a study by Johnston et al, differences in wall shear stresses
depended on the viscosity model (Johnston et al., 2004). Although only one set of model
parameters is used per model in the latter study, differences can be expected to increase
for different choices in model parameters.
Hence the goal of Chapter 2 was to investigate how different blood viscosity models would
affect the computed FFR within a single patient. For this purpose, blood flow and blood
pressure for 146 patients (206 lesions) were computed. For each patient, simulations were
performed using blood viscosity based on a high and low fixed constant value (Kim et al.,
2010; Valen-Sendstad et al., 2013; Vignon-Clementel et al., 2010; Mirramezani et al., 2019;
Steele et al., 2007). Moreover, we also used a Newtonian and non-Newtonian model based
on hematocrit and plasma viscosity. As only patient-specific hematocrit was available,
these models were evaluated for high and low plasma viscosity to cover the population
range (Baskurt and Meiselman, 2003; Haidekker et al., 2002; Késmárky et al., 2008; Rand
et al., 1964). This way, three blood viscosity models with corresponding lower and higher
viscosities were evaluated resulting in six different viscosity approaches. In this study
each patient was evaluated six times resulting in a total of 876 simulations. We found that
depending on the choice of the blood viscosity, 78 to 96 lesions were deemed significant
(FFR=0.80 as cut-off value). For 7% of the lesions no clear stenosis classification could be
made. In other words, depending on the choice of the blood viscosity, a stenosis might be
classified differently. Moreover, we found that the computed FFR could vary up to 0.065
and, in 53% of the lesions, are higher than the measured clinical reproducibility found
by Berry et al. and Gaur et al. (Berry et al., 2013; Gaur et al., 2014b). This FFR variance
was found to be largest for FFR values between 0.6 and 0.8, similar to what was found in a
review study by Cook et al. (2017). In the review study, the studies of Koo et al. , Nakazato
et al. , Kim et al. , Renker et al. and Norgaard et al. which compared computed FFR with
actual measured FFR were analyzed (Koo et al., 2011; Nakazato et al., 2013; Kim et al., 2014;
Renker et al., 2014; Nørgaard et al., 2014). Although FFR computations in these studies were
shown to be accurate (82%) FFR computations were less accurate for FFR values between
0.7 and 0.8. The accuracy in this range for the five studies was found to be approximately
46%. In order to decrease the number of ambivalent stenoses in this region, FFR models
need to become more accurate in this region which could be done using patient-specific
viscosities. For the lower (<0.6) and higher (>0.9) FFR values, the FFR models were shown
to yield accuracies above 86%. Especially for FFR values between 0.7 and 0.8, viscosity
models and their corresponding parameters should be chosen more carefully in order to
reduce the inaccuracy of the computed FFR.
In Chapter 2 we used the Quemada model to capture the non-Newtonian behaviour of the
blood viscosity. Based on literature, the Quemada model was found to accurately capture
the blood behaviour (Marcinkowska-Gapińska et al., 2007). Hence in Chapter 3, the goal
was to see what the effect of uncertainty in hematocrit (Hct ) and plasma viscosity (¥p ) is
on the computed FFR. For this purpose we used the blood viscosity uncertainty by using
the Quemada model. Population-based variances for Hct and ¥p were used to compute
the FFR for different combinations of both parameters. Using uncertainty quantification,



82 | Chapter 6. General Discussion

the uncertainty in FFR was investigated, whereas with sensitivity analysis the relative im-
portance of each parameter was investigated. When looking at individual lesions we found
that for 15 lesions, the computed FFR range was intersecting the FFR threshold of 0.80. In
other words, depending on the choice of Hct and ¥p , the classificaiton of approximately
1 out of 5 lesions depends on the chosen values for the parameters. Including measured
Hct in the FFR model was shown to decrease the FFR uncertainty on average by a factor of
2.2 such that only 7.5% of the lesions would receive an ambivalent classification. Without
measured Hct and ¥p , the FFR uncertainty was found to be as large as 0.08. Similar to
Chapter 2 and the studies of Koo et al. , Nakazato et al. , Kim et al. , Renker et al. and
Norgaard et al. , the largest uncertainty was for FFR values between 0.7 and 0.8 (Koo et al.,
2011; Nakazato et al., 2013; Kim et al., 2014; Renker et al., 2014; Nørgaard et al., 2014). With
no measured Hct , up to 88% of the lesions had a FFR uncertainty higher than the measured
clinical reproducibility found by Berry et al. and Gaur et al. (Berry et al., 2013; Gaur et al.,
2014b). The FFR uncertainty ranges in this study can be expected to be larger than the ones
found by Sankaran et al. and Fossan et al. (Sankaran et al., 2016; Fossan et al., 2018). The
reason for this is that both studies used a fixed value of the plasma viscosity whereas in the
current study we varied the plasma viscosity within the population-based range.

6.1.3 Blood viscosity (limitations)

One of the limitations of the studies on viscosity models was the fact that only uncertainty
in Hct and ¥p was taken into account. This was done while assuming that the uncertainty
in other parameters such as boundary conditions and geometry were negligible. Even for
the best case scenerio where all other parameters are known except for blood viscosity, FFR
uncertainty was large with FFR ranges up to 0.08. In future studies, uncertainty quantifi-
cation and sensitivity analysis should be performed on a larger number of parameters as
done by Sankaran et al. where the uncertainty of myocardial resistance, stenosis length,
minimum lumen diameter and blood viscosity was taken into account(Sankaran et al.,
2016). However, with more parameters the number of model evaluations per patient goes
up extremely (Quicken et al., 2016). If the analysis needs to be performed for a larger num-
ber of patients thus results in an unfeasible study because of the enormous computational
effort. Therefore one has to rely on reduced order models when performing sensitivity
analysis (Fossan et al., 2018; Morris et al., 2017).

6.1.4 Model order reduction

One of the main drawbacks of computational fluid dynamics (CFD) models for coronary
blood flow is the computational time. The CFD models require a lot of computational effort
such that uncertainty quantification and sensitivity analysis can become unfeasible. The
reason for this is the fact that these models tend to be three dimensional (3D) in order to be
as close as possible to the in vivo situation. As Morris et al. already pointed out, simulation
time of a 3D transient approach can range somewhere between hours and days (Morris
et al., 2017). Using a steady approach can significantly reduce computational time (Tu
et al., 2014). However, the main benefit of these models is the high temporal and spatial
resolution which can be achieved within an in vivo geometry.
Using a 2D axisymmetric approach, the high temporal and spatial resolution is mostly
maintained while slightly simplifying the geometry (Morris et al., 2016). A 3D representa-
tion of a coronary artery with curvature and torsion becomes a slice of a straightened tube.
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This way only a fraction of the coronary domain needs to be solved and computational time
is tremendously reduced. In Chapter 2, effects of model order reduction were investigated
using a parameterized approach, by replacing the 3D CFD model with its corresponding
2D axisymmetric counterpart while keeping all boundary conditions the same. For this
approach, 200 coronary geometries with a single stenosis were generated in 3D based on
seven geometrical characteristics. Four of the characteristics were related to the stenosis
itself namely stenosis severity, asymmetry, length and angular position. Curvature, torsion
and tapering were parameters related to the coronary artery itself. Based on these 3D ge-
ometries the corresponding 2D axisymmetric geometries were generated. We furthermore
investigated the impact of using a constant flow instead of a transient flow as a way of
reducing computational cost. We found that when using transient inflows for both 3D and
2D models, FFR predictions were nearly identical. The 3D model with transient inflow
was considered the reference model. For the reference model we found found that higher
velocities were found at the outer side of the bend with increase in curvature (Chang and
Tarbell, 1988; Hayashi and Yamaguchi, 2002; Kelidis and Konstantinidis, 2018). Moreover,
recirculation zones right after the stenosis were found to behave similar to what is found in
literature (Kelidis and Konstantinidis, 2018; Katritsis et al., 2010). We furthermore found
that using constant inflow boundary conditions for 3D and 2D models did not necessarily
result in accurate FFR computations compared to the reference model. Only when the con-
stant inflow was based on the root mean square of the transient flow curve did the models
yield nearly similar FFR predictions. Furthermore, computational time was reduced from
approximately 100 CPU hours for the 3D transient model to approximately 28 minutes
for the 2D transient model. The largest reduction in computational time is achieve when
replacing the 3D transient model (reference) with the 2D steady model. Using a 2D steady
model resulted on average in a computational time of 2 seconds. In addition, not only did
the 2D axisymmetric approach result in faster model evaluations but also yielded results
very close to the transient case for a constant inflow based on the root mean square (RMS)
of its corresponding transient flow curve. Discrepancies between the reference model and
the 2D RMS model were mostly caused due to curvature of the vessel, stenosis severity,
stenosis length and, tapering of the vessel. Vessel characteristics in 3D which were left out
in the 2D case such as torsion, angular position of the stenosis and, the stenosis asymmetry
had an insignificant role.

6.1.5 Model order reduction (Limitation)

The model order reduction study conducted in Chapter 4 was based on a parameterized
approach. The benefit of this approach is the fact that an extensive analysis of the impact
of model order reduction on the FFR can be done without the need of patient-specific
data. The relative contribution of each parameter with respect to reducing the model
order can be obtained. However the impact of reducing model complexity using patient-
specific geometries is still unknown and needs to be investigated in future studies. Another
limitation of this study is the usage of geometries with a single focal stenosis per vessel
whereas in vivo stenoses are not always focal. Furthermore, the number of stenoses per
vessel is not always limited to one such that the effect of model order reduction for multiple
stenoses per vessel should be investigated as well.
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6.1.6 Myocardial mass and perfusion

In order to perform patient-specific coronary simulations of blood flow and pressure,
accurate boundary conditions are a necessity. The flow in the coronaries is based on the
size of the myocardium (Kassab, 2006; Choy and Kassab, 2008) and also on the perfusion
(Sharma et al., 2012). Moreover, the mean arterial pressure is needed for an accurate
representation of the coronary blood pressure. The mean arterial pressure in combination
with coronary blood flow determines the myocardial resistance. This myocardial resistance
then needs to be divided among the braches.
In Chapter 5 we investigated the effect of parameter uncertainty in boundary conditions for
the computed FFR. To this end, left ventricular mass, myocardial perfusion, mean arterial
pressure and Murray’s constant were varied within their corresponding population-based
ranges.
We found a similar difference between the computed FFR and the measured FFR as found
in literature (Kim et al., 2014; Nørgaard et al., 2014; Fossan et al., 2018; Koo et al., 2011;
Nakazato et al., 2013; Itu et al., 2016). When looking at the uncertainty of the computed FFR
for population-based variance in the boundary condition parameters, we found the FFR
uncertainty to range up to 0.66. These FFR uncertainty ranges were found to be similar to
the ones found by Fossan et al. (Fossan et al., 2018). Including the patients’ left ventricular
mass with a 5% uncertainty was shown to decrease the FFR range on average by a factor 2.2
with the maximum range being 0.34.
From the sensitivity analysis it becomes clear that 72% of the uncertainty in the FFR for
population-based values is due to the uncertainty in left ventricular mass. Perfusion (19%)
and mean arterial pressure (8%) are found have a smaller effect on the FFR whereas Murray’s
constant was found to have a negligible effect. When including patients’ left ventricular
mass with 5% uncertainty, left ventricular mass was still found to have the largest impact
on FFR (51%). This strongly suggests that the uncertainty in left ventricular mass needs
to be reduced to less than 5%. Also mean arterial pressure was found to play a larger role
(36%). However this can be explained by the large range used in this study for the variation
in mean arterial pressure (50 mmHg). Once we included mean arterial pressure with the
same uncertainty as Fossan et al. we found that only 10% of the FFR uncertainty could be
attributed to the mean arterial pressure. One of the main conclusions of this study is that
patient-specific left ventricular mass should be included with small uncertainty.

6.1.7 Myocardial mass and perfusion (Limitation)

Unfortunately the exact uncertainty in left ventricular mass was unknown. This lead to an
approximation of the reduced uncertainty in FFR due to patient-specific left ventricular
mass. However, the main conclusion still remains that the left ventricular mass is the
parameter with the largest impact on the FFR. Furthermore, for an accurate FFR estimation
left ventricular mass should be with a smaller uncertainty than the assumed ±5% uncer-
tainty. A limitation of this study is that we only focussed on measured patient-specific
boundary condition parameters and did not look at uncertainty in geometry and blood
viscosity. As already shown by Sankaran et al. and Fossan et al. and in Chapter 2 and
Chapter 3 it was shown that the choice of blood viscosity also has a relative large effect
on the FFR (Fossan et al., 2018; Sankaran et al., 2016). In future studies, uncertainty in
both parameter sets and in the geometry should all be included to put the impact of each
parameter on the FFR into perspective.
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6.1.8 Recommendations for future research

The work presented in this thesis could be extended in a number of ways. Focussing on the
blood viscosity, we have shown in Chapter 2 that computed FFR depends on the choice of
blood viscosity model and parameter values. In Chapter 3 we futhermore showed that if
blood viscosity is chosen to be dependent on hematocrit and plasma viscosity, most of the
uncertainty is due to hematocrit. In future studies, the diagnositic accuracy of FFR models
due to various viscosity models should be investigated. Although we found relatively large
differences in FFR between various viscosity models, it should be investigated how this
translates into the diagnostic accuracy for each viscosity model. Moreover it should be
investigated if diagnostic accuracy improves when including patient’s hematocrit. Further-
more, the effect on the computed FFR should be investigated to see whether differences in
computations and measurements decrease.
In order to reduce computational time, in Chapter 4 we investigated the effect of model-
order reduction on the computed FFR based on a parameterized approach. We found
small differences in FFR between the 2D and 3D model when using appropriate inflow
boundary conditions. Although results were promising, comparing 2D and 3D patient-
specific models should give further insights on the feasibility of model-order reduction for
the patient-specific case. Due to the low computational costs, the 2D model could be used
to compute FFRs in a faster and computationally less expensive way making uncertainty
quantification (UQ) and sensitivity analysis (SA) more feasible. This 2D model can also be
applied for cases only 2D images are acquired such as when performing angiograms.
Based on UQ&SA we investigated the effect of left ventricular mass, myocardial perfusion,
mean arterial pressure and, Murray’s constant on the computed FFR. We found that left
ventricular mass is the most important parameter. Including patient-specific left ventric-
ular mass with smaller uncertainty did decrease the FFR uncertainty but not necessarily
improve the computed FFR. In order to improve FFR computations, information of the
coronary blood flow should be included. Incorporating additional flow information into
the boundary conditions by means of perfusion imaging of the myocardium would help
to get a better picture of boundary conditions needed for the myocardium. Moreover,
future studies should be aimed at including measured or well-estimated coronary blood
flow for the current CFD models aimed at computing FFR. As of now, most CFD models
for computing FFR are solely benchmarked against measured FFR. However, as FFR is a
relative measure, even if FFR is predicted correctly it does not imply that pressure and flow
are correctly computed. Additional flow information would lead to an extra constraint
making sure that not just the FFR but also the flow corresponds to the patient’s in vivo
situation. This would help to match the computed blood flow to the patient’s in vivo blood
flow. Furthermore, including parameter uncertainty is essential for computing FFR in order
to obtain reliable FFR predictions.
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Samenvatting

De belangrijkste taak van het hart is zorgen voor voldoende transport van bloed. Om deze
taak te kunnen uitvoeren moet het hart zelf ook van voldoende bloed voorzien worden.
Het hart krijgt bloed via de linker en rechter kransslagaders (coronaire arteriën). Optimale
bloedstroom is belangrijk om de hartfunctie in stand te houden. De bloedstroom in de
kransslagaders kan echter afnemen bij patiënten met coronaire hartziektes (CHD). Bij
CHD is er sprake van een abnormale ophoping van plaque gedurende een lange peri-
ode wat uiteindelijk resulteert in vernauwde segmenten van de kransslagaders (stenose).
Naarmate de plaque groeit neemt het lumenoppervlak, de doorsnede waar bloed kan
stromen, in de kransslagaders af. Een direct gevolg hiervan is extra bloeddrukverlies over
een stenose. Dit resulteert in een lagere bloedstroom in de aangetaste kransslagader. Deze
lagere bloedstroom kan ervoor zorgen dat het hartspierweefsel, gevoed door deze aange-
taste kransslagader, een verhoogde kans heeft op een tekort aan bloed (ischemie) wat
kan leiden tot een infarct. Patiënten met CHD kunnen symptomen vertonen zoals pijn
op de borst en een onbehaaglijk gevoel gedurende stress of inspanning en in ernstige
gevallen ook gedurende rust. Behandelopties voor patiënt met CHD hangen af van de
ernst van de stenose, locatie van de stenose en de medische geschiedenis van de patiënt.
Uit eerder onderzoek is gebleken dat patiënten met milde CHD geen baat hebben bij
een invasieve behandeling zoals angioplastie en stentplaatsing. Voor deze patiënten is
aangetoond dat veranderingen in levensstijl en medicatie voldoende zijn. Patiënten met
ernstige vernauwingen daarentegen behoeven een invasieve behandeling. De ernst van
een stenose wordt in de kliniek vastgesteld met behulp van de fractional flow reserve (FFR)
welke gedefinieerd is als de verhouding tussen de bloedruk distaal van de stenose en de
bloeddruk proximaal van de stenose. Afhankelijk van de gemeten FFR komen patiënten
in aanmerking voor een invasieve behandeling (ernstige stenose, FFR∑0.80) of enkel een
behandeling met behulp van medicijnen (FFR>0.80). Voor patiënten die behandeld wor-
den door middel van medicijnen wordt de FFR meting echter gezien als een onnodige
invasieve meting. Computermodellen kunnen gebruikt worden om het aantal onnodige
invasieve metingen te reduceren door op deze manier patiënt specifiek de bloedstroom in
de kransslagaders te simuleren. Het voordeel is dat de ernst van een stenose niet-invasief
bepaald kan worden. Dit zorgt voor een vermindering van het ongemak van patiënten,
terwijl het bovendien het aantal complicaties verlaagt. Het potentiële voordeel van patiënt
specifieke modellen van de kransslagaders is al in eerder onderzoek aangetoond. Echter
vanwege hoge rekentijden van de 3D modellen is het niet mogelijk om de onzekerheid op
modelparameters in deze modellen mee te nemen in een gevoeligheidsanalyse. Het doel
van deze thesis was tweeledig. Het eerste doel is gericht op het reduceren van de rekentijd
van de modellen door te onderzoeken in hoe verre lagere orde modellen gebruikt kunnen
worden. Het tweede doel is onderzoeken wat de invloed is van parameteronzekerheid op de
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berekende FFR in de kransslagadermodellen. Deze thesis omvat de volgende hoofdstukken:
In Hoofdstuk 2 wordt de invloed van verschillende aannames van de bloedviscositeit op
de berekende FFR onderzocht. Van bloed is bekend dat het een niet-Newtonse vloeistof
is met een hoge viscositeit bij lage afschuifsnelheden en een lage viscositeit bij hoge af-
schuifsnelheden. Het effect van aannames voor de bloedviscositeit werden onderzocht
door simulaties te vergelijken met voor een constante waarde voor de viscositeit (Newtons),
een constante waarde die afhangt van de hematocriet en een niet-Newtonse model voor de
viscositeit (Quemada model) waarbij de viscositeit eveneens afhangt van de hematocriet.
Door gebruik te maken van de verschillende aannames kan de spreiding die resulteert op
de berekende FFR onderzocht worden. De resultaten lieten zien dat afhankelijk van het
gekozen viscositeitsmodel en de parameterkeuze de FFR kan variëren tot 0.065. De meeste
verschillen in FFR werden gevonden bij een FFR tussen de 0.6 en 0.8. In verschillende
gevallen (53%) was de verandering in berekende FFR significant genoeg om een stenose an-
ders te classificeren. Dit laat zien dat de keuze van het viscositeitsmodel de nauwkeurigheid
van de FFR berekeningen beïnvloedt en dus zou kunnen leiden tot een andere medische
behandeling. In Hoofdstuk 3 is het Quemada model gebruikt dat bekend staat om de
nauwkeurige beschrijving van de bloedviscositeit. Dit Quemada model hangt af van twee
fysische grootheden hematocriet en plasmaviscositeit die in de kliniek gemeten kunnen
worden. Door gebruik te maken van populatiespreidingen voor hematocriet en plasmavis-
cositeit kon de onzekerheid op de berekende FFR onderzocht worden in het geval dat beide
parameters onbekend zijn voor een patiënt. Toevoegen van patiënt specifieke hematocriet
waardes reduceerde de FFR onzekerheid gemiddeld met een factor 2.2. Resultaten lieten
zien dat ongeveer 60% en 40% van de onzekerheid in de FFR toegeschreven kunnen wor-
den aan respectievelijk hematocriet en plasmaviscositeit. In Hoofdstuk 4 is het effect van
vereenvoudiging van het model in modelorde onderzocht voor geparametriseerde CFD
geometrieën. Hiertoe zijn 200 vernauwde coronairvaten gemaakt in 3D met zeven verschil-
lende geometrische kenmerken zoals ernst van de stenose, curvatuur van het vat, torsie van
het vat, enz. Voor elk 3D geometrie werd een bijbehorend 2D geometrie gemaakt. Het doel
was om te onderzoeken of een hoge nauwkeurigheid gewaarborgd blijft wanneer gebruik
wordt gemaakt van een veel minder rekenintensief model (2D). De resultaten laten zien dat
een 2D model nauwkeurig genoeg is om het 3D model te vervangen. Bovendien hebben we
laten zien dat wanneer een ‘correcte’ stationaire bloedstroom wordt gekozen de resultaten
overeenkomen met de resultaten van instationaire simulaties die veel rekenintensiever
zijn. Het effect van verschillende parameters in de randvoorwaarden op de berekende FFR
is onderzocht in Hoofdstuk 5. Hiervoor werd de bloedstroom afgeschat op basis van de
myocardgrootte en de verwachte doorbloeding van het myocard (bloedstroom per hoe-
veelheid myocard). De bloedstroom door de afzonderlijke aftakkingen van de bloedvaten
werd verdeeld met behulp van de wet van Murray. De bloeddruk aan de instroomkant werd
gelijkgesteld aan de gemiddelde arteriële druk. Deze vier parameters werden gevarieerd
binnen de variatie die verwacht wordt over alle patiënten. De resultaten lieten zien dat de
grootte van het myocard het grootste effect had op de FFR. De constante van Murray en de
gemiddelde arteriële druk daarentegen hadden een kleine tot verwaarloosbaar effect. Zelfs
met een onzekerheid van 5% was de grootte van het myocard nog steeds de belangrijkste
parameter. Voor nauwkeurige FFR voorspellingen is het dus belangrijk dat de grootte van
het myocard en de doorbloeding nauwkeurig afgeschat kunnen worden. In deze thesis
hebben we laten zien dat de rekentijd voor modellen verminderd kan worden en dat er
rekening gehouden moet worden met de onzekerheden in modelparameters.
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