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Highlights
• Successful parameter identification from sample contour imaged at arbitrary angle.
• Virtual experiments demonstrate high accuracy in elastoplastic model identification.
• Robust, fast convergence, also for inaccurate viewing angles and binarization.
• Additional inaccuracies in real experiments discussed and partially validated.

Abstract

Mechanical Shape Correlation (MSC) is a novel Integrated Digital Image Correlation (IDIC) based technique used for parameter
identification. Digital images taken during an experiment are correlated and coupled to a Finite Element model of the specimen,
in order to find the correct parameters in this numerical model. In contrast to regular IDIC techniques, where the images consist
of a grayscale speckle pattern applied to the sample, in MSC the images are projections based on the contour lines of the test
specimen only. This makes the technique suitable in cases where IDIC cannot be used, e.g., when large deformations and rotations
cause parts of the sample to rotate in or out-of-view, or when the speckle pattern degrades due to large or complex deformations,
or when application of the pattern is difficult because of small or large specimen dimensions. The method targets problems for
which the outline of the specimen is large with respect to the volume of the structure and changes significantly upon deformation.
The technique is here applied to virtual experiments with stretchable electronic interconnects, for identification of both elastic
and plastic properties. Furthermore, attention is paid to the influence of algorithmic choices and experimental issues. The method
reveals good convergence and adequate initial guess robustness. The results are promising and indicate that the method can be used
in cases of either large, complex or three-dimensional displacements and rotations on any scale.
c⃝ 2018 Elsevier B.V. All rights reserved.

Keywords: Mechanical shape correlation; Integrated digital image correlation; Parameter identification; Optimization

1. Introduction

Identification and characterization of the mechanical behavior of structures, components and devices is important
for design and reliability engineering, e.g., to determine accurate numerical models, to design novel structures or to
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(a) Car safety frame crash test1and simulation
(Reproduced from [1]).

(b) Projectile wire test
(Reprocuced from [2]).

(c) Deforming stretchable electronic
interconnects; horseshoe-shaped and
rectangular design.

Fig. 1. Examples of deforming structures, ranging from the scale of meters to micrometers, for which it is difficult to apply digital image correlation
for mechanical characterization. In Figure (a) an image taken during a crash test with a car frame is depicted. In Figure (b) an image sequence is
shown from a ballistic impact test on a single silk fiber. In Figure (c) two examples of stretchable electronic interconnects between rigid (integrated
circuit) islands can be seen; a horseshoe-shaped connect from [6] and a rectangular design introduced in [7]. .

monitor structural integrity. A widely used tool for mechanical characterization is digital image correlation (DIC),
where deformation of the structure is tracked, usually based on a speckle pattern applied to the object of interest.
However, in some cases it is not possible to exploit this technique, for example because pattern application is not
feasible. In Fig. 1 several examples are shown for which in situ mechanical characterization is desired, but for which
it is difficult to use digital image correlation. All these cases exhibit a distinct contour, which might be used to track
the deformations, rather than a speckle pattern applied to the sample. For example, mechanical characterization
of the load-bearing structures of cars is important, which can be done with, e.g., crash tests [1], see Fig. 1(a). The
material properties depend on the processing history and hence, testing the parts as processed is important to obtain
accurate models. Another example, at much smaller scale, is the ballistic impact on a single wire [2–4] or plate [5] in
order to detect its high-rate dynamic mechanical properties, see Fig. 1(b). Due to the slender nature of this wire it is
difficult to apply a speckle pattern for DIC.

A third example is the stretchable electronic interconnect shown in Fig. 1(c). Stretchable electronics is a topic of
increasing interest, with mainly biomedical applications where the flexibility and stretchability provides compatibility
between rigid electrical components and soft biological tissue, enabling, e.g., health monitoring [8], flexible devices
for cardiac diagnostics [9] and stretchable surgical tools [10]. Recently, a novel design was proposed that consists
of freestanding interconnects, which are free to deform three-dimensionally, thus enabling an elastic stretchability
beyond 2000% [7]. The stretchable interconnects are integrated in for example miniature sensors used for minimally
invasive surgery [11] and hence have microscale dimensions. Because of their small dimensions and complex
deformation, DIC based on speckle pattern tracking is difficult to employ. Nonetheless, because of the wire-like
form of the stretchable interconnects the outline of the structure is large and changes significantly upon stretching.
Therefore, a DIC technique is proposed that is based on the evolving contour of the structure.

DIC approaches can be split in roughly three groups [12]. In local DIC approaches, the image is divided in local
subsets, each limited in admissible kinematics (e.g., rigid body motion, shear, uniaxial compression and tension). In
the global approach the entire image is correlated at once [13,14]. However, the parametrization of the kinematics
should be rich enough to capture the kinematics of the considered experiment, which can be achieved by, e.g., using
finite elements (FE) [15] or NURBS shape functions [16,17]. Furthermore, adaptive refinement algorithms were
introduced to achieve an optimal set of shape functions for a wide range of problems [18,19].

A third approach is the integrated digital image correlation (IDIC) method, where a mechanical, analytical or finite
element model, is used for regularization [12,20,21]. The degrees of freedom are the model parameters. The goal of
such an approach is usually to extract material parameters or other model parameters from the experimental images.
The method in this paper also follows an integrated approach, where a FE model is coupled to the correlation process.

1 Still from video taken from https://www.capetesting.com/resources/videos/. IMMI and testing division CAPE provided permission to use the
image, but where not involved in this research.
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The largest difference, however, between IDIC and the proposed Mechanical Shape Correlation (MSC) method is
that for MSC contrast in the images is obtained by mapping a signed distance function on the projected contour of
the entire specimen, rather than using a grayscale speckle pattern applied to the sample. This projection is based on
the outline of the specimen, which changes depending upon the deformation of the sample. This projection can be
made for both experimental images and FE simulation results, enabling their correlation. This approach has several
advantages. First, the structure is allowed to deform three-dimensionally, since the contour of the sample can still
be tracked in projection, while in case of a speckle pattern it is only possible to track in-plane deformation, except
when multiple cameras [22,23] or an (optical or atomic force) profilometer [24,25] is used. However, also in these
cases the out-of-plane rotation of the sample is still limited, since parts of the structure that rotate out of view (or
parts that were not visible in the reference image but rotate into view) cannot be tracked. When correlating images
based on the contour of the sample this problem is eliminated. Second, because a speckle pattern is not required, the
MSC method can also be applied in cases where pattern application is difficult, such as when the sample dimensions
are very small or very large, or when pattern degradation occurs due to large deformations. Therefore, the proposed
Mechanical Shape Correlation method provides a solution strategy for integrated DIC problems characterized by large
and/or complex, possibly out-of-plane, deformations and cases for which a speckle pattern is not appropriate, as long
as the evolving boundary area is significant. The contour is a naturally, always present feature that contains valuable
information on the deformations and hence a useful source to base correlation on, especially if other DIC methods or
reference point tracking is not easy or possible to employ.

The proposed method shows similarities with Virtual Image Correlation (VIC) [26–28], where also the contour
of a specimen is tracked exploiting digital images of the sample. It differs, however, in its goal to identify model
parameters versus determining the position of the contour itself, and in the way the real experimental images are
compared to virtual ones. In the MSC method, the created signed distance maps for both the experiment and the
simulation, enable full-field correlation for which the difference between the images approaches zero, while in VIC
the difference is minimized as well, although only in the vicinity of the contour itself, but can never go to zero, since
the virtual image is defined in a different manner than the real experimental image.

The paper is organized as follows. In Section 2 the type of images required for MSC is introduced as well as
the procedure to obtain them. The images are compared to those used in (Integrated) DIC approaches. In Section
3 the algorithm for solving MSC problems is explained and the differences with a regular IDIC algorithm are
highlighted. In Section 4 virtual experiments are performed to demonstrate the Mechanical Shape Correlation method.
The stretchable interconnect structure is split to investigate the two main deformation modes separately, both for
elastic and elastoplastic material behavior. The influence of some algorithmic choices for MSC is examined. In
Section 5 some issues that are to be expected in real experiments are addressed. The paper closes in Section 6 with
conclusions.

2. Images

In Digital Image Correlation (DIC), Finite Element Model Updating (FEMU) or Integrated DIC (IDIC), grayscale
images (or brightness fields) with a distinct pattern distinguishing individual material points are correlated, see
e.g., Fig. 2(a). In contrast, in MSC correlation of the projections of the shape contour of the sample is used instead. This
novel technique is based on the assumption that the boundary area is large and the sample shape changes significantly
during deformation. In this paper a stretchable electronic interconnect will be investigated, see Fig. 2(b), as a typical
example.

The structure of the interconnects consists of several beams connected to each other and hence the boundary length
is relatively large. Because of the small dimensions and the proximity of the boundaries, it is difficult to apply a high
quality pattern as used in Fig. 2(a). More importantly, because the structures are freestanding and deform out-of-plane
upon stretching the patterned area rotates out of view, prohibiting correlation further. In Mechanical Shape Correlation
a planar projection of the structure is used as the image. In contrast to regular images, where a region of interest is
chosen restricting the correlation to where the pattern is present (red box in Fig. 2(a)), for MSC the region of interest
is generally larger than the sample, since the edges are critical for correlation and need to be in view.

The projection can be rendered in different ways. The simplest method is to convert the physical image to a binary
image where the background has a different color (e.g., black) than the structure (e.g., white), see Fig. 2(c). However,
since large monochromatic areas occur in the binary images, even relatively large deviations from the solution will
not result in a high averaged residual and the method will converge before an accurate solution is obtained. Therefore,
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Fig. 2. Examples of images used for different image correlation techniques. In (a) a dog-bone shaped sample with a grayscale pattern is shown,
where the red box indicates the region of interest used for correlation. In Figure (b) a real experimental image of a stretchable electronic interconnect
(from [7]) is shown. Figure (c) shows a binary image of the projection of the specimen from (b). In (d) a signed distance map of the same projection
is depicted. In orange, the mask used for correlation is shown . (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

Fig. 3. Extraction of signed distance maps from FE simulation. The element contours and nodal positions are shown in blue and the pixel grid is
depicted. For each pixel in the image the shortest distance to this edge is determined and the value is assigned to the pixels, as represented for the
one pixel in green . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 4. An example of a quadratic shell element (with eight nodes) is shown in blue in the left figure. A shell element is infinitely thin and hence the
projection (middle figure) will not reveal the thickness of the sample. The thickness is added, see the red element in the left figure, and incorporated
in the projection (right figure) . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)

instead of using binary images, signed distance maps are extracted, see Fig. 2(d). The location of (the projection of)
the sample edge is determined and for each pixel the closest distance to this edge is calculated, see Fig. 3. Pixels
located inside the structure obtain a negative value, while outside the structure a positive value is assigned. This
value is designated to the pixel of the resulting MSC image, further called signed distance map. With this approach a
displacement of the sample edge is reflected in a significantly large region in the image.

Likewise, MSC projections need to be made from simulated results using a FE model. Here, care should be taken
that the projections created from the FE simulations adequately resemble the reality. For example, when using shell
elements in a simulation, the physical thickness of the sample should be properly incorporated. Shell elements are
infinitely thin, henceforth, the thickness of the sample is not visible in the FE deformed geometry. The thickness has
to be added to the projection, by defining top and bottom surfaces of the element based on the translation and rotation
data of the element nodes, as illustrated in Fig. 4.

The images shown in Fig. 2 are all top views from the specimen, i.e., projections on the XY -plane. Evidently, it
is possible to make projections from an arbitrary viewpoint, see Fig. 5. If different viewpoints are accessible, one
can choose the view that best reflects the deformation of the sample contour, which is beneficial for the correlation.
The same viewpoints are to be used in the experiment and simulation. The view direction is represented by the
normal vector N , which is determined by the azimuth and elevation angle. Special cases include the top projection
(on the XY -plane) with [azimuth,elevation]= [0◦, 90◦], the front projection (on the X Z -plane): [0◦, 0◦], and the side
projection (on the Y Z -plane): [90◦, 0◦]. The orientation of the resulting image is determined by the vectors ex and ey ,
forming an orthonormal system together with N . In order to define a unique coordinate system, in this paper we take
ex in the XY -plane, and normal to N . The projection of the three-dimensional structure on the ex ey-plane, i.e., the 2D
coordinates of all points in the structure along the ex and ey axes, are then determined by taking the inner product of
the 3D point coordinates with the vectors ex and ey . In DIC literature the image coordinates are usually denoted by x ,
or x and y. Note that the image coordinates x and y do not necessarily coincide with the X - and Y -coordinate from
the 3D situation in the FE simulation.

Fig. 5 displays simple orthographic projection, where perspective is not taken into account. For most examples in
this paper this orthographic projection is used, but it is also possible to substitute projection methods including (weak
or full) perspective [29]. In that case additional parameters for the construction of the projected image arise, mainly
the 3D position of the camera with respect to the imaged object. The influence of misalignments of the camera angles
and position, represented by the distance to the sample along the normal vector N , is investigated in Section 5.2.

Finally, the structure itself is masked in the signed distance maps, in the sense that the masked pixels are not
incorporated in the correlation process, see the orange region in Fig. 2(d). The mask is created by determining which
pixels fall inside the closed polygons formed by the projected sample contours. These pixels are designated as the
mask. For the experimental images the contour has to be determined using an image segmentation algorithm (see
Section 5). Note that when the mask is applied, no negative values exist in the signed distance maps anymore, as only
the pixels inside the structure, which are now masked, had a negative sign.
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Fig. 5. Projection from an arbitrary viewpoint: The normal vector N determining the view is determined by two angles; the azimuth and the
elevation. The azimuth is the angle with the negative Y -axis in counterclockwise direction (hence the particular angle shown here is negative) and
the elevation is the angle with the XY -plane in positive Z -direction. The projection plane is then determined by vectors ex and ey , of which ex is
defined such that it lies in the XY -plane. The resulting signed distance map of a stretchable electronic interconnect, including the mask, is shown
in the inset for the considered view.

The reason for masking is that it is challenging to determine the closest distance for an inner pixel automatically
in a robust manner. The inner pixels are close to multiple segments of the contour (e.g., a side and a top edge) and
for slight differences in the FE simulation (due to the iterative process and perturbations on the degrees of freedom,
see next section) the closest boundary segment may easily switch, thereby causing jumps in the derivatives of the
signed distance maps, which may induce instabilities, affecting correlation. Masking the structure itself is an elegant
solution, since correlation is based only on the pixels located outside the structure, for which the closest distance is
always to the outer contour of the structure. The effect of masking was investigated in [30],2 where it was shown that
better convergence of the method is achieved when masking the structure.

3. The mechanical shape correlation algorithm

The mechanical shape correlation algorithm is based on integrated digital image correlation (IDIC) [21]. Since
a different type of images is used, the algorithm needs adaptation. In this section the algorithm is derived in detail,
whereby the differences with the conventional IDIC algorithm are clearly indicated.

Conservation equations

In digital image correlation, multiple images of a sample taken during an experiment are correlated in order to
identify displacement fields, strain fields or, in integrated DIC, model parameters. In conventional DIC algorithms,
the undeformed image is usually labeled f and a sequence of deformed images defined as g. The algorithm is based
on brightness conservation, which implies that each material point preserves the same brightness upon deformation,
resulting in the same gray value in the image. Mathematically this is denoted

f (x) − g ◦ Φ(x, t) = rDIC(x, t) ≈ 0, (1)

Φ(x, t) = x + u(x, t), (2)

2 Reference [30] is a conference proceeding from the same authors with additional algorithmic details on the masking procedure and its effect
on the MSC correlation results.
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where rDIC(x, t) are the residual images at each time step t and u(x, t) the corresponding displacement field. The
notation g ◦ Φ(x, t) signifies that g applies to the mechanical mapping function Φ, which in turn depends on the
displacement field u. This means that the image g is back-transformed to the original coordinates x using the function
Φ, such that the brightness values are in the same position as in image f (if u is calculated correctly), making the
images comparable.

In mechanical shape correlation, however, this is not possible, since three-dimensional displacements and rotations
of a three-dimensional sample are considered. Therefore, in the deformed images, the visible specimen faces may
differ from those in view in the reference image. Hence, it is impossible to recreate the reference image from the
deformed images by back-deforming them. Therefore, instead of comparing a single undeformed reference image
to back-transformed deformed images, images of all increments of the experiment (indicated by g) are correlated to
the corresponding images of the FEM simulation (denoted h). The MSC method is schematically shown in Fig. 6.
Since the images are created in an equivalent manner from the experimental images and the numerical simulation
data, ‘brightness’, or rather ’distance value’ conservation still holds, contrary to Virtual Image Correlation algorithms,
where the virtual image is not constructed to exactly match the experimental one [26]. The residual, which thus in
theory still approaches zero, can be defined:

r (x, t) = g(x, t) − h(x, t) ≈ 0, (3)

This is now a forward transformation, in contrast to the back-deformation of images towards the reference situation in
DIC. Accordingly, the residual is not defined in the reference configuration, but in the deformed configurations of each
increment. Note that both g and h are time (or increment) dependent and not described by brightness values, but by
signed distance values to the edge of the sample. Furthermore, note that in regular (I)DIC this forward transformation
could also be done. Image h is then described by h(x, t) = f (x) ◦Φ−1(x, t), where now the inverse mapping function
Φ−1(x, t) is used, indicating that the images h are created from the reference configuration f using the calculated
displacement field u(x, t) (from the FEM simulation).

Regularization

The DIC problem is intrinsically ill-posed, since the number of unknowns (multidimensional full-field displace-
ments) exceeds the number of equations (equal to the number of pixels in the image). To reduce the number of
degrees of freedom (DoFs), the displacement field is regularized. This regularization is usually done by describing the
displacement field as a linear combination of shape functions with corresponding coefficients. These shape functions
may span local subsets of the total image, as used in local DIC, or the entire region of interest, i.e., global DIC. In
integrated DIC, the regularization is achieved by coupling a finite element model of the sample to the correlation,
such that the displacement is confined to what is kinematically admissible by the constitutive model. The unknowns
are the model parameters that need to be identified. The real mapping function Φ(x, t) is approximated by a mapping
function that depends on the constitutive parameters a used in the FE model:

Φ(x, t) ≈ φ(x, t,a). (4)

This makes images h also dependent on the model parameters: h(x, t,a).

Minimization

In order to find the optimal set of constitutive parameters, similar to other global DIC approaches, the residual is
minimized using a least squares approach:

aopt
= Argmin

a
Ψ , (5)

with Ψ the objective function, defined as

Ψ =
1
2

∫
τ

∫
Ω

r2(x, t,a) dxdt =
1
2

∫
τ

∫
Ω

[
g(x, t) − h(x, t,a)

]2 dxdt. (6)

The solution of (5) implies:

∀ j ∈ [1, m], Γ j (aopt) =
∂Ψ

∂a j
(aopt) = 0, (7)

with m the number of degrees of freedom
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Fig. 6. Schematic representation of the mechanical shape correlation (MSC) method to identify model parameters a from an experiment.
Simulations supply the images h to which the experiment is compared.

Linearization and iterative solving

This problem is non-linear and hence a Gauss–Newton scheme is used to linearize and solve the problem:

Γ it+1
j ≈ Γ it

j +

m∑
i=1

∂Γ it
j

∂ai
δai = 0, (8)

with Γ it
j = Γ j (ait). Rewriting this equation gives:

m∑
i=1

∂Γ it
j

∂ai
δai = −Γ it

j (9)

Mδa = b, (10)

with Mi j =
∂Γ it

j
∂ai

the components of M.

Right hand side

The right hand side b j is given by

b j = −Γ it
j = −

∂Ψ

∂a j
(ait). (11)

With Ψ given by (6), this becomes

b j = −
1
2

∂

∂a j

∫
τ

∫
Ω

r2(x, t,ait) dxdt = −

∫
τ

∫
Ω

r (x, t,ait)
∂r
∂a j

(x, t,ait) dxdt. (12)
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Fig. 7. Difference in region where the displacement field is known with respect to the region of interest (ROI) for an IDIC procedure (left) and
the MSC method (right). The mesh of the FEM simulation is plotted on top of the image. For IDIC, this is the dogbone sample with a grayscale
speckle pattern from Fig. 2(a) and for MSC this is the binary projection of the stretchable interconnect from Fig. 2(c) in the initial configuration.
In both images the ROI is displayed by a red outline . (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)

Usually, in IDIC, the derivative of the residual is written as

∂rDIC

∂a j
(x, t,ait) = −

∂φ

∂a j
(x, t,ait) · gradg ◦ φ(x, t,ait). (13)

The first part,
∂φ

∂a j
, is referred to as sensitivity maps H j (x, t, ait

j ). The second part, gradg ◦φ(x, t,ait), is the true image
gradient G(x, t,ait) [31]. In IDIC, the sensitivity maps are typically calculated using a finite difference scheme:

H j (x, t, ait
j ) =

U it(x, t, ait
j + ∆ait

j ) − U it(x, t, ait
j )

∆ait
j

, (14)

where U it is the displacement field calculated in the FEM simulation and ∆a j is a perturbation of the j th degree
of freedom. The displacements are nodal quantities in FEM calculations and the displacement values need to be
interpolated at pixel locations, such that the sensitivity map can be multiplied by the image gradient. For IDIC, the
region of interest is smaller than the sample itself (see Fig. 7(a)), i.e., everywhere in the ROI nodes are present for
which the displacements calculated in the FEM step are known. Hence, it is possible to interpolate the displacement
field at all pixel locations in the ROI. For MSC, however, the region of interest is larger than the sample, see Fig. 7(b),
and there is a large area where the displacement field is not calculated. Hence, it is meaningless to extrapolate the
displacement field at the pixels outside the sample, whereas the gradient is only known outside the mask, i.e., outside
the sample. Therefore, ∂r

∂a j
(x, t,ait) cannot be calculated by means of the usual splitting into G and H made in

IDIC.
Contrary to the displacement field, the residual field r (x, t,ait) is known at all pixel locations naturally, since it

is defined as the difference between two images, i.e., the difference between two signed distance maps. Therefore,
instead of splitting the residual derivative in the image gradient and the sensitivity map, the derivative of the residual
is calculated directly in MSC:

∂r
∂a j

(x, t,ait) =
r it(x, t, ait

j + ∆ait
j ) − r it(x, t, ait

j )

∆ait
j

, (15)

with

r it(x, t, ait
j + ∆ait

j ) = g(x, t) − h(x, t, a j + ∆a j ) (16a)

r it(x, t, ait
j ) = g(x, t) − h(x, t, a j ). (16b)
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The step size ∆a j is an important parameter, which could influence the convergence behavior of the method. This
perturbation of the degrees of freedom is determined relative to the DoF itself using a perturbation factor P:

∆ait
j = P · ait

j . (17)

For the calculation of the derivative of a continuous function using this finite difference scheme, parameter P would
ideally be as small as possible, just above numerical accuracy, to ensure an accurate approximation of the derivative.
However, in this case the residual is not a continuous function and depends on (non-linear) FE calculations, for which
the accuracy is determined by i.a., a set tolerance. If the step size is smaller than appropriate for the given tolerance,
the approximated derivative is prone to numerical errors. Therefore, it is important to select a proper value for P ,
which may be problem specific and it is unfeasible to give a general value for all possible situations. The influence of
the step size is investigated in Section 4.

Correlation matrix

The correlation matrix is

Mi j =
∂Γ it

j

∂ai
=

∂

∂ai

∫
τ

∫
Ω

r (x, t,ait)
∂r
∂a j

(ait) dxdt. (18)

With the product rule this can be split in two parts: Mi j = Ma
i j + Mb

i j , with

Ma
i j =

∫
τ

∫
Ω

∂r
∂ai

(ait)
∂r
∂a j

(ait) dxdt, (19a)

Mb
i j =

∫
τ

∫
Ω

r (x, t,ait)
∂2r

∂ai∂a j
(ait) dxdt. (19b)

In the first term, the derivative of the residual appears a second time, which is already determined in (15). In the
second term the second derivative of the residual occurs. In literature second order derivatives in the correlation matrix
of a DIC algorithm are usually omitted, since it makes correlation highly sensitive to image acquisition noise [31].
Analogously, in this case a high sensitivity to the accuracy of the sample edge detection from the experimental images
is expected. Furthermore, the second part contains the residual itself, which, according to [31], is high in the beginning
of the correlation and may lead to correlation to a local minimum. Therefore, Mb

i j is neglected, effectively using a
modified Gauss–Newton scheme as in IDIC. This can be justified, since the residual itself decreases during correlation,
and hence, term Mb

i j approaches zero upon iteration towards the optimal solution.
Note that the problem is not solved incrementally, but all images (or increments) are lumped into a single

minimization process including all data, following [21,32].

Additional residuals

Similar to IDIC, in the MSC framework it is also possible to take into account other experimental data besides
the optical part, such as the force history, e.g., [21,33]. This is achieved by defining a second residual, which is the
difference between the experimentally measured values and the values resulting from the FEM simulation, which also
depend on the degrees of freedom. This residual is independent from the optical residual and hence the total linearized
system of equations can be written as a weighted linear combination of the two separate problems. For the examples
in this work, however, correlation is based on the optical residual only and no additional data is used.

Boundary conditions in the FE simulation

It is worth noting that it is not straightforward to apply the exact same boundary conditions of the experiment to the
FE simulations. It is very important to prescribe the boundary conditions in the FE simulation as accurately as possible,
since deviations in them can significantly decrease the accuracy of the correlation. When a part of the sample remains
stationary or a known displacement is applied, then these boundary conditions should of course be used for the FE
simulation as well. When the boundary conditions are not known for the experiment, it may be possible to implement a
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Fig. 8. The deformation of a stretchable electronic interconnect can be split in two main deformation modes: torsion of the outer beams and
bending of the middle beams.

pre-step in the correlation algorithm that uses DIC on subregions of the sample relevant for determining the boundary
conditions [34,35]. It applies regular DIC (global or local) on these subregions to acquire the displacements, which
can be translated to kinematic boundary conditions on nodes in the corresponding subregions in the FE simulation. In
case of the stretchable electronics samples considered in this paper, the subregions can be the clamping pads, which
do not rotate out of view and are hence suitable for DIC.

4. Virtual experiments

In order to assess the Mechanical Shape Correlation algorithmic performance, several virtual experiments are
performed. For the virtual experiments, the experimental images g(x, t) do not originate from real experiments, but
from a separate finite element (FE) simulation for which the signed distance projections are stored as images g. In this
manner, the undesired side effects of a model error or experimental errors (e.g., residual stresses in the sample and
image acquisition noise) are eliminated and an exact investigation of the method itself is achieved.

The experiments focus on stretchable electronic interconnects and in particular the structure introduced in [7].
Because of the small dimensions, some mechanical properties are difficult to predict, as they are influenced by size
effects. Therefore, it is desired to execute mechanical characterization on the structures as processed. Since these
slender wire-like structures exhibit a large evolving boundary area, they form a suitable test case for the MSC method.
The deformation of the structures can be described by two main deformation modes: torsion and bending of beams, see
Fig. 8. These two deformation modes are investigated separately. The FE simulations for these simplified experiments
are less complex and time-consuming than for the full structure and hence more suitable for an analysis of the influence
of different parameters in the MSC algorithm, such as the perturbation factor and the initial guess for the unknown
model parameters.

First, finite element simulations based on an elastic material model are executed, using quadratic shell elements.
The dimensions of the beams are as follows: the length is 50 µm, the width 2 µm and the thickness 100 nm. Later, an
elastoplastic material model is used, with two unknown parameters.

4.1. Bending of beams

The deformation of the middle section of the interconnects is characterized by bending of the beams. The virtual
experiment is executed by modeling a simplified version of the stretchable interconnects: two connected beams are
modeled, of which one is constrained at the end, while the other is lifted by a prescribed load. The deflection of the
beams is therefore sensitive to the Young’s modulus E .

The objective of this virtual experiment is to recover the correct value for this elastic material parameter E . The
Young’s modulus that was used in creating all the virtual experiments is 69 GPa (or 6.9 · 10−2N/µm2, since the
structure was modeled in microns). The deformation is most pronounced in a side projection of the specimen and
hence, Y Z -projections are made for the signed distance map images, see Fig. 9. The mechanical shape correlation
algorithm is executed for this experiment for different values of the perturbation factor P and different initial guess
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Fig. 9. Signed distance maps for a selection of increments of the virtual experiment for bending of the middle beams. Side projections, on the
Y Z -plane are made, with projection angles [azimuth,elevation] = [90◦, 0◦]. Note that the notation for x and y coordinates in the signed distance
maps does not correspond to the coordinate system (XY Z ) of the FE simulation. In orange the mask used in the correlation is shown on top of the
signed distance maps, however, visibility is limited since this is a side projection of the extremely thin beams (100 nm) . (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)

values. For each execution and each iteration the error in the identified Young’s modulus is determined:

ϵE =
|E − E p|

E p
, (20)

with E the value calculated by the algorithm and E p the solution, i.e., the value used to create the virtual experiment.
The resulting convergence plot is shown in Fig. 10. For a relatively wide range of initial guesses very accurate

results are obtained with errors going down to values of 10−8. For even smaller initial guesses, the Young’s modulus
is so small, that the extreme compliance of the double bending beam structure leads to nonlinear situations that
cannot be captured with the considered FE model. Hence, the MSC method cannot be executed, which is indicated
by the black circles in Fig. 10(a). For initial guesses above roughly four times the actual value of E the method loses
convergence, illustrated by red circles. Note, however, that the MSC algorithm is based on an unbounded Gauss–
Newton minimization scheme, which is relatively simple to implement, but might not yield the best results in terms of
initial guess robustness. Other minimization approaches, such as Nelder–Mead or modified Gauss–Newton schemes
with an update limit and constraints are expected to increase the initial guess robustness even further [36].

The perturbation factor P has a significant effect on the convergence speed, which is most apparent in Fig. 10(b).
Too small values (P = 10−7) lead to slow convergence. Indeed, the displacement information is only reflected in the
location of the sample edge, which is used for creating the images. A very small perturbation induces only a small
difference in location of the sample contour and if this difference is smaller than the pixel size it is not manifested
in the residual derivative. Consequently, the search direction is not optimal and correlation is slow. Also for a large
value of P (P = 10−1) correlation is slow, since the derivative of the residual is not calculated accurate enough. For
intermediate values of P there is not a large difference in convergence behavior. As mentioned in Section 3, the signed
distance maps are smooth and the ‘pattern’ on the image does not influence the residual and its derivative as much as
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Fig. 10. Convergence behavior of the MSC algorithm for the bending beam experiment, for different values of the perturbation factor P and
different initial guess values. In figure (a) the initial guess on parameter E (relative to the value used for the virtual experiment E p) and the
perturbation factor P is shown, with for each combination the number of iterations to convergence. For three initial guesses, marked by dotted lines
in figure (a), the complete convergence path is shown in figure (b), for all perturbation factors . (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

the small featured speckle patterns used in IDIC. For this experiment, a proper perturbation factor is in the range of
10−5 to 10−3. Note, however, that these values might be problem specific and dependent on the pixel size with respect
to the sample dimensions, i.e., the resolution of the images.

4.2. Torsion of beams

In the second virtual experiment, torsion of the side beams of the stretchable interconnect is investigated. In Fig. 11
the simulation results are shown. The left side of the beam is clamped and the right side is rotated using a prescribed
torque around the X -axis. Therefore, the amount of rotation is dependent on the Young’s modulus E . A projection
from the side (X Z -projection) is made and the signed distance maps are determined, shown as well in Fig. 11. The
FE model used for creating the virtual images is also imported in the MSC procedure, while the Young’s modulus E
is the unknown parameter.

The convergence plots for the virtual experiments are shown in Fig. 12. The convergence behavior is similar to the
first virtual experiment in terms of accuracy and dependence on the perturbation factor. A too small or too large value
for P leads to slower, but still adequate, convergence. An intermediate value leads to fast convergence and accurate
results. Especially the high accuracy is remarkable, since the difference in specimen contour and hence signed distance
maps is small for this experiment, even for large steps in the variable E . Given the definition of the signed distance
maps, the information on the edge position is spread through the entire image, which results in a strong sensitivity and
hence, a high accuracy.

Again, if the initial guess on the Young’s modulus is far too low, stability problems in the FE simulation
occur, disabling the MSC algorithm, shown with black circles in Fig. 12(a). The range of initial guesses for which
convergence takes place, is smaller to some extent than for the previous experiment. This is due to the smaller
differences in sample contour upon changes in E and hence, a lower sensitivity to the material parameter.

4.3. Elastoplastic bending of beams

In the previous experiments only one parameter, namely the Young’s modulus, was the unknown parameter.
To determine this elastic parameter it was necessary to incorporate the load, which was prescribed as a boundary
condition in the FE simulation. In a real experiment, measurement of the load may be complex, especially for very
large or small structures. For instance, for the small stretchable electronic interconnects, which are designed to
be as compliant as possible, it is challenging to measure the force, since it is difficult to design a load cell that is
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Fig. 11. Signed distance maps for selected increments of the virtual torsion experiment for the side beams. The projection is an X Z -projection, in
which the projection angles are [azimuth,elevation] = [0◦, 0◦]. Note that the notation for x and y coordinates in the signed distance maps does not
correspond to the coordinate system (XY Z ) of the FE simulation. The mask used in the correlation is shown as well, in orange . (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 12. Convergence plot of the MSC algorithm for the torsion beam experiment, for different values of the perturbation factor P and different
initial guess values. In figure (a) the set of parameters P and initial guesses on E is shown, with for each combination an indication on the
convergence. For three initial guesses the complete convergence path is shown in figure (b), for all perturbations factors.

sensitive enough. Furthermore, the Young’s modulus is in general not very sensitive to size effects and therefore
in case of these stretchable electronic interconnects not a variable of interest in the Mechanical Shape Correlation
procedure. The plastic parameters, such as the yield strength, however, are more important. As was shown in [7], the
initial yield strength for these interconnects appears to be much higher in experiments than expected from literature.
Hence, the next virtual experiment is focused on identification of plastic parameters. Elastoplastic FEM simulations
are performed, where J2-plasticity is used along with a power law hardening model:

σy = A
(
ε0 + ε̄p

)m
, (21)
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Fig. 13. Plastic parameters, m and A, used as an initial guess for the MSC procedure (left) and corresponding stress–strain curves (right). The
parameters are scaled with the values used for the virtual experiment, m p = 0.2 and Ap corresponding to a yield strength of 200 MPa (or
2 · 10−4N/µm). The blue circle indicates the expected solution. The arrows indicate the direction in which the algorithm is converging or diverging.
The stress–strain curves according to Eq. (21) for the parameter combinations are shown on the right. The curves are colored accordingly. The
crosses indicate the stress state at the last increment of the FEM simulations. The blue curve corresponds to the virtual experiment with the exact
parameter values. Four regimes are indicated by numbers, labeled accordingly in the two figures . (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

with σy the yield stress, ε0 the strain at initial yield and ε̄p the equivalent plastic strain. Parameter A is a coefficient
related to the initial yield strength (σy0) and m is the hardening exponent.

For the virtual experiment an exponential hardening parameter of 0.2 is used and parameter A is chosen such that
it corresponds to an initial yield strength of 200 MPa. Coefficient A can be calculated from the initial yield strength
using Eq. (21), taking ε̄p = 0, since there is no plastic strain yet at initial yield, hence: A = σy0/ε

m
0 . Furthermore, the

strain at initial yield can be described by the end of the elastic region: ε0 = σy0/E .
Now the displacements of the beam’s ends are prescribed, rather than the force. The signed distance maps look

similar to those in Fig. 9, although the specimen outline changes slightly when plasticity becomes active, i.e., the
beams become slightly more straight and less S-shaped due to the evolving plastic hinge. Based on the previous
virtual experiments, a perturbation factor P of 1 · 10−3 is applied. A range of initial guesses for parameters A and m
is used, as shown in Fig. 13(a). In this figure it is also depicted which of the parameter combinations converge to the
expected solution and which diverge.

Four regimes emerge in the parameter field (Fig. 13(a)). Regime 1 is located around the diagonal and the algorithm
adequately converges for these initial guess values. For these combinations of A and m the initial yield point σy0,
which can be calculated with Eq. (21) for ε̄p = 0, is typically within a factor of 2 from the initial yield strength of
the virtual experiment, see the green curves in Fig. 13(b). Therefore, although parameters A and m differ significantly
from the expected values, the initial guess for the yield strength is not very far from the solution and the method
converges. For all these converged solutions the error in A and m is reduced to below 10−4.

In the region located underneath the diagonal, i.e., regime 2 in Fig. 13, the initial yield strength is strongly
underestimated and hence many of the increments are in the plastic regime, while in the virtual experiment they
are in the elastic regime, see the blue curve in Fig. 13(b). Note from the convergence path arrows in Fig. 13(a) that in
this regime both A and m increase. Separately this makes sense, since a higher A corresponds to a higher yield strength
(for a fixed m) and a higher value for m brings the material behavior in the plastic (hardening) regime closer to the
elastic regime. However, since both parameters influence the initial yield strength, σy0 does not change significantly
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upon increasing both parameters. Because of this dependence both A and m keep increasing and diverge from the
solution.

For the parameter combinations above the diagonal the initial yield strength is overestimated, see the red curves
of regime 3 in Fig. 13. This implies that a large section of the increments, and hence images, is in the elastic regime,
thereby strongly reducing the sensitivity to the plastic parameters. This leads to divergence from the solution.

In the fourth regime the initial guess for m is larger than 1, which is not physical and leads to pure elastic behavior.
The same complications as in regime 3 hold and divergence results.

This example illustrates that the problem should be well-defined for the MSC algorithm, which is of course also
the case for any IDIC approach. For any method it is difficult to obtain parameters describing the plastic material
behavior if there are elastic increments influencing the sensitivity. Therefore, one usually first determines when initial
yield occurs and exploits this in the correlation of the material parameters by only using the plastic branch in the
correlation. Furthermore, in this case, A and m are interdependent via the initial yield strength σy0, which can lead to
a higher initial guess dependence in the correlation. Also the physical implication of variations in the unknown model
parameters should be taken into account. Nevertheless, in a relatively large area in the parameter initial guess field
fast convergence towards the correct solution is obtained.

5. Towards real experiments

In this final section the influence of some important aspects that play a role in real experiments is investigated. First,
in real experiments the contour of the sample needs to be determined from the images taken during the experiment,
while up until now the exact contour was directly extracted from the FE simulation. The method used for extracting the
contour from grayscale images may influence the accuracy of the localization of the contour and hence the accuracy
of the correlation. Second, in a real experiment it can be difficult to exactly determine the camera viewpoint and a
misalignment between the experimental images and the projections from the FE simulations may occur. The influence
of this misalignment is investigated.

5.1. Influence of image segmentation approach

In this virtual experiment the influence of an important factor affecting real experiments is examined, i.e., the
extraction of signed distance maps from pixelized experimental images. This is tested virtually, since in a real
experiment the reference solution is unknown and performance assessment is not feasible. Until now the signed
distance maps were created directly from the sample contour taken from a finite element simulation. However, in a
real experiment grayscale images are taken from the sample, in which the exact edge of the sample is undetermined
due to the pixel grid of the image. In other words; a sharp black (for background) and white (for sample) transition
is not observed, but around the location of the contour gray pixels occur, since the sample edge crosses these pixels
somewhere, see Fig. 14.

To determine the location of the sample edge in a real image, various image segmentation methods with various
degree of complexity have been introduced in the literature, e.g. methods based on a level set framework [37,38] or
even Virtual Image Correlation algorithms [28]. In contrast, as an ultimate test for the MSC framework, here the most
rudimentary method is explored, i.e. imposing a threshold on the gray level to determine which pixel centers belong to
the sample and which to the background. This way a binary image is created, from which the now sharp black–white
transitions can be used to determine the (approximated) location of the sample edge. The shortest distance to this
edge can be calculated for each pixel in the image to create the signed distance map. To mimic this process, in this
virtual experiment the signed distance maps are determined as required for an experimental image: create a pixelized
binary image first, using the sample contour following from the simulation, and from this image the signed distance
map, see Fig. 15. We call this approach the pixelized method, whereas for comparison the original method for creating
the signed distance maps from the continuous edge (following from the FE simulation in the virtual experiments and
from an advanced image segmentation method in real experiments) is named the continuous approach. Note that it is
not straightforward to choose a proper threshold for real experimental images, especially if illumination (and hence
gray level intensity) is not uniform over the image or changes between the images. One should consider if a single
threshold value for all images is sufficient, or if a more sophisticated thresholding strategy, e.g., [39], is required. In
contrast, creating a binary image from the numerical contour is fairly simple, as it merely includes checking which
pixel centers lie inside the contour and which outside, and there is no need to select a proper threshold.
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Fig. 14. Impression of an experimental image, where the black–white transition representing the sample edge is smoothed out to gray levels due to
the discrete pixel nature of the image. The actual position of the sample edge is represented by the blue line . (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 15. Creating signed distance maps via the two stage pixelized approach. The pixel grid of the image is shown and the blue lines represent the
element contour as obtained from the simulation. A pixelized binary image is created by determining which pixels are located within this contour,
to mimic the effect of the most rudimentary image segmentation method, i.e. imposing a gray level threshold, on a real experimental image; the
resulting edge is indicated with red dots. In a second step that is specific for the MSC method, the signed distance map is created based on the
pre-allocated edge, as is shown for one pixel . (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)

The influence of using the pixelized method, is investigated here, on the virtual experiment from Fig. 9, with an
elastic material model with the Young’s modulus E as material parameter, as in Section 4.1. In Fig. 16(a) the residual
field is shown for one of the increments of the double bending beam experiment, where images g and h are calculated
with the pixelized approach. In this residual field lines perpendicular to the structure are observed. Fig. 17(a) reveals
the origin of these lines. Creating the binary image first induces a shift of the edge in the order of a couple of pixels.
Therefore, the difference in signed distance value for pixels positioned in a line perpendicular to the edge around
the location of this shift, for a small dislocation of the element contour, is relatively high for the pixelized approach
compared to the continuous method (Fig. 17(b)). This difference becomes visible when the images are subtracted,
i.e., the residual is calculated.

In the derivative of the residual these lines become even more apparent, see Figs. 16(b) and 16(c). Especially
for a small perturbation factor the lines dominate the derivative field, which may lead to poor or slow convergence.
This is indeed observed in the convergence plots in Fig. 18, where the MSC algorithm is executed for initial guesses
within the converging domain of Section 4.1 and the three best perturbation factors. The decrease in convergence
performance is larger if the perturbation factor is smaller. The initial guess is not as important. The pixelized approach
also impairs the final accuracy of the method, i.e., the error after the final iteration is larger. It is important to note,
however, that even when using the most rudimentary image segmentation method, the MSC method still converges
within a reasonable amount of iterations (for acceptable values of the perturbation factor) with an accuracy of 10−4,
which is a promising result for correlations incorporating this experimental issue. In real experiments, however, other
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Fig. 16. Residual field and derivative of the residual, as calculated with Eq. (15), for one of the increments of the virtual bending beams experiment.
The images are created using the pixelized approach for the signed distance maps for Figures (a)–(c). The derivative is calculated for ∆ai with a
perturbation factor of 1e − 3 and 1e − 5. The large difference in scale for Figures (b) and (c) occurs due to the difference in order of magnitude in
∆ai , while the derivative is calculated by dividing by this number. In Figure (d) the residual derivative is shown for which the images are created
with the continuous approach.

Fig. 17. Construction of signed distance map for a slightly displaced, due to the update and perturbation of the DoFs, element contour. For the
pixelized method (left) the pixels that were located within the edge in the original configuration of Fig. 3, but not inside the displaced edge are
marked red. For comparison, for continuous approach (right) the original element contour (blue) and the displaced edge (orange) are also depicted.
In both figures the arrows indicate the closest distance to the binary edge in the original situation and the displaced configuration . (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 18. Convergence plots of the MSC algorithm for the bending beam experiment. A comparison is made between the continuous approach and
the pixelized method for creating signed distance maps. The perturbation factor P is varied, as well as the initial guess.

experimental issues play a role as well and a basic image segmentation method such as binarization may not be
adequate to obtain (accurate) correlation and another, more advanced, algorithm might be necessary.

As mentioned before, a possibility for segmenting the image, i.e., differentiating the sample from the background,
is a Chan–Vese algorithm [37,38]. The contour and signed distance map (level sets) following from this algorithm are
shown on the left side of Fig. 19 for a SEM image of a real experiment with the stretchable electronic interconnects
from [7]. The Chan–Vese algorithm has two penalty parameters, µ and ν to penalize the length of the curve and
the area inside the curve respectively. They can be fine-tuned to make the curve smoother. In Fig. 19(a) and (b) the
obtained curve and signed distance map with (µ = 0.05, ν = 0.1) and without (µ = ν = 0) penalties on the curve
length and area are shown. Indeed, the curve where the penalty factors are non-zero is smoother, while the other curve
appears wavering because it follows the small “fur-like” features on the surface of the interconnect [40] that are located
at the edges. In fact, while these “fur-like” features do not affect the interconnect mechanics, they do significantly
alter the signed distance map. Therefore, the micro-fabrication processing should be improved first before a MSC
parameter identification on these interconnects can be performed. Nevertheless, a comparison is made with the signed
distance maps obtained from numerical simulations. To this end, on the right side of Fig. 19 the contours and signed
distance maps from simulation results are shown. In Fig. 19(c) the signed distance map is directly made from the top,
bottom and side contours following the FE simulation, consistent with the continuous approach of Fig. 3 (the binary
image behind the contour of Figure (c) is only shown for visualization purpose, but not used to construct the signed
distance map). Note that the resulting signed distance map looks non-smooth at the edges, which is a result of the
construction of the signed distance map with a double (top and bottom) contour and a reason to mask out these pixels
in the correlation process, as discussed in Section 2. The contour (and hence signed distance map) looks significantly
different from the ones in Fig. 19(a) and (b). Besides the simplistic pixelized approach introduced above, another,
better, method to make the numerical image correspond to the real one better is to first create a high resolution binary
image (e.g., a ten times higher resolution than the experimental image) and then decrease the resolution to the level of
the experimental image, whereby the sharp black–white transition is smoothed, thereby mimicking the image capture
process of a CCD camera. Then the same Chan–Vese algorithm can be applied to this gray-level image to obtain a
similar contour and signed distance map as from the real experimental image. The result of this is shown in Fig. 19(d).
As the correct plasticity parameters are unknown, the overall shape of the interconnect is different between experiment
and simulation, which makes a quantitative comparison impossible. Moreover, the signed distance maps of Fig. 19(b)
and (d) are clearly different at the locations of the “fur-like” features. However, from qualitative analysis of a region
of a clean edge without these features it is concluded that, for the same Chan–Vese settings, a good resemblance is
obtained for the detected edge, in terms of a similar slightly wavy edge and a similar slight short-cut of the edge in
the inner corner. Therefore, it is believed that, in absence of “fur-like” features and with further research to select the
optimal values of the Chan–Vese penalty parameters, it should be possible to obtain highly similar signed distance
maps that are suitable for correlation.
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Fig. 19. Comparison of contours and corresponding signed distance maps obtained from a real experimental (SEM) image and from an FE
simulation. For the real experimental image a Chan–Vese algorithm is used to segment the image (figures (a) and (b)), where µ and ν are penalty
parameters on the curve length and the area inside the curve respectively, which can be adjusted to obtain a smoother curve. For the numerical
images a signed distance map is made directly from the (top and bottom) contours following the simulation (figure (c)) and with the same Chan–Vese
algorithm, after mimicking a real experimental image from the simulated contours (figure (d)).

Table 1
Error in parameter E (according to Eq. (20)) after correlation with misaligned projection angles. The true angles,
[azimuth,elevation]= [−81.2◦, 40.2◦], are highlighted in the table. Note that the middle dark blue highlighted value
is the error without misalignment.

5.2. Influence of camera misalignment

Another problem that might arise during real experiments includes inexact agreement between the view of the
camera in the experimental setup and the projection angle for the FE simulation. Here the influence of an error in the
projection angles and camera position is investigated and a solution is posed. Also, the role of perspective is addressed.

Again, the virtual experiment with the double bending beams with one elastic unknown parameter from Section
4.1 is repeated, but now the images are made under an angle instead of the exact Y Z -projection. The correlation is
performed with an initial guess within the converging regime (Fig. 10): E = 10−0.2

· E p, where E p is the solution,
and a perturbation factor of P = 1e −3. In the virtual experiment the azimuth and elevation angles are chosen −81.2◦

and 40.2◦ respectively. The correlation is performed for a misalignment in these angles up to 4◦, which is a generous
upper bound of the inaccuracy with which the viewing angle in a real experiment can be determined. The resulting
errors in the objective parameter E are listed in Table 1. It can be seen that even for large misalignment the algorithm
still converges towards the solution. The error in the Young’s modulus is naturally not as small as with a perfectly
aligned system, however, it is still reasonable.

Besides accepting the error occurring due to misalignment, it is also possible to incorporate the projection angles as
additional unknown parameters in the correlation procedure. To test this, the same virtual experiment is executed, and
moreover, perspective is included in the projection as well. The difference between the before used orthographic
projection and a projection where perspective is used is shown in Fig. 20(a). This introduces another degree of
freedom, namely the position of the camera, which is here defined as the distance of the camera to the object along
the normal to the projection plane (which is specified by the projection angles). Hence, this virtual experiment has
four unknown parameters, i.e., Young’s modulus E , azimuth angle θaz , elevation angle θel and camera distance dc. In
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Fig. 20. Difference between an orthogonal and perspective projection and convergence plot for the virtual experiment with projection angles as
additional unknown parameters. The virtual experiment is repeated for four different initial guesses on the projection angles and camera distance,
as listed in the inset table in the right figure. The decrease in error is plotted for all four parameters in the correlation process, i.e., E , θaz , θel
and dc . For E the error is calculated by Eq. (20). For the projection angles and camera distance the error is given as the difference in degrees and
micrometer respectively between the calculated values and the actual values (θaz = −81.2◦, θel = 40.2◦, dc = 100µm).

the case of the viewpoint parameters the sensitivity maps, i.e., residual derivatives, are not determined by performing
an extra FE simulation with perturbed parameters, but by directly creating new signed distance maps (and from these
the residuals and their derivatives) with perturbed projection angles and camera distance. In the virtual experiment
four different initial guesses on the azimuth and elevation angles, ranging from a misalignment of 0.2◦ up to 10◦

and on the camera distance, ranging from 5 µm to 50 µm (in comparison, the sample itself is 50 µm in length) are
assessed. The initial guess on the Young’s modulus is the same for each experiment (10−0.2 times solution E p) and the
perturbation factor is again 1e − 3. The resulting convergence behavior is presented in Fig. 20(b). It can be seen that
even for a large initial misalignment, i.e., 10◦ error in the projection angles and 50 µm error in the camera position,
the correct solution is found within a small amount of iterations and with high accuracy (order 10−4). This leads to the
expectation that in application to real experiments, where the camera view can in general be estimated within ∼ 1◦,
the material parameters can still be determined accurately, especially if the camera viewpoint specification is included
as additional unknowns in the correlation procedure.

5.3. Other experimental imaging issues

Imaging can induce many other error sources for image correlation algorithms, for instance changes in illumination,
lens aberrations and scanning artifacts (when using a scanning electron microscope). Their influence may be smaller or
larger, depending on the problem and the specific experimental conditions, and is worth investigating case-specifically.
Some issues can be assessed beforehand and corrected for manually. Others can be addressed by adding representative
parameters as degrees of freedom in the correlation, similar to the projection angles above, or the digital image
correlation framework could be extended with model functions for the distortions to correct for them, such as has
been done for electron microscopy artifacts like spatial distortion, drift distortion and scan line shifts [41,42].

6. Conclusions

A novel mechanical identification method, Mechanical Shape Correlation (MSC), has been proposed in this paper.
The algorithm is based on Integrated Digital Image Correlation methods, where images taken during an experiment
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are coupled to a Finite Element model in order to determine correct model parameters. In regular (I)DIC methods a
speckle pattern is applied to the sample and correlation of the images is based on the brightness conservation of the
pattern. Accordingly, correlation is only possible if the patterned area remains in view and hence large rotations are not
permitted. Also, complex and large deformations may lead to severe degradation of the speckle pattern, which inhibits
correlation. Furthermore, speckle pattern application can be challenging when dealing with, for instance, specimens
of very small or large dimensions. In the MSC method, the images do not consist of a grayscale speckle pattern,
but they are projections of the sample, based only on the contour of the structure. The advantage is that complex,
three-dimensional deformations form no obstacle for correlation, since the outline of the specimen can be tracked
nonetheless. This is beneficial in cases where such complicated displacement fields occur, but also in cases when
it is not possible to apply a speckle pattern. Condition is, however, that the specimen of structure outline changes
sufficiently during deformation of the sample.

In this work, the method is applied to virtual experiments on stretchable electronic interconnects, consisting of
multiple beams connected to each other. The deformation of the stretchable interconnects is described by two main
modes: double bending of the middle beams and torsion of the outer beams. These two deformation modes were
analyzed separately and the effect of several algorithmic variables, such as the perturbation factor and the initial
guess, was investigated. This was done for an elastic material model with a single unknown parameter, as well as for
an elastoplastic power law hardening model with two unknown model parameters, the hardening coefficient A and the
hardening exponent m.

In all virtual experiments fast and accurate convergence was obtained within a certain range of initial guesses,
which is due to the nature of the signed distance maps, which span the entire image, despite that in the projections the
deformations are only reflected in the sample contour instead of the entire sample surface. The perturbation factor,
which influences the update in the finite difference approach for calculating the sensitivity of the residual towards the
degree(s) of freedom, i.e., the unknown model parameter(s), affects the convergence behavior. A proper perturbation
factor for the considered experiments was found to be in the order of 10−5 to 10−3. The initial guess regime for which
the method converged ranged from two to three times smaller values than the expected solution to two up to four times
larger values, depending on how well the deformations can be captured in the signed distance map projections. In the
elastoplastic experiment also the dependence of the two parameters A and m via the initial yield strength σy0 played a
role. As for any correlation algorithm, physical implications of parameter variations should be taken into account and
interdependence of model parameters may lead to poor convergence. Furthermore, improvement of the initial guess
robustness is expected if the Gauss–Newton scheme in the algorithm will be replaced by e.g., a modified, constrained
minimization approach.

Finally, a step towards real experiments was made. As an ultimate test for the MSC framework, the most
rudimentary image segmentation method was explored, i.e. imposing a threshold on the gray level to locate the
sample edge, resulting in a pixelized binary image from which the signed distance maps are created. With this
image segmentation method, the exact location of the edge is discretely approximated, which reduces convergence.
However, convergence was still adequate with a reasonable amount of iterations and with an accuracy of 10−4. Also
the influence of misalignment between the camera view in the real experiment and the projection angles used in
creating the images from the FE simulation was investigated. It was shown that for angle mismatches up to at least
4◦ the MSC algorithm still converges towards the solution, however, the accuracy is naturally reduced. Nonetheless,
if the projection angles and camera position (in case a perspective projection is made) are incorporated as additional
unknown parameters in the correlation, the algorithm robustly converges towards an accurate (∼ 10−4) solution, even
for very large misalignments up to at least 10◦ in viewing angle and 50 µm in camera distance. These are promising
results for future applications to real experimental images, especially when one of the advanced, (highly) accurate
image segmentation methods reported in literature is employed with the MSC method and experimental unknowns,
such as projection angles, are added as unknowns in correlation.
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