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Abstract

The increasing number of users as well as their demand for more and richer con-
tent has led to an exponential growth of Internet traffic for more than 15 years.
In addition, new applications and use cases have changed the type of traffic. For
example, social networking enables users to publish their own content. This user
generated content is often published on popular sites such as YouTube, Twitter,
and Facebook. Another example are the offerings of interactive and multi-media
content by content providers, e.g., Google Maps or IPTV services. With the in-
troduction of peer-to-peer (P2P) protocols in 1998 an even more radical change
emerged because P2P protocols allow users to directly exchange large amounts of
content: The peers transfer data without the need for an intermediary and often
centralized server. However, as shown by recent studies Internet traffic is again
dominated by HTTP, mostly at the expense of P2P.

This traffic growth increases the demands on the infrastructure components
that form the Internet, e. g., servers and routers. Moreover, most of the traffic
is generated by a few very popular services. The enormous demand for such
popular content cannot be satisfied by the traditional hosting model in which
content is located on a single server. Instead, content providers need to scale up
their delivery infrastructure, e. g., by using replication in large data centers or by
buying service from content delivery infrastructures, e.g., Akamai or Limelight.
Moreover, not only content providers have to cope with the demand: The network
infrastructure also needs to be constantly upgraded to keep up with the growing
demand for content.

In this thesis we characterize the impact of content delivery on the network.
We utilize data sets from both active and passive measurements. This allows us
to cover a wide range of abstraction levels from a detailed protocol level view of
several content delivery mechanisms to the high-level picture of identifying and
mapping the content infrastructures that are hosting the most popular content.

We find that caching content is still hard and that the user’s choice of DNS
resolvers has a profound impact on the server selection mechanism of content
distribution infrastructures. We propose Web content cartography to infer how
content distribution infrastructures are deployed and what the role of different
organizations in the Internet is. We conclude by putting our findings in the con-
text of contemporary work and give recommendations on how to improve con-
tent delivery to all parties involved: users, Internet service providers, and content
distribution infrastructures.






Zusammenfassung

Steigende Benutzerzahlen und steigende Internetnutzung sind seit {iber 15 Jahren
verantwortlich fiir ein exponentielles Wachstum des Internetverkehrs. Dariiber
hinaus haben neue Applikationen und Anwendungsfille zu einer Verdnderung
der Eigenschaften des Verkehrs gefiihrt. Zum Beispiel erlauben soziale Netze
dem Benutzer die Veroffentlichung eigener Inhalte. Diese benutzergenerierten In-
halte werden hdufig auf beliebten Webseiten wie YouTube, Twitter oder Facebook
publiziert. Weitere Beispiele sind die Angebote an interaktiven oder multime-
dialen Inhalten wie Google Maps oder Fernsehdienste (IPTV). Die Einfithrung
von Peer-to-Peer-Protokollen (P2P) im Jahre 1998 bewirkte einen noch radikaleren
Wandel, da sie den direkten Austausch von grofien Mengen an Daten erlauben:
Die Peers iibertragen die Daten ohne einen dazwischenliegenden, oft zentral-
isierten Server. Allerdings zeigen aktuelle Forschungsarbeiten, dass Internetver-
kehr wieder von HTTP dominiert wird, zum Grofsteil auf Kosten von P2P.

Dieses Verkehrswachstum erhoht die Anforderungen an die Komponenten aus
denen das Internet aufgebaut ist, z. B. Server und Router. Dartiiber hinaus wird
der Grofiteil des Verkehrs von wenigen, sehr beliebten Diensten erzeugt. Die
gewaltige Nachfrage nach solchen beliebten Inhalten kann nicht mehr durch das
traditionelle Hostingmodell gedeckt werden, bei dem jeder Inhalt nur auf einem
Server verfiigbar gemacht wird. Stattdessen miissen Inhalteanbieter ihre Infras-
truktur ausweiten, z. B. indem sie sie in grofien Datenzentren vervielfiltigen, oder
indem sie den Dienst einer Content Distribution Infrastructure wie Akamai oder
Limelight in Anspruch nehmen. Dariiber hinaus miissen nicht nur die Anbieter
von Inhalten sich der Nachfrage anpassen: Auch die Netzwerkinfrastruktur muss
kontinuierlich mit der stindig steigenden Nachfrage mitwachsen.

In dieser Doktorarbeit charakterisieren wir die Auswirkung von Content De-
livery auf das Netzwerk. Wir nutzen Datensitze aus aktiven und aus passiven
Messungen, die es uns ermoglichen, das Problem auf verschiedenen Abstraktion-
sebenen zu untersuchen: vom detaillierten Verhalten auf der Protokollebene von
verschiedenen Content Delivery-Methoden bis hin zum ganzheitlichen Bild des
Identifizierens und Kartographierens der Content Distribution Infrastructures,
die fiir die populdrsten Inhalte verantwortlich sind.

Unsere Ergebnisse zeigen, dass das Cachen von Inhalten immer noch ein
schwieriges Problem darstellt und dass die Wahl des DNS-Resolvers durch den
Nutzer einen ausgepragten Einfluf$ auf den Serverwahlmechanismus der Content
Distribution Infrastructure hat. Wir schlagen vor, Webinhalte zu kartographieren,
um darauf riickschliefSen zu konnen, wie Content Distribution Infrastructures



ausgerollt sind und welche Rollen verschiedene Organisationen im Internet ein-
nehmen. Wir schlieffen die Arbeit ab, indem wir unsere Ergebnisse mit zeitnahen
Arbeiten vergleichen und geben Empfehlungen, wie man die Auslieferung von
Inhalten weiter verbessern kann, an alle betroffenen Parteien: Benutzer, Internet-
dienstanbieter und Content Distribution Infrastructures.
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1 Introduction

The increasing number of users as well as their demand for more and richer
content has led to an exponential growth of Internet traffic for more than 15
years [11,30,49, 67]. In addition, new applications and use cases have changed
the type of traffic. For example, social networking enables users to publish their
own content. This user generated content (UGC) is often published on popular
sites such as YouTube, Twitter, and Facebook. Another reason are the offerings
of interactive and multi-media content by content providers, e. g., Google Maps
or IPTV services. Since 1998 peer-to-peer (P2P) protocols caused an even more
radical change as they allow users to directly exchange large amounts of content:
The peers transfer data directly without the need for an intermediary and often
centralized server. However, as shown by recent studies [11,49,56] traffic is again
dominated by HTTP, mostly at the expense of P2P.

This traffic growth increases the demands on the infrastructure components
that form the Internet. The byte distribution per HTTP domain matches Zipt's
law [56]. This means that most of the traffic is generated by few very popular
services. The enormous demand for such popular content cannot be satisfied by
the traditional hosting model in in which content is located on a single server.
Instead, content providers need to scale up their delivery infrastructure, e. g., by
using replication in large data centers or by buying service from content delivery
infrastructures, e.g., Akamai or Limelight. Indeed the top 5 content infrastruc-
tures are responsible for more than 50 % of the HTTP traffic at a vantage point,
covering 20.000 residential users at a large European Internet service provider
(ISP). But not only content providers have to cope with the demand. The network
infrastructure also needs to be constantly upgraded to keep up with the growing
demand for content.

Any content delivery infrastructure—client-server or peer-to-peer based—
consists of three main building blocks: (i) a number of servers from which content
is served, (ii) a replication scheme that defines how content is replicated across the
servers, and (7ii) a mechanism to direct clients to these servers. In addition, a con-
tent delivery infrastructure can implement mechanisms to ensure freshness and
availability of the content. A typical choice for a content delivery infrastructure
is: (i) HTTP caches located in data centers for content serving, and (ii) a server as-
signment mechanism implemented via (iii) DNS to direct the user to the content
cache. The replication of content is triggered implicitely by cache misses. This
kind of service is often called content distribution network (CDN). In P2P based
systems (i) , (ii) content replication is done on the peers themselves, and, (iii) e. g.,
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1 Introduction

a distributed hash table is utilized for directing peers to the content.
This describes the architecture of a content delivery infrastructure. However,
there are more parties involved to deliver the content to the user:

1. Many content delivery infrastructures operate their servers at several geo-
graphic locations and/or have network connectivity to several ISPs. This lo-
cation diversity—geographic location or network location—can be utilized
in various ways by the content delivery infrastructure: to improve the over-
all performance of content delivery by choosing nearby content servers, to
increase availability, to lower the cost for electricity [74] or bandwith, to ac-
comodate flash crowds [9,39,99], etc.

2. ISPs can avoid network bottlenecks not only by simply adding more band-
with, but also by traffic engineering [21,26,28,73] or the installation of net-
work caches (cf. Chapter 3).

3. The user also influences the traffic he generates, by selecting the content he
views and the applications he uses for downloading. There are more subtle
influence factors, e. g., a user can use a third-party DNS resolver (cf. Chap-
ter 4), virtual private networks, onion routing, or v4-to-v6 tunnels.

This means, the way that content is delivered in todays Internet is sculpted
by at least three parties: the content delivery infrastructure, the Internet service
providers (ISPs) on the network path, and the client itself.

In this thesis we characterize the impact of content delivery on the network: the
transport of the content from the server location to the client location. In general,
the client location is fixed—Web surfers typically do not change their physical
location or their network connection to fetch content. However, the content lo-
cation can be influenced: A content delivery infrastructure can select the content
server, or an ISP can install a cache. Accordingly we study three aspects of content
delivery: (i) how effective can caching be, (ii) what is the role of the server assign-
ment mechanism and how does it interact with the user, and (iii) where from can
content actually be fetched.

We utilize data sets from both active and passive measurements. This allows
us to cover a wide range of abstraction levels from a detailed protocol level view
of several content delivery mechanisms to the high-level picture of identifying
and mapping the content infrastructures that are responsible for the most popular
content.

1.1 Contributions

To understand how content delivery in today’s Internet works we study how the
content delivery infrastructures interact with ISPs as well as users.

16



1.1 Contributions

1.1.1 Bringing Content Nearer to the User via Caching

One way for an ISP to increase the network performance while minimizing the
overall traffic volume in its network is to reduce the number of hops the traffic
has to be transported. An ISP can achieve this by moving content nearer to the
consumet, e. g., by using caches. We examine the potential of caching HTTP, Bit-
Torrent, eDonkey, and NNTP. These are the four most prevalent protocols and
cover more than 70 % of the traffic volume at a vantage point within a large Euro-
pean ISP.

We find that BitTorrent and eDonkey are very well suited for caching when us-
ing the appropriate mechanisms. However, they only contribute a small fraction
of the overall traffic volume. HTTP is responsible for the largest traffic share but
is quite limited in its cacheability. NNTP is hardly cacheable at all.

1.1.2 The Role of DNS in Selecting Servers

Highly distributed and well connected content infrastructures such as CDNs or
cloud services contribute a large fraction of the HTTP traffic. This leads us to fur-
ther investigate the impact of their specific architecture on content delivery. Many
content infrastructures, e. g., those owned by Akamai, Google, Limelight, Edge-
cast, Amazon, Footprint, and Rackspace, rely on DNS to assign content servers
to clients. For performance reasons the client location is often used in the content
server selection process. However, due to the design of DNS, the best achievable
approximation of the client location is the location of the DNS resolver. Thus, we
study the behaviour of DNS in over 50 commercial ISPs worldwide and compare
them with widely-used third-party resolvers, GoogleDNS and OpenDNS.

We find that third-party resolvers, in general, do not manage to direct clients
to content caches available inside the client’s ISP, contrary to the ISP’s DNS re-
solvers. Moreover, we find that the users of a surprisingly large number of ISPs
suffer from poor latency towards their DNS resolvers, and that the DNS setup
of serveral ISPs shows evidence of load balancing which results in reduced DNS
cache utilization.

1.1.3 Web Content Cartography

Next we ask the question: From where is content in principle available? To an-
swer we propose Web content cartography: building an abstract representation of
the Web hosting infrastructure at multiple levels such as ASs, prefixes, and geo-
graphic locations.

We use DNS observations in 78 autonomous systems (ASs) to estimate the lo-
cation diversity of popular hostnames. Using these we build maps of hosting
infrastructures and highlight the prevalence of content replication. Next, we de-
velop a lightweight technique to identify individual infrastructures based on their

17



1 Introduction

network footprint. This allows us to quantify how much content is available at a
given location, e.g., an AS or a country. Finally we define an index that reflects
the degree of exclusively hosted content within an organization.

1.1.4 Discussion

To put our findings in context we complement them with results of contempo-
rary work. We argue that client-server based hosting will stay the most important
source of content for at least the next few years. We review general design cri-
teria for content delivery infrastructures and ask if energy consumption should
become a more central design objective. We give recommendations to ISPs, con-
tent delivery infrastructures, and users based on our findings, and conclude with
a list of open questions.

1.2 Structure of the Thesis

The rest of the thesis is structured as follows: In Chapter 2 we briefly discuss what
Internet traffic looks like today, show how content delivery infrastructures work,
and give a short overview of the prevalent protocols used for content delivery. In
Chapter 3 we analyze the potential of caching content, and examine the impact of
DNS server location on server selection in Chapter 4. In Chapter 5 we map content
to locations from where it can be served. We discuss the results in Chapter 6, and
conclude in Chapter 7.

18



2 Background

In this chapter we review how Internet traffic developed and how it is composed
today. In addition we briefly introduce the technical background of DNS and the
four most prevalent protocols for content delivery in the Internet today.

2.1 Internet Traffic Today

In this section we briefly discuss recent findings in Internet traffic characteriza-
tion, and give background information on the design of content infrastructures.

2.1.1 Application Volume and Traffic Mix

Internet traffic growth has been shown to be largely consistent with an exponen-
tial growth model [11,30, 67] and recent studies estimate a annual increase of In-
ternet traffic in the order of 30 % to 45 % [11, 30,49]. However, the composition of
Internet traffic is subject to change with the development of new applications and
use cases. A number of studies has been published in the last four years reporting
on the traffic shares of popular protocols in the Internet [11,19, 30,49, 56, 79-82].
Several studies found that P2P was the dominating protocol before 2009, with
65 % to 83 % of the total traffic volume [30, 69, 81, 82]. In strong contrast to this
recent observerations show that HTTP has become the transfer protocol of choice
for many of today’s Internet applications. Indeed, with 52 % to 65 % of all traf-
tic volume [19, 30,49, 56,79,80] HTTP has again become the dominating protocol
in today’s Internet, while P2P usage has dropped to between 12.3 % and 23 %!.
The reason for this shift are high-volume applications such as file-sharing and
video streaming that use HTTP instead of specialized protocols such as FTP [72],
RTP [83], RTSP [84], or P2P protocols as mentioned above [19,49,56]. In addition,
NNTP [22] has been observed to be responsible for a considerable fraction of the
traffic [19,49,56]. We show that NNTP is used today as a file-sharing platform as
well [43].

1Sandvine [80] reports up to 39 % of the total bytes being P2P in Asia
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2 Background

2.1.2 A Shift in the Internet Topology

Based on flow data covering inter-AS traffic Labowitz et al. observe content con-
solidation resulting in a shift in the Internet topology [49]. According to Labovitz
et al. large content contributors coined “hyper-giants” can be found amongst the
top ASs in terms of inter-AS traffic volume. These hyper-giants typically have
direct peerings with ISPs, therefore the Internet structure is not as strongly hier-
archical as it used to be. Moreover, the shift induced by content consolidation can
also be observed in the traffic volume: in 2007, the top 150 ASs contributed 30 %
of the traffic, in 2009 they contribute more than 50 % [49]. In Chapter 5 we explain
this shift with the power of content.

2.1.3 Content Infrastructures

The sheer demand for certain types of content requires scalable delivery systems.
One scalable way of distributing content are P2P protocols, which use the up-
load capacity of downloaders to cope with the demand. Client-server based ap-
proaches achieve scalability by server-side replication of the content, thus mul-
tiplying the available resources for content delivery. Both approaches are used
successfully today, yet both have their advantages and disadvantages: For exam-
ple, content delivery networks (CDNSs) utilizing P2P protocols benefit from the
free (as in cost) upload bandwith provided by the peers, yet often suffer from the
asymmetricity in available bandwith of end customers [43], cf. Chapter 3. With
client-server protocols the content provider can buy as much upload capacity as
needed at the tradeoff of having to pay for the ressources. Leighton discusses [53]
some of the various tradeoffs. Another dimension is introduced to the problem if
considerable computing ressources are required to generate content specific to a
user’s request, e. g., on dynamic Web sites such as Amazon’s Web shop or Google
search. In this case the software has to be replicated, not only the content. This
kind of service can be built on top of a cloud service.

An example for P2P supported content distribution is Blizzard Entertainment,
who is distributing several of their games and their patches with the help of Bit-
Torrent?> and HTTP in a hybrid approach. Other examples include companies
such as Akamai, Amazon, Google, Edgecast, Footprint, Limelight, and Microsoft
who own CDNs and/or clouds. They utilize them for offering their own content
(e.g., Amazon), for implementing services on top of the cloud (e. g., Google), and
for selling the CDN service as a product to content providers (e. g., Akamai).

To build a client-server based content infrastructure three main components are
needed: (i) a large number of servers from which the content can be served, (ii) a
mechanism to direct clients to one (or a subset) of these servers, and (iii) a replica-
tion scheme that defines how content is replicated across the servers. In addition,

2http ://www.wowpedia.org/Blizzard_Downloader
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2.2 Protocols

mechanisms to guarantee the freshness and availability of the replicated content
can be implemented. Content infrastructures can evaluate multiple dimensions
for server selection, e. g., the load on the server [9,39,99], energy [74] and band-
with costs, the location of the client [53,90], and the freshness of the cache.

As indicated by the overall dominance of HTTP in todays traffic HTTP based
content infrastructures are the most prevalent. In this case the content replication
servers are typically caching proxies or cloud servers. As a direction mechanism
both HTTP and DNS can be used. Typically DNS is chosen to save the extra round
trip times of an additional HTTP connection. However, for embedded objects and
for bulk hosting services an HTTP based redirection mechanism is also feasible.
For example, according to our own investigations in YouTube the video server
selection happens both with the help of HTTP and DNS, and for RapidShare the
selection options of the content server are embedded into one of the pages pre-
sented before the actual bulk download is initiated.

2.2 Protocols

In this section we give a short overview of the technical details of the protocols
examined in this thesis. We start by explaining DNS, one of the fundamental pro-
tocols in the Internet, which is also used to implement load balancing in CDNSs.
Familiarity with DNS is necessary to understand Chapter 4 and Chapter 5. We
continue with the most prevalent client-server based protocols in our traffic mix,
HTTP and NNTP, and the most volumnious P2P protocols, BitTorrent and eDon-
key. A basic familiarity with these protocols is helpful to understand the caching
analysis in Chapter 3.

2.2.1 Domain Name System (DNS)

When the domain name system (DNS) was introduced in 1983, its purpose was to
resolve host names into IP addresses in a more scalable fashion than the until then
used hosts file. DNS relies on a distributed database with a hierarchical structure.
The root zone of the DNS system is centrally administered and serves its zone in-
formation via a collection of root servers. The root servers delegate responsibility
for specific parts (domains) of the hierarchy to other name servers, which may in
turn delegate the responsibility to other name servers. At the end, each site is
responsible for its own zone and maintains its own database containing its in-
formation and operates an authoritative name server. An alternative view of this
name space is one of a tree with labels at the nodes separated by dots. Information
associated with any particular name is composed of resource records (RRs) which
contain the class and type of the resource and data describing it. Multiple RRs
with the same name, type and class are called a resource record set (RRset).
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2 Background

;7 —>>HEADER<<- opcode: QUERY, status: NOERROR, id: 55911
;7 flags: qr rd ra; QUERY: 1, ANSWER: 4, AUTHORITY: 9, ADDITIONAL: 8

;7 QUESTION SECTION:
;www.audi.de. IN A

;7 ANSWER SECTION:

www.audi.de. 575 IN CNAME www.audi.de.edgesuite.net.
www.audi.de.edgesuite.net. 21275 IN CNAME al845.ga.akamai.net.
al845.ga.akamai.net. 20 IN A 192.168.254.1
al845.ga.akamai.net. 20 IN A 192.168.254.2

;7 AUTHORITY SECTION:
ga.akamai.net. 1475 IN NS nOga.akamai.net.
[...]

;; ADDITIONAL SECTION:
nOga.akamai.net. 667 IN A 192.168.255.1

[...]

Figure 2.1: An example showing how the DNS reply for content hosted on a con-
tent infrastructure could look like. The format resembles the output of
the dig command line tool.

The whole database is usually queried by an end-host’s stub resolver using a
local name server called caching resolver. If this name server receives a query for
information that it does not have, it must fetch this information from another
name server. If the server does not know how to contact the authoritative server
for a zone, it will query a root server®. The root server will refer the resolver to
another server that is authoritative for the domain that is immediately below the
root and of which the zone is a part. The resolver will then query this server, and
so forth, stepping down the tree from the root to the desired zone.

For efficiency reasons DNS relies heavily on caching [40]. All information that
a name server delivers to a resolver can be cached for a duration specified in the
TTL field of the resource records (RR). Caching today is commonly also performed
on end-hosts by the operating system’s stub resolver, as well as applications, e. g.,
Web browsers.

Figure 2.1 shows an example DNS reply as it could be returend by a resolver
when querying a hostname served by a content infrastructure. In this case, the an-
swer section of the reply contains a chain of CNAME records, i. e., name redirections.

3The first query can go to some authoritative server below the root if there exists cached infor-
mation.
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2.2 Protocols

GET / HTTP/1.1

Host: www.example.com

User-Agent: Mozilla/5.0 (...)

Accept: text/html,application/xhtml+xml,
Accept-Language: en-us,en;g=0.5
Accept-Encoding: gzip,deflate

Accept-Charset: IS0-8859-1,utf-8;9=0.7,*;q=0.7
Keep-Alive: 115

Connection: keep-alive

Cache-Control: max-age=0

Figure 2.2: Example HTTP request

Eventually the CNAME chain points to an A ressource record set (RRset) containing
two IP addresses, from which the Web site content can be fetched.

2.2.2 Hypertext Transfer Protocol (HTTP)

The Hypertext Transfer Protocol (HTTP) has been developed as the protcol un-
derlying the World Wide Web [4]. HTTP was initially designed as a dedicated
protocol for information research [5]. Having scalability in mind a stateless de-
sign was chosen [4]. The most recent incarnation of HTTP is version 1.1 and is
standardized by the IETF in RFC 2616 [27].

HTTP communication works by request-response pairs. Every HTTP message
consists of an introductory line, a set of HTTP headers refining the meaning of the
message and an optional HTTP body containing the actual data.

The introductory line in an HTTP request (Figure 2.2) consists of a method, a
server-side path, and the HTTP version in use. The introductory line in an HTTP
response (Figure 2.3) starts out with the HTTP version in use, followed by a stan-
dardized three-digit status code and a textual status description. The status code
tells the requester about the success of the query or indicates the reason of an
erTor.

HTTP Headers

HTTP headers allow for the easy extensibilty of HTTP messages and serve a num-
ber of different purposes, e. g., the specification of the queried hostname to allow
virtual hosting, the transport of meta information, the control of persistent con-
nections, and cache control. HTTP headers consist of a field name followed by
a colon and the field value, cf. Figures 2.2 and 2.3. The Host header is manda-
tory for requests since HTTP 1.1. The meta information encompasses information
about the file type, the character set in use, preferred languages, compression,
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HTTP/1.1 200 OK

Server: Apache

Content-Type: text/html; charset=1s0-8859-1
Date: Fri, 18 Feb 2011 17:06:23 GMT
Keep-Alive: timeout=20, max=966

Expires: Fri, 18 Feb 2012 17:06:23 GMT
Content-Length: 232

Connection: Keep-Alive

<html><head><title>Example pape</title></head>
<body>...

Figure 2.3: Example HTTP reply

and length information. Moreover HTTP headers can be used for stateful session
management. To this end, HTTP allows a server to set a “cookie” [47,48] in a
response. This cookie is chosen uniquely by the server on a per client basis and
will be sent by the client alongside all subsequent HITP requests to the same do-
main. This allows the server to track all requests initiated by a client and therefore
allows to personalize the content.

Cache-control in HTTP

HTTP cache control is a mechansim that allows fine grained control over the
re-use of saved copies of a particular download. In HTTP both the browser on
the end host as well as dedictated nodes in the network, HTTP proxies, can im-
plement an HTTP cache. Cache control has evolved over different iterations of
the HTTP protocol, with newer version of HTTP re-implementing functionality
of older ones in different headers, thus making the cache decision process quite
complex. The headers relevant for caching are Pragma, Cache-Control, Expires,
Last-Modified, Etag, Date, and Authorization [27].

It is noteworthy that HTTP cookies [47, 48] do not per-se invalidate the
cacheability of an HTTP response. Instead the server has to explicitly specify the
caching policy. For example, this enables the server to allow caching the body of
a response and require an update for only the Set-Cookie/Set-Cookie2 header
on every subsequent hit to the HTTP cache.

2.2.3 NNTP

The Network News Transfer Protocol (NNTP) is the protocol underlying the
Usenet. The Usenet is one of the oldest parts of the Internet. In fact, it predates
the world wide Web by more than 10 years. It was designed and is still being
used as a system to exchange messages (called articles) between groups of users
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with similar interests—a functionality that today is also provided by, e.g., Web
forums.

The Usenet is structured in a (pseudo) hierarchy of groups, e. g., comp.os.minix
or comp.os.linux.networking. Anyone with access to a news server can sub-
scribe to any of the news groups and then read or post messages within the
group. The news servers are usually hosted by ISPs or at universities*. They
are connected to form an overlay network, which is used to replicate articles be-
tween servers so that everyone has access to all articles not just those posted to
the local news server. However, there is one limitation: It is the decision of the
administrator of a news server if a particular news group is hosted on his server,
e. g., nowadays most news servers typically do not host the majority of the binary
groups in order to avoid the risk of excessive bandwidth usage. NNTP is used for
both client-server as well as server-server communication.

The Network News Transfer Protocol (RFC 3977 [22]) and its message formats
(RECs 5536, 5537, until Nov 2009: RFC 1036) are very similar to SMTP. In fact,
many of the article header fields are identical to the email message header fields,
e.g., Fromand Subject. In addition, there are NNTP specific headers, for example
the Message-ID header, which contains a unique identifier for an article valid on
all news servers.

When a client connetct to a NNTP server, the server answers with a greeting
message. Then the client can issue its commands. The server replies to each client
command with a three digit status code, a status message, and an optional data
block in “multi-line” encoding which contains, e. g., the requested article. Like-
wise, a client can send a “multi-line” data block to the server, e. g., to post an arti-
cle. At the beginning of the connection a news server may require authorization
before the client can issue any commands. Examples commands include select-
ing a group (GROUP), listing the articles within a group (LISTGROUP or (X)OVER), and
fetching (ARTICLE, BODY and HEAD) or sending (POST) articles.

2.2.4 BitTorrent

BitTorrent is a peer-to-peer (P2P) protocol optimized for the fast distribution of
potentially large files to many hosts. BitTorrent achieves this by splitting a file in
pieces that are redistributed by a peer as soon as it has received a full copy of the
piece and well-chosen heuristics [52] for optimizing the replication. BitTorrent
has been developed by Bram Cohen since 2001° and has since been standardized
in the form of “BitTorrent Enhancement Proposals” (BEPs) [33].

BEP 3 [33] describes the main protocol and how the different entities in in Bit-
Torrent swarm interact with each other. To start a new swarm the seeder publishes a

4Users whose ISP does not offer access to a news server can subscribe for a small fee to indepen-
dent servers, e.g., http://news.individual.net/
5http ://finance.groups.yahoo.com/group/decentralization/message/3160
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metainfo file of the content on a Webserver. The metainfo file describes the content
and the location of a tracker that coordinates the swarm. In addition the seeder
starts a BitTorrent client with the metainfo file and a full copy of the content. This
client is called the initial seed. If a peer wants to participate in a download, it uses
the metainfo to connect to the tracker. The tracker informs the peer about other
participants in the swarm, so that the peer can contact them and start download-
ing pieces of the content. A piece has a typical size of about 1 MB. As soon as a
peer has received a full copy of a piece it will verify it with an SHA-1 checksum
from the metafile and start offering it to the rest of the swarm. After the content
is fully fetched a peer becomes a seed and can continue uploading the content.

The BitTorrent Tracker

The BitTorrent tracker is either an HTTP server according to BEP 3 [33] or a
Kademlia based [59] distributed hash table (DHT) according to BEP 5 [33]. In
addition, at least one incompatible version of a distributed hash table approach
has been implemented in Vuze®. The main function of the tracker is to hand out
lists of participants of a swarm to peers to allow building the P2P overlay.

To further reduce load on the often centralized tracker various flavours of peer
exchange protocols (PEX) have been proposed and implemented. The basic idea
is that the tracker is mainly used to bootstrap a client into a swarm. From then
on, the peer can trade information about its peers with its direct neighbours to
quickly gain a large list of potential peers while still maintaining scalability.

BitTorrent connections

BitTorrent connections between two peers are initiated with a handshake. Among
other things, the handshake identifies the torrent that is handled over this connec-
tion. It also serves to inform the opposite side about extended capabilities [6,62].
In case both clients are capable of the Azureus Messaging Protocol [6] a direct
switch to AZMP is performed. After this handshake, the message exchange starts.

BitTorrent protocol messages

A BitTorrent message is composed of a length header followed by a message type
and the actual message payload. The BitTorrent protocol specification (BEP 3 [33])
introduces nine message types, and a zero-length keep-alive pseudo message. Of
those nine messages four are used to implement the tit-for-tat algoritm [52], two
are used to inform peers about the content a client already has downloaded, and
three are used to handle the actual exchange of content.

In particular, the have and bitfield messages are used to inform a peer about
available content. The bitfield message is sent directly after a handshake and

http://wiki.vuze.com/w/Distributed_hash_table
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gives an overview of available pieces on the sending peer. In contrast, a have
message is sent to inform a peer when a new piece becomes available later in the
connection. The request and piece messages are used to request and transfer
content. A peculiarity in the BitTorrent protocol is that the request and corre-
sponding piece message are only for a chunk, i. e., typically a 16 kB part of a piece,
and not the full piece.

The standard message types can be complemented by protocol extensions.
Most prevalent in the traffic we looked at are the LibTorrent Extension Proto-
col [62] (LTEP) and the Azureus Messaging Protocol [6] (AZMP). LTEP is inte-
grated into the standard protocol by embedding all LTEP messages into extended
messages. AZMP defines an entirely different self-contained protocol thus re-
implementing the standard message types. Both allow the specification of arbi-
trary strings to denote messages types. Examples for protocol extensions are peer
exchange (PEX) messages as described earlier in this section, chat messages, and
transfer of metainfo files.

2.2.5 eDonkey

EDoneky is hybrid peer-to-peer network used for file-sharing. It consists of a
server software that is used for indexing files and searching content, and a client
part that is used for downloading and uploading [34]. The server part uses a
gossip protocol to exchange information about currently active servers. This in-
formation can be aquired by clients upon connecting to a server to maintain a
local list of active servers [34]. Newer versions of eDonkey software make use of
Kad—a distributed hash table based on the Kademlia algorithm [59]—for search-
ing.

The file exchange happens directly between clients. Similarly to BitTorrent,
the file verification is performed with checksums over parts of files. In eDonkey,
these parts are of 9.28 MB size’. The actual download happens in smaller parts of
approximately 180 kB size [42], similar to BitTorrent chunks.

2.3 Summary

To summarize: Today’s Internet traffic mix is dominated by HTTP traffic. The
underlying reason is the shift of many volumnious applications towards HTTP
as the delivery protocol. To cope with the demand for certain popular contents
the introduction of content delivery networks is necessary. These networks can
be built on P2P protocols or on client-server protocols. A popular protocol choice
for CDNs is HTTP, and DNS is used as the load balancing mechanism.

7http ://www.emule-project.net/home/perl/help.cgi?l=1&rm=show_topic&topic_1id=232
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3 On the Effect(iveness) of Caching

We start our investigation by examining the low-level behaviour of the most
prominent protocols at a vantage point of a large European ISP covering about
20,000 residential users. To evaluate an ISP’s opportunities to optimize its net-
work, we estimate the potential of caching HTTP, BitTorrent, eDonkey, and NNTP.

3.1 Introduction

The Internet has evolved into a system where users can easily share content with
their friends and/or other users via applications such as wikis, blogs, online social
networks, P2P file-sharing applications, One-Click Hosters, or video portals, to
name a few of the most well-known user generated content (UGC) services. In
terms of volume, multi-media content including photos, music, and videos, as
well as software downloads and updates, are major contributors and together
responsible for most of the Internet traffic [49,56,79,82]. Indeed, HTTP is again
accounting for more than 50 % of the traffic [49, 56,79, 82] and is hardly (mis-
Jused as transport protocol for other applications [56]. Among the causes for
the increase of HTTP traffic are One-Click-Hosters such as rapidshare.com or
uploaded.to and the increase of streaming content, e. g., offered by youtube. com.

In the early stages of the Internet Web caches were very popular. However,
the efficiency of Web caches [23, 75] decreased drastically as the popularity of
advanced features increased: dynamic/personalized Web pages (via cookies),
AJAX-based applications, etc. Reexamining today’s content we find that a large
fraction, especially multi-media content, is static and therefore it might be re-
warding to re-evaluate the caching potential. This is confirmed by recent caching
efficiency studies for specific applications, e.g., Gnutella [35], Fasttrack [100],
YouTube [103], BitTorrent [41], and Web [19]. Rather than focusing on a specific
application, we in this chapter study a set of application protocols. For these we in-
vestigate the potential of caches, traffic redirection for sharing content, as well as
causes of non-cacheability.

In this chapter we present observations based on passive packet-level monitor-
ing of more than 20,000 residential DSL lines from a major European ISP. This
unique vantage point coupled with our application protocol analysis capabili-
ties enables a more comprehensive and detailed characterizations than previously
possible. We focus on the cacheability of multiple applications that are predom-
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Table 3.1: Overview of anonymized packet traces and summaries.

Application Volume
Name Start date Dur Size | HTTP | BT | eDonkey NNTP
APR09 Wed 01 Apr’09 2am |24h| >4TB| 58%|9% 3% 2%
AUG09 Fri 21 Aug’092am |48 h| >11TB| 63% 9% 3% 2%

HTTP-14d Wed 09 Sep’09 3am |14 d|> 0.8 TB | corresponds to > 40 TB HTTP
NNTP-15d Wed 05 Aug’093am |15d| >2GB|corresponds to > 2TB NNTP
BitTorrent-14d | Sat 20 Jun’09 3am |14 d | > 80GB | corresponds to > 5 TB BitTorrent

inantly used for sharing content in our environment!: (i) HTTP, (ii) BitTorrent,
(iii) eDonkey, and (iv) NNTP. Note, that HTTP and NNTP are client/server pro-
tocols while BitTorrent and eDonkey are P2P protocols. It might seem odd to
include NNTP, the protocol used by Usenet, but we surprisingly find that NNTP
accounts for more than 2 % of the total traffic volume and seems to be used as an
alternative for file-sharing [43]. In previous work, Karagiannis et al. [41] study
the cacheability of BitTorrent before it became one of the dominant file-sharing
applications based on data from a residential university enviroment. Erman et
al. [19] only focus on the cacheability of Web traffic.

We find that the story for caching is ambivalent. For client/server-based appli-
cations, including NNTP and some Web domain classes, e. g., One Click Hosters,
caching is ineffective. For other HTTP services, e. g., Software/Updates, we ob-
serve caching efficiencies up to 90 %. In addtion, for some domains, using oppor-
tunistic cache heuristics improves cacheability substantially. For P2P protocols,
especially BitTorrent, there is substantial potential for caching if the cache actively
participates in the protocol. Moreover, traffic localization via mechanisms, such
as those proposed by, e.g., Aggarwal et al. [1], Xie et al [101], Choffnes and Bus-
tamante [10], and currently under discussion within the IETF ALTO [85] working
group, are promising?. Traffic localization in effect uses local peers as cache.

3.2 Data Sets

We base our study on multiple sets of anonymized packet-level observations of
residential DSL connections collected at aggregation points within a large Euro-
pean ISP. Our monitor, using Endace monitoring cards, allows us to observe the
traffic of more than 20,000 DSL lines to the Internet. The data anonymization, clas-
sification, as well as application protocol specific header extraction is performed
immediately on the secured measurement infrastructure using the Bro NIDS [68]

n previous work Maier et al. [56] found that at our vantage point HTTP is responsible for more
than 50 % of the traffic while P2P (BitTorrent and eDonkey) contribute less than 15 %. Even
assuming all unclassified traffic to be P2P in total it only accounts for less than 30 %.

2The key idea is that ISPs and P2P users collaborate to locate close by peers.
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with dynamic protocol detection (DPD) [18]. For HTTP we extend the standard
protocol analyzer to compute MD5 hashes across the HTTP bodies. In addition,
we developed DPD-based analyzers for NNTP, eDonkey, and BitTorrent [33], in-
cluding the Azureus Messaging Protocol [6] and the LibTorrent Extension Proto-
col.

We use an anonymized 24 h packet trace collected in April 2009 (APR09) and an
anonymized 48 h trace collected in August 2009 (AUG09). APR09 is the same data
set as analyzed by Maier et al. [56]. While we typically do not experience any
packet loss, there are several multi-second periods (less than 5minutes overall
per packet trace) with no packets due to OS/file-system interactions.

For studying long term effects of cacheability we used Bro’s online analy-
sis capabilities to collect several anonymized protocol specific trace summaries
(BitTorrent-14d, NNTP-15d, HTTP-14d) which span at least 2 weeks. Due to the
amount of traffic at our vantage point and the resource intensive analysis we
gather the online trace summaries one at a time. Table 3.1 summarizes charac-
teristics of the traces, including their start, duration, size, and application mix.

With regards to the application mix, see Table 3.1, Maier et al. [56] find that
HTTP, NNTP, BitTorrent, and eDonkey each contribute a significant amount of
traffic. Moreover, their total traffic adds up to more than 72 % of the overall traffic
at our vantage point. Similar protocol distributions have been observed at differ-
ent times and at other locations of the same ISP.

Surprisingly, NNTP accounts for more than 2 % of the traffic. However, a de-
tailed investigation [43] shows that 99 % of the current traffic is bound to/from
fee-based NNTP servers. These fee-based offers are competing with One-Click-
Hosters, as the client/server-based alternative for file-sharing.

3.3 Terminology and Approach

Before delving into the details of the application specific cacheability analysis we
introduce our terminology. Caching refers to saving a copy of a reply to a request
on a server—the cache—with the intention to satisfy subsequent requests for the
same content from the cache instead of the origin. For us all requests to a content
item except the first one are in principle cacheable. We, in this chapter, explore the
potential for cacheability rather than focusing on specific caching heuristics, thus
we are never limited by disk space.

We use the following two cacheability metrics: number of cacheable requests
and cacheable volume. If k; denotes the total number of downloads for item i
of size s; the cacheable volume of n items is computed as cacheability according
to Equation (3.1). The cacheable requests are calculated using the same equation
with all sizes equal to 1.

Yicialki=1)-s;

S (3.1)

cacheability =
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Figure 3.1: Vantage point and sets of hosts: local, AS, and external

To estimate the impact of caching it is important to consider which mecha-
nisms are available to redirect requests to the cache and where the cache is lo-
cated. If P2P content is available at multiple different locations one can use mech-
anisms [1,10,101] currently under discussion within the IETF ALTO [85] group. In
addition, it may be beneficial or even necessary to setup dedicated caches within
the network. With regards to network location, see Figure 3.1, we distinguish be-
tween (i) hosts that are downstream from the monitor, local hosts, (ii) hosts that are
within the ISP’s autonomous system (AS) yet not local, AS hosts, and (iii) external
hosts.

3.3.1 Peer-to-Peer

In P2P the unit for caching is either the complete object or the transfer unit if the
P2P protocol splits the file into chunks, e. g., for more efficient transfers. The for-
mer captures the number of users interested in an object. The latter corresponds to
the observed traffic. Since users may not download complete objects while online
these metrics can differ significantly. In BitTorrent the complete objects are the
torrents and the transfer units are the (fixed size) blocks. In eDonkey the objects
are the files and transfer units are blocks.

Given that a BitTorrent retrieval can last multiple days it is likely that a any trace
includes some partial downloads. Regarding a cacheability analysis the lack of
knowledge about transfers that occurred before the start of the observation period
is problematic as these could have primed the cache. Fortunately, for BitTorrent
we can leverage the bitfield and have messages to infer which transfers occurred
prior to the trace start using a similar methodology as Karagiannis et al. [41].

Given that P2P clients are also P2P servers we can in addition estimate a lower
bound for the cacheability for AS hosts and external hosts. Thus, we can study
the potential of P2P cacheability with regards to (i) the number of peers inter-
ested in an object, referred to as peers, (ii) transferred blocks, called blocks, and
(iii) transferred blocks given a primed cache, called primed, for all three classes of
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hosts. To prime the cache in the third scenario, we make all blocks available in
our cache that are announced in bitfield and have messages by the peers within
the respective host sets.

3.3.2 Client-Server

For HTTP and NNTP we note the following differences: (i) Each expression of
interest for an object corresponds to a full or partial download of the whole object;
(ii) we cannot infer information for clients outside of our local network. Moreover,
cache control in HTTP 1.1 offers a lot of options via explicit cache-control headers.
To identify HTTP objects we use both—the size and the MD5 sum of the HTTP
body (object ID).

With regards to cacheability the units of interest for NNTP are articles. NNTP
articles are comparable to objects in HTTP or emails in IMAP. Commands for
accessing articles are ARTICLE, HEAD, and BODY, which request to download the
whole article, only the headers, and only the body, respectively. Although NNTP
includes a large number of commands the above ones are the only ones not used
for navigating, controlling, and listing. Accordingly, the other commands con-
tribute only a tiny fraction (less than 2 %o) to the overall NNTP volume. NNTP
differs from HTTP as article IDs are unique and articles cannot be modified except
by the administrator. To identify objects we thus use the article ID.

We study a range of different cacheability scenarios ranging from ideal to real-
istic, see Table 3.2. The ideal scenario is used to derive an upper bound on the
cacheability using Equation (3.1). This is the only scenario applicable to NNTP.
However, for HTTP this scenario is practically infeasible as one would have to
reliable predict that two requests (different URLs) are for the same content. We
observe that CDNs are often performing load balancing using one of two possible
mechanisms: Either load balancing is performed during the DNS resolution step
and different IP addresses are returned to different resolvers. Or load-balancing
is implemented inside the HTTP protocol. In this case the same content is offered
under URLs that only differ in the host name. Moreover, a realistic cache is typ-
ically unable to cache objects if two clients use different query methods or if the
return code differs. The domain scenario thus adds these three criteria to the object
ID, and therefore gives us insight on the impact of load balancing over different
servers. To account for the observation that identical object IDs can be hosted by
the same providers at different URLs (host name and/or path), e. g., to help with
load balancing or to accommodate GET parameters we use the scenario complete.

In the fourth scenario, full, we simulate an actual HTTP cache which respects
the cache control headers: Pragma, Cache-Control, Expires, Last-Modified, Etag,
Authorization, and the HTTP methods as specified in RFC 2616. However, un-
like a real cache, we are still using the object ID. We use this scenario only to
evaluate the negative impact of the object ID on cacheability.

33



3 On the Effect(iveness) of Caching

Table 3.2: Criteria for identifying cacheable objects in HTTP.

scenario | objectID | HTTP | return | 2nd level | host | path | cache
method | code domain control
ideal (4
domain v 4 4 (4
complete v v v v v
full (4 v v (4 4 (4
realistic (4 (4 ("4 (74 ("4
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Figure 3.2: Complementary cumulative distribution function (CCDF) of BitTor-
rent analysis for BitTorrent-14d: Peers per torrent.

In the fifth and last scenario, realistic, the cache behaves like an ideal caching
proxy server with unlimited disk space. The cache always performs the best pos-
sible caching option. For example, if an object is stale it is not purged from the
cache. Rather the next query for the same object causes a conditional request to
the HTTP server, thus allowing the refresh of a cached object without actually
downloading it. If an object is already partially cached when a request occurs,
only the missing parts are fetched from the server if the object has not changed
in the meantime. If no expiration time is set we use a heuristic motivated by
RFC 2616: texpiry = tow +min(0.1 - (twow — trasi-Modified), 1 day). Table 3.2 summarizes
the five HTTP scenarios. Note, only the scenarios full and realistic are using time-
outs.
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Figure 3.3: Complementary cumulative distribution functions (CCDF) of BitTor-
rent analysis for BitTorrent-14d: Torrents per peer.
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Figure 3.4: Complementary cumulative distribution functions (CCDF) of BitTor-
rent analysis for BitTorrent-14d: Downloads per block.

3.4 Results

Our analysis shows that the potential cacheability differs substantially among the
application protocols.

3.4.1 Peer-to-Peer

Even though P2P is no longer dominating residential traffic, P2P still contributes
a significant amount of traffic. In fact, BitTorrent and eDonkey are the second and
third most voluminous protocols after HTTP, with more than 10 % of the total
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traffic volume.

In Figure 3.2, Figure 3.3, and Figure 3.4, we show the complementary cumu-
lative distribution functions of the distributions we use to calculate cacheability
of BitTorrent for BitTorrent-14d. The first indicator for estimating the potential of
caching is the number of peers per torrent swarm, scenario peers. Figure 3.2 shows
this distribution for local, AS, external, and all hosts. We see that many torrents
have a sizable number of peers within the AS.

If all peers within the AS would do a complete download 97 % of the bytes are
downloadable from peers within the AS—corresponding to an AS-wide caching
efficiency of 97 %. This is a lower bound as there may be other peers within the
AS. When we consider only local hosts caching efficiency drops substantially to
27 %. Nevertheless, this is still promising for caching.

When focusing on scenario primed, we find that 85 % of the download volume
are in principle cacheable. However, this cacheability result relies on the availabil-
ity of hosts that are torrent seeders (learned via the bitfield and have messages).
We find that some hosts are seeders for a large number of torrents, see Figure 3.3,
and that these are online for substantial time periods. This is consistent with the
results of Stutzbach and Rejaie [89]. However, if we only consider actual down-
loads, scenario block, the cacheability drops to roughly 9 %, see Figure 3.4, con-
trary to the previous results. Part of the reason is that we may not have observed
a flashcrowd effect during the 14 day observation period. Another reason is that
clients often are seeders for many torrents but are only actively involved in a
small number of downloads. For data from 2004 from a residential complex at a
university Karagiannis et al [41] found that the cacheability for actual downloads
is between 6 and 11.8 % which is consistent with our results. However, they saw
a substantially lower overall cache efficiency with less than 18.5 %.

We also note that almost all (> 89 %) of the chunks are downloaded from and
uploaded to external hosts even though the content is available locally, see Fig-
ure 3.4. We are able to identify such content by inspecting the bitfield messages
of the peers. This shows the potential of both P2P neighbor selection strate-
gies [1,10,101] as well as caches and confirms the results of Plissonneau et al. [70]
for eDonkey and Karagiannis et al. [41].

To check if our observations are biased by the language of the content we ex-
amine the geolocation of the BitTorrent traffic with the help of the ISP. Figure 3.5
shows the amount of BitTorrent traffic downloaded from or uploaded to differ-
ent locations normalized by the overall BitTorrent traffic volume. We distinguish
between continents and within Europe we separate the local language region of
the vantage point from the rest of Europe. Only one third of the content is be-
ing downloaded from the same language region. This indicates that while there
many be some bias due to language it is not the dominating effect with regards
to cacheability. The overall download volume is roughly twice that of the upload
volume. This effect may be due to the asymmetry of the underlying DSL lines. In
addition, Europe seems to be preferable as the upload to download ratio is better.
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Figure 3.5: Normalized BitTorrent traffic volume.

Table 3.3: Cacheability of NNTP articles.

Cacheability | APRO9 | AUG09 | NNTP-15d
by number of requests | 2.0% | 2.6% 7.0%
by volume 21% | 2.7% 6.9 %

For eDonkey the cacheability results for peers per file and transferred blocks
are not quite as good. For a 24h trace from September 2008 we find that the
cacheability per file is 71 % within the AS. However, when considering blocks
the cacheability again drops substantially to roughly 4 %.

3.4.2 NNTP

Our caching analysis of NNTP shows that the majority of all articles is requested
exactly once, see Table 3.3. We find that less than 7 % of all articles are down-
loaded multiple times. With respect to volume we observe similar results—the
cacheability is again less than 7%. While we cannot identify a temporal trend
cacheability increases with the length of the observation period, i.e., NNTP-15d,
and thus also the number of different DSL lines using the NNTP protocol. How-
ever, we note that only a small number of lines, less than 2 %, are using NNTP.
However, NNTP users are usually among the top volume users.
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Table 3.4: Effective cache control headers.

Cache control header | Frequency
Cache-control 57.2%
Pragma 0.5%
Expires 1.7 %
Etag 21.8 %
Last-Modified 6.8 %
none 12.0 %

Table 3.5: Cacheability of top 15 domains (by bytes)

type of service | UGC | fraction | complete full | realistic
OCH1 v 12.6 % 26% | 00% | 15%
OCH2 4 1.3% 6.0% | 1.1% 2.0%
OCH3 v 1.0% 71% | 00% | 02%
OCH4 v 0.9 % 26% | 00% | 0.1%
Videol v 108% | 13.0% | 0.0% | 3.8%
Video2 v 22% | 434% | 01% | 52%
Video3 v 1.4% 70% | 00% | 02%
Video4 4 14% | 147% | 1.5% 3.6 %
Videob v 11% | 11.7% | 25% | 9.0%
Softwarel 28% | 63.0% | 68.6% | 64.8%
Software2 1.8% | 220% | 29% | 87.4%
Software3 09% | 129% | 33% | 54.7%
Software4 08% | 56.9% | 42.7% | 65.4%
CDN1 ? 15% | 34.8% | 12.8% | 25.4%
Search ? 1.0% | 56.0% | 53% | 32.7%
overall 100.0% | 21.0% | 95% | 21.7%
3.4.3 HTTP

Given the number of different HTTP scenarios we first discuss some general ob-
servations. Next, we explore if cacheability differs by Web service, how it scales
with population size, and what might be possible cache optimizations. In the fol-
lowing we report results only for HTTP-14d as the results are consistent across all
traces.
General Observations: In principle, there is substantial potential for caching
HTTP (see Table 3.6). In the ideal scenario 71 % of the requests are cacheable and
28 % of the bytes. This is consistent with previous results [23] which also observe
a significantly higher request hit rate than byte hit rate.

Disabling caching across different second level domains, scenario domain, does
not decrease the caching efficiency by much. It is still 71 % for requests and 27 %
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Table 3.6: Overall HTTP Cacheability

| ideal | domain | complete | full | realistic
28 % 27 % 21% | 9.5% 22 %
71% 71 % 57% | 16 % 47 Y%

Bytes
Requests

for bytes. Disabling caching across different URLs for the same object, scenario
complete, causes the efficiency to drop to 57 % and 21 %. This shows that identical
objects are usually not hosted by different providers, while for each provider it is
quite common to host the same object on different hosts or with different paths.

Including cache control headers, the scenario full, reduces cache efficiency dras-
tically to 16 % and 9.5%. However, in the realistic scenario overall cacheability
increases to 47 % and 22 %. The omission of the object ID is responsible for this
increase in cacheability: (i) the cache may be allowed to serve an object that has
changed on the server; (ii) aborted downloads and partial requests lead to differ-
ent object IDs and are thus only cacheable in the realistic scenario.

The results of Erman et al. [19] for the ideal scenario are even more promising.
They found a cacheability of 92% for requests and 68 % for bytes. Their final
results after considering cache-control also show a substantial drop but again in-
dicate a better cache hit rate with 32 % of the bytes. One reason for the more
promising results are that they assume that the size of the download is equal to
the Content-Length header. However, we find that many downloads are inter-
rupted prematurely. In particular large downloads are often aborted. We find
that this can lead to measurement error of over 40 % in download volume. More-
over, Erman et al. only consider the Cache-Control header. However, almost one
third of the replies with cache control do not possess a Cache-Control header, but
are controlled by Expires, Pragma, Etag, or Last-Modified, as listed in Table 3.4.

Individual Sites: Table 3.5 shows the cacheability for the top 15 domains (by
bytes) classified according to the Web service that they offer for the scenarios com-
plete, full, and realistic. In column UGC we mark if a domain is dominated by
user generated content. When comparing scenarios complete and full we see that
respecting cache control headers often has a devastating effect on cacheability for
some domains. When comparing scenarios full and realistic we see that the neg-
ative impact of the object ID also differs across sites. The site Softwarel differs:
realistic cacheability is lower than predicted by the full scenario. This can occur
if an intermediate HTTP request invalidates the cache before allowing access to a
resource, e. g., when delivering a login page instead of the requested object upon
missing authentication cookies.

There are significant differences among the Web hosters. Sites offering soft-
ware appear to ensure good cacheability (e.g., > 50 %) and can take advantage
of caching (e. g., > 60 % for the realistic scenario). Some sites hosting videos have
substantial potential for caching (> 40 %) but do not take advantage of it. CDNs
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also have potential but realize it only partially (34.8 vs. 12.8 %). One click hoster
(OCH) have hardly any caching potential (< 8 %) and do not even take advantage
of the little potential. The caching hit rate for the realistic scenario is less than 2 %.
We observe that sites dominated by user generated content exhibit considerably
lower cacheability than other sites, e. g., software hosters.

Population Size: Next, we explore the impact of the population size on cacheabil-
ity. We randomly subdivide our population into smaller sub-populations and re-
compute the cacheability for the realistic scenario. We observe that cacheability
appears to increase with population size. When doubling the population size the
increase in cacheability ranges from 1.6 % to 2.9 %, cf. Figure 3.6. We presume
that the caching potential further increases with an increase in population. How-
ever, there may be saturation effects. Also note that the variability of cacheability
increases with decreasing population size.

Cache Optimizations: Next we explore why the potential for HTTP caching is
not used. For this purpose we allow violations of the strict caching semantics for
two high-volume sites. For Videol we study the impact of personalization and
load balancing over servers with different host names. We start at a baseline of
3.8 %. Removing personalization, i. e., parameters, from URLs yields an increased
cacheability of 20.1 %. Unifying host names increases cacheability to 24.6 %. Thus,
we conclude that personalization can be a major cause for non-cacheability of
objects.

Some objects do not include any information regarding their cacheability. Thus
in principle they cannot be cached. This may be either intentional, or by negli-
gence of the operator. We now explore if opportunistic caching, meaning setting
artificial expiry times and thereby violating strict cache semantics, can help for
such objects. More specifically, we examine expiry times of 10s, 10min, 1h, 1d,
and infinite.

The overall effect of opportunistic expiries is only small: 2.6 % increase for a ten
minutes timeout and 4.0 % for infinite caching. However, OCH1 and CDN1 show
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Table 3.7: Opportunistic caching for the top 15 domains (scenario realistic). Do-
mains with no improvement are not shown.

improvement (percentage points)
type baseline | 10s | 10 min 1h 1d o0
OCH1 1.5% | 81% | 16.6% | 17.0% | 17.8% | 18.4%
OCH2 20% 1 00% | 01%| 01%| 01% | 0.1%
Video4 3.6% | 0.2% 1.0% 1.2% 1.3% 1.3%
Video5 9.0% | 00% | 01% | 01% ]| 03% | 04%
Software3 | 54.6% | 0.0% | 00% | 00% | 00% | 0.1%
CDN1 254% | 01% | 3.0% | 95% | 19.5% | 23.7 %
Search 327% | 0.0% | 03% | 05% | 07% | 0.7%
overall 21.7% | 1.1% | 26% | 29% | 3.5% | 4.0%

a large increase in cacheability. For OCHI even ten minutes is sufficient to gain
most of the benefits. Further investigation shows that mis-configured download
accelerators are responsible. Such accelerators download large objects across mul-
tiple parallel connections. While this is not per se harmful, these accelerators issue
partial requests for overlapping regions. As soon as the desired data is fetched,
the accelerator closes the connection. However, it takes time to cancel the transac-
tion, and therefore additional data is downloaded. We observe clients that open
up to 300 parallel connections resulting in an increase of the download volume by
a factor of three. With some cache tuning such extra downloads can be eliminated
with a small opportunistic timeout.

3.5 Summary

Our analysis of 20,000 residential broadband DSL lines of a large European ISP
shows that contrary to recent work caching is not necessarily beneficial. For
NNTP and some Web domain classes, including sites dominated by user gener-
ated content, we hardly find any potential. However, some Web service provider
can take advantage of caches, e. g., software download providers or CDNs have
substantial potential even if unused due to cache control, personalization, and
load balancing.

Caching for P2P protocols is in principle very promising, especially when com-
bined with P2P neighbor selection strategies. However, taking advantage of the
potential is non-trivial as the cacheability for simple chunk downloads drops to
9 %.
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In the former chapter we find that caching is promising for P2P protocols, but
challanging for the far more prominent HTTP. Many HTTP based content deliv-
ery infrastructures operate their servers at various locations, thus offering choice
of the download location. Therefore, we next investigate the role of the server
assignment algorithm and how it interacts with the user.

4.1 Introduction

The Domain Name System (DNS) was originally intended to provide a naming
service, i.e., one-to-one mappings between a domain name and an IP address.
Since then, the popular applications have changed from static content hosting to
distributed and dynamic content delivery. As a consequence, DNS is a highly
scalable system that fulfills the needs of applications that often have very strong
requirements in terms of responsiveness of DNS [45, 46, 53]. The scalability of the
DNS system stems from the heavy use of caching by DNS resolvers [40].

Today, the DNS system has become a commodity infrastructure that allows ap-
plications to map individual users to specific content. This behavior clearly di-
verges from the original purpose of deploying DNS, and is sometimes considered
as abusing it [97]. Given the importance of DNS for end-user experience and how
much the DNS system has changed over the last decade, in this chapter we study
DNS installation in commercial ISPs and compare it with widely used third-party
DNS resolvers, GoogleDNS and OpenDNS.

Based on active measurements carried out across more than 50 commercial
ISPs, spanning 5 continents and 28 countries around the world, we study the
responsiveness and the returned IP addresses by the local DNS resolvers as well
as GoogleDNS and OpenDNS. Our results show that a surprisingly high number
of commercial ISPs suffer from poor latency to the local DNS resolver. In gen-
eral, our results do not reveal drastic differences between the local DNS resolvers,
GoogleDNS, and OpenDNS, in terms of responsiveness. Several ISPs show clear
signs of DNS load balancing, that leads to a poor usage of DNS caching.

However, our findings reveal that third-party DNS resolvers do not manage
to direct the users towards content available within the ISP, contrary to the local
DNS ones. We conjecture and partly validate that the reason for this behavior of
third-party DNS resolvers has to do with their location, typically outside ISPs,
in combination with current inability of DNS resolvers to indicate the original IP
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subnet of the end-host in the DNS requests [14]. The current advantage of local
DNS resolvers is their ability to represent the end-user in terms of geographic
location and its vicinity to content.

In spite of the importance of DNS, we are not aware of any work that has per-
formed such an extensive study of the DNS system based on measurements from
end-hosts, and compared local DNS resolvers against third-party DNS resolvers.

The remainder of this chapter is structured as follows: we start with an
overview of the DNS system (Section 4.2) and describe our data set and how it
was collected in Section 4.3. Then Section 4.4 analyzes our results before we con-
clude in Section 4.5.

4.2 Domain Name System

A general introduction to the DNS protocol can be found in Section 2.2.1. In this
section we concentrate on a brief overview of how DNS is being used today.

When DNS was introduced in 1983, its sole purpose was to resolve host names
into IP addresses in a more scalable fashion than the until then used hosts file.
Since then a number of features and new uses have found their way into the om-
nipresent DNS. In addition to the increasing complexity within the DNS protocol
itself [96], new and oftentimes unforeseen (ab)uses have been established. Paul
Vixie heavily criticized those new uses [97]. The most important points are as
follows:

CDN load balancing: Content delivery networks set short TTLs on their DNS
answers to allow for short reaction times to load shifts, thus crippling
cacheability and scalability of the whole system. In addition, CDNs tailor
their reply for the IP address of the requesting resolver using the often mis-
guided assumption that the DNS resolver is close to the client originating
the request.

NXDOMAIN catching: Some ISPs and also OpenDNS mangle a negative reply with
the NXDOMAIN status code into a positive one with the IP address of
a search Website under the control of the ISP resp. OpenDNS. By hosting
advertisements along the search results it is easily possible to increase the
profit margin. While this may work to some degree for Web browsing, ap-
plications relying on proper delivery of NXDOMAIN records, e.g., email,
are inevitably hampered.

A third-party ecosystem around DNS has evolved over the last couple of years.
Players such as OpenDNS, AdvantageDNS, UltraDNS, and most recently Google
offer open resolvers to anyone with different feature sets. OpenDNS Basic does
NXDOMAIN catching but offers phishing and botnet protection for free. Fur-
thermore, OpenDNS increases the service level for payment between 5 dollars
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a month up to several thousand dollars per year for business customers. When
Google Public DNS entered the market, their highest-valued goals were to “speed
up your browsing experience” and to “improve your security.” To achieve both
targets Google advertises an impressive list of optimizations and fine tuning [32],
e.g., prefetching, load balancing with shared cache, validity checking, and nonce
prepending. Google Public DNS also refrains from utilizing NXDOMAIN to
make profit. From an implementation perspective, most if not all of the third-
party resolvers host their DNS servers on multiple sites around the globe and use
anycast to guide DNS clients to the nearest resolver.

In this open market space a user annoyed by his ISP’s DNS can easily choose
for cost-free third-party service. Tools such as namebench [61] might help him in
choosing a well-performing one. The irony, however, is that a user by choosing
a different DNS than the one assigned by his ISP will most likely undermine the
traffic matrix optimizations performed by CDNs and ISPs, and can potentially
even lower his quality of experience due to longer download times.

4.3 Measurements

Data collection on end-hosts is intrinsically difficult due to lack of willingness to
participate or due to privacy concerns [38]. Yet, for this chapter we are interested
in the DNS performance as perceived by end-users and therefore make efforts to
collect data directly from users” computers. This section describes our data and
how it was collected.

To achieve our goal of comparing the responsiveness of various DNS resolvers,
we wrote a script that performs DNS queries for more than 10,000 hosts. Amongst
other tasks, the script measures DNS response times and returned TTLs for all
queried hosts, relying on different DNS resolvers. We asked friends to run our
script in early April 2010, leading to traces from more than 60 vantage points,
covering 28 countries and 5 continents. Overall, we have obtained traces for some
50 commercial ISPs. During our measurements, the following information was
collected:

1. Vantage point: Our script initially determines the public IP address and
operating system of the executing machine as well as a current time stamp
and the IP address of the local DNS resolver.

2. Resolver: Periodically, we determine the RTT! towards the local, Google,
and OpenDNS resolver and perform traceroutes towards these three re-
solvers. This reveals potential route changes and the proximity of DNS re-
solvers to our vantage points.

!We rely on the response time reported by dig when querying for the root zone NS records,
rather than using ping or traceroute.
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3. Host: For each of our approximately 10,000 target host names we per-
form, using the dig program, two consecutive DNS queries and measure
the response times. Comparing response times between the first and sec-
ond query gives insights into caching and load balancing, see Section 4.4.2.
Besides response times, we record the returned TTL values and the IP ad-
dresses of the DNS responses.

Presumably, the majority of Internet users rely on DNS services that are pro-
vided by their ISP. This local DNS resolver is automatically configured during
the dial-in handshake or via DHCP (Local DNS). Yet, alternative DNS providers
claim to speed up the browsing experience (GoogleDNS) [32], and some users
think that DNS queries can be processed much more quickly by employing a
large cache of domain names (OpenDNS) [63]. To check for potential differences
in performance, our script sends the same DNS queries to multiple DNS servers:
the locally configured DNS server, to 8.8.8.8, and to 208.67.222.222, whereby the
latter two are the DNS IP addresses used by Google and OpenDNS?, respectively.

In order to improve its efficiency, DNS heavily relies on caching, i.e., storing
DNS query results for a period of time in DNS cache servers provided by ISPs or
in home routers that implement DNS caches. As we seek to investigate potential
bias in DNS response times for different types of queried hosts (e. g., popular vs.
rarely queried hosts), we download from Alexa the list of top 1,000,000 sites [2],
and select more than 10,000 hosts to be queried by our script as follows:

top5000: These are the 5,000 most popular hosts according to the Alexa ranking.
The answer to many of these DNS queries may already be stored at close-
by cache servers. We point out that the top5000 hosts are selected based on
a global ranking, and hence are not necessarily the most popular hosts if
ranked by country, region, etc.

tail2000: These are 2,000 hosts from the tail of the Alexa ranking and are less
likely to be cached in close-by DNS servers.

embedded: Many Web-pages include embedded content (e.g., AVI, Flash, or
Java) that the browser may have to retrieve separately from different do-
mains. We take the top 1,000 hosts according to the Alexa ranking, down-
load with wget the content of all these hosts and compile a list of domains
from which such embedded content is retrieved. By doing so, we obtain
some 3,500 host domains.

Restricting to 10,000 hosts allows our measurements to finish within a cou-
ple of hours, which turned out to be acceptable to our end-users. Resolving the
names of our 10,000 hosts reveals that a considerable fraction of them (709) rely

2Other DNS IP addresses such as 8.8.4.4 for GoogleDNS are generally configured as secondary
DNS server.
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on DNS redirection. The set redirected contains all host names for which we see
a CNAME record to an external domain (such as a CDN). The set akamaized is
a subset of redirected, containing the 434 hosts that are redirected to Akamai.
Information about redirection will be used for the CDN study in Section 4.4.3.

In principle, there can be interactions between two different vantage points in
our experiments if the script is run close in time and based on the same list of
hosts: for example, OpenDNS or GoogleDNS can cache the answer when van-
tage point A sends a query. When another vantage point B sends the same query,
the response time will be significantly shorter if the reply is already in the cache.
However, by inspecting timestamps in our traces and the DNS servers’ approxi-
mate locations as revealed by traceroute and the RTT, we can infer whether inter-
actions may have happened. The traces presented here are carefully selected and
do not show any degree of interaction.

4.4 Evaluation of DNS resolvers

In this section we rely on the measurements explained in the previous section,
and analyze the behavior of the different DNS resolvers, with respect to respon-
siveness (Section 4.4.1), DNS installation (Section 4.4.2) and the returned answers
(Section 4.4.3).

4.4.1 Responsiveness

Google claims on its Website that Google Public DNS speeds up browsing perfor-
mance [32]. One primary goal of this chapter is to understand the impact of the
selected DNS resolver on the observed DNS response time. Is it really true that
alternative DNS resolvers such as GoogleDNS or OpenDNS offer better perfor-
mance than the local resolver?

To answer this question, it is crucial to rely on measurements that are carried
out directly from end-hosts connected to commercial ISPs, see Section 4.3. If the
DNS installation within the local ISP is properly done, we would expect very
small latencies to the resolvers maintained by the local DNS. Yet, we find cases
where GoogleDNS and OpenDNS outperform the local DNS resolver in terms of
observed response times.

We select two vantage points that are representative for many other traces. The
tirst is located in Germany and we qualify it as “good ISP”. The second is based in
the US and we call it “bad ISP”. It is not our goal to assess individual ISPs. Rather
these terms reflect that the “good ISP” shows better DNS performance in terms
of response times, load balancing, caching, etc., compared to the “bad ISP”, see
Section 4.4.2. Figure 4.1 and Figure 4.2 display the CCDF of the response times,
in milliseconds, observed at these two vantage points. The leftmost part of the
curves on these two figures shows the minimal latency that has been achieved by
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the DNS resolvers across all 10,000 queries. This minimal latency can be seen as
a metric to characterize the proximity of a DNS resolver to the actual end-host.
Figure 4.1 shows a case where the smallest latency differs significantly between
the DNS resolver of the local ISP, OpenDNS, and GoogleDNS at 11ms, 24ms and
44ms. Although both GoogleDNS and OpenDNS maintain a large set of strate-
gically placed resolvers and rely on anycast to route DNS queries, their latencies
are far higher than those of the local resolver. The local resolver appears to be
close to the end-host. This underlines the importance of placing a resolver in the
proximity of end-hosts.

Surprisingly, there are cases where we observe that GoogleDNS or OpenDNS
perform as well if not better than the local ISP resolver, see Figure 4.2. For our
“bad ISP” the network distance towards OpenDNS appears to be especially small.
Indeed, the RTT towards OpenDNS is only 10ms while it is 11ms towards the
local DNS. In total, we observe 17 vantage points where either GoogleDNS or
OpenDNS have in the worst case the same latency as the local DNS. On 21 van-
tage points, the local DNS is at least 25ms faster than the other two third-party
resolvers; for the remaining 29 vantage points the local DNS only marginally out-
performs GoogleDNS and OpenDNS.

In addition to deploying resolvers in the proximity of end-hosts, another key
aspect to achieve good DNS performance is efficient caching. With respect to
caching, Google aims to increase the number of cache hits through load bal-
ancing DNS resolvers that avoid cache fragmentation or by actively prefetching
names [32]. When the curves for the first query are close to vertical, this shows
that the caches are primed. Based on our plots, the three resolvers do not seem
to be so well primed. While GoogleDNS performs considerably better on the
tail of the curve than OpenDNS for the traces shown, this does not hold in gen-
eral. Based on our measurements, we can neither confirm nor refute any gains
obtained from techniques such as name prefetching or load balancing for shared
caching as Google or OpenDNS may use.

To study caching behavior, our measurements always perform two consecutive
DNS queries for the same name. Comparing the curves in Figure 4.1 for the first
and second DNS query, we observe considerably faster response times for the
second query due to caching of the DNS answers by the resolvers. The differences
in the latencies to the resolvers become then even more obvious. Typically over
95% of the second queries are being answered within 100ms.

Overall, the barrier to achieve lower DNS response times seems to be the dis-
tance to the local resolver, once the DNS resolver cache is properly populated.
GoogleDNS for instance does not seem to achieve their 50ms objective [46] for
most of the queries in the case of the “good ISP” (Figure 4.1). There are still less
than 1% of the cases for which all resolvers take more than 100ms to answer, due
to non-cacheable records, one-time errors, and measurement artifacts>.

3Typically, the second latency is considerably higher than the first one for at most 10 out of 10,000
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Figure 4.1: CCDF of response times for “good ISP”. The local resolver has signifi-
cantly lower RTTs than both GoogleDNS and OpenDNS.
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Figure 4.2: CCDF of response times for “bad ISP”. The time for the second query
does not improve much.

4.4.2 Resolver Infrastructure

The observation from the previous section, that most of the second queries can
be answered from the cache, does not hold for the local DNS resolver of the “bad

hosts. Potential reasons may include fluctuations in routing, links resets, server reconfigura-

tion, etc.
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Figure 4.3: “Good ISP”: as expected most of the second queries can be answered
significantly faster than the first query due to caching.

ISP” (Figure 4.2). In this section, we dig further into the results from Section 4.4.1,
by showing the results from the first query against those of the second query on
a scatter plot (see Figure 4.3 and 4.4). The x-axis of Figure 4.3 and 4.4 show the
response time in milliseconds for the first query, while the y-axis the response
time in milliseconds for the second query.

In Figure 4.3, we observe one horizontal line per DNS resolver for the “good
ISP”, meaning that the response times for the second queries show only small
variation and are consistently better than those for the first query. An ISP that
has a properly deployed DNS infrastructure should show this kind of pattern.
However, several of our vantage points display a behavior like the “bad ISP”
(Figure 4.4), where points are scattered along a horizontal and vertical line, as
well as the diagonal. We explain this behavior by a load balancing setup with-
out a shared cache. Sections with a sharp decline in the CCDF for the second
query (Figure 4.1) correspond to the horizontal patterns in Figure 4.3: the first
query primed the cache and the second query could be served from that cache.
The diagonal in Figure 4.4 stems from hostnames for which both queries needed
an iterative resolving because the second query was redirected to a different re-
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Figure 4.4: “Bad ISP”: the ISP balances load over different DNS resolvers, so the
second query cannot always be answered from the cache. A strong
diagonal and a vertical line emerge.

solver. Finally, the vertical line springs from host names for which the first query
could be served from the cache, while the second query was directed to a different
resolver where the cache was not primed. Our conjecture is supported by consis-
tent observations in which a significant proportion of the TTLs for the first and
the second query differ considerably.

Several ISPs for which we have multiple traces display this behavior in a consis-
tent way. Furthermore, we see this behavior for both OpenDNS and GoogleDNS
in several traces. We conjecture that OpenDNS and GoogleDNS also use load
balancing for highly loaded sites.

For some ISPs, we observe high RTTs towards the local DNS and load balanc-
ing. We conjecture that in these cases the DNS infrastructure is centralized and
requires load balancing to compensate for the high number of queries arriving at
a single location.

Although there are valid reasons to rely on DNS load balancing, the way some
ISPs are implementing it prevents caching from being properly utilized. A hier-
archical DNS infrastructure could improve hit rates while preserving distribution
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of load to different machines.

4.4.3 Comparing DNS Answers

For good end-user experience, fast DNS response times are important. While this
aspect has already been studied in Section 4.4.1, we now investigate the exact
answers that DNS returns, i.e., the resolved IP addresses. Frequently, there is
more than one available option from where content can be retrieved. Possible
reasons include both the use of load balancing and content distribution networks
(CDNs) [45,93]. The latter replicate content and provide copies near the client
to optimize network performance [53]. The goal of this section is to study the
observed diversity in resolved IP addresses for each DNS name across different
vantage points and different DNS resolvers. In particular, we examine potential
interferences between the choice of the DNS resolver and measurements done by
CDNs. After all, CDNSs such as Akamai determine which IP to return in the DNS
response to the client based on measurements done against the DNS resolver, not
against the client. Choosing a DNS resolver that is far from the end-host might
vitiate the performance optimizations made by CDNS.

As expected, there is indeed diversity in the IP addresses returned by DNS.
While we perform DNS queries for 10,000 unique host names in our experiments,
the overall number of unique resolved IP addresses across all traces is 36,000. One
reason is that we always perform two DNS queries for the same host name and
then even repeat this for three different DNS resolvers. Apart from load balanc-
ing, this can be due to CDN content. When repeating queries or when changing
between DNS resolvers, the resolved DNS names may be different depending on
the mechanisms CDNs use to optimize network performance for the clients.

In Section 4.4.1 we find that the local DNS resolvers generally provide lower
latencies due to their proximity to the end-hosts. Hence, one may speculate that
they better represent the location of end-hosts than other resolvers. If possible,
it might be more desirable for performance or economic reasons that CDNs be
queried by a DNS resolver that is located within the local ISP of the end-host.
Figure 4.5 shows for each vantage point of our study (x-axis), how many IP ad-
dresses that belong to the same ISP as the host of the vantage point, were returned
by each DNS resolver, across all queried content.

We find that the majority of DNS answers point to content outside the vantage
point’s network. GoogleDNS and OpenDNS even return IP addresses from dif-
ferent networks for all our traces. One of the reasons is that these resolvers are
usually not located inside the ISP. Yet, for approximately 30 vantage points we ob-
serve that content is downloaded from at least 100 hosts located within the ISP’s
network when the local DNS resolver is queried. There even exist vantage points
where local access occurs for 926 of our 10,000 host names.

Although this may not appear much, it is significant if we consider that this

52



4.4 Evaluation of DNS resolvers

—&— Google RS
o |7 Local A
<</E> S OpenDNS
® Le
S g&
@
(2] o '
s 87 L
. ©
—
@
5
T
s 8
< £
°©
2 /
S JAN
S o
=2 O -
¢ A
** A
A
s hasst _ O
O | et e

vantage points
(sorted by # returned IPs that are in same AS)

Figure 4.5: Number of DNS answers directing a client to a local replica of content.

locally available content completely covers the akamaized set! (see Section 4.3).
We harvest IP addresses of Akamai servers by sending DNS queries to Akamai
content from different Planetlab servers. Interestingly, we find based on manual
inspection that the vantage points with local content generally have an Akamai
server deployed within the same network.

From Figure 4.5 we can infer that only local DNS resolvers direct end-users to
content that is locally available in the network of the vantage point. Instead of
matching the results of the resolvers against the network of the vantage point, we
now directly compare our three DNS resolvers pairwise against each other. More
precisely, we count how often the results of the two resolvers are different with
respect to the subnet, autonomous system (AS), and country® of the DNS answer.
Figure 4.6 presents for each vantage point of our study (x-axis) the number of
differences for the comparison local DNS vs. GoogleDNS.

Figure 4.6 reveals that the answers to the DNS resolvers differ in terms of sub-
nets for approximately 2,000 out of our 10,000 host names. In half of these cases,
the returned IP addresses even belong to different ASs and countries. Since the
local DNS resolver points to content inside the ISP’s network for a significant
number of host names (Figure 4.5), we claim that GoogleDNS and OpenDNS un-

4 Additionally, there is strong overlap with top5000 and embedded.
SWe used geolocation data to map IP addresses to countries [36].
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Figure 4.6: Number of differing DNS answers when comparing the local resolver
with GoogleDNS.

necessarily direct end-users to content servers in different ASs or even subnets.
We do not present the plots for the comparisons between Local vs. OpenDNS
and Google vs. OpenDNS. Both plots are very similar to Figure 4.5. Apparently,
whenever we change the DNS resolver, there will be different answers from DNS
for at least some of the host names. This observation justifies recent activities
of the IETF in the direction of standardizing a way to include the subnet of the
original end-host in DNS requests [14].

4.5 Summary

Based on active measurements from inside more than 50 commercial ISPs, we
have studied DNS performance by comparing the ISPs” DNS installation against
widely used third-party DNS resolvers, namely GoogleDNS and OpenDNS.
Typically, end-hosts experience very small latencies to the resolvers maintained
by the local ISP, though there exist cases where GoogleDNS and OpenDNS out-
perform the local DNS resolvers in terms of the observed response times. More-
over, our findings suggest that several ISPs and OpenDNS rely on a load bal-
ancing setup without a shared cache, resulting in poor caching efficiency. Even
Google Public DNS, despite their claim [32] exhibits the same behavior for a few
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vantage points. Moreover, we observe that third-party DNS resolvers do not man-
age to direct the users towards content available within the ISP, contrary to the
local DNS ones. This observation holds for all akamaized content.
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5 Who is Who in Content-land?

So far we have looked at the detailed protocol level (Chapter 3) and at the impact
of the DNS resolver on the server selection process (Chapter 4). We found that
caching, per-se, is still hard, and that the selection of the content cache is sensitive
to the choice of DNS resolver. In this chapter, we complement our findings with
a high-level viewpoint. We ask the question: From where is content in principle
available?

5.1 Introduction

Today’s demand for Web content in the Internet is enormous. The sheer volume
of data that has to be delivered to end-users has triggered the emergence of a
diverse set of hosting and content delivery infrastructures. Recent traffic studies
[19, 49, 56] show that Web-based applications are again very popular. To cope
with the increasing demand for content, Web-based applications and Web content
producers use scalable and cost-effective infrastructures. These infrastructures,
which we refer to as hosting infrastructures throughout this chapter, have multiple
choices on how and where to place their servers. Some choose to rely on a single
location, others on planetary-scale fine-grained installation, or any other option
in-between.

The recent work from Labovitz et al. [49] observed, by monitoring the traffic of
a large number of ISPs, a trend in application and content consolidation. They re-
port a shift of traffic away from what used to be the core of the AS-level topology,
i.e., tier-1 carriers, in favor of content-centric organizations such as Google.

In this chapter, we propose Web content cartography and take the first few steps
in this direction. Web content cartography consists of building an abstract repre-
sentation of the Web hosting infrastructure at multiple levels, e. g., ASs, prefixes,
geographic locations.

As demand drives hosting infrastructures to make a given content available at
multiple locations, identifying a particular hosting infrastructure requires sam-
pling its location diversity [90]. We approach Web content cartography through
a methodology that samples this location diversity as exposed by hosting infras-
tructures. Distributed hosting infrastructures rely on DNS redirection to select
servers from which end-users obtain content [53]. As the server selection may
depend on the location of the DNS resolver of the end-user [57], cf. Chapter 4,
end-user based measurements from diverse locations are required to sample the
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hosting infrastructure. In this chapter we rely on a large set of vantage points

located inside 78 ASs across the Internet. Each vantage point performs active

measurements in the form of DNS queries for a large list of popular domains.
Our contributions can be summarized as follows:

* Maps of hosting infrastructures: We build maps of hosting infrastructures at
multiple levels, e. g., ASs, prefixes, geographic locations.

* Content replication: We highlight the prevalence of content replication in the
Internet and its impact on local content availability in different regions of
the world.

¢ Classification of hosting infrastructures: We identify individual hosting infras-
tructures and their different deployment strategies.

* Content potential: We quantify the relative amount of content that is hosted
at a given location, e. g., in an AS or a country.

* Content Monopoly Index: We introduce an index that reflects the type of con-
tent an organization hosts, either replicated or exclusively hosted.

The remainder of this chapter is structured as follows. We review the state of
content delivery in today’s Internet in Section 5.2. We present our measurement
approach in Section 5.3 and validate our approach in Section 5.4. We study ge-
ographic properties of hosting infrastructures in the Internet in Section 5.5. We
identify and characterize individual hosting infrastructures in Section 5.6. We
map hosting infrastructures to the AS-level, rank the corresponding ASs, and
compare our AS rankings with existing ones in Section 5.7. We discuss the im-
plications of our work in Section 5.8. We present related work in Section 5.9 and
summarize the chapter in Section 5.10.

5.2 Content: the King of the Internet

In this section, we give a short overview of two particular observations that mo-
tivate Web content cartography. First, the recent work by Labovitz et al [49] ob-
serves significant shifts in interdomain traffic and peerings. Second, content host-
ing and delivery has changed significantly during the last few years, especially
through the widespread use of DNS by hosting infrastructures to perform server
selection from which end-user obtain the requested content.

5.2.1 Internet Traffic and Topology Changes

Today’s Internet traffic [49] differs significantly from the one observed a decade
ago [12,20,92]. The early commercial Internet had a strongly hierarchical struc-
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ture, with large transit Internet Service Providers (ISPs) providing global connec-
tivity to a multitude of national and regional ISPs [91].

During the early times of the commercial Internet (mid-90’s), most of the con-
tent was delivered by client-server applications that were largely centralized. At
the time, content was coming mainly in the form of Websites hosted in enterprise
data-centers. The tremendous growth of the World Wide Web, video streaming,
and user-generated content has transformed hosting and content distribution into
commodity services. A large fraction of today’s content is hosted and delivered
from data-centers and content distribution networks [49,53].

With the commodification of content hosting and delivery, the Internet traffic
and topology landscape has been fundamentally reshaped [49]. Today, a limited
number of content contributors are responsible for a large fraction of interdo-
main traffic. Labovitz et al. [49] observed consolidations both at the AS-level as
well as the application-level. These consolidations of the content takes place with
changes in interconnection policies between ASs. Nowadays, large content con-
tributors often have direct peerings with large ISPs or are even co-located within
ISPs to deliver their content to the users. Therefore, the Internet structure is not
as strongly hierarchical as it used to be. Other independent studies confirm these
results at the AS-level [16,31].

5.2.2 Content Delivery in the Internet

Driven by the tremendous demand from end-users for content, a diversity of
hosting and content delivery infrastructures has emerged during the last years.
These infrastructures, which we refer to as hosting infrastructures, have multiple
choices on how and where to place their servers. As described by Leighton [53],
the main approaches are (i) centralized hosting, (ii) data-center-based content dis-
tribution network (CDN), (iii) cache-based CDNs, and (iv) peer-to-peer (P2P) net-
works. Approaches (ii) and (iii) allow to scale content delivery by distributing
the content onto a dedicated hosting infrastructure. This hosting infrastructure
can be composed of a few large data-centers, a large number of caches, or any
combination. In many cases, DNS is used by the hosting infrastructure to select
the server from which a user will obtain content [45,90,97], cf. Chapter 4. In
this section, we take advantage of the unique view that DNS offers to sample the
different locations of each hosting infrastructure.

Approach (iv) , P2P, can be seen as a fully distributed way to deliver content.
Despite the widespread popularity of P2P traffic in the early 2000, recent mea-
surements have observed a decline of P2P traffic [19,49,56]. Still, in specific parts
of the world P2P is still popular and infrastructures to distribute P2P content have
been identified [15]. In this chapter we focus only on Web content.
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5.3 Approach

In this section we describe our approach for identifying the infrastructures used
for hosting and delivering Web content in the Internet. The key idea is to exam-
ine, for a large number of geographically distributed vantage points, the IP ad-
dresses that DNS returns for various popular names (Section 5.3.1). Section 5.3.2
explains how we compile a list of different types of hosts to be queried at each of
our vantage points. Then, Section 5.3.3 explains which information we collectand
summarizes how we process and clean our data. Note, our approach shares sim-
ilarities with the one in Chapter 4.

5.3.1 From Vantage Point Diversity to Server Diversity

For our study, it is crucial to utilize vantage points that reside in different net-
works and countries. The reason for this relates to the use of DNS by the host-
ing infrastructure to select the server from which a user obtains the requested
content [45,90,97], cf. Chapter 4. In particular, CDNSs rely on the IP address of
the local DNS resolver to determine the IP address that is returned by DNS [57].
The hosting infrastructure optimizes the server selection based on the location
of the DNS resolver of the client, assuming that the client is close to its DNS
resolver. Therefore, to sample the locations from which a given hosting infras-
tructure serves content, we need vantage points using different DNS resolvers in
different networks, ASs, and countries around the world.

5.3.2 Compilation of Hosthame List

Due to the sheer size of the Internet — an estimated 92 million of active domains
only for the com. top-level domain [17] — it is simply impossible to query all host
names in the Internet. However, there is high variation in the popularity of Web
content. Consolidation of content into data centers or CDNs [49] is likely to even
reinforce the trend towards a small number of extremely popular hosts. We use
a selection of hostnames which we expect will allow us to sample the hosting in-
frastructure that serves a major fraction of today’s Web traffic. Given that Internet
traffic at various levels of aggregation is consistent with Zipf’s law [13,20,98,102],
the hosting infrastructure that serves popular hostnames is likely to be responsi-
ble for a major part of today’s Internet traffic.

To obtain a good coverage of the larger data centers and hosting infrastructures,
we decide to include in our list hostnames that are top ranked by Alexa [2]. Alexa
relies on statistical sampling and determines its ranking by counting how many
pages were visited by Internet users who have downloaded their toolbar. Note,
Alexa itself is already accounting for various sampling biases of its user list!. In

1See http://www.alexa.com/help/traffic_learn_more.
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order to check for potential differences and to scrutinize replication of content
also for less popular hosts, we further add hosts that are at the bottom of Alexa’s
ranking.

Moreover, many Webpages contain embedded content, e.g., images, videos,
and advertisements that the browser of the user has to download from different
servers. In our study, such embedded content has to be taken into account, as it
might be served from servers other than those serving the front page of a popular
hostname. To give an example, the front page of facebook.com might be served
from the Facebook datacenter, but the logo and other embedded objected such as
the profile photo might be served from the Akamai content distribution network.
To obtain EMBEDDED, we extract the hostnames from the main page of all hosts
in TOP2000.

Finally, the global ranking from Alexa [2] does not necessarily contain the most
popular hostnames if ranked by country. Therefore, we also obtain from the Alexa
Website the regional rankings for five countries (Australia, China, US, France,
Germany) and add the 100 most popular hostnames from each country to our
list.

Overall, we keep the 2,000 most popular and 2,000 from the least popular host-
names according to the Alexa ranking. In addition, we include more than 3,000
hostnames used for hosting embedded objects, and some regional popular hosts.
This list leads to three subsets which we will refer to as TOP2000, TAIL2000, and
EMBEDDED respectively for the remainder of the chapter.

5.3.3 Measurements

To collect the measurements, we wrote a script and published it alongside with ex-
planations regarding the project on a Website?. We initially announced the project
on IMC 2010. In addition we asked on several DNS related mailing lists and our
personal friends for support in the measurement campaign. This resulted in a
total of 484 raw traces.

For every trace we collect the following information: For each item on our host
list we perform a DNS query towards each the local DNS server, OpenDNS [64]
and Google Public DNS [32], and store the full replies. We determine the IP
address of the vantage point as seen by the outside world after every 100 DNS
queries. This enables us to identify users who roam across different networks.

To remove artifacts, we perform a thorough cleanup process on the 484 raw
traces we collected. We check for the following measurement artifacts:

e We remove incomplete traces.

* We do not consider traces if the vantage point roams across ASs during the
experiment.

2http ://www.fg-inet.de
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* When a vantage point provides us with repeated measurements over time,
we only use the first trace that does not suffer from any other artifact to
avoid bias in our similarity concept, see Section 5.4.3.

e If the DNS resolver of the vantage point is a well-known third-party re-
solver, e. g., OpenDNS, GoogleDNS, we do not consider the trace. In Chap-
ter 4 we showed that using third-party resolvers introduces bias by not rep-
resenting the location of the end-user.

¢ If the DNS resolver of the vantage point returns an excessive number of
DN errors, or is unreachable, we do not consider the trace.

After removing all traces with the above artefacts, we have 133 clean traces that
form the basis of this study. For the different aspects we examine we will use
either the responses of the local DNS resolvers only (LocalDNS), or the responses
of all queried DNS resolvers: the local resolvers, OpenDNS, and Google Public
DNS (A/IDNS).

5.3.4 Mapping IP Addresses

Web content cartography requires knowledge about the geographic location of IP
hosts and about the AS in which a host is located. For the former, we rely on the
Maxmind geolocation database [58]. To determine the AS for a given IP address,
we use BGP routing information from RIPE RIS [77] and RouteViews [78], and as-
sume that the last AS hop in an AS path reflects the origin AS of the prefix. Note,
throughout the chapter, we rely on both the granularity of BGP prefixes as well as
/24 subnetworks. /24 subnetworks have the advantage over BGP prefixes of bet-
ter representing the actual usage of the address space by hosting infrastructures.

5.4 Validation of Approach

We now validate our choice of hostnames (Section 5.3.2) as well as the coverage
provided by our vantage points (Section 5.3.1). In this section it is our goal to
gain insight about how to choose vantage points and host lists to achieve good
coverage with low overhead. In Chapter 4 we show that a single vantage point
will get different replies from third-party resolvers than from his local resolver.
Therefore we choose AIIDNS to maximize the number of IP addresses discovered
by each vantage point.

5.4.1 Network and Geographic Footprint of Vantage Points

We map the IP addresses of vantage points of the 133 clean traces to ASs and
countries using the mapping methodology described in Section 5.3.4. This leads

62



5.4 Validation of Approach

Figure 5.1: World map of countries that host vantage points in our experiments.

Table 5.1: Coverage of traces.

# traces 133
# covered ASs 78
# distinct countries | 27

to a coverage of 78 ASs and 27 countries (see Table 5.1) that span six continents
(see Figure 5.1). Our experiments include traces from major residential ISPs, e. g.,
AT&T Internet Services, Comcast, Verizon, Road Runner, Telefonica, Deutsche
Telekom, British Telecom as well as smaller residential ISPs and some university
and research networks.

5.4.2 Network Coverage by Hosthame

Our aim is to identify and map Web hosting infrastructures in the Internet. Previ-
ous studies [8,25,37,90] were able to achieve an exhaustive coverage of a limited
number of well known hosting infrastructures. In our study, we strive to achieve
a wide coverage of the prevalent hosting infrastructures without targeting a priori
known hosting infrastructures. Our approach has the advantage of being able to
identify emerging hosting infrastructures based on the popularity of the content
they host.

We next investigate the scope of the network coverage of our study. For this,
we analyze to which degree replies for different parts of our hostname list achieve
network coverage that is utilized by hosting infrastructures. To identify the IP
ranges utilized by hosting infrastructures we aggregate the returned IP addresses
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Figure 5.2: /24 subnetwork coverage by hostnames.

over /24 subnetworks. Figure 5.2 shows the additional number of distinct /24
subnetworks of hosting infrastructures when adding hostnames from our list (see
Section 5.3.2). The x-axis of Figure 5.2 orders hostnames by decreasing utility. We
define the utility of a hostname as the number of /24 subnetworks it adds to the
set of /24 subnetworks discovered by a set of hostnames. The y-axis of Figure 5.2
shows the total number of /24 subnetworks found as a function of the number
of hostnames. In addition to the total, we differentiate between the three types of
hostnames introduced in Section 5.3.2: TOP2000, TAIL2000, and EMBEDDED.

The curves in Figure 5.2 can be separated into three regions: a steep slope on the
left, followed by a region with a slope of 1, and a flat region at the end. The steep
slope region identifies hostnames with a high utility. These hostnames should
be included to discover a significant fraction of the content infrastructure with
limited probing effort. The region having a slope of 1 results from hostnames
that positively contribute to the coverage but whose utility is much lower than
hostnames on the left. The third and flat region corresponds to hostnames that
return redundant information about the content infrastructure, compared to the
first two regions.

Let us now turn to the pairwise comparison of the three types of hostnames.

64



5.4 Validation of Approach

While of equal size, the /24 subnetworks observed by TOP2000 and TAIL2000
exhibit a difference by a factor of more than two in the number of subnetworks
they cover. The same amount of popular content is served from a network-wise
much more diverse hosting infrastructure than less popular content. Most of the
difference in the cumulative utility between TOP2000 and TAIL2000 stems from a
small number of popular hostnames.

We also investigate the overlap between the hosting infrastructure that serves
both TOP2000 with the one that serves embedded objects. We see that both
are served by hosting infrastructures that have considerable network overlap.
Moreover, closer investigation shows that hosting infrastructures that serve both
TOP2000 and EMBEDDED are, in large parts, network independent from the one
that serves TAIL2000.

5.4.3 Network Coverage by Trace

Hosting infrastructures rely on geographic hints to serve content from servers
close to the end-user [53]. We expect that traces in diverse regions of the world
sample different parts of the hosting infrastructures. Therefore, we address now
the utility of traces obtained from different vantage points.

Figure 5.3 shows the additional number of distinct /24 subnetworks of hosting
infrastructures when adding traces from our dataset (see Section 5.3.3). The x-axis
of Figure 5.2 orders traces by decreasing utility. We define utility of a trace as the
number of /24 subnetworks it adds to the set of /24 subnetworks discovered by a
set of traces. The y-axis of Figure 5.2 shows the cumulative number of /24 subnet-
works found as a function of the number of traces. We also differentiate between
the three types of hostnames introduced in Section 5.3.2: TOP2000, TAIL2000, and
EMBEDDED.

In total, we find more than 9000 /24 subnetworks that are utilized by hosting
infrastructures. We observe that every trace samples about half of these subnet-
works (4800). About 2800 of these subnetworks are found in all traces. This rela-
tively high fraction of common subnetworks among traces is the consequence of
our choice of hostnames that is not biased towards any given hosting infrastruc-
ture.

From a careful investigation, we noticed that the traces that provide the high-
est utility (traces corresponding to the leftmost side in Figure 5.3), are actually
located in different ASs and countries. For example, the first 30 traces belong to
30 different ASs in 24 different countries. The first 80 traces belong to 67 different
ASs and 26 countries. This highlights the importance of utilizing vantage points
that are geographically diverse and are hosted in different ASs.

To better understand both the need for diversity in vantage points as well as the
underlying reasons behind the limited additional network coverage of hosting
infrastructures by each trace, we perform a direct comparison of the traces. For
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Figure 5.3: /24 subnetwork coverage by traces.

this, we define the similarity between two sets s; and s, as follows:

. |S| ﬂSz‘

similarity(sy,s2) =2
152 =2 1

(5.1)

where |.| denotes the size of the set.

We define the /24 subnetwork similarity between two DNS replies for the same
hostname as the similarity between their respective sets of /24 subnetworks. We
define the similarity between two traces as the average of the /24 subnetworks
similarities across all hostnames.

In Figure 5.4 we show the cumulative distribution of the similarity across all
pairs of traces. We also show the similarity across traces when considering only
one of the three subsets of the hostname list. The high baseline value of simi-
larity highlights the need for diversity to sample hosting infrastructures. It also
confirms the slow increase in the utility of the traces shown in Figure 5.3.

Let us now compare the curves for the different types of hostnames in Fig-
ure 5.4. We see that the similarity for TAIL2000 is very high, indicating the lim-
ited diversity in the location for the corresponding hosting infrastructure. This is
contrasted with the similarity for EMBEDDED, that is the lowest among the four
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Figure 5.4: CDF of similarities for answers across different traces, for different sets
of hostnames.

curves. A low similarity for EMBEDDED is the consequence of the nature of the
corresponding objects: typically they have a long lifetime and often are large.
This makes them prime candidates for being hosted on distributed infrastruc-
tures, e.g., CDNs. TOP2000 lies in-between TAIL2000 and EMBEDDED. This in-
dicates that the corresponding hostnames are hosted on a mix of centralized and
distributed hosting infrastructures.

5.4.4 Summary

The validation of our approach highlights the need for diversity in geographic
and network location. Our choice of a mix of different hostnames, including pop-
ular, unpopular, and embedded objects, enables us to estimate the impact of our
hostname list on the underlying networks that are utilized by hosting infrastruc-
tures. Popular hostnames and embedded objects seem to contribute the most in
finding networks that are utilized by hosting infrastructures. Thus we believe
that we are able to identify a significant part of such networks with our hostname
list. Of course adding more hostnames may reveal other infrastructures. How-
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ever, our coverage of popular and embedded hostnames is unlikely to miss large
infrastructures. A larger number of vantage points is likely to increase the den-
sity of the sampling hosting infrastructures. However, for the aim of our study,
this is of limited value given our current coverage of these distributed hosting
infrastructures.

5.5 A Continent-level View of Web Content

Before delving into identifying characteristics of hosting infrastructures, we want
to understand which parts of the world serve Web content. In this section we
rely on the granularity of a continent. We quantify to which degree a user can
find content in its own continent or has to obtain it from a different continent.
This provides a view on the relative importance of different continents for Web
content delivery as well the degree of replication of content.

In this section, we have to make sure to avoid bias due to the limited number
of locations of third-party resolvers. Both GoogleDNS and OpenDNS have a lim-
ited number of locations. Moreover, during data collection, OpenDNS was only
available in the US and Europe, but not in Africa, Asia or Oceania. Therefore we
limit ourselves to LocalDNS.

5.5.1 Geographic Replication of Content

In this section, we examine the relationship between the locations of content re-
quester and content location as identified by DNS answers. Each line of Table 5.2
summarizes requests that originate from a given continent. Columns of Table 5.2
break down the requests among the continents from which the requested content
is served. Each line adds up to a 100 %, while columns do not as they reflect the
global importance of a continent. The shade of each entry of Table 5.2 is a visual
aid, directly indicating its value.

The three most prevalent continents in terms of served content are North Amer-
ica, Europe, and Asia. At least 42 % of the content is served from North America,
22 % from Europe and 19 % from Asia. The other three continents, namely Africa,
Oceania, and South America, do not appear to serve popular Web content.

The second observation from Table 5.2 is a strong diagonal in the matrix, indi-
cating that at least part of the content is fetched from the same continent. Subtract-
ing the minimum of a column from the corresponding element in the diagonal
reveals that up to 12.5 % of the content requests that can be served from multiple
continents are served from the continent of the requester. This locality of Web
content availability provides evidence that a considerable fraction of content is
replicated in different regions of the world. Note, by choosing the granularity of
continents, the existing diversity within continents is hidden. In addition, we ob-
serve an almost identical behavior for content requested from Africa and Europe.
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We attribute this to the fact that Internet connectivity in Africa is mostly provided
via Europe and the lack of local content replication infrastructure. Note, the ob-
served behavior might also be due to a limited number of traces from Africa.
Oceania and Asia localize to a lesser degree than either Europe or North Amer-
ica. Asia fetches the remaining content mostly from North America.

Table 5.2: Content matrix for the content mix. Each line provides the percentage
of all requests that originate from a given content. Columns indicate the
continent from where content is served.

Served from
Requested from | Africa Asia Europe N.America Oceania S. America
Africa| 03 197 344 42.2 0.9 0.7
Asia | 03 275 223 454 1.3 0.7
Europe | 03  19.7 34.6 42.1 0.9 0.7
N. America | 03 19.6 224 54.6 0.9 0.7
Oceania | 03 222 224 44.5 8.1 0.8
S. America | 03 195 222 44.5 0.9 11.3

5.5.2 Content-dependent Replication

Content varies in both popularity and type. This is the reason why we distinguish
not only popular and less popular hostnames, but also different types of embed-
ded objects (see Section 5.3). In this section, we refine the previous analysis of
the relationships between the locations of content requester and content origin
by slicing the content matrix across our three subsets of hostnames: TOP2000,
TAIL2000, and EMBEDDED.

When comparing the matrix of EMBEDDED (Table 5.3) with all the others
(Tor2000 and TAIL2000 not shown, total in Table 5.2), we observe that the di-
agonal is more pronounced for EMBEDDED. This indicates that embedded objects
are, on a continent-level, more locally available than content from the other sets.
This is consistent with our earlier observation that embedded objects have a high
utility in terms of IP discovery, cf. Section 5.4.2. We notice that Asia appears
stronger for EMBEDDED compared to TOP2000 and TAIL2000. The matrices for
TOP2000 and TAIL2000 (not shown) resemble the overall one (Table 5.2), except
for a slightly higher amount of content delivered from North America at the ex-
pense of mostly Europe and Asia.

5.5.3 Summary

In this section, we analyzed the relative weights of Web content in different con-
tinents. We showed the prevalence of North America, Europe, and Asia in Web
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Table 5.3: Content matrix for EMBEDDED. Each line provides the percentage of
all requests that originate from a given content. Columns indicate the
continent from where content is served.

Served from
Requested from | Africa Asia Europe N.America Oceania S. America
Africa| 03 269 355 35.8 0.3 0.6
Asia| 03 [879 183 40.1 1.1 0.6
Europe | 03 268 [35.6 35.6 0.4 0.6
N. America | 03 265 184 52,9 0.3 0.6
Oceania | 03  29.2 18.5 38.7 11.3 0.6
S. America | 03 264 182 39.3 0.3 14.2

content presence, and how each region relies on each other. We observed a con-
siderable local availability of content in most continents, implying that a consid-
erable fraction of content is replicated across multiple continents.

5.6 A Portrait of Hosting Infrastructures

Given the multiplicity of ways to assemble hosting infrastructures, and the fact
that new ones are continuously being deployed, we want to be able to under-
stand the state of their deployment. Therefore, we turn our attention to the in-
dependent hosting infrastructures that are serving the hostnames from our list.
In this section we identify the prominent hosting infrastructures, detect where
they are actually located by ASs and countries, and classify them according to
their network location footprint. Moreover, we study the geographic properties
of hosting infrastructures and provide a ranking of countries according to their
capability of serving popular Web content. In this section we strive for a good
location coverage of hosting infrastructures, thus we choose AIIDNS as input data.

5.6.1 Identifying Hosting Infrastructures

To distinguish between individual hosting infrastructures, we need to select fea-
tures that allow us to differentiate between them. In this chapter, we use the fol-
lowing observed features: number of IP addresses, number of /24 subnetworks,
number of ASs. These three features relate closely to typical deployment strate-
gies of hosting infrastructures [53]. For example, a small data-center will be lo-
cated within a single AS, have a limited number of /24 subnetworks, and a large
number of IP addresses. A data-center-based CDN may rely on multiple ASs. A
massively distributed CDN will rely on a large number of ASs.
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Clustering Algorithm

The main goal of our classification is to put together all hostnames that are served
by the same hosting infrastructure. Our assumption is that a hostname is served
by a single hosting infrastructure. We are aware of a very small number of
counter-examples, e. g., s.meebocdn.net that is served by both Akamai and Lime-
light. By the design of the algorithm we propose, these hostnames will be con-
sidered as being served by a hosting infrastructure of its own. In the rest of the
section we present our algorithm that identifies hosting infrastructures based on
our collected traces.

We choose a two-pass algorithm. During the first pass, we ensure that the
prominent hosting infrastructures are identified. It also gives a higher bound
on the size of the clusters. This prevents the second step from clustering small
infrastructures with large ones. This may happen quite often because highly dis-
tributed hosting infrastructures may share address space with other hosting in-
frastructures.

Step 1: Separating the large hosting infrastructures The goal of our first step is
to separate the large hosting infrastructures from the rest. We rely on the k-means
algorithm [55] with, as input, the three features mentioned above for each host-
name of our list. With this input, the k-means algorithm partitions the hostnames
in up to k clusters in the feature space. We call these clusters k-means clusters.
The clusters whose features have high values, i. e., in terms of number of IP ad-
dresses, number of /24 subnetworks, number of ASs, relate to widely-deployed
infrastructures. On the other hand, smaller infrastructures that use very few /24
subnetworks and IP addresses are not sufficiently different, and therefore, can be
found in the same cluster. Increasing the value of k in the clustering algorithm
does not help, as the feature space simply does not allow to differentiate them.

Step 2: Distinguishing the small hosting infrastructures The goal of the second
step is to build sub-clusters within each k-means cluster by finding the hostnames
that are hosted on similar network locations in the IP address space. Therefore, we
introduce a new feature: the set of BGP prefixes the hostname maps to. Based on
the similarity between the sets of prefixes of two similarity-clusters, we decide if
they belong to the same hosting infrastructure, and if so we merge these clusters.
For this we re-use the similarity concept defined by Equation 5.1.

We initialize the second step of the algorithm by putting each hostname into
its own cluster, called a similarity-cluster. For each k-means cluster, we perform a
pairwise comparison of its similarity-clusters and merge them according to their
similarity. We iterate the process until convergence to a fixed point. At this stage,
each similarity-cluster identifies all hostnames used by a single content delivery
infrastructure.
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Tuning By design, our approach avoids clustering infrastructures that do not
belong together. This is achieved by choosing appropriate parameters. We argue
that the analysis in the following sections is quite robust against too fine cluster-
ing.

Choosing k too high will lead to clustering large hosting infrastructures into
smaller clusters, while choosing it too low may result in a large overlap between
hosting infrastructures. We select k = 30, and the whole interval 20 < k < 40 pro-
vides comparable results according to our verification. For the second phase of
the algorithm we used a merging threshold of 0.7 on the similarity between two
similarity-clusters.

Clustering Results

As first step, we validate the accuracy of the algorithm. For this, we rely on
ground truth information about specific hosting infrastructures, i. e., Akamai and
Limelight. The ground truth in the case of Akamai consists of the names present
in the A records at the end of the CNAME chain inside DNS replies, which follow
typical patterns. In the case of Limelight, we can use the same approach, and in
addition verify that IP addresses belong to the unique AS number of Limelight.
Table 5.4 shows the top 20 clusters as identified by our algorithm. Checking the
top 20 clusters leads to 0 false positives, while the ground truth for both Akamai
and Limelight yield a few hostnames that are not included in top clusters, which
have been separated in the first step due to their unusual features. Those host-
names are typically hosted on a very small subset of the whole infrastructure. We
conjecture that these hostnames are intentionally treated differently.

The output of the algorithm leads to the identification of more than 3000 poten-
tially individual hosting infrastructures. We provide on Figure 5.5, for each host-
ing infrastructure cluster, the number of hostnames from our list that are served
by the hosting infrastructure of that cluster, on a log-log scale. Hosting Infrastruc-
ture clusters are ranked in decreasing order of hostname count. We observe that
a few hosting infrastructure clusters are serving a large number of hostnames.
Most of the hosting infrastructure clusters serve a single hostname. Such hosting
infrastructure clusters that serve a single hostname each have their own BGP pre-
fix. We infer from this that these are likely to be located in a single facility and
in most cases serve non-replicated content. The top 10 largest content infrastruc-
tures clusters, which overall amount to less than 1% of all clusters, are serving
more than 15 % of the hostnames from our list. The top 20 are serving about 20 %
of the hostnames.

The resulting clustering allows us to make qualitative observations, namely
that well-known hosting infrastructures are represented. Table 5.4 lists the top
20 clusters in terms of the number of hostnames served by them from our list.
Among them, we find well distributed CDNs such as Akamai, “hyper-giants”
such as Google, and data-centers, such as ThePlanet. As can be seen from Ta-
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Figure 5.5: Hostnames served by different content infrastructure clusters.

ble 5.4, we find multiple hosting infrastructure clusters run by the same infras-
tructure authority. The explanation lies partly in the different types of services
hosted by hosting infrastructures, as well as the geographic disparity of the in-
frastructure installation.

5.6.2 Classifying Hosting Infrastructures

Having identified the individual hosting infrastructures we turn our attention to
quantifying the types of their deployment strategies. We concentrate on their
features, especially the number of ASs and prefixes that a given cluster relies
on. Table 5.4 also shows the number of ASs and prefixes for each of the top 20
content infrastructure clusters. Four natural patterns can be noticed from the
<#ASs #prefixes> tuples:

* A <very high,very high> tuple shows evidence of a massively distributed
CDN, e. g., Akamai.
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Table 5.4: Top 20 hosting infrastructure clusters by hostname count.

Rank | # hostnames | # ASs | # prefixes Owner
1 476 79 294 Akamai
2 161 70 216 Akamai
3 108 1 45 Google
4 70 35 137 Akamai
5 70 1 45 Google
6 57 6 15 Limelight
7 57 1 1 ThePlanet
8 53 1 1 ThePlanet
9 49 34 123 Akamai
10 34 1 2 Skyrock
11 29 6 17 Cotendo
12 28 4 5 Wordpress
13 27 6 21 Footprint
14 26 1 1 Ravand
15 23 1 1 Xanga
16 22 1 4 Edgecast
17 22 1 1 ThePlanet
18 21 1 1 ivwbox.de
19 21 1 5 AOL
20 20 1 1 LeaseWeb

¢ A <high/high> tuple shows evidence of a CDN that is present in a few
locations, e. g., Limelight, Cotendo, and Footprint.

* A <1,high> tuple shows evidence of a hyper-giant, e. g., Google.

* A <fewfew> tuple shows evidence a possibly multi-homed data-center,
e.g., ThePlanet, LeaseWeb, or simple Web hosting service.

In Section 5.6.3 we discuss how is it possible to quantify the values for “few” and
“high”.

To verify that the previous natural patterns can also be found among the more
than 3,000 content infrastructure clusters, we show in Figure 5.6 a scatter plot of
the number of ASs against the number of prefixes for all clusters. On the top
right part of Figure 5.6, we find a number of clusters that correspond to massively
distributed CDNs. In the center of the figure, we find less distributed CDNSs. In
the lower left corner, we find both hyper-giants and as we move closer to the
origin, we find a large number of small data-centers.
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Figure 5.6: AS and prefix features for each content infrastructure cluster.

5.6.3 Geographic Properties of Content Infrastructures

The clustering of the content infrastructure presented in the previous section is
agnostic with respect to geographic locations. To provide insight about the geo-
graphic properties of the different clusters we map the clusters to the geographic
locations of their prefixes. A note of caution is obviously required: IP geolocation
databases provide only limited geographic resolution, but have been shown to
still be accurate at the country-level [87]. We rely on the Maxmind geolocation
database [58] to map prefixes to geographic locations.

Distinguishing between content infrastructures that rely on a few ASs or pre-
tixes is tricky, especially because we do not have a priori knowledge about their
signature in terms of ASs and prefixes. Indeed, some of these clusters might very
well be present in a single location but for administrative reasons split their in-
frastructure into multiple ASs or use multiple prefixes due to multi-homing. One
known example is Rapidshare [3], that relies on multiple ASs and prefixes yet
whose facility is a single data-center.
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Therefore, for each content infrastructure cluster, we estimate based on geolo-
cation information, the number of countries in which the cluster is present. For
each cluster we check onto how many countries it is deployed. Figure 5.7 shows
the resulting relationship in the form of a stacked bar-plot. On the x-axis, we show
the number of ASs that host hosting infrastructure. We also provide in parenthesis
the number of different clusters that have a given number of ASs. On the y-axis,
we show the fraction of clusters whose prefixes are located in a given number of
countries (see legend).

As shown by Figure 5.7, most of the hosting infrastructure clusters that use a
single AS are present in a single country. As a cluster relies on more ASs, the
likelihood that it is present in multiple countries increases. At the same time, a
non-negligible fraction of hosting infrastructure clusters using multiple ASs are
located in a single country. Because of the limited number of content infrastruc-
ture clusters with strictly more than 5 up to 10 ASs (24 clusters), the fraction for
these in Figure 5.7 simply reflects a few instances of particular content infras-
tructures. Most of these clusters are present in several countries, so are probably
CDNis. In addition, we see 37 clusters available in more than 10 ASes, of which 12
are available from 3 or more but less than 10 countries, and 16 are available from
at least 15 up to 25 different countries.

5.6.4 Summary

In this section, we propose a clustering algorithm that is able to identify content
infrastructures based on simple features. We validate our classification based on
ground truth information for two large CDNs. We distinguish between smaller
hosting infrastructures based on both their features and their geographic prop-
erties. We find a relationship between the number of ASs on which a hosting
infrastructure relies on and the multiplicity of its locations, giving a hint about
their deployment strategy.

5.7 Mapping Content Infrastructures

Having identified the different hosting infrastructures that serve popular Web
content, we want to find out how they relate to each other. We examine their
installation on a geographic-level as well as the AS-level. The geographic level
tells us the hot-spots of content hosting in the physical world. The AS abstraction
reveals how the geographic installation of hosting infrastructures maps to the
overlay of networks in the Internet. Similar to Section 5.5 we avoid bias towards
geographic locations or network locations by limiting ourselves to LocalDNS.
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Figure 5.7: Country-level diversity of content infrastructure clusters.

5.7.1 Content Potential

To be able to compare to which degree different locations are able to serve con-
tent, we introduce the notion of content delivery potential. The content delivery
potential is the fraction of hostnames that can be served from a single “location”.
Note, by location we mean a country or AS. The advantage of the content deliv-
ery potential is that it allows one to directly compare the fraction of hostnames
that can be served by different locations. The disadvantage is that replicated con-
tent is counted as many times as there are different locations where it is hosted,
introducing a bias in favor of replicated content.

Therefore, we also introduce the notion of normalized content delivery potential.
The normalized content delivery potential divides the weight of a given hostname
by the total number of locations it can be served from. Irrespective of the number
of locations where a given hostname is hosted, its total weight is normalized to 1.
Note, the normalized content delivery potential is additive, i. e., its value can be
directly added across different locations to gauge the potential of a coarser region.
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Table 5.5: Geographic distribution of content infrastructure, ranked by the nor-
malized potential.

Rank Country Potential Normalized potential
1 USA (CA) 0.254 0.108
2 China 0.128 0.107
3 USA (TX) 0.190 0.061
4 Germany 0.183 0.058
5 Japan 0.163 0.051
6 France 0.146 0.034
7 Great Britain 0.157 0.030
8 Netherlands 0.144 0.029
9 USA (WA) 0.135 0.027

10 USA (unknown) 0.164 0.027
11 Russia 0.038 0.027
12 USA (NY) 0.130 0.026
13 Italy 0.122 0.018
14 USA (NJ) 0.125 0.016
15 Canada 0.028 0.015
16 USA (IL) 0.116 0.014
17 Australia 0.118 0.013
18 Spain 0.116 0.013
19 USA (UT) 0.111 0.012
20 USA (CO) 0.113 0.012

5.7.2 Geographic Content Hot-spots

To find out the geographic location of the hot-spots that serve most hostnames
from our list, we compute both content potentials on a per-country basis. Table 5.5
shows the results for both potentials. Note, for the USA only, we provide the state
level. The lines of Table 5.5 is ranked by decreasing normalized content delivery
potential and shows the Top 20.

Despite the division into states, the USA leads the ranking with its hosting in-
frastructure in California. Indeed, in total 9 US states are among the top 20. On
the second place we find China. Directly comparing California with China reveals
that China’s delivery potential is a lot lower than California’s, yet the values of
their normalized potentials are quite close. Comparing China’s potential with its
normalized potential indicates that a large fraction of the content served in China
is only available from China. In total, China and California together count for
over 23 % of hostnames of our list in the normalized potential. Besides USA and
China, 7 European countries are among the top 20, as well as Japan, Australia and
Canada. In total we see content being delivered from 122 countries/US states, or
77 countries. The top 20 presented here are responsible for 70 % of all hostnames
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in our study.

5.7.3 AS-level Content Hot-spots

Geographic hot-spots are insightful in that they reflect where large chunks of the
hosting infrastructure are. However, they provide little insight to understand
how content is delivered to Internet users. Therefore, we investigate where con-
tent resides at the AS-level.

To map hosting infrastructure clusters to ASs, we rely on the same approach
as in Section 5.6.3. For each cluster, we take the prefixes from which it serves
content, and map each prefix to an AS number using BGP data. This gives us a
set of AS numbers for each cluster. Recall that a content infrastructure cluster is
defined by a set of hostnames it serves. We reuse the notion of content delivery
potential, as introduced in Section 5.7.1, but where “locations” are now ASs. The
content delivery potential of an AS is the fraction of hostnames it can potentially
serve from all the clusters that are hosted on this AS.

Figure 5.8 provides the top 20 ASs in terms of their content delivery potential.
Unexpectedly, we find mostly ISPs in this top 20. The two genuine content hosters
in the list are Akamai and Bandcon. There are two main factors explaining the
unexpected top 20: (i) all these ASs host Akamai caches that boosts their content
delivery potential and (ii) all these ASs host some content that no other AS can
provide. Given the widespread installation of Akamai caches in carriers, the sec-
ond factor is actually more important, explaining why some ASs appear among
the top and why others do not. The take-home message is that a content-driven
AS ranking has to be normalized by content hosted on massively distributed host-
ing infrastructures.

The normalized content delivery potential does exactly this and thus provides
a more balanced AS ranking. It spreads the weight of distributed content infras-
tructure across all ASs that serve their hosted content. Figure 5.9 provides the
top 20 ASs in terms of normalized content delivery potential. Our first observa-
tion is that the only overlap with the non-normalized ranking is NTT which was
top ranked. The ASs that appear on the top of the normalized ranking do so be-
cause of the exclusiveness of the content they host. In other terms, the ranking
reflects the monopoly some ASs have over popular content. As expected, Google
is among the top ranked ASs due to its importance in popular content. We also
see data-center content infrastructures: ThePlanet, SoftLayer, Rackspace, 1&1 In-
ternet, OVH, Amazon, LeaseWeb, and Hetzner Online. A limited number of ISPs
in China seem to also host a considerable fraction of popular content exclusively.

Content Monopoly Index If we look more closely at Figure 5.9, it is possible to
spot some unusually high values of the non-normalized potential. These ASs are
well-known tier-1 carriers. We also observe that in most cases, the value of the
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Figure 5.8: Top 20 ASs in content delivery potential.
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1 NTT America
2 Tinet
3 Global Crossing
4 KDDI
5 Akamai Europe
6 Telia
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8 Korea Telecom
9 Qwest
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11 Cable and Wireless
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14 France Telecom - Orange
15 Internode
16 Comcast
17 StarHub
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19 Beyond The Network
20 TATA
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Rank AS name CMI
1 Chinanet 0.698
2 Google 0.995
3 ThePlanet 0.984
4 SoftLayer 0.967
5 Chinal69 Backbone 0.575
6 Level 3 0.109
7 China Telecom 0.470
8 Rackspace 0.954
9 1&1 Internet 0.969

10 OVH 0.968
11 NTT America . 0.070
12 EdgeCast 0.688
13 GoDaddy.com 0.969
14 Savvis 0.785
15 Chinal69 Beijing Province 0.705
16 Amazon.com 0.895
17 LEASEWEB 0.942
18 Cogent 0.686
19 Hetzner Online 0.962
20 AOL 0.931

Figure 5.9: Top 20 ASs in normalized content delivery potential.
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non-normalized potential is close to the one of the normalized potential. These
ASs with close values of their normalized and non-normalized potential corre-
spond to data centers. To facilitate the comparison of ASs into those that have
exclusive content with ASs that host replicated content, we introduce the content
monopoly index (CMI), which we define as the ratio between the normalized con-
tent potential and the non-normalized content potential. An AS with a large CMI
hosts a large number of hostnames not available elsewhere, as compared to con-
tent that is replicated in other ASs.

5.7.4 Content vs. Traditional AS Rankings

Given the multiple of AS rankings that have been introduced in the literature
[7,49,76], we compare content-based rankings to the traditional ones. One of the
most well-known AS ranking is the one from CAIDA [7]. CAIDA proposes two
different types of rankings: one based on AS-degree and another on the size of the
customer cone of an AS. The size of the customer cone of an AS is the set of ASs,
IPv4 prefixes, or IPv4 addresses that can be reached from a given AS following
only customer links. The larger the customer cone of an AS, the more important
this ASis deemed to be. The cone-based classification assumes that an AS that has
a larger fraction of the ASs, prefixes or IP address space will attract more traffic.
Labovitz et al. [49] question this assumption and provide a different AS ranking
based on the amount of traffic that an AS serves.

Table 5.6 compares 6 different AS rankings: the CAIDA AS-degree (CAIDA-
degree) and customer cone (CAIDA-cone) rankings [7], a ranking similar to
CAIDA’s by Renesys (Renesys) [76], the traffic exchanges-based ranking by
Labovitz et al. [50]® (Arbor), and finally our content-based rankings (potential and
normalized potential) as defined above. When observing the purely topological
rankings such as the ones from CAIDA and Renesys, we observe that they tend to
rank large transit carriers high. Besides the case of Google and Comcast, the top
of Arbor’s ranking leads to similar results to topological rankings. Our content
infrastructure-driven rankings on the other hand give more weight to those ASs
that deliver a large amount of content. We notice that our normalized potential
leads to similar top ranked ASs as topological and traffic-based rankings, while
of course favoring ASs that host content.

We insist on the fact that no AS ranking captures all relevant aspects of the im-
portance of an AS. All aspects of the Internet are important, i. e., topology, traffic,
and content, and need to be taken into consideration to understand the Internet
ecosystem.

3Some of the entries of the Arbor ranking were intentionally omitted by [49].
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5.7.5 Summary

We proposed two different ways to rank ASs based on their content potential.
We showed that these rankings reveal different aspects of content hosted by ASs:
replicated content and content exclusively hosted by a given AS. We proposed an
index, called the content monopoly index, which measures the degree to which an
AS hosts content not available elsewhere, compared to content that is replicated
in other ASs. Finally, we related our content-centric rankings to those presented
in the literature.

5.8 Discussion

When we introduce our content-centric hosting potentials of ASs in Section 5.7.1,
we omitted to discuss their implications regarding the recent shifts in traffic ob-
served by Labovitz et al. [49]. They observed the emergence of a new class of
important ASs, coined “hyper-giants”. Our rankings also identify such ASs as
dominant from a content-centric perspective. However, two factors limit the view
of both Labovitz et al. [49] as well as topology-driven rankings. First, topology-
driven rankings underestimate the power of stub ASs in terms of content deliv-
ery. We find that many of the top ASs in our content-centric ranking are stub
ASs, including large data-centers such as Google, ThePlanet and Amazon. These
stub ASs rely on tier-1 ASs for Internet-wide content delivery, as well as direct
peerings with a limited number of regional providers. Moreover, as observed by
Labovitz et al. [49], the relative importance of those direct peerings has increased
at the expense of tier-1 ASs.

Second, traffic-driven rankings underestimate the impact of content replication
because this traffic is served locally, hence is not visible, e. g., to Labovitz et al. [49].
Our normalized content potential (Section 5.7.1) pinpoints that phenomenon. To
conclude, we highlight the finding of Labovitz et al. [49] who observe a shift in the
Internet AS ecosystem, away from large carriers and toward content providers.
Our work explains the nature of this shift: the power of content.

5.9 Related Work

Recent studies provide evidence in support of the significant rise of Web content
traffic [49,56]. Two major reasons are the growth of video traffic and the increasing
penetration of broadband access. To cope with these changes, large-scale content
distribution networks are being deployed [29,46,53]. In addition, applications
that used to rely on peer-to-peer delivery such as file sharing are nowadays in-
creasingly served from data centers, or One-click Hosters [3,49].

Labovitz et al. [49] observed consolidation of Web content traffic as well as a
significant shift in peerings to better facilitate connectivity to content providers.
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They analyzed inter-domain traffic over a two year period, relying on data from
110 commercial ISPs and content providers. They detect global shifts in interdo-
main traffic and the AS ecosystem.

Huang et al. [37] and Su et al. [90] leverage DNS requests to understand the
distribution of content. However, their work is restricted to the study of specific
CDNs, and does not try to detect different types of hosting infrastructures. Uti-
lizing DNS replies of popular content in order to identify the location of hosting
infrastructures shares similarities with work by Krishnamurthy et al. [45]. Yet,
their focus was on studying the performance of DNS resolvers, rather than lever-
aging DNS for Web content cartography.

Researchers in the past proposed models to estimate inter-AS traffic matri-
ces [8], or to estimate inter-domain Web traffic demand [25]. Chang et al. [8] rely
on DNS answers for a large number of URLs that correspond to popular Google
keywords, and the mapping of returned IPs to ASs, to classify ASs. To that end,
they were able to classify ASs into three categories: Web service, residential, or
business access. This serves as basis to generate an empirical model of inter-AS
traffic matrices. Feldmann et al. [25] correlate requests to a large distributed CDN
with those of third parties (e. g., embedded objects or advertisements) in order to
estimate Web traffic demand.

Finally, note that studying P2P content is out of the scope of this chapter. Here
we refer to work by Cuevas et al. [15] which shows that a small number of host-
ing infrastructures is responsible for the upload and download of a significant
fraction of P2P content.

5.10 Summary

In this chapter, we introduce Web content cartography. Web content cartography
aims at building maps of the Web content infrastructure. To demonstrate the ben-
efits of content cartography, we build a map of Web content hosting and delivery
infrastructures.

We build maps of the content infrastructure at multiple levels, e. g., continent,
country, ASs. At each level, we analyze the Web hosting infrastructure. Our anal-
ysis highlights the prevalence of content replication in the Internet. We propose
a novel approach to identify individual hosting infrastructures through their net-
work footprint.

By sampling the facilities of hosting infrastructures at the AS-level, we are able
to quantify the replication of content in ASs. We introduce content-centric AS
rankings that quantify the ability of an AS to serve content. We compare our
rankings with existing ones that rely on network topology and traffic.

Moreover, we introduce the content monopoly index that distinguishes be-
tween ASs that serve mostly replicated content and those, that host content ex-
clusively served by them. Our observations support the findings of Labovitz et
al. [49] and explain it through the power of content.
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While predicting the future is hard, we nevertheless now speculate how the Inter-
net may develop over the next few years, and possible consequences. We claim
that a major factor for shaping the Internet landscape are the users. Their demand
for content and their performance demands determine which business cases have
the potential to be successful.

In this chapter, we argue, that client-server based content distribution tech-
nologies will stay dominant for quite some time because of their superior per-
formance. We discuss design criteria for planning a content distribution infras-
tructure, and present recommendations to all parties—ISPs, content distribution
infrastructures, and users—how to improve content delivery. We encourage to
think about the roles of organizations in the Internet, and conclude with a list of
open questions.

6.1 The Asymmetry in the Access Bandwidth and its
Consequences for Content Delivery

Today’s broadband providers mostly offer Internet access with highly asymmetric
bandwiths [44]. For example, in Germany a typical ADSL product for residential
users provides 16 Mbps downstream bandwith, but only 1 Mbps in the upstream,
i.e., a factor of 16 difference.

This asymmetry in the access network bandwiths affects the performance of
architectures that rely on the user’s infrastructure for replicating content: Their
total download capacity is limited by the total upload capacity of all participating
peers. This concerns pure P2P systems as well as server-based hosting infras-
tructures on the residential user’s premesis as recently proposed [60]. For the
rest of the section, we will use the term user-hosted infrastructure to describe both
architectures in a single phrase. The advantage of user-hosted infrastructure is
that content can be pushed nearer to the consumer which promises network sav-
ings [51,95], and that the cost for the content provider can be reduced by utilizing
the user’s upstream bandwith for free.

These are considerable advantages, but how does the performance of user-
hosted infrastructures compare to other content delivery infrastructures? To an-
swer this question, we have to investigate how long it takes to fetch an object,
i.e., the sum of the delays of finding a content server and for downloading the
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content. Which of them is dominating is determined by the architecture in use
and by the workload. Thus, we want to explore the possibilities and limitations
of serving content from the user’s systems with two typical use cases in mind:
(i) Bulk downloads, i. e., a single large file is downloaded, and (ii) Web browsing,
i.e., many small files that together compose a Web page need to be fetched at the
same time.

For the first scenario, bulk downloads, we can in principle overcome the band-
with asymmetry of the uploading peers. It is a well known fact that the aggre-
gated bandwith utilization of many users is much smaller then the sum of their
link capacities [54,66]. This is underlined in recent work by Maier et al. [56] and
Siekenen et al. [86], who have shown that the average utilization of the provided
bandwith is on average very low. This allows to develop protocols that use the
aggregated upload bandwith of all users to saturate the download capacity of the
comparatively few users that are downloading content at any given time. In ad-
dition, the overall download time is dominated by bandwith constraints: A few
additional round trip times for finding the content will not dominate the overall
performance.

Nevertheless, the asymmetry of the access link capacity is the bottleneck in real-
world P2P implementations: there often are not enough uploaders participating
to satisfy the demand of the downloaders. This is consistent with observations
by Antoniades et al. [3], Maier et al. [56] and by ourselves [43], showing that the
performance of P2P applications is about an order of magnitude lower than the
performance of client-server based protocols. Still, this is an acceptable tradeoff
for applications for which the total download time is secondary to the delivery
cost, or where the download time can be reduced by using a hybrid model, e. g.,
the Blizzard downloader! for games and patches.

In the second scenario, Web browsing, most objects are small, and a single Web
page consists of many such objects. Given the undercapacitated upstream band-
with objects need to be stored in a distributed fashion across all participating
systems, and the replication degree of each object needs to increase with its pop-
ularity. There are two choices for finding the content: (i) a centralized directory or
(ii) a distributed system such as a distributed hash table. The first option promises
better performance: in principle the content lookup can be done in a single round
trip time, while a distributed approach typcially results in lookup times that scale
with the logarithm of the number of participating nodes. However, the central-
ized solution requires additional centralized hardware, the database entries need
to be maintained, and it is only applicable for user-hosted servers as it would
defeat a P2P approach.

In addition, it is not necessarily justified to expect content to be nearer to the
client due to positive effects of caching, cf. Chapter 3. For example, in many cases
the limited lifetime or even non-cacheability of a Web-object (Chapter 3) impairs

1http ://www.wowpedia.org/Blizzard_Downloader
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the potential gain from a user-hosted infrastructure.

Comparing user-hosted infrastructures with the state of the art in content deliv-
ery is not easy as the result depends on the workload. However, one difference is
striking out: The network overhead for coordinating and maintaining content in
the user-based infrastructure is higher than for a content delivery infrastructure
based on DNS and HTTP.

It is a major research challange to find scalable solutions to these problems cur-
rently conducted in projects such as NADA [95] and, for streaming applications,
P2P-Next [65]. While symmetric access lines could mitigate the problem to some
degree and niche markets for P2P based content delivery exist, today server-based
content delivery infratructures have the edge in terms of performance. This sug-
gests, that server-based content delivery infrastructures will stay the most impor-
tant sources of content for at least a few years.

6.2 Data Center vs. Highly Distributed CDN

In the last section we argued that server-based content delivery infrastructures
will prevail for some time because they satisfy performance demands better than
alternative approaches. This raises the question, how should an ideal content
delivery infrastructure be designed.

Leighton discusses several performance, cost, and management aspects of
CDNs and comes to the conclusion that highly distributed infrastructures are
the most desirable despite the higher effort of deployment [53]: According to
Leighton the reasons include better resilience against network problems, higher
total link capacity available to the content infrastructure, cheaper hardware, en-
ergy and bandwith oftentimes being provided for free by partnering ISPs, and
smaller latencies resulting in higher TCP throughput [53]. On the other hand,
we showed that CDNs do not always make performance-optimal decisions when
assigning their content servers [71]. Triukose et al. even claim that the highly dis-
tributed Akamai CDN could be consolidated into 60 or less data centers “without
noticable performance penalty” [94]. Note, that the scope of view of Triukose et
al. [94] may be limited by the use of PlanetLab as measurement platform.

In Section 5.6.1 we classified hosting infrastructures by their network footprint.
The results indicate that, indeed, the infrastructures responsible for the highest
fraction of hostnames are also the most distributed ones.

Yet, other considerations need to be taken into account when designing a host-
ing infrastructure. The type of application plays an important role. In case the
application is latency sensitive, e. g., interactive completion of user input as seen
on many Websites today, a highly distributed infrastructure has the better po-
tential to achieve the user’s satisfaction. Gaming is another such example. On
the other side of the spectrum reside large downloads. One click hosters such as
Rapidshare and Megaupload seem to achieve competitive performance even with
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centralized infrastructure. An ad-company specialized on the German-speaking
market, ivwbox.de, even hosts it’s single massive data center over a single up-
stream provider. For certain kinds of services some centralization is actually re-
quired. For example, it would be very challenging to connect the front end servers
of Amazon’s Web shop with a coherent backend database in a reliable fashion if
the front-end servers were highly distributed.

A factor that is still understudied in the context of content delivery infrastruc-
tures is the overall energy consumption of the system: servers, network, and
clients. Feldmann et al. [24] found that a well-distributed CDN requires less en-
ergy than P2P or datacenter infrastructures for delivering IPTV streams. We agree
with their argumentation of the network part becoming a more important factor
for energy consumption in the future. Yet, we point out that the workload of
a general purpose content infrastructure differs considerably from a streaming
application such as IPTV. Given the poor cachability of a major fraction of the
content (Chapter 3), only the strategic placement of content delivery hosts as op-
posed to general-purpose caches in the vacinity of the clients may bring relief
to the network by lowering the bandwith requirements. However, it is not clear
how far the edge caches can be pushed without sacrificing too much in terms
of cacheability due to shrinking user population (cf. Section 3.4.3), server-side
energy consumption due to badly utilized servers, and maintainability.

To sum up, from the performance, the network traffic, and the energy perspec-
tive, it seems desirable to have a highly distributed infrastructure. However, this
is not always feasible, and there are intrinsic limits on how far the distribution
can be pushed: communication requirements with backend servers, cacheability,
server utilization, and maintainability.

6.3 Implications

In this section we give recommendations of how to improve the existing infras-
tructure, and encourage to consider a new way of thinking about the roles of
organizations in the Internet.

6.3.1 Recommendations for Users and Content Infrastructures

Both Google Public DNS and OpenDNS market their products with enhanced
performance as compared to the ISP provided DNS server [32,63]. This percep-
tion is supported by tools such as Namebench [61] which allow a detailed per-
formance analysis even for unexperienced users. However, this analysis can be
misleading: choosing a third-party resolver will most likely result in the selec-
tion of content servers that have worse connectivity (Chapter 4) and therefore
will reduce the overall performance of Web browsing. The data set examined in
Chapter 5 also contains TCP pings towards the discovered IP addresses which we
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can use to quantify the effect. For example, when comparing the average latencies
towards the Akamai CDN caches, the distance of the client towards the server re-
turned by the local resolver is on average 39ms. The latency towards the CDN
cache returned by Google Public DNS resp. OpenDNS is on average 67 ms resp.
68 ms, i.e., almost twice as high. Figure 6.1 shows a scatter plot providing more
details. Thus, a recommendation for performance-sensitive users is to choose the
DNS resolver provided by the ISP.

A content delivery infrastructure can mitigate this user-induced problem by
using PaDIS [71] and /or the DNS client subnet extension [14]. However, neither
are standardized so far, and both need support by the DNS resolver in use. For
content infrastructures, collaboration with ISPs and operators of third-party re-
solvers seems prudent to find a general solution that satisfies the needs of both
ISP and content infrastructure.

In addition, a particular point manifested in Chapter 3: the amendable usage
of cache control in HTTP by the content providers, mostly for services offering
user generated content. Being less restrictive would give ISPs more freedom in
engineering their network while at the same time lowering the load on the content
servers.

6.3.2 Recommendations for ISPs

The ISP’s goal is to minimize expenses while still delivering good enough perfor-
mance to attract customers. Caching appears to be a viable option to achieve both
goals by reducing network load and enhancing the customer experience at the
same time. Indeed, recent developments indicate that caching may be worthwhile
again for certain setups. Companies such as Oversi? offer ISP grade caching solu-
tions. However, our investigation (Chapter 3) shows that caching is still difficult
and not necessarily beneficial. A careful evaluation of the tradeoffs appears pru-
dent before re-introducing HTTP caches into a network. In particular, if servers
of content delivery infrastructures are already placed inside or nearby the net-
work the positive effect of dedicated caches may be minimal. Instead utilizing
these servers in a smarter way may bring the desired benefit without major in-
vestment. We discuss this approach in parallel work and introduce the PaDIS
framework [71].

DNS is a key component of today’s content delivery. In Chapter 4 we show how
much the choice of a third-party DNS resolver impacts the choice of the content
delivery server: External DNS servers almost never return content hosts inside a
client’s ISP even if such hosts are in principle available. For a user this implies
worse performance (Section 6.3.1), for an ISP this may result in higher expenses.
We can only speculate on how many users choose a third-party DNS resolver over
the one provided by their ISP. We are aware of two reference points: On a vantage

2http://www.oversi.com/
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Latency towards the Akamai cache returned by third—party resolver (s)

Figure 6.1:
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Latency towards the Akamai cache returned by local resolver (s)

Comparing the latencies towards content servers returned by the local
resolver with those returned by third-party resolvers. For each of the
133 vantage points we calculate the average latency towards the con-
tent cache returned by the local resolver, OpenDNS, or GoogleDNS,
for more than 800 akamized hostnames. Each point in the scatter plot
corresponds to a vantage point, and the coordinates represent the av-
eraged latencies towards the content caches as returned by the local
resolver (x-axis) and one of the third-party resolvers (y-axis). Points
near the gray diagonal correspond to vantage points at which the per-
formance is similar. In most cases, the local resolver returns IP ad-
dresses for content caches with lower latency.

point within a large European ISP (cf. Section 3.2) less then 1 % of the total number
of DNS requests are targeted at third-party resolvers, and Kreibich et al. report
that more than 12 % of the Netalyzer users use OpenDNS, but they assume a
“geek-bias” in the user base [44]. An open question is why users choose a different
DNS resolver than the one provided by the ISP. Reasons may include better DNS

92



6.4 Open Questions

performance of these servers (cf. Section 4.4.1), NXDOMAIN redirection or DNS
blockages fostering distrust, or add-on services such as virus protection.

From an ISP perspective this means that ISPs need to keep their DNS infras-
tructure competitive. In particular we identified a number of Internet providers
with highly centralized and/or load-balanced DNS infrastructure that performed
worse than the respective third-party resolvers (Chapter 4). An approach where
DNS resolvers are located nearer to the edge would improve the DNS perfor-
mance and the server selection.

6.3.3 Web Content Cartography

We introduce a technique to estimate the content-centric hosting potentials of ASs
in Chapter 5, that highlights the observations by Labovitz et al. [49] of the emer-
gence of a new class of important ASs, coined “hyper-giants”. However, two fac-
tors limit the view of both Labovitz et al. [49] as well as topology-driven rankings.
First, topology-driven rankings underestimate the power of stub ASs in terms of
content delivery. Second, traffic-driven rankings underestimate the impact of con-
tent replication because this traffic is served locally, hence is not visible, e.g., to
Labovitz et al. [49].

Our work highlights the power of content: We find that many of the top ASs
in our content-centric ranking are stub ASs, including large data-centers such as
Google, ThePlanet and Amazon. These stub ASs rely on tier-1 ASs for Internet-
wide content delivery, as well as direct peerings with a limited number of regional
providers. Moreover, as observed by Labovitz et al. [49], the relative importance
of those direct peerings has increased at the expense of tier-1 ASs.

To achieve more insight, the combination of different factors needs to be ex-
amined, e. g., content potential, content monopoly, content popularity, traffic vol-
ume, address space, size and mixture of user base, revenue, or profit. How much
do these factors depend on each other? What makes an AS or organization im-
portant?

6.4 Open Questions

We already raised several technical and business-related questions that deserve
further investigation in this chapter: How far can and should content caches be
pushed towards the edge? How can ISPs and CDNss collaborate? What is the right
way of handling client location in DNS? Why are users switching to third-party
resolvers, and what can an ISP do to keep his DNS service attractive? What is the
overall energy consumption of content delivery, and can it be reduced? How can
the relevance of organizations in the Internet be quantified fairly?

A question that society will have to answer regards values: Currently, network
neutrality and environmental protection are both highly debated topics in pol-
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itics and well-reflected in media. Network neutrality proponents like to argue
that a flat pricing model is required to keep the Internet free: freely accessible and
freely useable for everyone. Proponents of environmental protection argue for
reduction of our carbon footprint, in particular the reduction of our power con-
sumption, or, in general, the thoughtful usage of natural resources. Even if it is
not apparent on first sight, these are potentially conflicting goals.

Today, only a fraction of the content providers are using well-distributed con-
tent delivery infrastructures. Some even rely on a single data center. This results
in a higher than necessary energy consumption (Section 6.2), while the current
energy consumption of the Internet is already at an eminent level and predicted
to grow [88]. From the environment viewpoint, we should create incentives for
content providers to re-engineer the infrastructure in an energy and resources pre-
serving way at a global scale. A straight-forward way to make a content provider
aware of its resource and energy usage on the network is to let prices reflect the
actual cost of transport: Long paths should be more expensive than short paths.
This will motivate a content provider to also consider the network when planning
a service.

However, path-length dependent pricing violates the concept of network neu-
trality. It is up to society to decide, which value it weighs higher: environmental
protection or network neutrality.
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In this thesis we characterize the impact of content delivery on the network. We
study three aspects of content delivery: (i) how effective can caching be, (ii) what
is the role of the server assignment mechanism and how does it interact with the
user, and (iii)) where from can content actually be fetched.

We find that P2P protocols are very well suited for caching when using the
appropriate mechanisms. However, they only contribute a small fraction of the
overall traffic volume. HTTP is responsible for the largest traffic share but is quite
limited in its cacheability. NNTP is hardly cacheable at all.

Third-party resolvers, in general, do not manage to direct clients to content
caches available inside the client’s ISP, contrary to the ISP’s DNS resolvers. More-
over, users of a surprisingly large number of ISPs suffer from poor latency to-
wards their DNS resolvers. The DNS setup of serveral ISPs shows evidence of
load balancing which results in reduced DNS cache utilization.

Using DNS observations in 78 autonomous systems we build maps of hosting
infrastructures and highlight the prevalence of content replication. Next, we de-
velop an automatable and lightweight technique to identify individual infrastruc-
tures based on their network footprint. This allows us to quantify to which degree
content is replicated to different locations, e. g., ASs or countries. We define an in-
dex that reflects the degree of exclusively hosted content within an organization.
Our findings provide a detailed analysis of the impact of locality on content de-
livery. We provide insight on the topological changes as they have recently been
reported.

We discuss work related to our findings, and argue that client-server based
hosting will stay the most important source of content for at least the next few
years. We review general design criteria for content delivery infrastructures and
ask if energy consumption should become a more central design objective. Based
on our findings, we give recommendations to ISPs, content delivery infrastruc-
tures, and users on how to improve content delivery, and conclude with a list of
open questions.
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