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Abstract

Dependable Wireless Sensor Networks for In-Vehicle Applications

In new generations of vehicles, a considerable percentage of the vehicle weight is due
to all cables required for control and data communications between different parts of
the vehicle. Replacing parts of wiring of In-Vehicle Networks (IVNs) by wireless commu-
nications is a promising approach to reduce installation costs and increase the flexibility
and reconfigurability of the system. Based on the IVN requirements, the most important
bottleneck towards realizing in-vehicle Wireless Sensor Networks (WSNs) is depend-
ability of wireless communications. This includes the availability, reliability, and main-
tainability of the system over time. Exploiting general-purpose protocol stacks in WSNs
is sub-optimal for this type of applications. The main differences of IVNs compared to
other networks are the frequently changing wireless noise conditions, high density of
wireless sensor nodes, and a wide range of sensor types with different capabilities and
application requirements. Energy consumption of nodes should be minimized to extend
the lifetime of battery-powered sensors within the network.

The main concern of this thesis is to provide a dependable protocol stack for low-power
in-vehicle WSNs. The Time-Slotted Channel Hopping (TSCH) mode of the low-power
IEEE 802.15.4 standard protocol is considered as the Medium Access Control (MAC)
layer for this purpose. TSCH improves reliability of the IEEE 802.15.4 standard protocol
by using guaranteed medium accesses and channel diversity. We address dependability
challenges of in-vehicle WSNs at three points in the protocol stack; i.e., dynamic channel
conditions at physical and MAC layers, high density of nodes at the network layer, and
traffic heterogeneity of in-vehicle WSNs at the MAC layer.

Cross-technology interference on the license-free ISM bands is one of the main fac-
tors that affects the performance of WSNs. Using real-world experiments, we studied the
cross-technology interference behavior in in-vehicle environments under different sce-
narios. The results show that the distribution of interference on different IEEE 802.15.4
channels is typically non-uniform. Moreover, interference on each channel is changing
over time.

The dynamic interference in in-vehicle WSNs leads to non-guaranteed reliability of
the communications over time. We propose an Enhanced version of the TSCH proto-
col (ETSCH) that dynamically detects good quality channels to be used for communi-
cation. The quality of channels is extracted using a combination of a central and a
distributed channel-quality estimation technique. These techniques enable ETSCH to
follow dynamic interference without any negative effect on the throughput of the net-
work. Experimental and simulation results show that ETSCH improves reliability of
network communications by reducing communication failures and the maximum length
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of burst packet losses, compared to basic TSCH and the state-of-the-art solutions.

Satisfying the stringent requirements of in-vehicle networks is challenging and de-
mands for special consideration in network formation and TSCH scheduling. Accord-
ingly, a cross-layer Low-Latency Topology management and TSCH scheduling (LLTT)
technique is proposed that provides a very high timeslot utilization for the TSCH sched-
ule and minimizes communication latency. It first picks a tree-topology structure for
the network that increases the potential for parallel TSCH communications. Then, by
using an optimized graph isomorphism algorithm, it extracts a proper network topology
for the selected tree structure in the physical connectivity graph of the network. This
network topology is used by a light-weight TSCH schedule generator to provide low
data-delivery latency. Two techniques, namely grouped retransmission and periodic ag-
gregation, are exploited to increase the performance of the TSCH communications. The
experimental results show that LLTT reduces the end-to-end communication latency
compared to other approaches, while keeping the communications reliable by using
dedicated links and grouped retransmissions.

The TSCH protocol defines two types of timeslots for communications, namely dedi-
cated and shared timeslots. A TSCH scheduler uses these timeslots to design a commu-
nication schedule for the network links, based on the required bandwidth for each link.
In-vehicle WSNs connect several types of sensors in a vehicle, each type running a differ-
ent application with different modes of operation over time. This leads to time-varying
data traffic generation by each node and poor efficiency of static TSCH schedules. We
propose a new type of timeslot, called hybrid timeslot, to support this time-varying be-
havior of in-vehicle WSNs. A hybrid timeslot acts as a dedicated timeslot for a specific
link, when there are packets available to be transmitted on that link. Otherwise, it acts
as a shared timeslot that can be accessed by other links, using a contention-based mech-
anism. Experimental and simulation results show that using hybrid timeslots instead
of dedicated timeslots in a TSCH schedule reduces the communication delay by half on
average, while keeping the communications reliable.

We demonstrate the applicability of the presented techniques using real-world ex-
periments with IEEE 802.15.4-enabled devices. Different setups and configurations are
used for evaluations. We show that our techniques are implementable and improve the
dependability of WSNs for in-vehicle applications.
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Introduction

1.1 Wireless Sensor Networking

Wireless Sensor Networks (WSNs) are networks composed of tiny wireless-enabled de-
vices, with low processing facilities, distributed over a platform. Each device is called
a sensor node or wireless node and can be embedded in various objects to sense their
condition or generate actuation signals. Wireless nodes communicate to each other to
form a networked embedded system to monitor and control the target platform.

WSNs cover a wide range of applications from smart buildings to smart vehicles.
They eliminate the use of unnecessary wires to connect sensors and actuators to the
central unit of the platform. Other than reducing the wiring costs of the system, use of
wireless sensors reduces the production and maintenance costs. Moreover, it gives the
sensors and actuators the flexibility to be installed on the moving parts of the targeting
platform. Considering a network that is deployed in a vehicle, as an example, tire
pressure sensors with wireless communication capability can be easily installed inside
the tires.

Wireless nodes are usually considered to be stand-alone. Thus, it is expected to use
small batteries or an energy harvesting technique as power supply for them. Changing
batteries is very costly or even not possible in some applications. This demands for de-
sign of special platforms and communication protocols for wireless nodes to keep them
operational for years by one small battery. On the other hand, wireless nodes are going
to replace wired sensors that are usually very low cost and this replacement should be
economical. Otherwise, there is no interest from the targeting industry to use WSNs.
These requirements limit both computation and communication capabilities of wireless
nodes. And, regardless of these limitations, applications have their own requirements.
These requirements are usually expressed by a number of Quality-of-Service (QoS) con-
straints that should be met by the WSNs. Some of the QoS requirements are throughput,
latency, and maximum tolerable data misses. The designer of the WSN should consider
network limitations and application requirements together in the design process.

The IEEE 802.15.4 standard [2] was introduced in 2003 to address the limitations
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of WSNs. It defines physical and Medium Access Control (MAC) layers for low-power
and low-rate wireless networks. Currently, the IEEE 802.15.4-enabled wireless sen-
sors are widely used in different applications, and cost only a few dollars per sensor
node. In 2015, a new version of this standard was introduced with a number of new
MAC techniques to increase the reliability of communications in industrial applications.
Time-slotted communications and channel hopping are two important concepts that are
presented in this version. There is a lot of research on the design of dependable WSNs
based on the IEEE 802.15.4 protocol, targeting different application domains. In gen-
eral, higher dependability enables more applications to use wireless communications as
a replacement of wired communications.

1.2 In-Vehicle Applications

Wireless communication is considered as a solution to be used in new generations of
modern vehicles. This technology provides significant improvement in flexibility and
reconfigurability of In-Vehicle Networks (IVNs) to reduce installation and maintenance
costs. Moreover, replacing parts of wired IVNs by wireless communications reduces the
vehicle weight and accordingly its fuel consumption.

In an IVN, there are different types of wired sensors/actuators placed in different
parts of the vehicle, from engine to tires and lights, that could be replaced with wire-
less sensors/actuators. Figure 1.1 shows an example IVN in a truck, consisting of wired
and wireless connections. The targeting applications to be supported by an automotive
WSN are considered to be non-safety related. A study by Volvo truck company shows
that a high end truck can have around 150 sensors, and assuming that at least 20% of
this number can be migrated to short range wireless links, we would have an automo-
tive WSN with a node population of around 30 sensor nodes [57]. This replacement is
possible if the QoS of the provided communication by the WSN meets the related appli-
cation requirements. Therefore, by providing a higher level of QoS by the WSN, more
wired sensors/actuators can be potentially replaced with the wireless sensors/actua-
tors. Some of the targeting sensors are tire-pressure sensors, fuel-level sensors, window
buttons and actuators, parking sensors, actuators of head and tail lights, actuators of
indicator lights, seatbelt sensors, non-safety engine sensors, and rain sensors.

While the concept of WSNs is well defined and a wide range of technical solutions are
available for them, there is a lack of clarity in the technical solutions for the automotive
domain. This is because of the unique characteristics of automotive WSNs that makes
them different from typical WSNs. Some of these characteristics are as follows.

Small area and high node density: An automotive WSN is limited to the area of a
vehicle that can be only few square meters in a compact car and at most the size of a
truck. In this limited area, a node population in the order of tens to a hundred of nodes
is expected. This leads to a node density that is much higher than the typical WSNs that
are used for many applications such as environmental monitoring. As wireless sensors
and their positions are predefined in an automotive WSN, there is no need for network
expandability and the network density stays the same during its lifetime.
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ﬁ Gateway ECU

<= \\ireless link

o——e Wired link

Figure 1.1: An example IVN in a truck, consisting of wired and wireless connections (copyright
Renault Trucks SASU).

Simple network topology: The data traffic in an automotive WSN typically ends
up at a coordinator Electronic Control Unit (ECU) or is sourced from it. Considering a
static topology to be used for the network communications, a tree topology is one of the
good candidates that can be used. Considering the size of the automotive WSNs and
the typical communication range of the IEEE 802.15.4, which is easily a few meters, the
maximum number of hops to have a fully connected network is one or two.

Spatial heterogeneity: In an automotive WSN, the distribution of sensors/actuators
over a vehicle is non-uniform and the density of nodes may be higher in some parts (e.g.,
engine area), causing local bandwidth overloading. Moreover, the wireless link quality
may differ in different parts of a vehicle, caused by obstacles (e.g., vehicle body or pas-
sengers) and/or wireless interferers (e.g., WiFi and Bluetooth enabled devices inside a
vehicle). This divides the network into different geometric modules that each present
unique operational conditions. Moreover, automotive networks connect several types of
sensors and actuators in a vehicle to a central entity, each type running a different appli-
cation with different bandwidth requirements. Thus, the data communication traffic is
quite diverse in different parts of the vehicle. These variations require adaptations that
should be properly supported by the WSN to prevent local failures.
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Temporal heterogeneity: A WSN can be in different operation modes based on the
vehicle status; e.g., sleep, normal, high speed, and emergency. Depending on the op-
eration mode of the vehicle, the communication rate of the periodic applications may
change, which causes traffic diversity. Moreover, some sensors in an automotive WSN
generate event-based data and impose a level of unpredictability to the bandwidth de-
mand. This temporal heterogeneity is mainly caused by the application layer variations.

The physical layer of the IEEE 802.15.4 standard [7] defines 16 channels in the un-
licensed 2.4 GHz ISM band. Other protocols such as Bluetooth and Wi-Fi also use the
same frequency band for their communications. As a vehicle is driven along the city
roads or highways, the automotive WSN in it experiences different levels of wireless in-
terference over time. This is caused by the wireless devices that are operating along the
roads or are inside other vehicles. Moreover, passengers of a vehicle may use wireless-
enabled devices that cause strong interference for the automotive WSN. Depending on
the number of coexisted wireless devices and their distance, the interference conditions
may change a lot during movement of a vehicle. On the other hand, due to the metallic
body of the vehicle, the in-vehicle wireless communications experience stronger attenu-
ation, shadowing, and multipath fading that may change over time. This variable wire-
less medium at the physical layer leads to temporal heterogeneity of automotive WSNs.
This should be properly supported by the wireless network protocol stack. Otherwise, it
is not possible to guarantee the required QoS for the user applications.

Heterogeneity in power source: In general, a wireless node could be battery-
powered, energy harvesting-powered, or wire-powered. Wire-powered sensors are
rarely used in WSNs, but actuator nodes could be wire-powered, as they need the power
line anyway (e.g., all parts in the car that do electro-mechanical tasks). In this case, they
get the control signal through a wireless link. Battery-powered and energy harvesting-
powered wireless nodes usually have limited functionality due to the power constraints.
On the other hand, wire-powered sensor nodes can be more functional and handle more
communication tasks in the network.

1.3 Dependable Networking

In this thesis we aim to provide a dependable WSN to partly replace wired communi-
cations in vehicles. Dependability of a system is defined as the ability of the system to
avoid service failures that are more frequent than is acceptable [11]. It is expressed by a
number of quantitative and qualitative measures. Reliability and availability are consid-
ered as the quantifiable measures of dependability of a system. Qualitative measures,
such as safety and maintainability, are more subjective and cannot be measured directly
with metrics. In this thesis, we focus on the quantitative measures of dependability to
extract the performance of the automotive WSNs under test.

Reliability of a system shows the continuity of its correct service, while availability
addresses the readiness of the system for providing correct service [11]. The correct
service of a WSN is defined by a number of QoS requirements that should be met.
Considering the unstable wireless communication conditions of automotive WSNs and
disturbances, the provided service by the WSN may experience failures over time. Thus,
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the ability of the WSN to handle these disturbances and satisfy QoS requirements under
various conditions over time affects both reliability and availability of the WSN. An im-
proved QoS guarantees a more dependable WSN in terms of reliability and availability.
Accordingly, dependability requirements should be determined by the user applications
as some QoS requirements so that the designer of the WSN can prove (through analysis
or testing) the dependability of the WSN.

The QoS requirements of a system are defined by a number of performance metrics.
Some of the performance metrics that are typically used for evaluation of WSNs are
communication success ratio, end-to-end latency, length of burst packet losses, through-
put, and energy consumption. When the provided performance is at least the defined
QoS, the service of the WSN is considered correct.

An IVN is typically used to transfer data from sensors to the main ECU of the vehicle
or from the ECU to actuators. Automotive WSNs are considered to be used for non-
safety applications of IVNs. Since many sensors and actuators interact with the driver or
passengers on board, they have a set of QoS requirements to keep the user experience
at an acceptable level. Usually, the user does not care what the provided end-to-end
latency is, or what is the communication success ratio. Instead, some requirements
are defined at a higher level of abstraction to guarantee the needed functionality for
the user. For instance, the delay between pressing a window button and moving the
window should be less than 200 ms to be hidden from the user [9]. These higher level
requirements are converted to QoS requirements for different performance metrics.

From the manufacturing point of view, wireless nodes in an automotive WSN are
expected to be low-cost and some of them should operate with small batteries. Ac-
cordingly, there are some limitations for their functionality. The main limitation is the
low-rate communication nature of the wireless protocols that are defined for WSNs.
This makes the network throughput limited and makes it very challenging to guaran-
tee the timing requirements of real-time applications. In general, timing requirements of
real-time applications are of two types; hard and soft real-time requirements. Hard real-
time requirements are deadlines that should not be missed; otherwise the functionality
of the application is incorrect and it faces a failure. This type of requirements is usually
safety related and is considered to only use highly reliable wired communications. On
the other hand, infrequent misses of soft real-time requirements are tolerable, but the
usefulness of a result degrades after its deadline. This degrades the provided QoS for
the application. In this thesis, we use real-time to refer to soft real-time requirements,
since wireless communications are not fully reliable and cannot be used for safety-critical
applications.

Considering stochastic behavior of automotive WSNs and soft real-time applications
that are considered here, extracting performance for the worst-case requirements may
not be necessary for requirement verification. This is because worst-case scenarios usu-
ally happen infrequently and infrequent misses of requirements are tolerable. Instead,
the average-case performance can be used for verification. This leads to best-effort sys-
tem design to maximize the average-case performance. In this case, the performance
distribution is an important factor for system QoS verifications.
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Figure 1.2: Overview of chapters and their positioning within networking protocol stack.

1.4 Problem Statement and Contributions

The high-level research question in this thesis is: How should a WSN protocol stack be
designed so that it 1) handles communication uncertainties caused by wireless interference
and provides dependable communication for real-time automotive applications, 2) takes
power constraints of the sensor nodes into consideration, and 3) supports heterogeneity
requirements at different layers.

This thesis proposes different mechanisms in different networking layers to provide
a dependable solution for automotive WSN. Figure 1.2 shows the positioning of the pro-
posed mechanisms within the networking protocol stack. Table 1.1 gives an overview
of the challenges in state-of-the-art IVNs addressed by the proposed solutions. Con-
sidering the requirements of the automotive WSNs, the Time-Slotted Channel Hopping
(TSCH) mode of the IEEE 802.15.4 standard [7] is selected as the MAC layer proto-
col for these networks. TSCH reduces the effects of interference and multi-path fading
through guaranteed medium access and channel diversity. It improves the reliability of
low-power wireless communications through the guaranteed access. Accordingly, dif-
ferent mechanisms are proposed on top of the TSCH protocol to increase the reliability
(and availability) of automotive WSNs. Performance of the proposed techniques is stud-
ied through real-world experiments. The experiments are complemented with computer
simulations to evaluate the proposed techniques in a wider range of configurations.

The MAC layer is responsible of controlling the physical layer accesses of radio trans-
mitters in the network to the medium. The IEEE 802.15.4 protocol defines 27 channels
in different frequency bands. 16 channels of these 27 channels, which are defined in
the 2.4 GHz unlicensed ISM band, provide higher bandwidth compared to the other
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Table 1.1: An overview of some existing problems in automotive WSNs and the proposed solution
for each one of them in this thesis.

| Challenge | Underlying reason | Technique
Unknown interference behavior - Movement of vehicles Real-world measurements
in automotive WSNs - Wireless devices in vehicles
Unstable performance .
of automotive WSNs Dynamic interference ETSCH+DCS
High-latency convergecast - High node density LLTT
in automotive WSNs - dependency between links
Dynamic bandwidth requirements Traffic heterogeneity Hybrid timeslots

by each link in automotive WSNs

channels. However, the number of wireless devices that operate in this band is ever
increasing. This broad usage of the same RF band may cause considerable performance
degradation of WSNs due to cross-technology interference. There is a lot of work done
on the coexistence of the IEEE 802.15.4 protocol and other standard technologies such
as IEEE 802.11 WLAN [5] and IEEE 802.15.1 Bluetooth [1], but none of them consid-
ers the highly dynamic conditions of automotive WSNs. Moreover, as the TSCH MAC
enables the use of multiple channels for a communication link through a channel hop-
ping technique, the interference behavior is not only important over time, but also over
different channels. Thus, in this thesis, we first investigate the interference behavior in
automotive environments using real-world experiments (Chapter 3). We consider dif-
ferent scenarios and measure the interference on all the 16 channels of IEEE 802.15.4 in
the 2.4 GHz band. To study the effect of interference on in-vehicle networks, we use this
data set to evaluate the performance of a TSCH link. The simulation results show that
the packet error rate for some interference scenarios is very dynamic over time. This
reveals the importance of using adaptive interference mitigation techniques to improve
the reliability of automotive WSNs.

Considering the cross-technology interference effect on automotive WSNs, this thesis
proposes an Enhanced version of the TSCH protocol together with a Distributed Chan-
nel Sensing technique (ETSCH+DCS) which dynamically detects good quality channels
to be used for communication (Chapter 4). The quality of channels is extracted using
a combination of a central and a distributed channel-quality estimation technique. The
central technique uses the Non-Intrusive Channel-quality Estimation (NICE) technique
which proactively performs energy detections in the idle part of each timeslot at the cen-
tral node of the network. NICE enables ETSCH to follow dynamic interference, while it
does not reduce throughput of the network. The distributed channel quality estimation
technique is executed by all the nodes in the network, based on their communication
history, to detect interference sources that are hidden from the central node. We did
two sets of lab experiments with controlled interferers and a number of simulations us-
ing real-world interference data sets to evaluate ETSCH. Experimental and simulation
results show that ETSCH improves reliability of network communications, compared to
basic TSCH and alternative solutions. In some experimental scenarios NICE itself has
been able to increase the average packet reception ratio by 22% and to shorten the
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length of burst packet losses by half, compared to the plain TSCH protocol. Further
experiments show that DCS can reduce the effect of hidden interference (which is not
detectable by NICE) on the packet reception ratio of the affected links by 50%.

Automotive WSNs are required to be reliable and have low-latency data delivery,
while the network is very dense. However, satisfying the stringent requirements of
these networks is challenging and demands for special consideration in network forma-
tion and TSCH scheduling. Targeting convergecast (collecting all data from sensors in
the central ECU) in dense automotive WSNSs, a cross-layer Low-Latency Topology man-
agement and TSCH scheduling (LLTT) technique is proposed (Chapter 5). It provides
a very high timeslot utilization for the TSCH schedule and minimizes communication
latency. It first picks a tree-topology for the network that increases the potential of
parallel TSCH communications. Then, by using an optimized graph isomorphism al-
gorithm, it extracts a proper network topology for the selected tree structure in the
physical connectivity graph of the network. This network topology is used by a light-
weight TSCH schedule generator to provide low data-delivery latency. Two techniques,
namely grouped retransmission and periodic aggregation, are exploited to increase the
performance. The experimental results show that LLTT reduces the end-to-end com-
munication latency compared to other approaches, while keeping the communications
reliable by using dedicated links and grouped retransmissions.

The IEEE 802.15.4 TSCH protocol defines two types of timeslots for communications,
namely dedicated and shared timeslots. These timeslots are used to design a communi-
cation schedule for the network links, based on the required bandwidth for each link.
Considering heterogenous automotive WSNs with time-varying data traffic generation
by each node, the bandwidth requirements are changing over time for each link. This
leads to poor efficiency of a predefined schedule when there is no data traffic for the
dedicated timeslots, or there is too much data traffic injected to the shared timeslots.
In this thesis, we propose a new type of timeslot, called hybrid timeslot (Chapter 6). A
hybrid timeslot acts as a dedicated timeslot for a specific link, when there are packets
available to be transmitted on that link. Otherwise, it acts as a shared timeslot that
can be accessed by other links, using a contention-based mechanism. The hybrid times-
lot has backward compatibility with the TSCH protocol and is functional with a few
adaptations in the parameter setup of the TSCH protocol. Experimental and simulation
results show that for heterogeneous automotive WSNs, using hybrid timeslots improves
communication latency without a reliability penalty. This enables serving more appli-
cations with an automotive WSN, as higher QoS is provided for applications with more
restricted real-time requirements.

1.5 Thesis Overview

The remainder of this thesis is structured as follows. Chapter 2 introduces the necessary
background of TSCH networks and the terminology that is used throughout the thesis
for network architecture and performance evaluation methods. Chapter 3 investigates
the interference behavior in in-vehicle environments using real-world experiments. In-
terference sources are categorized accordingly and by using simulations and the col-
lected interference data sets, the effect of interference on the automotive TSCH WSNss is
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studied. Chapter 3 is based on publication [73]. Considering the interference behavior
in automotive WSNs, the ETSCH+DCS interference avoidance technique is proposed on
top of TSCH in Chapter 4. Chapter 4 is based on two publications [72,74]. Consider-
ing the high density of nodes in an automotive WSN, Chapter 5 introduces the LLTT
cross-layer network management and TSCH scheduling technique in a higher network-
ing layer to provide low end-to-end communication delays for the automotive WSNs.
Chapter 5 is based on publication [77]. Chapter 6 focuses on the communication het-
erogeneity within automotive WSNs and describes the hybrid timeslot design that is
proposed to handle this. Chapter 6 is based on publication [76]. Chapter 7 concludes
the thesis and provides a vision of future research directions in the field of automotive
WSNs.






2

Background and Terminology

This chapter describes the terminology that is used in this thesis. It starts with pre-
senting the necessary definitions and assumptions, and continues with introducing the
Time-Slotted Channel Hopping (TSCH) Medium Access Control (MAC) protocol. In this
thesis, TSCH is used as the MAC layer communication protocol standard for automotive
WSNs. Then, the Quality-of-Service (QoS) metrics that are used for the performance
evaluations are defined. Finally, the evaluation methods for the QoS metrics are ex-
plained.

2.1 Network Model and Definitions

An automotive WSN that is deployed in a vehicle (e.g., a passenger car or truck) consists
of a number of nodes that their positions are almost static in the vehicle. Due to the
movement of the vehicle parts of which some sensors are a part, positioning of some
nodes within the network may occasionally change. For example, when tires are rotat-
ing, the position of the tire pressure sensors may change. Also, position of the doors may
be temporarily changed, if doors are opened. In this thesis, we consider a static network
model in which the small positional variation is captured in link quality fluctuations.
Suppose that V ={n; : 1 <i < N} is the set of N wireless nodes deployed in an in-
vehicle WSN. L; ; = {[n;,nj]: n; € V,nj € V} is called a link and defines a unidirectional
[source, destination] communication pair in the network. Links are used to construct
the network communication topology. A subset of nodes G c V contains the gateways
of the network. Gateways are connected to the main Electronic Control Unit (ECU)
of the vehicle using wired connections. They collect the sensory data from the WSN
and forward them to the main ECU (Figure 1.1). They also get the actuation commands
from the ECU of the car and transfer them to the right wireless nodes that are connected
to the actuators. In this thesis, we consider one gateway to be deployed in the network.
The proposed techniques can be extended to support networks with multiple gateways
(as Figure 1.1) in a straightforward way. We leave this extension as future work.
According to the distance between communicating wireless nodes and their com-
munication range, single or multihop connections may be used in the network. Single-
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Figure 2.1: IEEE 802.15.4 channels in the 2.4 GHz ISM band.

hop refers to the communications over one link between two nodes. In a multi-hop
connection, multiple links are used to deliver the data on a path from a source node
to a destination node. Due to the small network dimensions of automotive WSNs, net-
work connections with one or two hops are usually enough to connect all nodes to the
gateway(s). Experimental results that are presented in Chapter 5 show that even a star
topology with one-hop communications can form an automotive WSN in a passenger
car.

2.2 IEEE 802.15.4

The IEEE 802.15.4 standard was introduced in 2003 and specifies the physical (PHY)
and MAC layers for Low-Rate Wireless Personal Area Networks (LR-WPANSs). A number
of known WSN technologies such as ZigBee, WirelessHART [68], and ISA100.11a [3]
use this standard as their basis of the networking protocol stack. The most recent ver-
sion of this standard was published in 2015 [7] which introduces a number of new
MAC mechanisms to improve support for industrial applications. TSCH is one of these
mechanisms that uses time-slotted communications together with a channel hopping
technique to improve the reliability of communications. In this section, we briefly intro-
duce the IEEE 802.15.4 PHY and some of its functionalities. Then, we continue with a
short overview of the TSCH MAC mechanism.

2.2.1 Physical Layer

The IEEE 802.15.4 protocol standard edition 2015 [7] defines 19 different PHYs with
different combinations of spread spectrum and digital modulations. The Direct Se-
quence Spread Spectrum (DSSS) PHY employing Offset Quadrature Phase-Shift Keying
(O-QPSK) modulation is a widely used PHY for IEEE 802.15.4 compliant devices. This
PHY can be used for all the three main frequency bands of 868, 915, and 2450 MHz. It
offers a data rate of 250 kb/s in both the 915 and 2450 MHz bands and a data rate of
100 kb/s in the 868 MHz band. The 2450 MHz band (2.4 GHz ISM band) is a world-
wide unlicensed spectrum and has been selected as the primary IEEE 802.15.4 band in
the 2006 edition of the standard.

This standard uses a combination of channel numbers and channel pages to define
channels in different frequency bands. Channel page zero supports 27 channels that are
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defined in the 2003 edition of the standard. These channels are numbered from 0 to 26
as channel 0 in the 868 MHz band, channels 1 to 10 in the 915 MHz band, and channels
11 to 26 in the 2.4 GHz band. Channels that are defined in the 2.4 GHz band use 2 MHz
receiver bandwidth with a channel spacing of 5 MHz (Figure 2.1).

Besides data transmission, data reception, and channel selection, an IEEE 802.15.4
compliant PHY shall be able to perform a number of other tasks including Energy De-
tection (ED), Clear Channel Assessment (CCA), and Link Quality Indicator (LQI). An
ED is the average of the received signal power within the bandwidth of the channel
over 8 symbol periods (128 us). There is no need to decode or identify the signal on
the channel to perform an ED. This value is bounded with a minimum (EDMin = 0) and a
maximum (EDY®) value (platform dependent) which is linearly mapped to the received
power in dB, as described in the IEEE 802.15.4 [7] standard document.

A CCA is an indication of the medium status and is used to check if a channel is busy
or idle. Four operation modes are defined to calculate the CCA result:

—_

. detecting any energy above a predefined threshold,

2. detecting a signal that is compliant with the currently used PHY,

3. alogical combination of the first and second modes with an AND or OR operator,
4. and always reporting an idle medium.

LQI indicates the strength and/or quality of the used link for a packet communica-
tion. Accordingly, this measurement is performed for each received packet at the PHY.
The LQI value may be calculated based on the receiver ED of the incoming packet, a
signal-to-noise ratio estimation, or a combination of these methods. Its value is in the
range of 0x00 to Oxff and should be associated with the lowest and highest quality
estimation by the receiver.

2.2.2 Time-Slotted Channel Hopping MAC

TSCH is defined as one of the MAC operating modes of the IEEE 802.15.4 standard [7]
to support industrial applications. It increases reliability of communications against
internal/external interference and multi-path fading. This is done through time-slotted
communications with a predefined pattern and also channel hopping.

TSCH divides time into fixed time periods called timeslots. The timeslot duration,
macTsTimeslotLength, is long enough for transmission of a maximum size packet and its
Acknowledgement (ACK). TSCH uses device-to-device synchronization to keep all the
nodes of a network synchronized. Timeslot synchronization is necessary to establish
communication between pairs of nodes. A receiver node should be aware of the start of
the sender’s timeslot to turn on its radio and listen to the medium before transmission
starts. Because of the clock drift between nodes, the synchronization process needs to
be continuously performed to keep nodes synchronized.

TSCH defines a diagram for timeslots, shown in Figure 2.2. To compensate an
amount of timeslot phase differences caused by clock drifts, this diagram introduces
a number of offsets. There is a Rx offset (macTsRxOffset) at the beginning of a receiver’s
timeslot before it starts listening to the medium. This Rx offset prevents interference
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Figure 2.2: The structure of transmit and receive timeslots in IEEE 802.15.4 TSCH mode.

from other nodes in the network which are behind for a maximum time of macTsRxOff-
set and still are transmitting in the previous timeslot. A sender node starts its packet
transmission after a Tx offset (macTsTxOffset) from the beginning of a timeslot. This
offset is defined with a value greater than the Rx offset to make the communication
possible when the sender is ahead of the receiver for a macTsTxOffset — macTsRxOffset
period of time. A CCA offset (macTsCCAOffset) is defined for a sender to perform a CCA
before each Tx and prevent packet transmission in the case of a busy channel. When
a receiver starts to listen to the medium for a packet reception in a timeslot, it waits
for a macTsRxWait period of time to receive the packet. If the transceiver cannot detect
any packet preamble in this period, the receiver stops listening. The values of these pa-
rameters are defined in such a way so that macTsRxOffset + macTsRxWait is greater than
macTsTxOffset. Thus, the communication can be successful if the receiver is ahead of the
sender for at most the time difference of these two values. Some other timings such as
Tx/Rx durations and ACK transmission timings are defined in the protocol but these are
not relevant to this thesis, and thus not shown in Figure 2.2.

SF ={Sloty, ..., Slotr,,} — P(L) is called a slotframe and consists of Lsr timeslots. Each
timeslot is assigned to a subset of L (P(L) denoting the power set of L), where L is the set
of links in the network. This means that each timeslot can be either idle, dedicated to
one link, or be shared between multiple links for communications. A network may use
multiple slotframes with different length for communications. However, in this thesis
we consider the length of all slotframes in a network to be the same (Lgg). Slotframes
repeat over time to enable links to have periodic access to the medium. Longer slot-
frames lead to longer periods for communications of each timeslot.

Each timeslot can be either dedicated to one link for communications or be shared
between multiple links. Dedicated timeslots avoid collisions and internal interference.
Shared timeslots are assigned to more than one link for transmission. This may lead
to collisions that result in a transmission failure. To reduce the probability of collisions
in shared timeslots, TSCH uses a slotted Carrier-Sense Multiple Access with Collision
Avoidance (CSMA-CA) algorithm for transmissions in these timeslots. In this technique,
each wireless node should wait for a random number of shared timeslots in the range
0 to 2BF-1 (backoff window) before transmitting a packet in a shared timeslot. BE is
the backoff exponent and is increased by 1 for each consecutive failed transmission in
a shared timeslot. This reduces the collision probability to access the shared timeslot,
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Figure 2.3: An example of the TSCH communications over the timeslot-channel domain.

as on average the failed packet should wait for a longer time to be retransmitted. A
successful transmission in a shared timeslot resets BE for the transmitting node to a
predefined minimum value.

The channel hopping technique of TSCH uses frequency diversity to mitigate block-
ing of wireless links due to interference and multipath fading. In this technique, at the
start of each timeslot each node hops to a new frequency channel based on a prede-
fined Hopping Sequence List (HSL). Thus, successive communications of a link are done
over different channels (Figure 2.3). This eliminates blocking of wireless links that is
caused by repeated dropping of packets due to interference on one operating channel
or repetitive destructive multipath fading.

TSCH uses a global timeslot counter in the network that is called the Absolute Se-
quence Number (ASN). By use of the ASN and a global HSL, each node computes the
operating channel of each timeslot using Equation (2.1).

Channel = HSL[(ASN + Channel Offset)%|HSL|] 2.1

|[HSL| is the number of channels in the HSL. Different Channel Offsets can be assigned
to different timeslots in the network to enable parallel communications in one timeslot
on multiple channels (Channel Offsets 0 and 2 in Figure 2.3). The HSL may include all
or a subset of channels defined by the IEEE 802.15.4 PHY, as determined by the upper
layers in the protocol stack.

Assignment of timeslots and channel offsets to the links and extracting a communi-
cation schedule, called scheduling, is left to the upper layers in the protocol stack (i.e.,
a sublayer between network and MAC layers). The communication schedule has a high
impact on the performance of the WSN. There are several TSCH scheduling algorithms
such as [8, 13,25, 44,55, 56] that aim at improving reliability and/or latency. These
scheduling algorithms usually assume the network communication topology (that is de-
termined by the network layer) as their input, and their output differs for different input
topologies. Figure 2.3 shows an example TSCH communication schedule over time and
channels for a given network.

Some of the wireless nodes in a network, known as coordinators, handle the network
formation and setup. Coordinators use beacon transmissions for this purpose. TSCH de-
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fines the Enhanced Beacon (EB) that is an extension of the IEEE 802.15.4 beacon frame
to construct application-specific beacon content. It provides a means for application-
specific information provided by higher layer protocols to be included in beacons. This
data includes the HSL and network timeslot schedule that is provided by the higher
layers. EB transmission can be periodic and/or aperiodic.

In this thesis, we focus on the TSCH protocol from different aspects, to improve
its dependability as the MAC layer of an automotive WSN. These aspects include the
timeslot structure to use the available bandwidth efficiently, HSL selection to mitigate
external interference, and scheduling regarding the network topology.

2.3 Performance Metrics

Specific QoS requirements should be met for a dependable WSN to be used for auto-
motive applications. For each QoS metric, depending on the type of wireless node and
the application scenario, different requirements may be defined. Usually, an applica-
tion defines a set of high-level requirements for a specific scenario. These high-level
requirements are independent of the network architecture and target the end-to-end
communications between the wireless nodes and the gateway node. End-to-end reli-
ability, latency, throughput, and energy consumption are some of the important QoS
metrics. This thesis develops mechanisms on top of the TSCH MAC in order to build a
dependable protocol stack for automotive WSNs. To evaluate the detailed performance
of these mechanisms with respect to the QoS requirements, we consider some low-level
metrics as well. These metrics include link-level reliability, link-level latency, and max-
imum length of burst packet losses which reflect the behavior of lower layers of the
networking protocol stack. This section introduces all the used QoS metrics that are
used throughout this thesis, and presents their calculation method.

2.3.1 Communication Success Ratio

Wireless communications may experience packet losses due to link failures caused by
collisions, interference, and synchronization problems. Packet losses may lead to data
losses, if the communication protocol does not take care of them. Communication suc-
cess ratio of a network shows the ability of the network to handle link failures. Collision
avoidance and interference mitigation at the MAC layer and retransmissions at higher
layers are examples of the techniques that can be used to improve the communication
success ratio of the network.

Different metrics can be used to measure communication success ratio at different
levels. At the link level, Packet Reception Ratio (PRR) and Packet Delivery Ratio (PDR)
can be used. PRR is the percentage of the received packets at the destination side of
a link over the total number of packets that are transmitted by the source node of that
link, in a certain period of time. PRR shows the directional success ratio of a link and
ignores the effect of the acknowledgement packets in the communication process. This
metric evaluates the link reliability against the failures at the point of the receiver node,
caused by interference or collisions. This is useful when the physical layer behavior and
low-level MAC mechanisms are studied and packets are important as a communication
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unit. PDR is the percentage of successfully acknowledged packets over the total number
of transmitted packets. This metric can be used to evaluate the performance of the MAC
layer mechanisms that are used to control the communication flow on a link.

At higher levels, Data Delivery Ratio (DDR) can be used to evaluate the reliability
of end-to-end communications. This metric shows the percentage of data units that are
successfully delivered to their destination in the network (e.g., the sink node), over the
total number of data samples that are generated by a source node in a period of time.
Since application-to-application communications are considered for this metric, it gives
the performance of the whole protocol stack, including MAC and routing protocols.

As a network is running, communication success ratio in terms of PRR, PDR, or
DDR, can be calculated using a simple moving average over the status of recent com-
munications (failure of success) during a window Wsya. The moving average window
Wsuma determines whether a short-term performance (lower values) or a long-term per-
formance (higher values) is of interest. The provided performance by the network, for
each one of the introduced metrics, should be higher than the required QoS by the appli-
cation to indicate the correct service of the network. However, considering the stochastic
behavior of wireless communications, which is mostly caused by variable interference,
such a requirement cannot be guaranteed all the time. Accordingly, in some periods the
performance of the network may go lower than the required value. These requirement
misses should be acceptable by the application (soft real-time applications are consid-
ered in this thesis). As an example, an automotive application may require DDR of a
connection from a sensor to the central ECU (calculated with a predefined Wsy4 = 100
over time) to be higher than 80% in at least 90% of 1000 consecutive communications
at any point of time. These kind of requirements show the reliability and availability of
the system, which indicates the continuity of and readiness for correct service. These
requirements are usually different for different sensor types and applications. For per-
formance evaluations of this thesis, we report the performance of different proposed
techniques using introduced metrics. Accordingly, different types of requirements can
be applied to the results to study dependability of the network for different applications.

For our simulation-based performance evaluations, we also introduce Packet Recep-
tion Probability (PRP). PRP is the probability of one successful packet transmission for
a given noise power during transmission of each bit of that packet in simulations. PRP
is a probabilistic value which is extracted based on the Signal-to-Noise Ratio (SNR).

2.3.2 Maximum Length of Burst Packet Losses

Communication disconnections are one of the important problems that affect the de-
pendability of the network. The length of burst packet losses is the number of consec-
utive packets losses over a link. This metric shows the maximum time that two nodes
cannot communicate over a link in a period of time. This is not shown by the commu-
nication success ratio metrics. At a higher level, the length of burst data losses is the
number of consecutive data units lost over a network connection. Usually, the length of
burst data losses is the visible metric to the application and it should be lower than a
value predefined by the application.
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2.3.3 Latency

For most of the monitoring applications, the validity of the sampled data changes after
a specific amount of time and data may even be of no interest anymore. The latency
of a data communication is the time between data sampling at the source node and its
reception by the destination node. This includes the time that a packet is on air and
the time that it is in the MAC buffer of the forwarding nodes along the communication
path, waiting to be transmitted. The latter time is larger and varies more and is affected
by the communication congestions, reliability issues, and routing decisions. Different
techniques at different layers of the networking protocol stack can be used to reduce
this part of the latency. Note that latency can be calculated only for the items delivered
to the destination. Lost packets are not included in latency calculations.

Depending on the type of samples or actuation command, latency constraints may
differ. This is because of the variation in the nature of the sampled data by different
types of sensor nodes. The way that the system treats the latency misses for each type
of samples may also differ. Some applications may still use the sampled data, even if
the delivery latency is more than the latency constraint. These samples usually have
lower usefulness and degrade the system’s QoS. For some other applications, missing
the latency deadline by a data packet leads to its expiration. These deadline misses
reduce the reliability of the communications, as it is treated as a failure. As we consider
soft real-time applications in this thesis, we consider the former type of applications
in our work. Accordingly, in this thesis, we use the average latency of the end-to-end
communications for evaluating our proposed mechanisms. Box-plots are also used to
show the distribution of latency for different packets transmitted over a link or different
end-to-end connections.

2.3.4 Energy Consumption

Considering small batteries as the power source of most of the wireless nodes in an
automotive WSN, the energy consumption of nodes is of high importance to provide a
long life-time. There are four main energy consuming parts in a wireless sensor node;
processor, memory, sensors, and wireless radio. Considering the low-power nature of
the wireless sensors, they are usually equipped with very low-power processors, sensors,
and small memories to keep the energy consumption as low as possible. The wireless
radio is usually the dominant energy consumer part of the wireless nodes [36]. In this
thesis, we ignore the energy consumption by the processing parts of the wireless sensors
and focus on the radio energy consumption. This is because the difference in energy
consumption of different communication protocols is mostly because of their difference
in using the radio transceiver.

The radio energy consumption highly depends on the communication protocols on
the MAC and network layers, as they impose packet transmissions and receptions. As an
example, transmission collisions in a dense network make retransmissions necessary and
lead to a higher power consumption. This can be prevented by using a MAC protocol
that prevents the collisions. Thus, employing efficient MAC and routing protocols is
necessary. Accordingly, in this thesis we define energy consumption as the energy that
is consumed for the communications by the wireless radio. The energy consumption for
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a given number of packet communications (E.,mm) can be extracted by Equation (2.2).
EcommlJ] = (IRXNRX Tiisten + I NTx TTx) x Vee (2.2)

where Ig, and Ity stand for the radio transceiver current in receive and transmit modes,
respectively. Ngy and Ny reflect the number of occurrences of each operation in the
experiment duration and V. represents the operating voltage of the transceiver. Try
represents the duration of a full packet transmission, and Tj,, is the duration that the
receiver should listen to the medium to receive a packet or sense its condition. We ignore
the radio sleeping energy consumption in our calculations, as it is negligible compared
to the communication energy consumption [50, 53].

2.4 Performance Evaluation Methods

2.4.1 Experiments and Simulations

To examine that the performance of a new mechanism is as expected, it should be im-
plemented and evaluated for different system configurations and conditions. Real-world
evaluations are usually done using simplified systems with lower capabilities, so that the
measured performance only shows the effect of the applied mechanism on the system
performance. Furthermore, implementing a realistic system with the full functionality
is usually not feasible for research purposes. In some cases, it is even not possible to
perform multiple experiments under the same system condition to compare the results
of different evaluations for different configurations. This is because of the environment
effect on the behavior of the system, that is not predictable. In this case, computer sim-
ulations are used to simulate the behavior of the system and environment to evaluate
the performance of the system. Although real-world experiments provide more realistic
results, simulations make the system evaluation much easier and faster than the real-
world experiments. Moreover, there is more control on the system’s configurations and
setup. In some cases, simulations can even extract some performance metrics that can
hardly be measured in the real-world systems. On the other hand, simulations cannot
precisely imitate behavior of the real-world systems and environment.

We use both real-world experiments and computer simulations to evaluate the per-
formance of our proposed mechanisms for automotive WSNs. Experiments prove the
feasibility of the proposed mechanisms, and simulations extract their performance in
more detail. Table 2.1 provides a short overview of advantages and limitations of all
the used performance evaluation methods in this thesis. We use three types of experi-
ments in this thesis. The first and second type of experiments deploy wireless nodes in
controlled environments with no or very low interference, in particular in, an anechoic
chamber and an empty office after working hours. These setups are used to evaluate
the proposed mechanisms for which their performances are not affected by the struc-
ture of a vehicle. We use the anechoic chamber setup for an evaluation that requires
no reflection and diffraction in the environment. This setup is more difficult and time
consuming than the office setup. The third type of experiments are performed by de-
ploying wireless nodes inside a car. This setup is used to evaluate a mechanism that is
proposed to extract the proper topology for an automotive WSN. This mechanism uses
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Table 2.1: Advantages and limitations of the used performance evaluation methods.

Performance evaluation
method

Advantages

Limitations/disadvantages

Office experiments

- Easy to repeat
- Easy to set up

- Different environment than in-vehicle
- Little unwanted interference

Anechoic chamber
experiments

- No unwanted interference
- No reflection and diffraction for special
experiments

- Difficult and time consuming to set up
- Different environment than in-vehicle

In-car experiments

- Effect of the car body and positioning
of nodes can be studied

- Limited flexibility
- Difficult to set up
- Not repeatable with the same interference

Matlab simulations

- Use of real-world interference data set
- Repeatable with the same interference
- Very fast

- Single-link simulations
- High-level simulation
- Different environment than in-vehicle

COOJA simulations

- Full protocol simulation

- Placement of nodes is configurable

- Very easy to repeat

- Many performance details are available
- Flexible

- Real-world interference data set
cannot be used
- Different environment than in-vehicle

20
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the quality of network links, which are affected by the positioning of nodes inside the
vehicle, to decide on the network connections. We also use two types of simulations in
this thesis. For the first type of simulations, we implemented a simulation framework
in Matlab to model the communication behavior of a single wireless link according to
the communication timings of the TSCH protocol. We use the measured real-world in-
vehicle interference data set in Chapter 3 as the input of this simulation framework.
This enables us to study the performance of TSCH protocol under real-world in-vehicle
interference in a controlled way. The second type of simulations uses the COOJA [54]
network simulator. This simulator enables full protocol simulation and very flexible
configuration of the network. It helps us to study the performance of the network for
different configurations and in more detail.

Considering a vehicle on an urban road, it is in the communication range of some in-
terference sources (e.g., Wi-Fi networks) at all times. Thus, every few seconds a moving
vehicle goes into the range of some new interference sources that interfere with one or
multiple different IEEE 802.15.4 channels. For example, assuming that the wireless sig-
nal of a Wi-Fi device is visible over a range of up to 50 meters, and the car moves with a
speed of 36 km per hour, the Wi-Fi interference would be visible to the automotive WSN
for 5 seconds. Accordingly, we deploy a number of noise generators in our experimental
setups to mimic the interference of the automotive environment. The number of noise
generators and their behavior can be configured to model different driving scenarios.
Using these noise generators enables us to perform repeatable experiments for different
techniques and network configurations.

2.4.2 Experimental Platforms

To implement our techniques and evaluate their performance, we use two different types
of IEEE 802.15.4-based wireless nodes, namely Atmel ATMEGA256RFR2 Xplained Pro
kit [50] and NXP JN5168 dongles [53]. The Atmel kit includes an ATmega256RFR2 chip
which integrates an 8-bit AVR microcontroller with 256 kB in-system flash memory and
32 kB internal SRAM. It also embeds a 2.4 GHz RF IEEE 802.15.4 compliant transceiver
with -100 dBm sensitivity and maximum output power of 3.5 dBm. The RX current of
this radio is 12.5 mA and the TX current is 14.5 mA for the TX output power of 3.5
dBm. The supply current of this radio at the sleep mode is 0.02 uA which is negligible
compared to other modes.

For the Atmel boards, we implemented the TSCH slotted communications and chan-
nel hopping on top of the Atmel implementation of the basic IEEE 802.15.4 MAC. Our
implementation follows the default TSCH timings, defined in the standard. This plat-
form was developed since there was no official implementation of the TSCH MAC by the
beginning of 2015. It is used for evaluation of the channel whitelisting technique that
is presented in Chapter 4.

The NXP JN5168 dongle [53] includes a wireless microcontroller which integrates a
32-bit RISC processor with 256 kB embedded Flash and 32 kB RAM. It also includes an
embedded 2.4GHz IEEE 802.15.4 compliant transceiver with -95 dBm sensitivity and
RX current of 17 mA and TX current of 15 mA with a maximum transmit power of 2.5
dBm. This platform is supported by the Contiki [24] Operating System (OS). We use
this platform for the evaluation of other techniques that are proposed in this thesis.
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Contiki is an open source OS for the low-power and memory-constrained WSNs.
Contiki provides multitasking and different components to develop wireless networking
mechanisms. On a higher level, it also provides different networking mechanisms such
as TCP/IP, fully standard IPv6 and IPv4. This platform is designed to run on different
types of hardware devices with low capabilities. TSCH was added to the official Contiki
version 3.1 on January 2017 and is fully based on the standard definitions.

We use JN5168 dongles, that run Contiki OS with TSCH protocol at the MAC layer,
for a set of our real-world experiments. This gives us the opportunity to compare our
work with other related works for which the Contiki implementations are already avail-
able. According to the requirements to examine the feasibility of each proposed mecha-
nism, we use different numbers of wireless nodes for the evaluation of each one.

2.4.3 Simulation Environment

To study the performance of the proposed mechanisms in more detail and with more
configurations, we use simulations next to the real-world experiments. One of the ad-
vantages of using Contiki as the OS for the wireless nodes is that it enables simulation
of the same embedded code that is prepared for the hardware platforms on its computer
simulator, COOJA [54]. COOJA is a Java-based simulator that emulates the behavior of
the real-world wireless nodes to simulate the behavior of a network. Using this simu-
lator, a user can define different types of wireless nodes with different applications in
a network, and place them at the desired position. While COOJA provides a nice visu-
alization of the network and communications, it also enables configuring the network
parameters (e.g., transmission range) at runtime.

There is stochastic behavior in the wireless communication protocols. Accordingly,
results of a simulation setup may deviate in different running iterations. Moreover, the
simulation results may deviate from the real-world average performance of the network.
To make the simulation results statistically more reliable, we repeat the simulations for
each scenario multiple times with different seed value for the random number generator,
so that different patterns of random values are generated. Accordingly, the presented
simulation results in this thesis are the average results of multiple simulations that are
done for the same setup.



3

Interference in In-Vehicle
Networks

3.1 Overview

The IEEE 802.15.4 standard operates in the unlicensed 2.4 GHz ISM band. This band
is also used by other standards including IEEE 802.11 Wi-Fi [5] and IEEE 802.15.1
Bluetooth [1]. Figure 3.1 shows the allocated frequencies to these three protocol stan-
dards in the ISM band. Considering the ever increasing number of Wi-Fi and Bluetooth-
enabled devices, this common usage of the frequency band leads to cross-technology
interference and packet losses. Moreover, there are a number of other devices such
as Bluetooth Low Energy (BLE) [16] devices, cordless phones, and microwave ovens
that operate in this frequency band and cause wireless interference for the mentioned
technologies.

Considering the low transmission power used in WSNs, the IEEE 802.15.4 networks
are expected to be affected considerably by the other coexisting technologies. There
are several experimental and analytical studies on the coexistence of the IEEE 802.15.4
standard and other technologies. However, none of them considers the automotive
conditions and its effect on the quality of the links in WSNs. Moreover, most of the
available studies focused on single-channel communication protocols and only few of
them consider multi-channel communication protocols such as IEEE 802.15.4 TSCH.

In this chapter, we investigate the 2.4 GHz wireless interference behavior in vehicles
using real-world experimental measurements. Our goal is to understand how is the in-
terference dynamism over time and its distribution over the IEEE 802.15.4 channels in
different driving environments. This information can be used to develop proper tech-
niques to mitigate the effect of this interference. We categorize the cross-technology in-
terference in in-vehicle environments into interference of in-car and out-of-car sources.
Accordingly, we consider different vehicular scenarios and measure the interference
power on all the 16 channels of IEEE 802.15.4 in the 2.4 GHz band. The measurement
results are used in a simulation framework to analyze TSCH behavior under different
interference scenarios.

23
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Figure 3.1: Usage of 2.4 GHz ISM band.

This chapter is based on publication [73] and is organized as follows. The next
section gives an overview of related work about wireless coexistence in WSNs. Section
3.3 presents our measurement setup and scenarios in detail. The measurement results
of in-car and out-of-car interference are discussed in Sections 3.4 and 3.5, respectively.
The performance of TSCH communications under measured in-vehicle interference is
studied in Section 3.6. Section 3.7 summarizes the findings in this chapter.

3.2 A Review of Wireless Interference in WSNs

The ever increasing number of the 2.4 GHz ISM band users makes wireless interfer-
ence of coexisting wireless devices a challenge, especially for low-power IEEE 802.15.4
WSNs. The IEEE 802.15.4 standard document [2] provides estimation of packet error
rate of this standard under IEEE 802.11b [5], IEEE 802.15.1 [1], and IEEE 802.15.3 [6]
networks using coexistence simulations. Some work has been done on the coexistence
of IEEE 802.15.4 with other standard wireless protocols using experiments and analytic
modeling. Experimental studies presented in [10, 37,41, 60] mainly measure and re-
port the impact of coexistence on the network performance metrics such as PRR and
latency. The authors of [52] and [67] provide analytic models of the coexistence of
IEEE 802.15.4 under IEEE 802.11 interference, based on the transmission patterns of
both technologies. A radio link quality estimation survey in IEEE 802.15.4 WSNs is
provided in [12]. The authors present the observation that the external interference of
Wi-Fi and Bluetooth has a strong impact on the quality of IEEE 802.15.4 links, but the
communications of Wi-Fi and Bluetooth are less affected by an 802.15.4 network. The
authors of [51] use mathematical analysis as well as real-world experiments to study
the coexistence between IEEE 802.15.4, BLE [16], and IEEE 802.11b [5]. They show
that BLE is affected more by IEEE 802.15.4 interference than vice versa. However, they
confirm that the effect of Wi-Fi interference on the quality of IEEE 802.15.4 links is more
than its effect on the BLE links.

Different WSN operating environments may lead to different coexistence and inter-
ference conditions. While some studies such as [10, 52,59, 90] focus on the general
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coexistence, others consider specific environments such as buildings [37, 86], indus-
trial [15], outdoor [38], and body [41] environments. There are also studies on the
wireless coexistence in automotive WSNs. The authors of [91] consider Wi-Fi and Blue-
tooth as the most likely interferers for the IEEE 802.15.4-based automotive WSNs. They
provide measurements and analysis for interference of these technologies on a single
channel of IEEE 802.15.4, done in an RF anechoic chamber. This makes this work
similar to general coexistence studies, skipping the real-world conditions. The authors
of [20] do some measurements for a static in-vehicle scenario. They place some IEEE
802.15.4 sensor nodes in different parts of a car, and investigate the performance of dif-
ferent single channel links between them under Bluetooth communications. The results
are expressed in terms of Packet Error Rate (PER) and average/peak latency. These stud-
ies only addressed the coexistence effect of devices inside a vehicle on single channel
automotive WSNs. However, automotive WSNs (that are operating in single or multiple
channels) may also experience interference from devices out of the vehicle.

A channel quality measurement data set for industrial wireless environments is pre-
sented in [15]. These kind of public data sets are useful for interference modeling and
network performance simulation based on real-world situations. However, the authors
of [15] note that these data sets are limited to the office, laboratory, and industrial
environments and there is nothing like this for in-vehicle environments.

In this chapter, we focus on the multi-channel automotive WSNs and the effect of
cross-technology interference on them. We consider different real-world measurement
scenarios and drive a car in different places with various interference conditions. For
each scenario, we perform a set of interference measurements on all the IEEE 802.15.4
channels in the 2.4 GHz band, and provide a data set for in-vehicle environments. Such
data set can be used to estimate the performance of automotive WSNs. We also evaluate
the performance of a TSCH link under real-world interference using simulations and the
extracted data set.

3.3 Measurement Setup and Scenarios

We use real-world measurements to capture the wireless conditions of all the IEEE
802.15.4 channels in in-vehicle environments. In this section, we describe the employed
measurement setup and its requirements. We also present the experimental scenarios
that are used to capture the interference behavior.

3.3.1 Measurement Requirements and Setup

To perform noise measurement on the IEEE 802.15.4 channels, we need to sample each
channel continuously. Each channel experiences dynamic energy levels for different du-
rations of time. This is caused by packet transmissions of different coexisting technolo-
gies. Considering the broad usage of Wi-Fi and Bluetooth-enabled devices, Wi-Fi and
Bluetooth are considered to be two coexisting technologies that have the most impact on
the IEEE 802.15.4 automotive WSNs. The data rate, packet size, and bandwidth usage
of these standards vary from each other and even from version to version and applica-
tion to application. Therefore, the sampling method, rate, and duration can have direct
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impact on the extracted behavior of the wireless channels. Considering these facts, we
need to sample the medium with the highest possible rate. Each sample should reflect
the medium quality during the sampling duration.

To measure the interference, we used Atmel Xplained Pro kits. We assign one Kkit to
each one of the 16 IEEE 802.15.4 channels on the 2.4 GHz ISM band to measure the
noise level of that channel. All the AVR kits are placed next to each other in a passenger
car. The measurement results are continuously streamed to a laptop via different UART
serial connections. We use hardware ED, defined in the IEEE 802.15.4 protocol, to
measure the quality of the wireless channels. In the Atmel chip, each ED has a value in
the range of [-90, -10] dBm.

Since TSCH may use multiple channels for communications at the same time, know-
ing interference condition of all channels at the same point of time is necessary to an-
alyze the behavior of communications. Thus, sampling of different channels should be
synchronized to correctly show the interference behavior. Clock drifts of different AVR
chips make a one-time initial synchronization useless. Accordingly, we use wired signal-
ing between Kkits to synchronize them at the beginning of each sampling interval (one
ED sampling per interval). One of the kits works as master and triggers an output pin
at the start of each sampling interval. Other nodes get this signal as input and start
each sampling period when it is triggered. We set the sampling period to 500 us which
is enough to do an ED (128 us) and send the result to the computer via UART. On the
computer side, we use Matlab to collect the sampling data that is sent by individual kits
via UART connections.

3.3.2 Measurement Scenarios

We categorize the interference sources for automotive WSNs into in-car and out-of-car
sources. For each category, we perform several measurements using different real-world
scenarios. For in-car interference sources, each scenario is designed to investigate the
effect of one common source of interference and/or application. In this case, we picked
three measurement scenarios to study the behavior of Wi-Fi and Bluetooth transmis-
sions. The three scenarios are:

1. Bluetooth connection of a mobile phone and the audio system of the car with an
audio streaming application,

2. Bluetooth connection between two smart phones with a file transfer application
which requires more bandwidth and handshaking than that of first scenario,

3. Wi-Fi connection between two smart phones with a file transfer application.

The out-of-car interference is caused by the devices that are operating out of the car
along the roads or in other cars. We defined four scenarios in this case that are:

1. Driving along a route near some apartments (Figure 3.2(a)),
2. Driving along an office area downtown (Figure 3.2(b)),

3. Driving in a suburb area (Figure 3.2(c)),
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Figure 3.2: The driving scenarios that are used for out-of-car interference experiments.

4. Driving along a highway with no buildings around (Figure 3.2(d)).
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In the following sections, we present the measurement results of different scenarios in

each interference category.

3.4 In-Car Interference Measurement

To study the interference behavior of in-car sources, we parked the car in an open space
area with no construction within 0.5 kilometer. Using sniffers, it was confirmed that
the selected environment has negligible external interference on the 2.4 GHz ISM band.
We performed measurements for the three in-car scenarios with Wi-Fi and Bluetooth
devices in the car. Each measurement is performed for 5 minutes which leads to 600k
samples per channel. In the following, we discuss the result of each measurement in

detail.
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Figure 3.3: Interference behavior of Bluetooth audio streaming on the IEEE 802.15.4 channels
over 300 s using contour plot.

3.4.1 Bluetooth Audio Streaming

In this scenario, we used a mobile phone to stream audio to the audio system of the car
using Bluetooth version 4.0. We placed the phone on the dashboard of the car, with 2.5
meters distance from the interference measuring motes. Figure 3.3 uses a contour plot
to show the distribution of interference power over time and different channels. Each
color in the plot reflects the maximum power of the captured Bluetooth interference on
a channel during a period of one second. In contour plots, the width of the samples’
color on the horizontal line shows the repetition of samples with that power level in that
channel over time.

The first observation of Figure 3.3 is that there is no Bluetooth interference on some
of the IEEE 802.15.4 channels (first four channels in this experiment). This is because
of the blacklisting method that is used by the Bluetooth channel hopping module. It
should be considered that this blacklisting method may be different in different Blue-
tooth devices, from version to version, and vendor to vendor. The Bluetooth channel
hopping module can also be pre-programmed to not use some parts of the frequency
band to prevent cross-technology interference with in-range devices.

The second observation of Figure 3.3 is that the usage of different parts of the
frequency band is not uniform. For instance, some of the channels, such as channel 22,
experience Bluetooth interference with a higher power (darker parts of the plot), while
some others, such as channel 19, experience lower power Bluetooth interference. To
make it clearer, Figure 3.4 shows the measured noise on channels 19 and 22 during one
second. In this example, the measured interference power of Bluetooth transmissions
on channel 22 is considerably higher than on channel 19. A possible reason is the cross
channel interference and distance between center frequency of the Bluetooth operating
channels and the measured IEEE 802.15.4 channel. Another reason is the multipath
fading that affects different frequencies differently. Thus, different adjacent Bluetooth
channels can cause interference with different signal powers on an IEEE 802.15.4 chan-
nel.
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Figure 3.4: Measured Bluetooth audio streaming interference power on channels 19 and 22
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Figure 3.5: Measured Bluetooth audio streaming interference power on the IEEE 802.15.4
channels over 100 ms

Figure 3.4 also shows that the number of interfering samples of the Bluetooth trans-
missions on the two IEEE 802.15.4 channels are different. In this example, channel 22
experiences interference of 20 Bluetooth transmissions, while channel 19 only experi-
ences interference of 3 Bluetooth transmissions for the same period of time. This shows
that the distribution of the Bluetooth interference is not uniform over different chan-
nels, and some channels may be occupied more than others. This behavior is caused by
the channel hopping of Bluetooth.
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Figure 3.6: Interference of one Bluetooth packet transmission, one retransmission, and one ac-
knowledgement on IEEE 802.15.4 channels.

We have a more detailed look at the Bluetooth interference behavior considering the
application of audio streaming that is used in this scenario. Figure 3.5 depicts the Blue-
tooth interference measured on the IEEE 802.15.4 channels in a 100 ms time period
in this scenario. The measured interference follows a periodic behavior with intervals
of around 30 ms. Each transmission lasts for 3 ms which is the transmission time of a
Bluetooth packet with the maximum size. This shows that the audio streaming appli-
cation sends periodic packets that require a bandwidth of around 10% of the available
Bluetooth bandwidth.

Figure 3.6 shows the measured interference of one complete Bluetooth packet trans-
mission. In this case, we can say that the first Bluetooth packet transmission fails be-
cause it is not followed by the receiver’s acknowledgement. Thus, the transmitter sends
the packet again within a short interval, and in this try, it is followed by an acknowledge
packet. As mentioned before, the difference between measured signal powers on differ-
ent IEEE 802.15.4 channels for a single (or multiple) Bluetooth transmission(s) can be
because of the different distance between center frequency of the Bluetooth operating
channels and the measured IEEE 802.15.4 channels.

As a conclusion, voice streaming over Bluetooth produces periodic transmissions that
lead to non-uniform interference for IEEE 802.15.4 channels. Thus, some of the IEEE
802.15.4 channels may experience less interference than other channels over time. The
power level of this interference on different channels is also non-uniform, but on each
channel it is often stable over substantial periods of time.
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Figure 3.7: Interference behavior of Bluetooth file transfer on IEEE 802.15.4 channels over 300 s
using contour plot.
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Figure 3.8: Measured Bluetooth file transfer interference power on channels 14 and 16 over 0.5 s.

3.4.2 Bluetooth File Transfer

To study the behavior of Bluetooth interference when it is under high loads, we use two
mobile phones to transfer a large file using Bluetooth. The transmitter phone was placed
on the back seat of the car near the interference measuring motes. The receiver phone
was placed on the dashboard with 2 meters distance from the transmitter phone. As
Figure 3.7 shows, as for the audio streaming scenario, some of the channels experience
more interference than others. Furthermore, the power level of the interferer signal on
a single channel varies over time (compare interference power on channel 14 at ¢t = 100
and ¢ =200).

Figure 3.8 shows the measured Bluetooth interference on channels 14 and 25 at
t = 200 for half a second. This figure shows that the repetition of interferer signals
and their power in channel 14 is considerably higher than in channel 16. This is while
Bluetooth uses its full bandwidth to transfer data in this scenario (see constant trans-
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Figure 3.9: Measured Bluetooth file transfer interference power on the IEEE 802.15.4 channels
over 100 ms.

missions in Figure 3.9). Considering the results of the first scenario, we can conclude
that Bluetooth causes a non-uniform interference over IEEE 802.15.4 channels for dif-
ferent applications with different data transfer rates. The important point here is that
the power of Bluetooth interference on each channel is almost stable over substantial
periods of time.

3.4.3 Wi-Fi Connection

To study the interference behavior of Wi-Fi devices within the vehicle, we connected two
smart phones using a Wi-Fi direct connection and use this connection to transfer some
large files. One of the phones is used as the transmitter and the other one as the receiver
of files. During the experiment, these two phones are placed in different positions inside
the cabin. We logged the generated interference of this Wi-Fi connection on the IEEE
802.15.4 channels for 300 seconds.

Figure 3.10 shows the interference behavior over time and channels, using a contour
plot. It shows that the Wi-Fi interference mostly affects a few adjacent IEEE 802.15.4
channels and the power of this interference decreases by going far from the center
frequency of the Wi-Fi operating channel. This plot also shows some transmissions
at other frequencies than the frequency channel that is used for the mentioned Wi-
Fi connection. These are probe requests (to perform active scans) and beacons (to
advertise a P2P Group) that are done on so-called social channels, namely channels 1,
6 or 11 in the 2.4 Ghz band, by Wi-Fi direct devices [87].

In this experiment, the center frequency of the Wi-Fi operating channel is between
channels 12 and 13 of IEEE 802.15.4. As Figure 3.10 shows, the interference strength
changes over time. These changes are due to the movement of two phones which
changes the distance between interferer and sensor nodes. Compared to Bluetooth,
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Figure 3.11: Wi-Fi interference power on the IEEE 802.15.4 channels over 100 ms.
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the observed interference on each channel is more stable over time. This is because Wi-
Fi devices do not use channel hopping and a connection normally uses a fixed channel

for communications.

Figure 3.11 depicts the interference of Wi-Fi transmissions on the IEEE 802.15.4
channels over 100 ms. According to this plot, channels 11 to 14 are within the main
22 MHz bandwidth of the Wi-Fi operating channel, while channels 15 and 16 are on
the sidebands of the Wi-Fi operating channel. Because the file transfer application uses
the full bandwidth of the Wi-Fi connection, the captured interference on each channel

is almost constant during the transmission period of a file.
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Figure 3.12: Behavior of out-of-car wireless interference near apartments.

3.4.4 In-car Interference Conclusion

In this section, we investigated the interference behavior of two main sources of in-car
interference for automotive WSNs. Real-world measurements showed that the power
distribution of this type of interference on different IEEE 802.15.4 channels is not uni-
form. However, depending on the interferer protocol and the used application, the
interference power on each channel is almost stable over substantial periods of time
(in order of a few seconds). We may conclude that the non-uniform interference over
different channels suggests the need for a proper channel whitelisting (or blacklisting)
mechanism. These mechanisms should also cope with the dynamism in the quality of
each channel over time.

3.5 Out-of-Car Interference Measurement

To study the interference behavior of out-of-car sources, we drove a car in different en-
vironments. During these measurements, all the in-car interferers were turned off and
the car was driven according to the speed limit in that district. Four scenarios are con-
sidered that include apartment area, downtown, suburb, and highway. Considering the
higher transmission power of Wi-Fi compared to Bluetooth devices, we expect the Wi-Fi
devices on the sides of the roads to be the main source of out-of-car interference. By
using a Wi-Fi analyzer application on a mobile phone, we found that the density of Wi-Fi
devices in these four scenarios decreases from apartment areas to downtown, suburb,
and highways. We drove for 5 minutes in each environment while the interference mea-
suring motes measure the noise power on all 16 channels. Figures 3.12 to 3.15 show
the captured interference in different environments using contour plots.

Figure 3.12 shows the interference behavior while driving near apartments with
a speed in the range of 10 to 30 kmph. As it was expected, the interference power
(maximum -40 dBm) and density in apartment areas is more than other environments.
In this figure, there are lots of overlapping ovals with a high power at their centers
(some of which are marked by red ellipses). This is because when the car is in the range
of one Wi-Fi device and moves toward it, the interference power will be increased and
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Figure 3.13: Behavior of out-of-car wireless interference in a downtown environment.

vise versa. Thus, the interference of one Wi-Fi device is only visible for a few seconds.
This figure shows that at any point of time, the car may be in the interference range of
multiple Wi-Fi devices. These Wi-Fi devices may even overlap in the operating channels
and each one can affect 2 to 3 IEEE 802.15.4 channels. On the other hand, some of the
IEEE 802.15.4 channels are noise free over some periods of time; this can be seen as
white spaces on the contour plots.

The downtown scenario (Figure 3.13) has two specific properties. First, the speed
of the car is determined by the road traffic and the traffic lights (in the range of 0 to
50 km/h). This affects the time that a car will be in the range of a stationary interferer
and thus affects the dynamism of the interference. For example, around time Os to 30s
in the Figure 3.13, the car has been waiting for a traffic light and the interference on
channels 12 and 18 is almost stable. This is while from time 250s to 300s, the car has
been moving along the street and the observed interference is relatively more dynamic.
The second property is that the car moves next to other cars in the street in the same
or opposite direction. These neighbor cars may carry some devices that are operating
in the 2.4 GHz ISM band (Bluetooth, Wi-Fi, etc.). This may lead to long or short-term
interference. The vertical bars in Figure 3.13 may be because of such interferences.
These bars can be due to Bluetooth transmissions in the neighbor cars which affect
most parts of the frequency band, because of the fast channel hopping of the Bluetooth
protocol. Due to the low communication range of Bluetooth devices, this interference is
only visible for a short time period when cars are in a distance of few meters.

In the third scenario, the test car is moving in a street in a suburb area with an
average speed of 50 km/h. As it is clear in Figure 3.14, the interference power in this
area (maximum -60 dBm) is less than apartment and downtown areas and there is more
noise-free area left in the channel-time space. This is because of lower density of houses
in suburb areas which leads to lower density of interferers. This also causes longer
distances between stationary interferers and the car, which reduces the power of the
observed interferer signal.

Figure 3.15 shows the observed interference on a highway while the car is moving
with a fixed speed of 120 km/h. In this scenario, the stationary interferers play the least
role (only near the gas stations). The main source of interference in this scenario is
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Figure 3.14: Behavior of out-of-car wireless interference in a suburb environment.
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Figure 3.15: Behavior of out-of-car wireless interference in a highway

the interferer devices in neighbor cars. Considering the short time and high distance
adjacency of cars in a highway, these devices cause low power (maximum -70 dBm) and
short term interference to the automotive WSN. However, some IEEE 802.15.4 channels
such as channels 11 and 12 may experience more interference than other channels, as
they are conflicting with the Wi-Fi channel 1 that is usually the default Wi-Fi channel of
the automotive on-board computers.

Considering the mentioned observations of the out-of-car interference behavior, it
can be concluded that in-vehicle wireless sensor communications may face serious prob-
lems in city environments if the operating channels and transmission power are selected
blindly. In the next section, we study the effect of such interferences on the performance
of the TSCH protocol by using probabilistic communication models and the collected
interference data set. This data set and the simulation scripts are publicly available
online [62].
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Figure 3.16: Interference model for packet reception probability computation.

3.6 Automotive WSNs Simulation Model

In this section, we develop a simulation framework that uses the measured interference
data set to evaluate the performance of the IEEE 802.15.4 TSCH communications. We
use a simple model to extract the communication behavior of a single wireless link in a
car (shown in Figure 3.16). In this model, there is a wireless sensor node placed exactly
where we placed the interference measuring motes, and is connected through a wireless
link to an ECU inside the dashboard. Considering a direct wireless link from the ECU to
the sensor node, the received signal power (P,,) at the sensor node can be computed
as:

Pyx[dBm] = Pyx[dBm] — PL(d)[dB] 3.1

where Py, is the power of the signal at the transmitter (central ECU) and PL(d) is the
path loss at distance d. We use the path loss model (Equation (3.2)) introduced in [2]
for short range communications at 2.4 GHz band.

PL(d)[dB] = a [20.1 + 10log(d)] d=8m (3.2)

where «a is the path-loss exponent, which has a value equal to 2 for free space and
different values for other environments. The typical a for intra-vehicular environments
is reported to be around 3.5 [14,21,65].

The receiver node in our framework experiences interference from sources inside
and outside the car. The probability of successful communication at time t is related to
the SNR [45] at that time. Here we focus on the effect of interference from coexisting
devices. Thus, the SNR at time ¢ is given in decibel as:

SNR'[dB] = Py [dBm] - Py, [dBm] (3.3)

where Pitntf is the interference power at time t at the receiver point within the same

bandwidth as P,,. Considering that the distance between the transmitter and receiver
in our model is 3 meters, the SNR for the given link can be presented as:

SNR'[dB) = Pi[dBm] - 24.87a — P}, [dBm] 3.4
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For a given SNR during transmission of one bit over an IEEE 802.15.4 link, the expected
Bit Error probability (BEP) can be extracted using the Bit Error Rate (BER) model pro-
vided in the IEEE 802.15.4 standard (Annex E part 4.1.8) [2]. Based on this model, for
0-QPSK modulation and Additive White Gaussian Noise (AWGN) channel model, BEP
is calculated as:

8 1 8 16 fy (L
BEPt - = _ -1 k e(ZOXSNR X(%—l)) 3'5

15X16X,€ZZ( )(k) (3.5)
Using Equations (3.4) and (3.5), the BEP can be calculated for each bit of a packet,
based on the interference power during its transmission and its transmission power.
Accordingly, for a packet transmission started at time t with a length of L4 (in bytes),
we can compute the expected PRP as:

8 ><Lpacket)_l
PRP'= []  (1-BEP"*ksl) (3.6)
k=0

We perform our simulations with P, =0 dBm that is the default transmission power
of the protocol, P;, = 4 dBm that is the maximum transmission power of our ATMEL
wireless motes, and also P;, = —10 dBm to study the performance of very low-power
communications. Because of the dynamism in a car (e.g., number of passengers and
their position), the path-loss exponent is expected to be dynamic in an in-vehicle envi-
ronment. We pick two values of @ = 2.5 and 3.5 for our simulations to investigate the
effect of environment changes on the performance of the given wireless link. Therefore,
we simulate the performance of the TSCH link for 6 different (P;y, @) combinations
under all different interference scenarios.

We implemented our simulation framework in Matlab according to the communi-
cation timings of the TSCH protocol. Time is divided into 10ms timeslots. After an
offset at the beginning of each timeslot, we compute the BER for every bit using Equa-
tion (3.4) and the measured interference sample at that time on the operating channel.
We consider a packet length of Ly = 133 bytes which is the maximum physical layer
packet length in the IEEE 802.15.4 protocol. By the start of the next timeslot, we hop
to the next channel according to the TSCH hopping algorithm. We use all 16 available
channels for the channel hopping.

In our interference measurements, the receiver sensitivity of the used devices was
-90 dBm. This means that for all of the noise levels below this, the measured value
is equal to -90 dBm. To alleviate the effect of this limit on the computed PRP, we
replaced all the noise samples with a value of -90 dBm with -110 dBm in our data set.
This guarantees that these samples have no effect on the computed PRP. Considering
our worst case scenario with P, = =10 dBm and a = 3.5, the PRP for Pjr= -110 dBm
is 100%. Thus, we can be sure that our simulations only show the effect of existing
interference.

Figure 3.17 and Figure 3.18 show the simulated PRP over time for different scenar-
ios. We used a moving average function with a window of 2 s (200 transmissions) to
show the average PRP over time. This is an approximation of the PRR in real-world
communications.
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Figure 3.17: Average PRP of TSCH communications over time for different in-car interference

scenarios and communication parameters.

A general observation from the simulation results of different scenarios in Fig-
ure 3.17 and Figure 3.18 is that the path-loss exponent, which is a parameter of the link’s
environment, considerably affects the communications. For almost all different (P;y, )
combinations in in-car interference scenarios (Figure 3.17), the PRP is affected by the
interference. On the other hand, in out-of-car scenarios (Figure 3.18), the impact of
interference on the PRP is considerably higher when « = 3.5, but for other combinations
of (P;y,a) with a = 2.5, interference has almost no effect on the PRP. The reason is that
different in-car interferers usually produce high power interference on a set of channels
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Figure 3.18: Average PRP of TSCH communications over time for different out-of-car interference

scenarios and communication parameters.
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(due to a low distance between interferer and the wireless node in the car) and less or
even no interference on other channels (Figures 3.3, 3.7, and 3.10). Therefore, even
for (P;y,a) combinations with higher P,, and lower path-loss exponents, the 802.15.4
link cannot overcome this high power interference on some channels and PRP will be
decreased. For the out-of-car scenarios, the interference power is usually weaker (com-
pared to in-car interference) but distributed over most of the channels (Figures 3.12-
3.15). Thus, for @ = 2.5, this low-power interference has almost no effect on the PRP, as
the SNR is high enough. However, for a = 3.5, the SNR decreases and even low-power
interference can affect the PRP. Because multiple channels in urban scenarios may ex-
perience interference at the same time (Figure 3.12-3.15), packet transmission may fail
in a set of channels. Thus, PRP decreases considerably. This shows the importance
of link selection in the network formation process, as links with higher quality (lower
path-loss exponent) can be used for communications to mitigate the effect of out-of-car
interference. Chapter 5 introduces a network formation technique to address this.

Figure 3.17 and Figure 3.18 also show that higher transmission powers may be a
solution to increase the PRP. However, in the scenarios that the interference power is
high (Figure 3.17(c)), the effect of using higher transmission powers on improving PRP
is very low. On the other hand, WSNs are limited in power sources. Thus, transmission
power of wireless nodes should be decreased as much as possible. Accordingly, other
technique are required to increase the reliability of communications under external in-
terference, without imposing more energy consumption to the network.

Figure 3.17 also shows that PRP in in-car scenarios is almost uniform over time. This
is because the user applications in in-car interferers are usually invariant and running for
a long time. Thus, wireless medium usage and generated interference is almost uniform
over time. For the Wi-Fi scenario in which we transmitted some files in random intervals,
the uniform behavior is visible for each file transfer (the periods with reduced PRP).
Due to the movement of the interferers inside the car in this scenario, each file transfer
leads to different interference power and thus different levels of PRP. For the out-of-
car scenarios in Figure 3.18, because of the car movements, different interferers (with
different user applications) may come into the communication range during time. Even
in some periods, there may be no interferer in the communication range. Therefore,
the effective interference and thus the PRP is very dynamic over time. This dynamism
should also be supported by the employed interference mitigation techniques.

It should be considered that in real-world scenarios, out-of-car interference may be
mixed with in-car interference, which may cause a bigger impact on the performance
of an in-vehicle WSN. For example, a moving car in a downtown area may carry a mo-
bile phone that is connected to the audio system of the car by Bluetooth to answer a
phone call and at the same time a kid on rear seats may play an online video on a tablet
which is connected to internet through a Wi-Fi hotspot link on a mobile phone. Since
there can be a scenario with lots of interferers that block communications on all the
channels, talking about the possible worst-case interference scenario is pointless. We
consider the mentioned scenario as an example real-world scenario (named mixed sce-
nario) with multiple sources of interference for an in-vehicle WSN. Figure 3.19 shows
the captured interference of this scenario together with the simulation results of TSCH
communications under this interference. As it can be seen, in such a scenario the PRP
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(b) Average PRP of TSCH communications over time.

Figure 3.19: Effect of the mixed interference scenario on the IEEE 802.15.4 channels.

of the TSCH protocol may go below 40% at some points of time. This happens more for
links with lower qualities (higher path-loss exponents) and very low transmission pow-
ers. Accordingly, the network should be configured carefully; otherwise it may perform
very poorly and not guarantee the Quality-of-Service (QoS) requirements. However,
communications that use high transmission powers and links with higher qualities may
still experience reliability problems. This requires other techniques to be employed to
increase the performance of the network.

3.7 Summary

The cross-technology interference behavior in in-vehicle environments has been studied
in this chapter. Real-world experiments for different scenarios are used for this pur-
pose. A data set has been gathered as the result of these measurements that show the
noise power on all the IEEE 802.15.4 channels in the 2.4 GHz band, for different au-
tomotive scenarios. Use of this data set provides more accurate analysis than lab or
simulated data. This data set is public and available online [62]. The measurement re-
sults showed that interference affects all of the IEEE 802.15.4 channels, but distribution
of the interference power is not uniform over time and channels.
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The measurement data set was used as an input for a packet transmission model
to study the behavior of the TSCH protocol under interference of different scenarios.
The results show that interference of in-car sources leads to considerable probability of
packet errors that is almost uniform over time (as in static environments). On the other
hand, for out-of-car interference sources, the probability of packet errors can be highly
dynamic over time. The simulation results show that even when using high transmission
powers, interference affects communications of automotive WSNs. These observations
show the necessity to use adaptive techniques to mitigate the dynamic interference in
automotive environments. We propose an adaptive interference mitigation technique
in Chapter 4. Simulation results also show the high impact of link qualities on the
performance of the communications. Accordingly, we propose a network formation
technique in Chapter 5 to improve the performance of an automotive TSCH WSN.






Interference Avoidance in
Time-Slotted Channel Hopping

4.1 Overview

The IEEE 802.15.4 standard defines 16 frequency channels in the license-free 2.4 GHz
ISM band. Depending on the MAC protocol used by a WSN, one or multiple channels
may be used for communications. This frequency band is also used by other standards
including IEEE 802.11 Wi-Fi [5] and IEEE 802.15.1 Bluetooth [1]. The common usage
of this band leads to cross-technology interference and packet losses, especially for the
WSNs that use low-power communication. This reduces the dependability of WSNs.
Moreover, due to the vehicle movement in automotive WSNs, the cross-technology in-
terference is dynamic over time. As shown in Chapter 3, this makes the performance of
automotive WSNs unstable and unpredictable.

Using TSCH as the MAC protocol for automotive WSNs eliminates blocking of wire-
less links by hopping over multiple channels that are defined as a Hopping Sequence
List (HSL). A HSL may include all or a subset of channels, to be determined by the up-
per layers in the protocol stack. Depending on the quality of channels in the HSL, a WSN
may experience less or more interference over time. This can lead to bad performance
of the TSCH MAQC, if channels in the HSL are selected blindly.

The authors in [85] show that using static whitelisting to select the HSL in a static
environment can increase the reliability of TSCH by restricting the used channels to
the channels that are measured to be of good quality. As shown in Chapter 3, the
automotive interference power on each channel is dynamic over time but stable over
substantial periods of time. When the network conditions vary over time, an adaptive
whitelisting is required to detect less noisy channels at the network run-time, and use
them as the HSL. This increases the WSN dependability by preventing communication
in noisy channels.

This chapter introduces ETSCH, an Enhanced version of the TSCH protocol that uses
dynamic channel whitelisting. ETSCH uses a Non-Intrusive Channel-quality Estimation
(NICE) technique to measure the quality of the IEEE 802.15.4 frequency channels. NICE
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performs frequent channel samplings without applying any change to the protocol and
does not require non-standard hardware. ETSCH also uses a secondary hopping se-
quence list to increase the transmission reliability of the Enhanced Beacon (EB) packets
that are transmitted by the coordinator to set up the network. These techniques improve
reliability of the TSCH protocol, by adaptively selecting a subset of low-noise channels
for hopping.

ETSCH is centralized and is mainly done by the coordinator of the network. Con-
sidering that interference conditions at each node only affect packet receptions at that
node, this technique is mainly preventing interference for packet receptions at the co-
ordinator. In an automotive WSN, the interference conditions at different nodes of the
network may be different on some channels. Accordingly, we propose a Distributed
Channel Sensing (DCS) technique to estimate quality of the employed channels in all
the nodes, and collect these quality assessments at the coordinator. The results are com-
bined with the NICE results, to select a list of low-noise channels over the entire network
area. In this chapter, we present DCS together with ETSCH, and call their combination
ETSCH+DCS.

We use two sets of lab experiments with controlled interferers to evaluate ETSCH and
ETSCH+DCS. In addition to the lab experiments, performance of the ETSCH technique
is evaluated under realistic automotive scenarios, using the real-world interference data
sets presented in Chapter 3. Experimental and simulation results show that ETSCH
improves reliability of network communications, compared to basic TSCH and the state-
of-the-art solutions. In some experimental scenarios, NICE by itself has been able to
increase the average packet reception ratio by 22% and reduce the length of burst packet
losses by half, compared to the plain TSCH protocol. Further experiments show that
DCS can reduce the effect of hidden interference (which is not detectable by NICE) on
the packet reception ratio of the affected links by 50%.

This chapter is based on two publications [72, 74] and is organized as follows. Sec-
tion 4.2 gives an overview of adaptive multi-channel communications in WSNs. The
detailed description of the proposed ETSCH+DCS technique is presented in Section
4.3. Evaluation setup and performance analysis are given in Section 4.4. Section 4.5
analyzes the energy consumption of the proposed techniques. Section 4.6 summarizes
this chapter.

4.2 A Review of Channel Selection in Multi-Channel WSNs

The idea of multi-channel communications using channel hopping is used by a number
of protocols and standards including WirelessHART [68], ISA100.11a [4], and TSCH.
All of these protocols use a time-slotted approach to schedule network communications.
At the start of each timeslot, which is synchronized in all network devices, each device
hops to a new channel by use of a predefined Hopping Sequence pattern (HSL).

One of the enhancements to the channel hopping technique is to limit the used chan-
nels only to channels that are known to be of good quality. This technique is known as
whitelisting; similar, blacklisting is the technique to skip using poor channels. Wire-
lessHART [68] and ISA100.11a [4] protocols are designed for industrial applications
and both use IEEE 802.15.4 radios in the 2.4 GHz ISM band. These protocols use a con-
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figurable HSL at a global scope to control the channel hopping pattern. WirelessHART
uses a channel blacklisting technique in which a user can add the channels that are af-
fected by consistent interference to the blacklist. ISA100.11a uses the history of commu-
nications on each link and based on these statistics, the devices stop utilizing channels
that are noisy for a particular period of time. While these protocols define some mech-
anisms to form and adapt HSL, the TSCH protocol leaves the channel selection task to
the higher layers.

Watteyne et al. [85] show that use of a static whitelist/blacklist can improve perfor-
mance of a TSCH network in nearly static wireless conditions. They try different channel
whitelist sizes for their trace-based simulations and find out that a whitelist with size of
6 reduces the average Expected Transmission count (ETX) by 63%, compared to blind
channel hopping using all 16 channels. ETX is the number of expected transmissions of
a packet to successfully deliver it to the destination. Also, the authors conclude that the
IEEE 802.15.4 channels 11, 15, 20, and 26 are much less interfered by IEEE 802.11 [5]
(Wi-Fi). This is because Wi-Fi networks usually use the IEEE 802.11 channels 1, 6, and
11 which do not overlap with those four channels of the IEEE 802.15.4 standard.

For environments such as vehicles that experience a high level of interference dy-
namism, channel whitelisting/blacklisting needs to be done frequently to track inter-
ference over time. This requires use of an agile mechanism to perform channel quality
estimation and HSL selection at run-time. Li et al. [46] propose an adaptive chan-
nel selection scheme based on the multi-arm bandit problem [33]. The selection of
each channel is formulated as an independent process using packet transmission status
(packet acknowledgement status) and Clear Channel Assessment (CCA) failures on that
channel. In their proposed scheme, the channel selection is done on the transmitter side
of each link. The channel list is transmitted to the coordinator by adding it to the infor-
mation element of the TSCH packet. The coordinator broadcasts the new list of channels
accordingly. Simulation results show that the algorithm is able to track existing inter-
ference on a channel in about 20 packet transmissions. This work does not specify the
central channel selection method that is actually used. Furthermore, the packet trans-
mission status that is used in this work is only available for ack-enabled transmissions,
while real-time and multi-cast communications do not use acknowledgements. Finally,
it is the local interference at the receiver(s) side that affects the communications and
using packet transmission status does not show the interference at the transmitter side.

Gomes et al. [34] propose the Multi-hop And Blacklist-based Optimized TSCH proto-
col (MABO-TSCH). This technique uses the multi-armed bandit optimization for chan-
nel quality estimation at each node, using packet delivery ratio experienced by that
node. The normal data packets and their acknowledgement are used to disseminate
local blacklists to neighbors for negotiation process. Experimental results, with a 40-
node indoor network, show that MABO-TSCH outperforms the default blind frequency
hopping with a 23% higher throughput. This technique is suitable for large scale TSCH
networks in which each node has a few neighbors and negotiation on a local blacklist
does not require a lot of communication between neighbors. Therefore, it is not efficient
to be used for the small and dense automotive networks that we target in this thesis.

Using solutions that only use the history of communications may not work well in
dynamic environments. Because these solutions need prior communications on each
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channel to gain enough knowledge about its condition. Moreover, it would be impos-
sible to detect interference condition changes on a channel after it has been added to
the blacklist. This will reduce the performance of these techniques when the inter-
ference conditions frequently change on each channel. Elsts et al. [26] propose an
adaptive channel selection technique which uses a combination of central whitelisting
and distributed blacklisting. The authors define two types of nodes, i.e. upstream and
downstream nodes. The upstream node, which is the coordinator of the network, per-
forms frequent RSSI samplings in all channels, and provides a channel whitelist without
noisy channels. This HSL is broadcast to the network using EBs. Each downstream
node extracts a blacklist based on the packet delivery ratio of its transmitted packets.
Every time a downstream node wants to send data, it uses the channels that are in the
central whitelist but not in the local blacklist. This technique uses the whole Tx offset
of timeslots for RSSI samplings and therefore it may detect internal interference in the
network as external interference. Also, the RSSI procedure on different channels is not
specified. This technique may also leads to an empty or very small channel hopping
list at some nodes, if local blacklist at each node and the central whitelist share a lot of
common channels. This technique also makes the number of available channel offsets
unpredictable.

To cope with dynamic wireless medium conditions, Du et al. [23] propose the Adap-
tive Time-Slotted Channel Hopping (ATSCH), a dynamic whitelisting/blacklisting mech-
anism using hardware-based Energy Detections (EDs). ATSCH works on top of the TSCH
protocol and reserves two timeslots in each TSCH slotframe to perform energy samplings
on the operating channel of these timeslots. There will be no communications in these
timeslots; therefore the gathered values of energy samplings can be considered as noise
levels on those channels. These sampling results are used by each node to assign a
quality factor to each channel and periodically add the low-quality channels to its lo-
cal blacklist. Nodes share their local blacklists with neighbors so that the sender and
receiver of a link use the share of their blacklists as HSL. This may cause problems for
parallel TSCH communications, as different links may use different HSLs that result in
using the same channel for different channel offsets at the same timeslot. For a small
and dense automotive network, a global HSL can be defined by the Personal Area Net-
work (PAN) coordinator (central coordinator of the network) to solve this problem. This
HSL can be periodically broadcast to all nodes using EBs.

Our proposed ETSCH+DCS mechanism uses hardware-based EDs together with
transmission logs to measure the quality of channels and select the best subset of chan-
nels as HSL. Although ATSCH and ETSCH both use the same philosophy of hardware-
based channel sampling methods, there are several advances in ETSCH.

e ATSCH reserves two timeslots of a TSCH slotframe which results in a reduced
throughput. ETSCH does not use transmission parts of timeslots, and thus does not
reduce the capacity of the network and requires no change to the TSCH schedule.

e The rate of sampling in ATSCH is two samples per slotframe and is directly affected
by the size of the slotframe. In contrast, ETSCH introduces the NICE technique to
perform energy samplings at least two times per timeslot. It thus has a sampling
rate that is at least Lgr times higher than that of ATSCH. This makes ETSCH to
perform better in highly dynamic wireless conditions.
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Figure 4.1: ETSCH+DCS components in the coordinator node

* ATSCH uses all sixteen channels to broadcast EB periodically (containing the HSL)
which may result in EB losses and synchronization loss between nodes. We pro-
pose a new method to broadcast EBs in a TSCH network using a secondary HSL.
This technique uses a small and less dynamic hopping sequence list which contains
the best quality channels. By using this secondary hopping list for EB transmis-
sions, the probability of EB losses is reduced. Jeon et al. [43] propose a technique
to adaptively change the frequency of EDs in ETSCH based on the interference
dynamics. This reduces the energy consumption of ETSCH when power is a con-
straint at the coordinator node.

We also employ a distributed channel quality estimation technique called DCS, using
packet reception and CCA logs, to detect interference at the position of non-coordinator
nodes of the network. Thus, it considers noise at the point of other nodes of the net-
work, which may be invisible at the coordinator node. This is while other blacklist-
ing/whitelisting techniques that use history of communications at the coordinator (such
as [46]) cannot detect and mitigate the existing interference at non-coordinator nodes
of the network. Furthermore, ETSCH uses hardware-based samples to update the as-
signed quality to a blacklisted channel. In communication-based channel quality esti-
mation techniques, it is impossible to detect channel condition changes after a channel
is blacklisted.

4.3 Enhanced Time-Slotted Channel Hopping with
Distributed Channel Sensing

In this section we describe all the components of ETSCH together with the DCS tech-
nique in details. ETSCH components include NICE, HSL whitelisting, and EB hopping
Sequence List (EBSL) whitelisting. We start with a brief overview of the functionality of
all components and their relation, and then we describe each component in detail.
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Figure 4.2: Occurrence of ETSCH components within the TSCH slotframe and timeslot structure
in the coordinator node

4.3.1 Overview

The basic idea of ETSCH is to adaptively select a subset of low-noise channels called
the whitelist, and use it as an input for the channel hopping algorithm. Centralized
whitelisting performs well for automotive WSNs with small area, in which all the nodes
are in the communication range of the coordinator. ETSCH adds three components to
the basic TSCH protocol at the coordinator node. Figure 4.1 shows the placement of
these techniques together with DCS technique within the protocol stack at the coordi-
nator node. Figure 4.2 shows their occurrence within the TSCH slotframe and timeslot
structure. NICE runs every timeslot, DCS@coordinator runs every slotframe, and HSL
and EBSL whitelisting techniques run every whitelisting period. It should be considered
that all of these components are very lightweight and run in the idle part of timeslots,
thus their execution has no impact on the protocol functionality. Algorithm 1 shows
the process of each of these components at the coordinator. Each wireless node in the
network has a DCS component to sense the channel conditions at that node and report
them to the coordinator.

As Figure 4.1 shows, NICE runs in parallel with TSCH on the MAC layer of the
coordinator to extract the quality of all available channels. NICE uses the EDs introduced
in the protocol to measure the quality of each frequency channel. The first part of
Algorithm 1 shows the process of the NICE technique (lines 1 to 8). NICE uses the
silent period in every coordinator timeslot to perform as many EDs on different channels
as possible. Based on the timeslot diagram of the TSCH protocol and considering the
fact that the coordinator is the time source of the network, this silent period is only
available at the coordinator of the network. EDs are performed on successive channels
and after 16 EDs, all the channels are sampled. The result of each ED is used to update
the assigned Channel-Quality Estimation (CQE) to that channel. Figure 4.2 shows the
occurrence of NICE in the silent part of each timeslot.

NICE provides centralized interference detection for ETSCH. It does not address the
challenge that an interferer that is hidden from the coordinator may cause interference
for some of the nodes in the network on some channels. To address this problem, it is
necessary to employ a distributed channel quality estimation technique together with
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ALGORITHM 1: ETSCH+DCS components

Data:

CQE []: an array to store Channel Quality Estimation results of all channels

HSL []: an array to store the main Hopping Sequence List, to be used by TSCH

EBSL []: an array to store Enhanced Beacon hopping Sequence List, to be used by TSCH

NICE (CQE [])

every timeslot do
/* This algorithm allows repetitive channel samplings in each silent period */
while it is the silent period do
ch — (((Ch—11)+1)%16)+11; /* select successive channels in the range of 11
to 26 */
CQE [ch] — EWMAFilter(ED (ch)); /* see EWMA Filter in Equation (4.5) */

end
en dend

DCS@Coordinator (HSL [], CQE []1)
Input: PKT(node_id): Data packet received from device node_id
Data: CC []: an array to store Channel Conditions that are received from different nodes
foreach PKT(node_id) received by coordinator do
\ CC [node_id] — extract channels_condition field from PKT(node_id);
end
every Slotframe period do
foreach ch in HSL do
CCayrg [ch] — average of all channel conditions recorded in CC [] for channel ch;

CQE [ch] — EWMAFilter(CCqyrg [ch]); /* see EWMA Filter in Equation (4.13)
*/

end

Clear CC[];

en dend

HSL_whitelisting (CQE [1), [HSL])

Input: |HSL|: size of Hopping Sequence List

Output: HSL []

every whitelisting period do
HSLeq [1— Ascending sort of channels based on CQE [];
HSL [] — HSLy,4eq [1 to IHSLI];

en dend

EBSL_whitelisting (EBSL [], HSL [1, &)
Input: k: the EBSL entry that was used for the last EB transmission
Output: EBSL []
every whitelisting period do
if EBSL [k] ¢ HSL [0 to 3] A EBSL [k] # 26 then
m=min{h | 0<h<3 A HSL [h] ¢ EBSL}; /* Find the channel which is not in
the EBSL and has the best quality */
EBSL [k] < HSL [m];
end
k — the EBSL entry which is used for EB transmission in this timeslot;
dend

en
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Table 4.1: Default value of some of the timeslot offsets defined in the IEEE 802.15.4 protocol [7].

| Attribute | default value (us) |
macTsTimeslotLength | 10000
macTsCcaOffset 1800
macTsTxOffset 2120
macTsRxOffset 1020
macTsRxWait 2200

NICE. As we show in the following, the mentioned silent periods are only available at
the coordinator of the network. Thus, NICE cannot be used in other nodes to perform
EDs to extract the quality of channels. We use CCA and packet reception status as two
channel quality estimators in other nodes of the network. By using these techniques,
each node declares each channel as noisy or noiseless and includes the results in the data
packets that it sends to the coordinator. Because the status of each channel is a binary
value, transmitting the status of all 16 channels leads only to a 2 Byte overhead. At the
coordinator, the channels’ status field is extracted from all the incoming packets and is
collected by the "Distributed Sensing @Coordinator" component (shown in Figure 4.1).
As Figure 4.2 depicts, at the beginning of each slotframe, the collected data is analyzed.
Accordingly, the assigned CQE to each channel is updated. The process of this technique
at the coordinator node is shown in lines 9 to 20 of Algorithm 1. This DCS technique is
presented in detail in Section 4.3.3.

The output of NICE and the DCS technique, as a single CQE array, is used periodically
by the HSL whitelisting component which runs in the MAC layer at the coordinator node
(lines 21 to 35 of Algorithm 1). The HSL whitelisting component selects a subset of best
quality channels for TSCH, based on the observed wireless conditions. According to the
results of HSL whitelisting, EBSL whitelisting selects a subset of best channels, in a less
dynamic way compared to the HSL whitelisting, to be used for EB transmissions. The
HSL and EBSL whitelisting components are performed periodically once every a couple
of slotframes, so called whitelisting period. Figure 4.2 shows that these two components
are executed at the beginning of the first slotframe of each whitelisting period, after
execution of the DCS component. The results of HSL and EBSL whitelisting is included
into the EB packets and broadcast to the other nodes in the first slot of each slotframe.

4.3.2 Non-Intrusive Channel-quality Estimation

To perform an ED in a frequency channel to estimate its noise level, there should be
no transmissions in the network itself during that measurement. We propose NICE
to perform the EDs on different frequency channels at coordinator and without any
bandwidth cost to the protocol.

As discussed in Chapter 2, to compensate an amount of timeslot phase differences
caused by clock drifts, TSCH defines some timeslot offsets. To extract the maximum
allowed phase difference for default values of these offsets (given in Table 4.1), we in-
vestigate different cases. As illustrated in Figure 4.3(a), if a receiver starts its timeslot
Trorward = 1100 us earlier than the coordinator, it still can receive the packet from the
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coordinator. Also, if a receiver starts its timeslot Tpgcrward = 900 us later than the coor-
dinator, the two nodes can still communicate (Figure 4.3(b)). This value is extracted
by considering the required time for PHY SHR detection at receiver, which should hap-
pen before receiving the MAC packet. Considering the fact that the coordinator of a
wireless network is the main source of synchronization, there is no chance for a de-
vice that starts Tfynqrg = 1100 us before the coordinator to communicate with a device
that starts Tpackward = 1100 us after the coordinator (Figure 4.3(c)). To enable bidi-
rectional transmission between each pair of nodes in the network, as shown in Fig-
ure 4.3(d) and (e), the forward and backward timeslot phase differences should be less

Max _ 7Max  _ : ; :
than T/ % = T eorward = 450 Hs. It means that the employed timeslot synchronization

method should guarantee the synchronization loss to be less than these values in order
to have a connected mesh network.
Each device may start its timeslot at maximum TM® earlier or TM% later than

forward backward
the coordinator. Therefore, from the coordinator perspective, for a Tlﬁ\g?lfwar 4 time period

at the start of each timeslot, there is a possibility of packet transmissions by some nodes
in the previous timeslot. Also for a Zl%‘jfar ; time period before macTsTxOffset, there
is the possibility that some nodes start packet transmissions ahead of the coordinator.
Considering these possibilities, there will be no packet transmission expected in the
network for a Ty, period (Figure 4.4) that can be computed by Equation (4.1). For
the timing defaults of the TSCH protocol, this value is Tyjjen: = 1220 us.
Tyitent = macTsTxOffset — T%?l)fward - I}I‘O/Ir‘;"ard 4.1)
The reference time to declare the silent period is the start of the coordinator’s time-
slot. Thus the coordinator of the network knows the exact start and end point of this
period over time. On the other hand, because of the allowed timeslot phase difference
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between network nodes and the coordinator, non-coordinator nodes cannot have an
exact estimation about the start of the coordinator’s timeslot. It makes it impossible to
determine the silent period at those nodes. To perform an ED in a network and have
an estimation about the noise level of the channels, there should be no transmissions in
the network during these measurements. Therefore, we use this silent period in each
timeslot to perform EDs, only on the coordinator device.

A wireless device can be receiver, transmitter, or an idle node during a timeslot. Ac-
cording to this, EDs during the silent period in the coordinator device can be divided
into three types. If the coordinator is a receiver, it should finish the ED process within
the macTsRxOffset period. The overlap of this period and the silent period can be used
for the ED process. When the coordinator is a transmitter, this period will be the over-
lap of macTsCCAOffset and the silent period. The whole silent period can be used for
performing EDs when the coordinator has no Rx/Tx task. Figure 4.4 shows these Silent
Energy Detection (SED) periods. The available ED duration for each type of timeslot
transmission can be computed as Equations (4.2), (4.3), and (4.4).

ngD = min(macTsRxOffset, macTsTxOffset — J}It‘%}xard) - T%‘leward 4.2)
TSTED = min(macTsCCAOffset, macTsTxOffset — Tf](\frffard) - T%ﬁfw ard (4.3)
TédElB = Tsilent (4.4)

According to the TSCH protocol defaults, these ED periods will be T§E‘D =570 us,

7L = Tldle = 1220 ps. Each ED takes 8 symbol periods and is the mean of 128 conse-
quent measurements of the signal strength, each lasting for 1 us. To hop to the desired
channel for performing EDs and also get the ED measurements from hardware and per-
forming the quality estimation evaluations, we assume this time to be more than twice
as high, namely Tgp =280 us (the value observed in our experiments is less). There-
fore, a coordinator can perform two EDs in receiving timeslots and three to four EDs in
transmitting and idle timeslots (we consider three EDs for our experiments). Each ED is
done in the channel next to the channel for which the prior ED was done.

Considering the default length of a timeslot as 10 ms and the least number of possi-
ble EDs per timeslot to be two, the minimum channel sampling rate will be 200 samples
per second. Considering the 16 available channels of IEEE 802.15.4 at the 2.4GHz band,
each channel will be sampled about 12 times per second. This sampling rate is inde-
pendent of the slotframe size. Furthermore, NICE imposes no throughput cost to the
protocol, i.e., it is non-intrusive.

Results of the EDs (higher values shows higher noise on the channel) are used to
assign CQE values to each of the channels. To compute a stable estimate of the channel
quality, as the ED measurements may fluctuate, we use an exponential smoothing tech-
nique [32]. This technique is also used by ATSCH to compute CQE values. Every time a
new ED is done in a channel, a new CQE is calculated for it using Equation (4.5).

CQE, (ch) = a(ED™ — ED, (ch)) + (1 - )CQE,_, (ch) (4.5)
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where ED; (ch) is the new ED sample of channel ch and CQE,_;(ch) is the last computed
CQE for that channel. Higher values of ED;(ch) shows higher noise level. Thus, we
subtract this value from the maximum ED value (ED™®) so that lower noise on a channel
(i.e., low ED;(ch) values) leads to higher CQE, (ch) values. Coefficient a, with 0 < a <1,
is the smoothing coefficient that controls the effect of new ED samples on the CQE,. By
selecting small values of @, we obtain stable estimation of channel quality values. Very
small values impose a delay in detection of changes in the quality of a channel though.

4.3.3 Distributed Channel Sensing

Due to synchronization loss caused by clock drifts, it is impossible to determine the
silent period at non-coordinator nodes. Thus, we cannot use NICE to extract quality
of channels in non-coordinator nodes. However a third hop interferer, which is hidden
from the coordinator, may generate interference for some of the other nodes. There-
fore, we employ a distributed channel quality estimation technique called DCS to work
together with NICE as the interference detection block of ETSCH.

The overhead of such a sensing technique should be taken into consideration. Using
channel EDs at non-coordinator nodes (as ATSCH [23]), leads to extra power consump-
tion that is a negative point in battery-powered wireless nodes. We take advantage of
CCA and packet reception status, which are already available and defined in the pro-
tocol, as two parameters representing conditions of each communicating channel. All
of these parameters give an estimation about the channel quality at the point of the
measuring/receiving node, which provides enough information about the existence of
interference at each node. The only limitation of using these parameters is that they
only give information about the condition of the channels that are being used for com-
munications. In other word, the condition of blacklisted channels is not extractable
using these parameters. However, this is not an issue in ETSCH since when a channel is
detected as a bad quality channel and is blacklisted, NICE still measures its quality and
updates the assigned CQE to it. Therefore, if the coordinator realizes that the quality of
a blacklisted channel is better than a used channel, there is a chance for that channel to
be used for communications again.

The CCA is already defined in the IEEE 802.15.4 standard [7], as a part of the trans-
mission diagram in transmitter nodes. As discussed in Chapter 2, CCA can be done
by detecting energy above a threshold (using ED to detect interference from wireless
devices out of the network) or carrier sense detection (detect interference from sensor
nodes in the network or neighbor networks, with the same modulation) or both. Nor-
mally, for a WSN that experiences interference from different sources, those modes with
detecting energy above a threshold work better. This is because carrier sense detec-
tion may miss most of the interference, due to use of different modulations by other
networks, while energy detection can detect interference caused by any type of mod-
ulation. By using these operation modes, for most of the IEEE 802.15.4-based sensor
nodes, it is also possible to read the ED value from the radio after a CCA. Here we only
consider the CCA result, which is a Channel_idle or Channel_busy, but the attached ED
value can also be taken into account to calculate the quality of the channel. Every time
a new CCA is done in node i (before transmitting a packet) in a dedicated slot, a new
Channel Quality CQ; ; is calculated for that channel. We skip CCA in Tx slots with link
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option shared enabled. In these slots several nodes may try to transmit, and CCA is used
mainly to detect and avoid internal collisions. As we want to detect the presence of
external interferences, we only use the results of CCA performed in the dedicated slots
in which only one node may transmit.

As for NICE, we use exponential smoothing to calculate the new channel quality
CQ; ; based on its previous value CQ;,_;. Because CCA results are boolean values, we
use maximum and minimum values of CQ; , as the input data for quality calculations.
Equation (4.6) shows the used formula.

a'CQM* + (1-a)CQ; ;_1(ch) if CCA returns Channel idle

CQir(ch) :{ B'CQMi" + (1-B)CQ, ,_1(ch) if CCA returns Channel busy

(4.6)

Here, CQM%* and CQM'" are two constants which are set to upper and lower values of
CQ; , i.e. 255 and 0, respectively. Coefficient a’ and g', with 0 < a’, p’ < 1, controls the
effect of a Channel_idle or Channel _busy on the computed channel quality, respectively.
We use two different values to be able to give different weights to positive or negative
CCA results. Lower values of each coefficient reduce the effect of a new CCA status
on CQ;, and thus makes the quality estimation more stable over time. On the other
hand, higher values makes CQ;, more adaptive to new conditions. The relation be-
tween these two coefficients shows the expected reliability of communications on each
channel. When o' < ', CQ;, is more sensitive to channel_busy samples compared to
channel_idle samples. Thus, in order to have higher CQ; . values for a channel, the
probability of channel busy occurrence should be lower than channel idle occurrence.
This guarantees a high communication reliability for channels with a high CQ;,. On
the other hand, when o’ > 8, even channels with higher occurrence of channel busy
compared to channel_idle may get high CQ; ; values. This leads to possible use of un-
reliable channels for communications when channels with high CQ; . values are used
for communications.

Packet reception status shows the success or failure of an expected packet transmis-
sion at the receiver side, without considering acknowledgement of that packet. It is
different from the packet delivery status, which can only be extracted if acknowledge-
ment is enabled. To use the packet reception status in our quality estimation technique,
we should be sure that in each dedicated timeslot, there is at least one packet transmis-
sion. Otherwise, a failure in packet reception may mean a failure due to interference or
skipping transmission by the transmitter. We refer a dedicated timeslot to a timeslot with
link option Tx enabled and link option Shared disabled. We assume that even if there is
no data to be transmitted by a source node on a dedicated Tx timeslot, it should send
a keep alive or dummy packet to the assigned destination. As we exclude the Tx slots
with the shared option enabled (these slot can be used for overprovision, association
commands and other sudden traffic), this technique does not affect the functionality of
shared timeslots. It should be considered that in a real schedule the number of ded-
icated slots should be in line with the required bandwidth by the application. Thus,
if a mature slot scheduling mechanism is in place, all dedicated timeslots contain real
data transmission in most slotframes. Therefore, transmission of the dummy packets
are rarely required.
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Considering the default timeslot timings that are specified in the standard, we claim
that if dummy packets contain no payload, and also use the shortest possible MAC
header, they apply no power overhead to the network. Based on the IEEE 802.15.4
standard [7], the PHY header is 6 Bytes and the minimum MAC header which con-
tains frame control, PAN identifier, destination address, source address, and frame
check sum fields is 9 bytes. As defined in the IEEE 802.15.4 standard [7], the re-
ceiver nodes in a dedicated timeslot starts listening at macTsRxOffset= 1020us and waits
for macTsRxWait= 2200us to receive the frame preamble. Considering the transmis-
sion offset which is macTsTxOffset= 2120us, the receiver continues listening for extra
(macTsRxOffset+macTsRxWait) —macTsTxOffset = 1100 us from the expected Rx start time,
to receive the packet. This is due to the possibility of synchronization loss between the
transmitter and receiver. Therefore, if a transmitter has no data to transmit in a dedi-
cated timeslot and skips the transmission, the intended receivers waste a lot of power
in the listening phase.

We estimate the accumulative energy consumption of receiver and transmitter nodes
in both cases of transmitting and not transmitting a dummy packet. If Ty, represents
the duration of the listening period at the receiver and Tr, represents the duration of a
packet transmission, the overall energy consumption (E) of each transmission is

E = ((Rx Tre) + U1x Tr)) % Ve 4.7

where Iz, and I, stand for the radio transceiver current in receive and transmit modes,
respectively. Based on the symbol timing definitions in the standard, transmitting each
Byte takes 32 us. Thus transmitting a dummy packet with PHY packet size of 15 bytes
takes 15 x 32 = 480us. By considering the average synchronization loss between trans-
mitter and receiver as 0s, the receiver keeps the radio ON for only Tr, time after start
of transmission. Considering the fact that for low-power wireless sensor nodes, the
radio current in Rx mode is almost equal or even higher than the radio current in Tx
mode [81](e.g. Atmel ATmega256RFR2 wireless microcontroller [50]), the overall en-
ergy that is consumed for transmission of a dummy packet can be computed as

Egqummy = ((IRx x (480[us] + (macTsTxOffset — macTsRxOffset)) + (Itx x 480[s])) x Vec
~ (Igy x (480 + 1100 +480) [us]) x Ve (4.8)
=2060[us] x Iy x Ve

If the transmitter skips packet transmission at a dedicated timeslot, the overall energy
consumption will be

Eno-1x = ((Irx x macTsRxWait) + (Ix x 0)) x Vg

(4.9)
=2200[us] x Ipy x Vee

The results of Equations (4.8) and (4.9) show that the overall energy consumption
(sum of energy consumed by transmitter and receiver) when we transfer a short dummy
packet is less than the case that no transmission takes place. This energy consumption
overhead is even more visible when there are multiple receivers listening to receive a
packet from a single transmitter (multicast or broadcast transmissions) that transmits
nothing.



4.3: Enhanced Time-Slotted Channel Hopping with Distributed Channel Sensing 59

These energy consumption calculations are for default timeslot timings defined in
the IEEE 802.15.4 [7] standard document. For other timeslot timings, transmitting a
dummy packet saves energy if Egymmy < ENo-Tx- The relation between timeslot offsets
is defined in the protocol document as macTsRxOffset + macTsRxWait/2 = macTsTxOffset.
Having this and Equations (4.8) and (4.9), transmitting a dummy packet saves en-
ergy when (macTsTxOffset — macTsRxOffset) > 960. Actually, this technique also improves
the channel quality estimation accuracy of ETSCH and helps preventing packet failures
caused by using noisy channels. This can lead to energy saving gain even for shorter
timeslot offsets. We suggest transmitting dummy packets when timeslot offsets meet the
mentioned condition. Otherwise, it is the user choice to skip packet reception status to
be used in DCS technique.

Based on the above discussion, when a timeslot is dedicated to a node for packet
transmission and there is no data to transmit, we assume that the node transmits a
small dummy packet instead. Thus, if a receiver node does not receive a packet in a
dedicated timeslot, or there is a CRC error when it receives a packet, this condition can
be considered as a transmission_failure. Otherwise, the packet reception status will be a
transmission_success.

After each (expected) packet reception, we use the packet reception status to update
the assigned quality to the channel that is used for packet reception. It is also possible
to use the Link Quality Indicator (LQI) result which is attached to the received packet
by the radio. Actually, LQI shows the communication quality between two nodes on a
channel, not only the quality of the channel. Considering this, we only take the packet
reception status into consideration. Every time a new packet reception is done in a
channel at node i, a new Channel Quality CQ;, is calculated for that channel using
Equation (4.10).

a'CQMax 4 (1- a)CQ; ;—1(ch) if packet reception succeeds

B'CQM" +(1-B)CQ;,_1(ch) if packet reception fails (4.10)

CQip(ch) = {

Here we use the same technique and coefficients that are used for CQ; ; calculation in
Equation (4.6). This is because both CCA and packet reception status show the success
or failure in using the channel and thus they should affect the CQ; , in the same way.
It is also possible to use different coefficients for Equation (4.6) and Equation (4.10),
as one of them may show the channel condition better than the other according to the
type of interference.

Using the described technique, when a channel is not used in the HSL and there is
no transmission on it, its CQ; ; does not change at all. When this channel is added again
to the HSL, its channel quality value on each node refers to the past and may affect new
channel quality calculations. Therefore, on every node i we reset the CQ; ; value of each
newly used channel in the HSL to a predefined constant value CQ™!. This initial value
should give a chance to the newly added channels to be used for communications. If the
quality of a newly added channel is still bad, it should be removed from the HSL after a
few transmissions.

Because the coordinator is responsible for defining the HSL and distributing it, the
results of the DCS technique at all the nodes should be gathered by the PAN coordinator.
We attach this data to the normal data packets that are transmitted from end nodes
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to the PAN coordinator (unicast and broadcast packets). Transmitting the calculated
channel quality of all 16 channels of each node to the PAN coordinator results in a high
throughput overhead for the network. To reduce this overhead, in each node i we use
a threshold-based whitelisting and apply it on CQ;,. By using Equation (4.11), the
channels that have a quality greater than a predefined threshold 6, are selected as good
channels to be reported to the coordinator.

0 if CQ;,(ch)<6

1 if CQi,(ch) =6 411

CC;(ch) :{

Here, CC;(ch) is the whitelisting result (channel condition) of channel ch at node i.
Threshold 6 should be lower or equal to CQ™. This is because we initially want to con-
sider a newly added channel ch to the HSL, with CQ; ,(ch) = CQ™, as a good channel.

To transfer channel qualities from end nodes to the coordinator, we can use an array
of 16 bits in which each bit refers to the condition of the corresponding channel. This
leads to 2 bytes communication overhead per packet to transmit channel conditions
sensed by each node to the coordinator. This two bytes can be added to the payload of
any layer in the protocol stack, from application to MAC. As we use one-hop communi-
cations to evaluate this technique, here we use two bytes of the MAC payload to attach
this channel quality data to packets towards the coordinator. Note that this technique
is only applicable for the nodes that have traffic towards the coordinator. Moreover,
using MAC payload only works if all the data communications towards the coordinator
are single-hop. Otherwise, for multi-hop networks, this data should be attached in the
upper layers such as network layer. However, the exact attachment mechanism is not
specified here and is an implementation decision. By each packet reception at the co-
ordinator from node i, the CC; report that is attached to the MAC payload is extracted
and is added to a report list. Node ID i is also attached to the CC; value in this list and
there can be only one CC; connected to a node ID. Thus, old CC; values of a node will be
replaced by new values. All the reports in the report list are periodically used to update
the CQE of each channel and then the list will be cleared. Considering a slotframe as a
period in which all the transmissions repeat in the network, we do this process at the
beginning of each slotframe. At first we average the CC; values of different nodes for
each channel to have a global notion of channel conditions in the network area.

n CCi(ch
CCayg(ch) = %’() (4.12)

Here n refers to the number of CC; reports in the report list that is the number of nodes
that sent a channel condition report to the coordinator during the last slotframe period.
After computing the CCgyrg of each channel, we map it into the range of EDs and apply
it to the CQE of that channel (that is continuously updated by NICE), using a predefined
weight y and its previous value as follows:

CQE, (ch) =y CCayrg(ch) (EDM** —EDM™) + (1 —y) CQE,_, (ch) (4.13)

This CQE, value is used as the input of the whitelisting algorithm. Accordingly, DCS
results are combined with NICE results. Thus, when a channel is detected as a bad
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quality channel (due to results of DCS technique) and is blacklisted, NICE still measures
its quality and updates the CQE assigned to it. Therefore, after some time the previously
blacklisted channels get a chance to again be used for communications to check if the
observed interference by DCS is gone. This only happens if NICE realizes that the quality
of a blacklisted channel is better than a channel under use. Re-introducing channels
to the whitelist is crucial for the networks with dynamic interference conditions. In
the following we discuss about the central whitelisting technique that is used at the
coordinator node.

4.3.4 Channel Whitelisting

Whitelisting is performed periodically by the coordinator of the network to select a
subset of good quality channels as the HSL for the TSCH protocol (lines 21 to 26 of
Algorithm 1). The result of NICE and DCS, which are combined as a unique CQE array,
is used as the input of this algorithm.

There are different approaches to do whitelisting, from threshold-based to ranking-
based. To select a proper technique, a few constraints should be taken into account to
do whitelisting for a TSCH network. First, if the whitelist size (JHSL|) is not prime to
the slotframe size (Lgsr), each timeslot only touches a subset of the channels in the HSL,
not all of them. This causes a non-uniform chance of failures for different timeslots
over time, because they may use different subsets of channels with different qualities.
Furthermore, if an allocated link to a timeslot experiences persistent multipath fading
on a channel, due to the use of a small subset of channels for communications of that
link, its packet error rate will be increased. Here we use a fixed size whitelist, but based
on the user requirements it is also possible to use a variable size whitelist with sizes that
are prime to the slotframe size.

It should be considered that smaller whitelist sizes reduce the maximum number of
channel offsets that can be used in the schedule. If more than this maximum channel
offsets are used, two different links assigned to different channel offsets but same times-
lot offset use the same channel for communications. This causes internal interference
and packet losses. Accordingly, smaller whitelist sizes reduce the number of parallel
communications that can be established at one timeslot, and also the overall through-
put of a TSCH network. In threshold-based approaches, the number of channels with
a better quality than a specified threshold may be very low. Thus it may not provide
enough channels to meet a specific whitelist size. On the other hand, by using the NICE
and DCS techniques, we assigned qualities to all of the channels and we can use these
values to sort them. Therefore, we use a ranking technique to select a fixed number of
best quality channels as the HSL for ETSCH. As IEEE 802.15.4 [7] standard suggests to
use a pseudo-randomly shuffled set of all of the available channels for HSL, techniques
such as the one presented by Shih et al. [66] can be used to shuffle the list of chan-
nels without regeneration overhead. The resulting shuffled HSL is used by the TSCH
protocol for the hopping procedure.
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4.3.5 EB Whitelisting

The coordinator device of the ETSCH network periodically uses whitelisting to extract
the best HSL. The HSL and other information of the network such as link allocations
and ASN are disseminated via the EBs defined in the TSCH protocol. We set up the co-
ordinator to broadcast EBs periodically in the first timeslot of the slotframe with highest
priority. Periodic transmission of EBs helps all devices in the network to synchronize
with their coordinator at the start of each slotframe and to be aware of changes in the
network setups.

When a coordinator broadcasts an EB with an updated HSL, there is a possibility of
missing this EB in one or more devices. Using unicast and ACK-enabled communications
for transmitting EBs, comes at a throughput cost to the network. The work in [85]
shows that some of the IEEE 802.15.4 channels are affected less than the others by
coexisting Wi-Fi networks which are the main source of interference on IEEE 802.15.4
channels (i.e., channels 11, 15, 20, and 26). Thus we decide to use a second, less
dynamic, hopping sequence list consisting of a small subset of best quality channels to
disseminate EBs in ETSCH. The EBSL is defined by the coordinator and has a fixed size
of 4. This size is in line with the fact that four 802.15.4 channels typically are less
affected by coexisting Wi-Fi networks, compared to others [85]. We do not limit the
EBSL to only those four channels though, to ensure that always the best channels are
selected. Therefore, the operating channel to transmit an EB for a given ASN and size
of the slotframe (Lsr) can be computed as:

Channel(EB) = EBSL[|ASN/Lsr| % 4] (4.14)

We update this EBSL in a one-channel-per-period manner every time the main HSL
is updated. In this method, every time the coordinator wants to broadcast an EB con-
taining an update of the main HSL, it only updates the EBSL entry which was used for
the last EB transmission. The process of updating this list is described in lines 27 to
35 of Algorithm 1. This algorithm finds the channel with the best quality, which is not
in the EBSL, then puts this channel in the last used entry of the EBSL. This updating
method reduces the possibility of burst EB losses in a joined device by only using best
quality channels. Hence, when a device misses an EB which contains an updated HSL,
it has a high chance to receive it in the later slotframes and synchronize its HSL to the
network.

Timeslot phase difference caused by clock drift between a device and the coordinator
can lead to disconnection of the link between them. This leads to burst EB losses even
when the EBSL is the same at both. To solve this problem, we take channel 26, which
is a non-overlapping channel with Wi-Fi, as a permanent member of the EBSL. This
channel is considered to be the least noisy channel in urban environments. Every time a
joined device experiences a burst EB loss equal to a predefined number Npy, it considers
this situation as a synchronization loss caused by timeslot phase difference and starts a
passive scan on channel 26 to be synchronized again with its coordinator. Because the
size of the EBSL is 4, it is possible for a device to receive an EB on channel 26 after
a maximum time of 4 beacon periods, assuming no packet losses. If packet failures
happen on EB reception on channel 26, the joining device should wait for another 4
bacon periods to again have the chance to receive an EB and join the network.
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Table 4.2: List of Acronyms

| Acronym | Description
ETSCH Enhanced Time-Slotted Channel Hopping
NICE Non-Intrusive Channel-quality Estimation
HSL Hopping Sequence List
EBSL Enhanced Beacon hopping Sequence List
DCS Distributed Channel Sensing

ETSCH+DCS | ETSCH plus DCS
ETSCH-EBSL | ETSCH without EBSL

ED Energy Detection

NG Noise Generator

PRP Packet Reception Probability which is extracted by simulations
PRR Packet Reception Ratio which is extracted by experiments

4.4 Performance Evaluation

We investigated the performance of ETSCH and DCS through various experiments and
simulations. For the experiments we use Atmel kits [50] introduced in Chapter 2. We
also exploit some controlled noise generators to mimic the out-of-car interference in au-
tomotive WSNs. In reality, an IEEE 802.15.4 network may observe interference on multi-
ple adjacent channels from a coexisting Wi-Fi device. Accordingly, each noise generator
provides controlled interference by transmitting dummy packets on a pair of adjacent
IEEE 802.15.4 channels. To implement this mechanism, a noise generator transmits a
short packet on a channel and immediately hops to the paired adjacent channel. This
process is done continuously to generate interference on both the paired adjacent chan-
nels only by one noise generator. Furthermore, each noise generator is programmed
to hop to different pairs of adjacent channels within predefined periods to mimic the
out-of-car interference dynamism.

The DCS technique is proposed for situations where there is an interference source
around the network that is hidden from the coordinator. Actually, when there is no hid-
den interference source, the DCS technique has no effect on the channel whitelist, and
whitelisting only follows the output of NICE. Based on this, we define two evaluation
sets to study the performance of 1) the ETSCH technique without any interference hid-
den from the coordinator and 2) the ETSCH+DCS technique under existence of hidden
noise. In the first evaluation set, we compare the performance of ETSCH with ATSCH,
and basic TSCH using experiments and simulations. For the second evaluation set, we
use experiments and focus on the performance evaluation of the DCS technique, in
presence of hidden interference which is not detectable by NICE. Because DCS is an ad-
ditional technique on top of ETSCH, we also perform the same experiments for ETSCH
as well as TSCH to compare the results.

We introduced a number of acronyms during description of the proposed techniques
in this chapter. To ease the understanding of the analysis, Table 4.2 gives a list of used
acronyms in this chapter and their descriptions.
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4.4.1 ETSCH Performance Evaluation

This subsection evaluates the performance of ETSCH (skipping the DCS technique) in
comparison with other channel quality estimation technique called ATSCH and also the
TSCH protocol. Since co-channel wireless interference is the main source of packet er-
rors in urban networks, whitelisting can reduce this negative effect by using good quality
channels. The level and also dynamism of interference can affect the performance of
the whitelisting technique. To test the performance of ETSCH, we use experiments with
controlled noise generators as well as simulations with real-world in-vehicle interfer-
ence on IEEE 802.15.4 channels. We try different interference scenarios with different
levels and dynamism of interference for the network under test.

Lab Experiments, Setup and Analysis

For the experimental evaluation of ETSCH, we use a mesh TSCH network with seven
devices and one PAN coordinator. Motes are distributed in random places in a 10 m x
10 m office workspace. We use a wider area for our experiments, compared to an in-
vehicle network in a truck. This is because due to obstacles (such as body of the car and
passengers) in an automotive testbed, quality of links are usually lower than an office
workspace. Instead of obstacles, we use longer distances between motes to reduce the
link qualities in the experiments. We ran the experiments using a complete ETSCH with
NICE and EBSL, and also a reduced version of it without the EBSL, called ETSCH-EBSL
(ETSCH minus EBSL) in this section for ease of reference. ETSCH-EBSL uses the basic
HSL with all 16 channels to transmit EBs. This allows us to investigate the impact of the
EBSL on the performance of the network. We also implemented ATSCH [23] on top of
our TSCH implementation to use it for our performance evaluations.

Slotframes of size Lgr = 11 are used in the experiments to be prime to the hopping
sequence list size of 8. The first timeslot is allocated to EB transmission by the coordi-
nator; 7 other timeslots are allocated to the end devices to transmit their packets of size
100 bytes. The three last timeslots are idle. Since ATSCH needs two more timeslots per
slotframe to perform EDs, we use two of the three idle timeslots for it. Each experiment
lasts for 6000 slotframes, thus each mote broadcasts 6000 packets in an experiment.
All motes listen to all the timeslots for packet reception from other motes. Doing this,
we can extract the quality of all available links in the network, as we build a full mesh
network.

To simplify multiplications in all the used exponential smoothing equations, we use
bitwise shift by using values of a power of 2 for all the used coefficients. This minimizes
the processing overhead on the sensor nodes. We run a number of experiments with
different « values to find a proper value. A value of a around 0.1 was found to have the
best results. Thus, @ =273 = 0.125 is used for experiments. The value of other parameters
used in this experiment is shown in Table 4.3.

We consider four interference scenarios in our experiments; high, medium, low, and
no interference. In the no interference scenario, we run the experiments without any
controlled noise generator to see the cost of periodic HSL changes on the performance
of our mechanism. Table 4.4 provides a short description of each scenario.

As shown in Chapter 3, a WSN in a moving car constantly experiences interference
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Table 4.3: Setup for basic ETSCH evaluation

| Parameter | Value | Description
a 1/8 Exponential smoothing exponent for NICE
Tx power 0 dBm Transmission power of sensor nodes
Packet size 100 Bytes | Size of the data packets at MAC layer
|HSL| 8 Hopping sequence list size
|EBSL| 4 Enhanced beacon sequence list size
Lsp 11 slotframe size (number of timeslots per slotframe)
Whitelisting period | 10 Whitelisting period in terms of slotframe duration
Npgp, 5 Number of burst EB losses to do re-synchronization

Table 4.4: Interference Scenarios

Scenario | Noise behavoir \

No interference no controlled NG

noise on 2 channels (1 NG),

hop every 20 seconds to new channels
noise on 6 channels (3 NGs),

hop every 20 seconds to new channels
noise on 6 channels (3 NGs),

hop every 5 seconds to new channels

Low interference

Medium interference

High interference

from different sources (e.g., Wi-Fi networks). Assuming that each interference source is
visible over a range of up to 50 meters, and this car moves with a speed of 36 km per
hour, each noise source would be visible for 5 seconds. Our high interference scenario
models this kind of interference when there are three interference sources visible at any
time which each generate interference on two IEEE 802.15.4 channels. For the medium
interference scenario, we consider lower mobility of vehicles which leads to increasing
the visibility duration of each interference source. Thus, we have lower dynamism of
interference in this scenario. In the following, we analyze the results of this experiment
set for different interference scenarios.

Figure 4.5 shows the average of achieved PRR of all links in the network for different
mechanisms and interference scenarios. Both versions of ETSCH provide better PRR on
average in comparison to TSCH and ATSCH, when the network experiences dynamic
interference. This shows the effect of highly adaptive channel quality estimation that
is realized by NICE, which selects the best quality channels for hopping. As depicted
in Figure 4.5, ATSCH performs almost the same as basic TSCH. There are two reasons
for such a result: 1) The rate of channel samplings by ATSCH is much lower than for
ETSCH. Therefore, it can only deal with very low interference dynamics, and cannot
detect and follow the highly dynamic interference (which exists in in-vehicle networks).
This leads to increasing packet losses when noisy channels are also selected to be used
in the HSL. 2) ATSCH does all the samplings in one timeslot every slotframe. Our NICE
technique spreads channel samplings over a slotframe and therefore it can detect noisy
channels better.
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Figure 4.5: Average achieved PRR of different mechanisms for different interference scenarios

Figure 4.5 also shows that using an EBSL to disseminate EBs improves the PRR of
ETSCH compared to ETSCH-EBSL in all the interference scenarios. This is because
it reduces the possibility of EB losses, and accordingly HSL mismatches between the
coordinator and nodes.

To better investigate the behavior of different mechanisms, Figure 4.6 shows the
distribution of average PRR of all links in the network over a window of 500 trans-
missions, for the different mechanisms and scenarios. The results show that using an
EBSL generally leads to a lower standard deviation in the PRR results. This guarantees
a higher reliability level for the links. Figure 4.6(a) shows that for the scenario with
no controlled noise generator, the standard deviation of ETSCH-EBSL results is higher
than that for TSCH. This is because TSCH always uses the same HSL for hopping, while
ETSCH-EBSL may use different sets of channels as the HSL, due to detecting low noise
on some channels. In the case of missing one EB by a node, which can be due to tran-
sient interference or multipath fading, there is a possibility of HSL mismatch between
that node and other nodes in the network. This situation leads to packet drops on in-
coming and outgoing links of this node, which is due to using different channels by the
source and destination on the link. It continues until the node detects this mismatch
and synchronizes its HSL with that of the coordinator. This synchronization may take
a few slotframes and reduces the PRR of those links for that time window. By using
EBSL in ETSCH, after missing one EB by a node, it still has the chance to receive the
EB on the next 3 slotframes and synchronize its HSL with the coordinator. This reduces
continuous packet losses on each link and thus provides a higher PRR as well as a lower
standard deviation in the results of ETSCH for scenarios with interference.

Figure 4.7 illustrates the distribution of maximum length of burst packet losses over
a window of 500 transmissions, considering all links of the network in each mechanism.
This shows the continuity of correct service of all links in the network, in which any
link may be a candidate to be used for dedicated communication in the real-world net-
works. Furthermore, we extract the maximum length of burst packet losses in windows
if 500 transmissions. Thus, for each link we have 12 values of maximum length of burst
packet losses (6000 packet transmissions for each node). This shows the occurrence
of communication problems during time on each link and helps to better perceive the
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Figure 4.6: PRR distribution of all network links, over a window of 500 transmissions, for differ-
ent mechanisms and different interference scenarios.

performance of communications.

Figure 4.7(a) shows the measured results for the no interference scenario. Compared
to basic TSCH and ATSCH, for both versions of ETSCH there is a slight increase in the
maximum length of the burst packet losses in absence of interference. Due to the higher
number of channel samplings by ETSCH, it experiences fast changes of the assigned
quality to channels caused by small quality variations. This leads to more frequent HSL
changes for ETSCH that lead to a higher chance of HSL mismatch between each device
and coordinator. By considering the outliers in this scenario, which are the bottlenecks
for maximum length of burst packet losses, ETSCH still outperforms TSCH and ATSCH.

For the second interference scenario (Figure 4.7(b)), plain TSCH has maximum burst
packet losses with a median length of two. This is because TSCH hops over all channels
and there are only two adjacent channels with interference which cause packet losses.
ATSCH has no gain compared to the results of TSCH. The reason is the slow channel
quality estimation process, which causes some delay in detecting noisy channels and
some packets to be lost. Both versions of ETSCH follow the dynamism of interference
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Figure 4.7: Maximum length of burst packet losses of all links over a window of 500 transmis-
sions, for different mechanisms and different interference scenarios.

faster, and thus result in smaller median value of burst packet losses. Considering the
outliers, ETSCH-EBSL experiences occasional burst packet losses with higher length,
compared to ATSCH. This is due to more frequent HSL changes that cause HSL mis-
matches between devices and the coordinator when there is an EB loss. However,
ETSCH can reduce this kind of burst packet losses by using the EBSL, synchronizing
the HSL in a more reliable way.

Figure 4.7(c) shows that when the number of noise generators increases to three
(6 noisy channels), TSCH and ATSCH experience higher median value and a wider
distribution of the maximum length of burst packet losses. For TSCH which always
uses the same HSL for hopping, having more noisy channels increases the possibility of
using consecutive noisy channels for transmissions on a link. For ATSCH which has a
slow interference detection process, using noisy channels in the HSL and HSL mismatch
between nodes and the coordinator, due to EB losses, are causing bursts. ETSCH-EBSL
decreases burst packet losses by performing more channel samplings and thus detecting
noisy channels faster than ATSCH. ETSCH has even lower maximum length of burst
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packet losses with less deviation, because it reduces EB losses which are the source of
HSL mismatch between nodes.

For the high interference scenario (Figure 4.7(d)), all techniques except ETSCH per-
form almost the same as plain TSCH. This is because of highly dynamic interference
which causes EB losses and problems for HSL synchronization between coordinator and
devices. Even in this scenario, ETSCH decreases the maximum length of burst packet
losses compared to other mechanisms (for median value, normal distribution, and out-
liers). This is done by keeping the network nodes synchronized, using best channels to
transmit EBs.

Simulations with Real-World Interference Data

We implemented the functionality of ETSCH and ATSCH on top of the Matlab TSCH
simulation framework that is presented in Chapter 3. We use the reported data sets of
different scenarios to evaluate the performance of our technique under real-world inter-
ferences. Because these data sets show the interference at one point in a car, simulations
are only valid for the communications towards one node. Therefore, we consider a star
TSCH network with a number of nodes and one PAN coordinator, where each node has
a link towards the coordinator. We consider the same distance of 3 meters between all
the devices and the coordinator, path-loss exponent of 3.5, and transmission power of 0
dBm.

As for the lab experiments, slotframes of size Lsr = 11 are used in the simulations.
The first timeslot is assumed to be used for EB transmission by the coordinator to broad-
cast HSL (and EBSL). The other timeslots in each slotframe are dedicated for transmis-
sion of packets (with length 100 bytes) by the network nodes (10 nodes in TSCH and
ETSCH simulations and 8 nodes for ATSCH simulation) to the coordinator. In ATSCH,
the last two timeslots of each slotframe are used for performing EDs. Based on the
length of available data sets, each simulation lasts for 300 seconds. Thus, there are
30000 timeslots in one simulation. Other parameters are configured as in the previous
experiments (Table 4.3).

The channel offset, which is used for a TSCH slotframe, can affect the communica-
tion performance. This is due to the possible periodic behavior of a noise signal on a
channel. Because a network can define multiple slotframes with different channel off-
sets, we consider all possible parallel transmissions on different available channels to
compute the PRP of each timeslot. Accordingly, for each timeslot we compute the PRP
of transmissions on all available channels in the HSL and then use the average of them
as PRP of that timeslot.

Figure 4.8 shows the simulation results for different mechanisms and different inter-
ference scenarios. Five interference scenarios are considered; i.e., Wi-Fi and Bluetooth
file transfer between two devices in a car, driving along a road near some apartments
and an office area downtown, and a lifelike scenario which is a mix of the Wi-Fi, Blue-
tooth, and downtown scenarios. As the results show, ETSCH outperforms ATSCH and
TSCH in term of PRP, in all scenarios. For a scenario like Bluetooth, where interfer-
ence affects almost all the channels, using a whitelist is not much effective. This is
because interference is distributed almost uniformly over all channels and whitelisted
channels perform almost the same as blacklisted channels. For other scenarios, in which
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Figure 4.8: Average and distribution of PRP over the 300 seconds of simulation together with
achieved throughput in term of the total number of timeslots with successful packet
transmissions, for different mechanisms and different interference scenarios.

the distribution of interference over channels is not uniform, both ATSCH and ETSCH
techniques perform better than the plain TSCH. While ETSCH outperforms ATSCH in
terms of the average PRP in these scenarios, it also has a lower standard deviation,
which shows its continuity of correct service over time. For the Bluetooth scenario,
both ETSCH and ATSCH have a higher standard deviation of PRP compared to TSCH.
This is because Bluetooth also uses a channel hopping scheme, together with an adap-
tive channel whitelisting. This causes the coexisting ETSCH network to perform good
when whitelists of Bluetooth and ETSCH are not overlapping, and to perform bad when
whitelists are overlapping.

Figure 4.8 also depicts the total number of timeslots with successful packet trans-
missions to give an estimation of the achievable throughput. This value is calculated
based on the number of available timeslots for communications and the computed av-
erage PRP for each scenario. ATSCH has a lower throughput than the plain TSCH in
all scenarios. This is due to the overhead of idle timeslots that are used by ATSCH for
channel estimation. On the other hand, ETSCH increases the throughput of the network
by increasing the PRP, while NICE has no throughput overhead.

To study the PRP over time, Figure 4.9 shows the interference impact on the PRP
of different mechanisms with zero to three retransmissions, for the lifelike (mixed) sce-
nario presented in Chapter 3. This figure confirms the results of Figure 4.8 and also
shows that, depending on the interference conditions, PRP may changes a lot over time.
As Figure 4.9(b) shows, ETSCH detects noisy channels at the beginning of the simu-
lation very fast (about 1 to 2 seconds), while it takes about 10 seconds for ATSCH to
detect the noisy channels and follow interference. Compared to the plain TSCH, the
whitelisting techniques used by ATSCH and ETSCH may provide a considerable increase
in average PRP in some periods of time (e.g., time 100 sec. to 160 sec.). This increase in
PRP may also be very low in some periods (e.g., time 200 sec. to 250 sec.). This behav-
ior highly depends on the number of noisy channels at each point of time, which makes
whitelisting very effective when the distribution of noise over different channels is not
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(b) Moving average of PRP over a window of 500 timeslots, for different mechanisms and number
of retransmissions.

Figure 4.9: Effect of the mixed lifelike interference on the IEEE 802.15.4 channels and perfor-
mance of different mechanisms under this interference, extracted by simulations.

uniform. It is also possible that the used whitelisting technique performs worse than
the basic TSCH for short periods of time (e.g., ATSCH at time 230 sec.). This happens
when the set of noisy channels changes quickly and overlaps with the selected whitelist.
Thus, there will be packet errors until the new noisy channels are detected and a new
whitelist is picked.

Figure 4.9(b) also shows the effect of retransmissions on the reliability of communi-
cations. To simulate Ng.ry > 0 retransmissions of a packet, we consider every Ngery + 1
consecutive timeslots (starting from timeslot 7) for transmission of one packet and cal-
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culate the PRP of those timeslots using Equation (4.15).

NReTx k-1 .
PRP},. =PRP"+ Y |PRP"™*Fx [T(1-PRP™) (4.15)
k=1 i=0

As it is shown, retransmissions considerably improve the PRP of the communications for
all techniques. While employing more retransmissions improves the reliability of com-
munications, it also increases the latency of communications. This is because a packet
should be buffered until the next assigned timeslot to it to be retransmitted. Thus, ac-
cording to the latency requirements of the application and also the TSCH schedule, the
number of allowed retransmissions is usually limited. Figure 4.9(b) shows that ETSCH
with one retransmission has very close PRP to the basic TSCH with two retransmissions.
This shows the positive effect of the ETSCH technique on both reliability and latency of
the TSCH protocol. Moreover, ETSCH with two retransmissions provides average PRP
greater than 95% all the time, while basic TSCH and ATSCH still experience fluctuations
of 10% sometimes.

We conclude that real-world interference has a high impact on the performance of
TSCH protocol. Techniques such as ETSCH can improve the reliability of this protocol
under real-world dynamic interference. However, employing retransmission is necessary
to provide higher reliability levels for the network.

4.4.2 ETSCH+DCS Performance Evaluation

In this section we evaluate the performance of ETSCH when DCS is enabled, in presence
of hidden interference from the coordinator. The interference data sets that are intro-
duced in Chpater 3 are only for a single point in a car. However, for our evaluations in
this section, we need interference at multiple points to simulate the hidden interference
problem. Therefore, we conduct experiments for DCS performance evaluations, and
skip simulations in this section.

Evaluation Setup

We use a mesh TSCH network with four devices and one PAN coordinator for this set
of experimental evaluation. Motes are deployed in an anechoic chamber as depicted in
Figure 4.10(a). These experiments are performed in an anechoic chamber to implement
a scenario with hidden interference. To do this, we used two noise generators with a low
transmission power of -16 dBm. As depicted in Figure 4.10(a), these noise generators
are placed close to each other at a distance of 0.5 m of two end nodes. A signal absorber
wall is placed between the coordinator and these noise generators to prevent a line of
sight radiation path between them. Because there is no reflection in the anechoic cham-
ber, the interference is completely hidden from the coordinator. This placement causes
a level of interference for those two nodes that are close to the noise generators, while
this interference at the coordinator would be almost invisible. Figure 4.10(b) shows a
part of the actual setup, including the coordinator, nodes A and B, and two noise gen-
erators. Using this scenario, we can study the performance of the DCS technique, while
NICE cannot detect this interference at the coordinator point. To study the performance
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Figure 4.10: Node deployment to evaluates the performance of DCS technique on top of ETSCH.

of NICE when DCS is on, we use one noise generator at a transmit power of 0 dBm,
which is visible to all of the network nodes. All of these noise generators use a period
of 20 seconds to hop to new channels, in order to generate dynamic interference.

We ran the experiments for ETSCH with and without DCS. This allows us to inves-
tigate the impact of the DCS technique on the performance channel quality estimation
while there is noise hidden from the coordinator in the network. To have a complete
performance study, we also ran the experiments using the basic TSCH protocol. As
in the first experiment set, each experiment lasts for 6000 slotframes, thus each node
broadcasts 6000 packets in an experiment. Each node also listens to all other timeslots
for packet reception from other nodes.

Parameter Setup

Table 4.5 shows the used values for all the parameters in this scenario. Like what we
did for choosing the value of a in Table 4.3, we run a number of experiments with
different combinations of a’ and g’ values to find a suitable value for them. Because the
optimum values for these parameters depend on the dynamism level of the interference,
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Table 4.5: Setup for ETSCH evaluation

Parameter ‘ Value ‘ Description

a 1/8 Exponent used for increasing CQ

il 1/4 Exponent used for decreasing CQ

Y 1/8 Weight used to apply CCqyg into CQE

0 128 CQ threshold used for DCS

cQinit 180 | Initial value of CQ for DCS

cQMax 255 | Maximum value of CQ for DCS

cQMin 0 Minimum value of CQ for DCS

Lsr 5 slotframe size (number of timeslots per slotframe)

we tried different interference scenarios and picked the values which have the best
results for all scenarios. As it is shown in the table, we pick two different exponents for
CQ calculations at each node for the DCS mechanism (&’ and f'). The exponent that
is used for positive samples (a’) has a lower value than the exponent used for negative
samples (8'). This is because we want to make negative or channel busy samples more
effective in CQ calculation to detect the noisy channels faster. It prevents long burst
transmission failures on a noisy channel by reducing its CQ below the threshold 6 after
a few subsequent negative channel assessments, and report it to the coordinator as a
noisy channel. We consider the value of threshold 6 to be the mean of CQM!" and
CcQMax_ By defining the CQ™! to be greater than 6, an initial chance is given to a newly
used channel to be considered as a good channel, even if a few transmission failures
happen. This is because a newly added channel to the HSL is assumed to be a good
(low-noise) channel.

The coordinator determines the quality of each frequency channel (CQE) based on
the output of NICE as well as the result of the DCS technique. As stated in Equa-
tion (4.13), a weighted average is applied with y as the weight for the DCS result.
Considering that the results of DCS are mapped to the range of ED, and observing that
in our ETSCH experiments the CQE value of each channel was normally in the lowest
1/8 part of the ED range, we pick value of 1/8 for y. Using this value, the effect of NICE
and the DCS technique on the computed CQE of each channel is expected to be almost
the same. Other parameters are the same as for the first experiment set (Table 4.3).

Performance Analysis

We investigate PRR to evaluate the performance of the DCS technique. Figure 4.11
shows the distribution of PRR of all links in the network for different mechanisms. We
included one experiment with the TSCH protocol without any Noise Generator (NG).
This experiment is done to check if the deployed network works fine and the placement
of nodes does not negatively affect the performance of communications between them.
A window of 500 transmissions is used to plot the results. As Figure 4.11 shows, when
there is no noise generator in the network area (TSCH-No NG), the median value for
PRR is 100% and all links in the network are perfect. As depicted in this figure, on aver-
age ETSCH provides better PRR in comparison with TSCH. This is because ETSCH can
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Figure 4.11: PRR distribution (of all links in the network) over a window of 500 transmissions
for different mechanisms in a setup with hidden interference; TSCH without inter-
ference (TSCH-No NG) is given as reference.

detect the visible noise generator and skip using those channels that are noisy because
of it (as confirmed in the ETSCH evaluation of the previous section). The high variation
in the results of TSCH and ETSCH is due to the different interference conditions at the
point of different nodes. For example, nodes A and B experience interference from all
three noise generators, while nodes C and D only are affected by one noise generator.
This leads to a considerable variation in the quality of incoming links to each node and
thus different PRR values for them.

The next observation of Figure 4.11 is that on average, ETSCH+DS provides higher
PRR than ETSCH. This is because the noise that is generated by the two hidden noise
generators on four random channels, only affects the incoming links of nodes A and B
which leads to higher packet errors for these links. The DCS technique reports these
noisy channels to the coordinator to be skipped for the channel hopping process. This
leads to less packet errors and thus higher PRR for the mentioned links which leads to
less variation in the results. Even by using the DCS technique, there is still some packet
loss. These packet losses are due to the detection process of this technique which uses
communication status to see if there is noise on a channel or not. This leads to some
delay in detecting noisy channels.

To better investigate the behavior of different mechanisms, Figure 4.12 shows the
PRR of all incoming links to each node in the network for different mechanisms. The
figure shows that ETSCH provides better PRR than TSCH for all the nodes in the net-
work. This PRR increase is less for nodes A and B compared to nodes C and D. This
is because nodes A and B are affected by the two hidden noise generators and ETSCH
cannot prevent their interference, while for nodes C and D, it is only the visible noise
generator that affects their packet reception, which is handled by ETSCH. The difference
between PRR of TSCH at nodes A and B, which have the same setup, might be due to
the orientation of the noise generators’ antennas which leads to different interference
effects on each of the nodes. This is because of the non-perfect omni-directional anten-
nas of the sensor nodes. The high variation in PRR of ETSCH at each node is due to
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Figure 4.12: PRR distribution of incoming links to different nodes over windows of 500 transmis-
sions for different mechanisms in hidden interference setup.

different distance between each couple of nodes. Because the transmission power of all
the nodes is the same, different distances cause different signal to noise ratios at each
receiver for different links. This leads to different PRR for incoming links to a node. For
example, due to the short distance between A and B, there is a high chance that packets
transmitted by B are correctly received at A, even in presence of interference. This is
while for packets that are transmitted by node C, the greater distance leads to lower
signal power at node A and thus lower signal to noise ratio and higher rate of packet
errors.

In Figure 4.12, for ETSCH+DCS, the PRR of the links to nodes A and B is higher
with smaller variation compared to ETSCH. This shows that the DCS technique detects
the interference hidden from the coordinator at the point of other nodes. As mentioned,
this technique cannot completely resolve the negative effect of those hidden interferers
because it uses normal communications to detect if there is noise on a channel.

As Figure 4.12 depicts, ETSCH+DCS outperforms ETSCH also for incoming links to
nodes C and D which are not affected by the hidden noise generators. The reason is the
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CCA mechanism that is defined in the TSCH protocol. CCA is done before each packet
transmission by each node, to skip transmissions if the used channel is busy. In this case,
the outgoing links from both nodes A and B will skip transmission due to the busy -
channel result of CCA on the channels that are affected by the hidden noise generators.
Thus, the PRR of links from nodes A and B to nodes C and D will be decreased for
ETSCH. This is while the DCS technique reduces the CCA failures at nodes A and B and
thus increases the number of received packets at nodes C and D. In conclusion, DCS is a
useful technique to be used together with ETSCH to improve reliability of the network
and reduce variation in PRR of different links.

4.5 Energy Consumption Analysis

Due to the heterogeneity in power sources of wireless nodes in automotive WSNs, en-
ergy may be an issue only for some nodes and others (including the coordinator which
is connected to the central ECU of the vehicle) use a wire-based energy source from the
vehicle. EDs that are performed by NICE and the two bytes field that is added to each
packet for the DCS technique are the energy consumption overhead of ETSCH+DCS
compared to the plain TSCH. Because NICE is used only by the coordinator of the net-
work and energy may not be a stringent constraint for the coordinator, energy consump-
tion is not a crucial metric in our work. However, to have a comprehensive comparison
between ETSCH+DCS and other mechanisms, we analyze energy consumption.

The energy consumption for a given number of packet communications (Ecomm) can
be extracted by Equation (2.2). Tj., in that Equation is the duration that the receiver
should listen to the medium to receive a packet which on average is

Tiisten = Tx + (macTsTxOffset — macTsRxOffset) = Ty + 1.1ms (4.16)

This is the packet transmission/reception duration plus the duration that a receiver
wakes up before the transmitter starts packet transmission. Here, we ignore the switch-
ing time between different radio states. As the physical layer of the IEEE 802.15.4
standard defines, transmission of each byte takes 32 us. Thus, transmission duration of
a packet with length L4 can be represented as

Trx[ps] = Lpacket [By tes] x 32[us/ Bytes] (4.17)

Since ETSCH+DCS and ATSCH perform a number of EDs per slotframe for channel
quality estimations, they impose energy overhead as well. The energy consumption of
EDs (Ecqr) can be calculated as

EcqelJ] = (Iep x Ngp x Tep) % Vee (4.18)

where Igp stands for the radio transceiver current in energy detection mode and Tgp
represents the duration of one energy detection. Ngp is the number of EDs performed
during a given period.

The expected number of packet transmissions for a successful packet delivery over a
link is equal to 1/PRP. We use this metric to consider the average energy consumption
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Table 4.6: Performance overview of different mechanisms

Mechanism PRP% Expected Energy Overhead
Consumption (mJ)
TSCH 72.5 1.830 no
ATSCH 79 1.692 Two timeslots per slotframe
ETSCH+DCS | 82.5 1.761 Two-bytes per packet

for packet (re)transmissions to deliver all packets to their destinations. Thus, the total
energy consumption of each mechanism is

1
Erechanism = PRP % (Ecomm + EcqE) (4.19)

Based on the ATmega256RFR2 datasheet, Irp = Iy = 12.5 mA, I, = 10 mA, Vi =
3.3V, and Tgp is 128 us. Here, we use the PRP values extracted from simulations of the
lifelike interference scenario (Figure 4.8). Considering that each slotframe consists of 8
timeslots in our experiments (skipping the three timeslots left idle to be used by ATSCH),
the coordinator sends an EB with length L,qcrer = 100 bytes and receives 7 packets with
the same size. With an average of 2.5 EDs per timeslot in ETSCH and PRP = 82.5%,
the consumed energy by ETSCH+DCS in a slotframe is Egyscy+pcs = 1.761 m]J at the
coordinator. TSCH does not perform any EDs and does not have the two bytes overhead
of the DCS technique for each packet (packets with size of 98 bytes). Because it has
a lower PRP of 72.5% compared to ETSCH+DCS, its energy consumption is Erscy =
1.830 mJ which is still more than the consumed energy by ETSCH+DCS. ATSCH uses
two extra timeslots in each slotframe for EDs and has PRP of 79%. Thus, its energy
consumption is Earscy = 1.692 mJ. This is 4% lower than the energy consumed by
ETSCH+DCS in a slotframe, but in this example it comes with a bandwidth overhead
of 20% for the network due to use of idle timeslots for channel quality estimation.
Table 4.6 shows a performance overview of each mechanism.

Again we emphasize that the energy consumption overhead of the channel quality
estimation is only for the coordinator node, which has less energy limitation compared
to the other nodes in the network. Instead, higher PRP provided by ETSCH+DCS leads
to lower number of required packet retransmissions by the end nodes. It means that the
end nodes, which usually have stringent energy constraints, consume less energy when
ETSCH+DCS is applied compared to TSCH and ATSCH.

4.6 Summary

This chapter proposes Enhanced Time-slotted Channel Hopping with Distributed Chan-
nel Sensing (ETSCH+DCS), a mechanism on top of the IEEE 802.15.4 [7] TSCH pro-
tocol that uses a combination of a central and a distributed channel-quality estimation
technique. This mechanism extracts the quality of different wireless channels to select
the channels with the lowest interference as the hopping sequence list to improve the
performance of the TSCH protocol. The central channel measurement technique, called
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NICE, operates at the coordinator of the network and proactively measures the spec-
trum energy in the idle part of each timeslot, when all the nodes in the network are
silent. The energy sampling results are used to assign qualities to wireless channels.
The distributed technique is performed by all the nodes in the network and uses the
CCA results together with packet reception status to estimate the noise level on each
channel. To use the packet reception status as a sign of interference on the communi-
cation channel, it is proposed to send a dummy packet with the shortest possible MAC
header when there is no packet transmission request from the application layer. Based
on the TSCH communication diagram, it is shown that transmitting a small packet con-
sumes less overall energy than not sending a packet, because of reduced idle listening.
The results of the centralized and distributed channel quality estimation techniques are
used to assign a quality factor to each channel. Then, channels with better qualities are
periodically selected as the Hopping Sequence List (HSL) of TSCH.

ETSCH+DCS also uses a small secondary hopping sequence list (EBSL), that consists
of the best quality channels, to disseminate periodic Enhanced Beacons (EBs). These EBs
contain control information of the network such as the HSL. Only one field of the EBSL
is updated per period. The rate of EB losses in the network is reduced compared to using
the regular HSL for broadcasting EBs. Experimental and simulation results show that
ETSCH with NICE and EBSL provides higher packet reception ratios and lower length of
burst packet losses, compared to the plain TSCH protocol and another related approach
called ATSCH. Experiments also show that the DCS technique can detect existing inter-
ference in parts of the network that is not detectable by the centralized NICE technique,
and thus it increases the PRR in those scenarios.

The evaluations show better performance of the techniques proposed in this chapter.
However, simulation results based on the real-world data-sets (presented in Chapter 3)
show that an ETSCH WSN may still face reliability issues during time. This makes
it necessary to employ other techniques to improve the reliability of communications.
One of these techniques is retransmissions at the MAC layer. It should be considered
that each retransmission of a failed packet increases its delivery latency according to
its buffering time. This may lead to invalidation of the data. Accordingly, the TSCH
schedule should be managed carefully to reduce the communication latency. Lower
communication latency enables more retransmissions to be used for delivering a packet,
which increases the reliability of communications. Accordingly, in the next chapter,
we introduce a topology management and TSCH scheduling technique to provide low
latencies for TSCH communications in an automotive WSN.
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Topology Management and TSCH
Scheduling

5.1 Overview

In automotive WSNs the wireless sensor nodes usually are able to communicate directly
with the Personal Area Network (PAN) coordinator. In such a platform, a star topol-
ogy may be used to form the required network. Due to the high density of nodes in
these WSNs, using contention-based MAC protocols may lead to considerable internal
interference though. The TSCH protocol prevents such internal interference by using
time-slotted communications with a predefined schedule. The scheduling task, which is
the assignment of timeslots and channel offsets to the links of the network, is left to the
upper layers in the protocol stack.

The communication schedule has a high impact on the performance of the WSN.
There are several TSCH scheduling algorithms such as [8,13, 25, 44, 55, 56] that aim
at improving reliability and/or latency. These scheduling algorithms usually assume
the network communication topology (which is determined by the network layer) as
their input, and their output differs for different input topologies. When a WSN is
small and dense, a wide range of topologies can be used for it. A suboptimal topology
may lead to larger slotframes that causes higher end-to-end communication latency
(especially when retransmissions are used), or unnecessary multi-hop communications
that lead to higher latency and lower reliability. As an example (see Figure 5.1), using
the TSCH MAC together with a star topology leads to a long slotframe and high packet
delivery latency when the number of nodes is increased. On the other hand, a tree
topology can reduce the slotframe size and accordingly the latency of communications
by enabling parallel communications. This enables more retransmissions to be done
within the required latency limits which leads to higher reliability of communications.
Considering the reliability issue of low-power automotive wireless links due to external
interference (as concluded in Chapters 3 and 4), retransmissions are necessary. This
makes topology management and link scheduling necessary for automotive WSNs.

81
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Figure 5.1: TSCH schedule for a star topology compared to a tree topology (Lgp is the slotframe
size).

In an automotive WSN where all data is sourced or ends up at the main Electronic
Control Unit (ECU), data convergecast is much more problematic than data distribution
from the central node to the end-nodes. This is because for data convergecast, multiple
nodes should send different data packets to a common node (sink node). This requires
transmissions in a sequence to prevent collisions, which leads to high communication
delays. On the other hand, to disseminate data from the central node to the other
nodes in the network, broadcast and/or multicast communications can be used. This
imposes a very low bandwidth and latency overhead to the network. Moreover, all the
sensor nodes in an automotive WSN are usually in the wireless communication range
of the central node and can directly receive the actuation or setup commands from it,
via broadcast messages. This is because high transmission powers can be used at the
central node, as it has a wire connection with the main ECU and power consumption is
not a concern for it. Accordingly, in this chapter, we focus on the data convergecast in
automotive WSNs and the effect of network topology and TSCH scheduling on it.

The goal of this chapter is to minimize the average latency of data convergecast in
an automotive WSN. In order to take advantage of parallel communications of TSCH to
reduce data delivery latency, we propose the Low-Latency Topology management and
TSCH scheduling (LLTT) technique. It is a cross-layer design which picks a proper net-
work topology at the network layer to maximize the TSCH schedule utilization for the
MAC layer. To match the extracted topology with the physical connectivity graph of
the network, an optimized sub-graph isomorphism [28] algorithm is proposed. In the
matching process, the quality of links and power plan of nodes are taken into account.
The resulting network topology graph is used as the input of a light-weight TSCH sched-
ule generator that minimizes the multi-hop communication latency. We moreover use
particular shared timeslots for retransmissions, called grouped shared timeslots, in the
schedule to increase the reliability of the multi-hop communications. Furthermore, a
periodic aggregation technique is exploited to efficiently use the available bandwidth of
multi-hop links.
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LLTT has polynomial complexity and can be run on automotive ECUs with very low
overhead and computation time. It also makes the TSCH schedule and accordingly
behavior of the WSN predictable, targeting automotive applications with predefined
Quality-of-Service (QoS) requirements. Experimental results show that LLTT achieves
higher reliability compared to a star topology when latency bounds are defined for data
validity. For high data generation rates, it provides lower average end-to-end data de-
livery latency, even compared to the TSCH minimal schedule [80].

This chapter is based on publication [77] and is organized as follows. An overview
of the network management and TSCH scheduling techniques for dynamic and dense
WSNs is given in the next section. The two main building blocks of LLTT, namely topol-
ogy management and low-latency scheduling, are introduced in Sections 5.3 and 5.4.
Section 5.5 introduces the exploited aggregation technique and gives an analysis of
latency in the proposed mechanisms. Implementations and experimental setups are
presented in Section 5.6. The achieved results are discussed in Section 5.7. Section 5.8
summarizes this chapter.

5.2 Network Management in Dense WSNs

Network topology and setup have a high impact on the performance of WSNs, especially
for dense automotive networks. The authors of [61] show that under high traffic loads,
congestion plays an important role in the performance of single channel WSNs. Authors
propose to use multiple base stations to mitigate this problem. The authors of [39]
show that using multi-hop networking for data convergecast in a vehicle improves the
performance compared to single-hop convergecast. However, since a single channel
and a contention-based MAC protocol is used in their work, multi-hop communications
together with low transmission powers reduce the local contention in the network. This
is the main reason for the observed performance gain. On the other hand, multi-hop
communications increase the average transmission count, which leads to higher energy
consumption. In [63], authors use extensive real-world experiments and show that
an in-vehicle WSN can be separated into different zones, considering the behavior of
wireless channels and link qualities. Thus, a clustering technique can be used to improve
in-vehicle communication protocols.

In [58], Volvo group trucks technology presents a practical design of an in-vehicle
WSN. They use the IEEE 802.15.4 TSCH protocol [7] as the MAC protocol for their
experiments and show that this protocol is sufficiently robust to host low-to-medium
time criticality. This robustness is due to the use of guaranteed communications and
channel hopping. This work uses a network with only 10 nodes, while vehicles have
the potential to use a much higher number of wireless sensors. For instance, a high end
truck can have around 150 sensors. Assuming that 20% of this number can be migrated
to short range wireless links, we would have a WSN with a node population of around
30 sensor nodes [57]. Compared to single channel protocols, TSCH is a better candidate
for dense networks. This is because TSCH increases the network throughput by enabling
parallel communications on multiple channels. This requires a network topology with
links with different sources and destinations.

The TSCH scheduling task is an NP-hard problem [31]. Thus, all the available
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scheduling algorithms use suboptimal solutions, targeting specific performance param-
eters. For instance, AMUS [44] is a centralized scheduling technique that reserves se-
quential timeslots for the set of links along an end-to-end route to reduce latency of
multi-hop communications. This increases the scheduling complexity for dense net-
works in which the number of neighbors of each node is very high. [92] proposes a
latency-optimal scheduling algorithm for convergecast in WirelessHART Networks. This
technique gets the network topology as an input and, by taking advantage of parallel
slotframes, it finds the shortest schedule for the communications. The authors show that
the network topology affects the scheduling result and the end-to-end communication
latency.

The distributed scheduling techniques such as Orchestra [25] and DeTAS [8] mainly
focus on scalability and cannot guarantee a latency bounded schedule, because global
network information is unavailable. However, some distributed scheduling techniques
target low latency communications. For instance, Wave [69] aims to minimize latency
by reducing the schedule length, using a repeated conflict-free schedule called wave.

All the scheduling algorithms that are proposed for the IEEE 802.15.4 TSCH protocol
(e.g., [8,13,25,30,44,56,69]) require the network topology as an input and have no
control on it. Thus, they cannot guarantee a predefined bound for the communication
latency.

Network topology management is considered a task of the network layer. Topology
management techniques typically aim to find a set of links to construct the network in
order to provide energy efficiency [22,42,48,82], delay bounds [47], and/or handling
node failure [89]. To the best of our knowledge, there is no topology management tech-
nique that takes TSCH parallel communications into account, in order to increase the
TSCH schedule utilization and reduce communication delay. As a cross-layer technique,
LLTT manages network topology based on the number of nodes in the WSN and is able
to provide a prior estimation of the resultant schedule and communication latency.

Using data aggregation for data collection in WSNs may follow a tree-based or
cluster-based approach [29]. In both approaches, an aggregation point (e.g., cluster
head) normally waits until it receives data from a set of active sources and then aggre-
gates the data and forwards it to the sink node [79]. DICA [13] is a distributed data
aggregation technique for single channel networks that uses data aggregation to employ
the available bandwidth efficiently. This technique adjust the network tree formation to
reduce latency for aggregation. In this chapter, we use a periodic aggregation technique
in which a period equal to a TSCH slotframe is used to aggregate data in a subtree root.
This technique manages the packet generation rate based on the available bandwidth in
the TSCH MAC layer.

Allocating shared timeslots in a TSCH schedule for retransmissions to improve com-
munication reliability is proposed in [40]. This technique also reduces the forwarding
delay in a WSN. In the current work, we exploit shared retransmission timeslots and
dedicate each one to a group of links in the network that have the same destination.
This technique reduces the contention on accessing these timeslots by reducing the num-
ber of potential transmitters in each of them. Moreover, it enables allocating them in
parallel over multiple channels.
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5.3 LLTT Topology Management

In this section, we introduce the topology management part of the LLTT technique. LLTT
topology management consists of two steps. LLTT first selects a tree-topology structure
T based on the number of available nodes in the network (right side of Figure 5.2(a)).
This fixed tree structure is designed to provide high parallelism for the TSCH sched-
ule, which leads to short slotframes. Moreover, it reduces the complexity of the TSCH
scheduling algorithm, as the topology structure of the network is predictable. As a sec-
ond step, LLTT topology management maps each node of V (the set of all nodes in the
WSN) to a vertex in T (right side of Figures 5.2(a)-(e). In this process, link quality
and the power condition of each node are taken into account. After selecting the best
topology for the network, the scheduling part of LLTT (presented in the next section)
schedules the defined links in the TSCH context.

Two links n; — n; and n,, — n; are independent iff {i, j} n{m, k} = . This is be-
cause each node can only participate in one transmission or reception at a time. Two
independent links can perform communications at the same time on different channels,
while two dependent links should be serialized. Assuming a star automotive network,
the sink node is one side of all communications. Thus all links are dependent, and par-
allel communication is not possible. To be able to maximally take advantage of TSCH
parallel communications to reduce latency, the number of independent links in the net-
work topology should be maximized. This requires the convergecast network to follow
a multi-hop tree topology, rooted at the sink node. Accordingly, each link in a subtree is
independent of all the links in other subtrees of the network (e.g., in Figure 5.2(e) all
links towards node 2 are independent of links towards nodes 8 and 9).

While multi-hop communication provides more potential parallelism in TSCH
scheduling, it increases the average transmission count in the network. This is because
of packet forwarding that leads to higher energy consumption. Moreover, multi-hop
communication may cause higher end-to-end packet error rates due to persistent inter-
ference. This requires retransmissions at each hop which comes with extra required
timeslots per slotframe and thus higher data delivery latency. To lower these costs, LLTT
limits the number of hops to two. LLTT constructs a two-level tree topology in which
each nodes in the first level works as a router to forward the received data from its chil-
dren to the sink node. Limiting the number of hops to two is in line with the fact that
almost all wireless nodes in an automotive WSN are able to directly reach each other
and a star network can satisfy the connection requirements.

Assume that ST! ¢ V,1 < i < Ngr is the set of |ST!| sensor nodes of the it" subtree,
including the root of that subtree. Ngr is the total number of subtrees in the network.
All the links in a subtree and the link from that subtree heading towards the sink node
are dependent. Thus for ST, there are |ST| links that should be scheduled in serial
timeslots. This is equal to the degree of the root of ST’. Also the Ngr links towards
the sink node are dependent, which makes it necessary to allocate them into Ng7 serial
timeslots. Considering one slotframe to be allocated for links of each subtree, a higher
number of nodes in each subtree leads to a longer slotframe required for it. This in-
creases the time between data generation at end nodes and packet delivery at the sink
node. A smaller Nsr leads to higher average |ST'|, requiring longer slotframes and vise
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(e) Matching after 10 iterations, children of node 9 are added

Figure 5.2: An example of matching in a small in-vehicle network with 11 nodes. Matching is
done based on the quality of physical links in the network to build the network topology with high
communication reliability. For simplicity of the example, all links are assumed to be symmetric.
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versa. Thus, for all 1 <i < Nsr, |ST!| should be as close as possible to the number of
subtrees Ngr. This can be reached through a balanced complete k-ary tree. A balanced
complete k-ary tree [70] is a rooted tree in which each node has k children, except the
last level which can be incomplete as long as the distribution of leaf nodes is balanced.

We aim to find k = Ng7 based on the number of nodes in the network to build a
balanced complete k-ary tree with height of two. As a balanced complete k-ary tree
is a subgraph of a perfect k-ary tree with k(k+1) + 1 nodes, the maximum number of
nodes in a perfect k-ary tree with height of two is k(k+ 1) + 1. The lower bound for the
number of nodes in a balanced complete k-ary tree is equal to the number of vertices of
the perfect (k-1)-ary tree.

kx(k-1)+1<N<kx(k+1+1 (5.1)
Having N as the input, k can be calculated as

] (5.2)

To assign independent links to parallel slotframes of a TSCH schedule, the number
of available channels in the Hopping Sequence List (|[HSL|) is the upper bound for k. If
the number of nodes is higher than what a k-ary tree can support, we build the network
topology with |HSL| subtrees and divide the leaf nodes to all the subtrees equally. In the
remainder, let T be the tree-topology structure derived in this way for a given problem
instance.

After picking a proper tree-topology structure for the WSN, LLTT maps each node in
the WSN to a vertex in that structure. This mapping is based on the physical connectivity
graph of the network that captures link qualities. Sub-graph isomorphism [28] is used to
perform the mapping. We enhanced the VF2 subgraph isomorphism algorithm [19] to
reduce the memory usage. Considering the high connectivity between nodes in a dense
WSN, this algorithms finds a match in polynomial time.

Algorithm 2 shows the high level functionality of LLTT topology management. Be-
sides topology structure T, this algorithm gets the extracted link quality of each link in
the network (LQ) and the power condition of each node (P) as its inputs. Each element
of P holds a value between 0 and 1 based on the remaining battery percentage of the
node (1 shows an wire-powered node). The algorithm maintains a connectivity matrix
G. Each element of G gets a value of {no_link, available_link, used_link, and blocked_-
link}. It is initially filled with no_link and available link values by applying a threshold
to the LQ values. The algorithm further maintains a vector M of network nodes matched
to T. It then starts from the root of T, which is assigned to the sink node of the net-
work (node n; in Figure 5.2(a)). Then it goes through each vertex v of T, connected to
already matched vertices, and finds a match in G.

Figure 5.2 shows some iterations of the matching technique for a simple network
with IV =11 sensor nodes deployed in a vehicle. The physical connectivity graph (af-
ter applying a threshold of 50% on the link qualities) is depicted on the left side of
Figure 5.2(a). For simplicity, the link quality of the two links between each couple of
nodes is considered to be the same in this example. This figure also shows the balanced
3-ary tree (using Equation (5.2) and N = 11) extracted for the depicted network, rooted
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ALGORITHM 2: Network subgraph isomorphism

Input:
T: tree-topology structure
LQ: N x N matrix that contains quality of the links between each pair of nodes in the network
P: vector of length N, contains power condition of each node
Output:
NT: network topology graph
1 M=g;
2 Initialize G from LQ;
3 FindMatch(G,LQ, T,B M, ny);
4 NT =ToTopology(T, M);
/* Merge the tree-topology structure and the assigned node IDs to each vertex of it
into a topology graph */

5 FindMatch(G, LQ, T, M, v)

6 if [M| = N then
7 | return;
8 else
9 v:=NextVertex(T,v);
10 Hll:=¢9;
/* The history of nodes that are matched to v in this iteration */
11 foreach u:=NextMatch(G,LQ,P, M, H,v)do
12 add u to H[J;
13 if IsFeasible(G, v, u) then
14 AddPairedSet(G, M, v, u);
15 FindMatch(G, LQ,T,P, M, v);
16 RemovePairedSet(v, u,G, M);
17 end
18 end
19 end
20 end
21 NextMatch(G,LQ,P M, H,v)
22 u':= M(parent(ve T));
/* The matched vertex of G to the parent of v in T */
23 find u € G such that
24 D weMA(ug H) ;
/* u is not already matched */
25 2) G(u,u') = available_link;
/* There is a physical link from u toward its potential parent */
26 3) degree(u) = degree(v);
/* The candidate u is at least connected with the same number of nodes that is
required for connections of v in T */
27 4) if(u' = sink) then P(u) =1 is preferred;
/* wire-powered nodes are preferred to be used as first level nodes */
28 5) W(LQ(u, u), degree(u), P(w),...) has the maximum value;
29 end
30 return u;

31 end
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at node n;. The sequence of vertices for matching, which is defined by subroutine
NextVertex (), is shown in Figure 5.2(a) as red arrows in the tree topology structure.
This subroutine selects the subtree roots for matching first and then goes throughout
leaf nodes in each subtree. This is because the link between each subtree root and the
sink node is also used for forwarding data from leaf nodes towards the sink node and
has a high impact on the reliability of the multi-hop network.

Using a history vector H, the algorithm keeps track of the candidates that failed to
be matched in the current iteration. As shown in Algorithm 2, a set of rules is defined
to select a candidate match for a given vertex of v e T. The first three rules guarantee
that u is a possible candidate to be matched to v. The fourth rule guarantees the use
of wire-powered nodes in the first level of the topology graph, because they forward
data from nodes in the second level and consume more power than the second level
nodes. Any IEEE 802.15.4-enabled wireless node with wired connection towards the
main ECU of the vehicle (e.g., gateway nodes) gets the highest priority to be selected
as the first level node. The last rule selects the best possible candidate by assigning a
weight to each of them. The weighting function W determines the suitability of a node
to be matched to a vertex and can be calculated as

{(a x LQ(u, u') + B x degree(u)) x P(w)®> if degree(v)>1 5.3)

a x LQ(u, u')/ (B x degree(u) x P(u)?) if degree(v)=1

where coefficients @ and g are to be determined by the user based on the range of link
quality values and platform requirements. For instance, if the application requires very
reliable links, LQ(u, u’) should be given a higher weight than the other parameter. If
the number of wire-powered sensors in a network is less than Ngr, to satisfy rule 4,
some of the first level nodes should be selected from the battery-powered sensors. The
function W gives a high weight to the nodes with higher power levels to be matched
to the first level nodes. By running this algorithm every once in a while (e.g., when
the vehicle is going to be turned on), battery-powered sensors that are used as the first
level nodes will change if there is another sensor available with higher battery charge.
Re-running the algorithm also handles the long-term changes in the link qualities that
are due to changes in the positioning of nodes, obstacles in the environment and the
transmission power of nodes. Short-term changes in link qualities, that are mainly due
to external interference, are handled by the TSCH interference mitigation technique that
is proposed in Chapter 4.

At each iteration of the matching algoeithm, for the current vertex v and the selected
matching candidate u, subroutine IsFeasible () checks whether by removing this node
from G, and accordingly removing all its incoming links and its parent (if the parent has
all its children matched), the graph G still remains connected. Otherwise, u is not an
actual match for v in this iteration. If u is qualified to be matched to v, AddPairedSet ()
adds pair (v, u) to M and applies the required changes to G. These changes include:

1. changing the link between u and its matched parent from available link to
used_link;

2. if visaleafin T (degree(v) = 1), change all the available_link links to and from u
in G to blocked_link;
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3. if the degree of Parent(v) in T is equal to the number of used link links towards
Parent(u) in G, change all the available_link links to and from Parent(u) in G to
blocked_link.

After these changes, the connectivity graph G only keeps the links that still can be used
for matching. Figure 5.2(b) shows the matching process after 3 iterations, when all
parent nodes are matched. Figures 5.2(c)-(e) show the matching process after 6, 8,
and 10 iterations where all children of each subtree root are matched. As depicted,
after matching children of each subtree root, all the blocked_links are removed from the
possible candidate links for scheduling.

The algorithm proceeds to match the remaining vertices of T to the remaining ver-
tices of G by recursively calling FindMatch(). By returning from each iteration of
FindMatch() due to a matching failure, all the applied changes to the graph G in that
iteration are restored by calling RemovePairedSet (). The algorithm finishes when a
complete match (|M| = |T]|) is found in the Nt recursion. Because this algorithm uses
graph G (with four states for each link) to keep track of changes in each iteration, it re-
quires a low amount of memory to execute. The match of T in G is used as the network
graph NT, as input of the low-latency scheduling part of LLTT.

5.4 LLTT Scheduling

The output of the topology management part of LLTT is a two-hop tree network. In this
section, we present the low-latency timeslot allocation for such a tree topology in detail.
Algorithm 3 shows the process of low-latency scheduling. This algorithm allocates all
the links in each subtree and the link from that subtree to the sink node to one slotframe
with a unique channel offset for all timeslots. This is because the links in each subtree
are dependent, while they are independent of the links in other subtrees. The links from
subtree roots towards the sink node are also dependent and should not be parallelized.
Furthermore, a link from a subtree root towards the sink node is dependent on the
links in that subtree. Accordingly, multiple parallel slotframes can be used for links of
different subtrees.
The required Lgr is given to the algorithm as an input. It can be calculated as:

Lsp = Max|degree(v)|v € NT] + (2 x Nrery) (5.4

where Ngery is the number of timeslots required for grouped retransmission in each
subtree. The retransmission timeslots in the first and second levels of the network are
dependent and cannot be parallelized with each other. Thus, the slotframe should be
longer for twice the number of required timeslots for retransmissions in each level of
the network. Ng.1, may be defined by the user or be extracted based on the communi-
cation statistics of the network. Figure 5.3 shows the schedule that is generated by this
algorithm for an example network and Ngery = 1.

We define a grouped retransmission timeslot as a shared TSCH timeslot that is dedi-
cated only for packet retransmissions of all links with the same destination. Assigning
grouped retransmission timeslots in LLTT is based on the subtrees and is done by assign-
ing a number of shared timeslots for possible retransmissions of all links in a subtree.
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ALGORITHM 3: Low-latency schedule generator

Input:

Lgr: slotframe size given by Equation (5.4)

NT: network topology graph

NgeTy: number of desired retransmission timeslots for each subtree
Output:

Schedule: Ng1 x Lgr matrix, holds TSCH schedule
/* Allocate shared timeslots towards the sink node at the end of first slotframe

for i — (Lsg — NRerx +1) to Lgg do
| Schedule[1][i] := [SH,sink_nodel;
end

for sf—1to Ng7 do
/* The timeslot for the link from the current subtree root to the sink node

slot:= Lgg — Nperx —Sf+1;
/* Allocate a dedicated timeslot from the subtree root towards the sink node
Schedulelsf 1[slot ] := [root_of(ST¥),sink_node];

/* Allocate shared timeslots towards the subtree root right before the current
timeslot

fori—1to NReTx do
slot:=slot—-1;
if slot = 0 then
| slot:= Lsg — Npery 5
end
Schedulelsf 1[slot] := [SH,root_of(ST)];
end

*/
foreach n; € ST do

slot:=slot-1;

if slot = 0 then

| slot:= Lsr — NRerys

end

Schedule[sf ][slot] := [n;,root_of(ST*];
end

end

*/

*/

/* Allocate dedicated timeslots for the subtree right before the shared timeslots

Each grouped retransmission timeslot can only be used to transmit packets that are not

acknowledged in their dedicated timeslots.

The scheduling algorithm starts with allocating the last timeslots of the first slot-
frame for the grouped retransmission timeslots towards the sink node (the blue timeslot

in Figure 5.3). Because all subtree roots are possible transmitters in these timeslots,
these timeslots cannot be used for communications of all other links in other slotframes.

Then the algorithm creates a slotframe for each subtree, using the already started slot-
frame for the first subtree. For each subtree, it allocates a timeslot for the link from that
subtree root towards the sink node, together with the links in that subtree. Because
these links are all dependent they are allocated to the same slotframe. Because of the
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Figure 5.3: The TSCH schedule of an example network that is generated by Algorithm 3 (SH
indicates shared slots).
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Figure 5.4: TSCH timeline of one packet transmission in a two-hop route from ny4 to n;.

dependency between the links in the first level of the network, our algorithm uses differ-
ent timeslots for the links from each subtree root towards the sink node (green timeslots
in Figure 5.3).

Considering the example network in Figure 5.3, there is a two-hop path from ny to n;
(sink node). This path requires two sequential TSCH timeslots to establish the end-to-
end connection. As shown in the timeline diagram of Figure 5.4, the end-to-end latency
is equal to sum of the buffering time at the source node (n4) and the intermediate node
(n2). The data buffering time at n, may vary from O to Lsr, while The buffering time
at np depends on the placement of the allocated timeslots for the link in the second
level and the following link in the first level within the TSCH slotframes. To reduce
the buffering time at the intermediate nodes (subtree roots), the timeslots allocated for
the links in a subtree should be before the timeslot allocated for the link from the root
of that subtree towards the sink node. If the timeslot allocation algorithm reaches the
beginning of a slotframe, it continues allocating timeslots for the subtree links from the
end of the slotframe (link 719 to ng in the TSCH schedule of Figure 5.3), as slotframes
repeat over time. Timeslots with already allocated dependent links are skipped in this
process. This puts the allocated timeslots for the links in a subtree as close as possible
to the timeslot allocated for the link from the root of that subtree towards the sink node
in the next repetition of that slotframe.

To reduce the latency also for the failed transmissions during dedicated timeslots,
grouped retransmission timeslots for the links in each subtree (red timeslots in Fig-
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ure 5.3) are allocated between the dedicated timeslots for the second and first levels.
Then the algorithm continues with allocating dedicated timeslots for all the links in that
subtree, before the shared timeslots. Since this scheduling algorithm is based on a pre-
defined topology structure, it has a low complexity compared to other central scheduling
algorithms for TSCH networks.

The LLTT schedule provides guaranteed access to the medium for all links, targeting
reliable and low-latency communications. This is done through parallel TSCH commu-
nications and a reduced slotframe size that increase the frequency of allocated timeslots
to each link, supporting high data rates. A node in the second level of the network
that has a lower data generation rate than the allocated bandwidth, can wake up and
transmit in its allocated timeslots only if there is a packet ready for transmission in its
MAC buffer. Thus, there is no power overhead for these nodes and low latency is still
ensured. However, not all in-vehicle sensor nodes require low latency or high data rate
communications. For those sensor nodes, a super-schedule can be used with a size of
multiple LLTT slotframe sizes. The multiplication factor can be selected based on the
data generation rate of the sensor node and the maximum allowed latency. This tech-
nique minimizes power consumption of the second level nodes and reduces the power
consumption of the forwarding nodes at the first level, as they only listen to the allocated
timeslot every multiple slotframes.

5.5 Data Aggregation and Latency Analysis

LLTT uses topology management and scheduling to provide a collision-free and low-
latency TSCH schedule. Disabling retransmissions, the worst-case packet forwarding
delay in an intermediate node can be expressed as the maximum time difference be-
tween the links in the second level of the two-hop tree and the following links in the
first level (e.g., the time between Rx and Tx at n, in the timeline diagram of Figure 5.4).
This delay, in terms of timeslots, is equal to Lgr. Since the timeslot duration is a constant
in our work, we consider latency in terms of timeslots and do not convert it to time.

As sensory data is often very short, aggregation can be used at the intermediate
nodes in the multi-hop paths to efficiently use the available bandwidth. When aggrega-
tion is used, all the data packets received from the second level nodes are aggregated
with the subtree root’s own data to be sent to the sink node. Aggregation reduces the
number of timeslots in each slotframe needed by the nodes for forwarding data items
received from others. This leads to more efficient use of available bandwidth of each
link. Furthermore, it reduces the average communication latency due to reducing the
size of the slotframe. We use a periodic aggregation at the network layer in periods
of one slotframe. Shorter periods may cause overloading the MAC which increases the
latency due to packet buffering after aggregation. On the other hand, longer periods
lead to higher latencies due to longer buffering time for packets before aggregation.

The aggregation ideally should be done exactly before the allocated timeslot to the
link from the subtree root towards the sink node, in order to lower the forwarding
latency at the subtree roots. This requires a notion of TSCH MAC timing at upper layers
(i.e., network layer), which is not practical. This periodic aggregation may lead to a
delay of maximum Lgr, when a data packet is received exactly after the aggregation at
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Figure 5.5: Analytical worst case packet delivery latency vs the number of nodes in the network
for TSCH schedules of star and LLTT topologies.

the network layer. In this case, the data should wait for one slotframe to be put in the
next packet. Thus, in total, the maximum packet forwarding latency in an intermediate
node is 2 x Lgp.

Considering the data buffering time at the source node (see Section 5.4) and for-
warding delay at intermediate nodes, the maximum packet delivery latency is 3 x Lgp.
Using Equations (5.2) and (5.4), the Worst Case Packet Delivery Latency (WCPDL)
(when retransmissions are disabled) is:

WCPDLyo rerx =3 % Lsr
=3 x Max[degree(n)|n € NT]

V@N-3)-1
(1

(5.5)

<3 +1).

Using retransmission timeslots to increase the reliability of the network leads to
higher data delivery latency in a network. This higher delay has two reasons: 1) longer
slotframes due to retransmission timeslots and, 2) the timeslot gap between the dedi-
cated and retransmission timeslots for the links in the first level of the network. The
retransmission timeslots in the second level are allocated in such a way so that they
cause an extra latency of only one timeslot, due to the longer slotframes. This delay is
therefore covered in the first point.

The dedicated timeslot for the link from the root of each subtree towards the sink
node is the last point of data delivery when there is no retransmission. This is while
with retransmission, the last chance for data delivery at the sink node is the allocated
retransmission timeslot. This costs a latency equal to the gap between the dedicated
and retransmission timeslots for the links towards the sink node which is at most equal
to Lsg — 1. Accordingly, the WCPDL, when at maximum one retransmission is used, can
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Figure 5.6: Experimental testbed with 30 JN5168 [53] wireless sensor nodes distributed over
a car.

be extracted by Equation (5.6).
WCPDLgerx =4 % Lgp—1 (5.6)

Figure 5.5 shows the analytical WCPDL for star and LLTT networks for different
numbers of nodes. As shown, WCPDL in a star TSCH network increases linearly with
the number of nodes in the network, because all the links in the network are dependent.
Using a two-hop network in LLTT, the WCPDL is proportional to the square root of the
number of nodes in the network. This plot also shows the WCPDL when retransmissions
are enabled, and 10% of the slotframe bandwidth is allocated for a maximum retrans-
mission count of one. For a star network, due to the gap between a dedicated and
shared timeslot for transmissions of a link (which is at maximum equal to the Lgr— 1),
retransmissions lead to a double latency compared to star with no retransmissions. LLTT
with retransmissions can still provide a better latency bound compared to star with no
retransmission when the number of nodes in the network exceeds 32.

5.6 Experimental Setups

We set up an experimental testbed of 31 NXP JN5168 dongles [53] in a car (Figure 5.6)
for performance evaluation of LLTT. The transmission power of nodes is set to 0 dBm.
The topology management and scheduling parts of LLTT are done centrally using Matlab
on a host computer that is connected to the sink node (n;) via a UART interface. The
TSCH schedule is distributed by the sink node in an extra timeslot at the beginning of
the first slotframe that is allocated for downstream data (using broadcasts). The sink
node initiates the network as the PAN coordinator, and all nodes periodically generate
data packets to be delivered to the sink.

To provide the LQ matrix for LLTT, initially, the network goes through an identifica-
tion phase. In this phase, each node gets a dedicated timeslot and periodically broad-
casts dummy packets. Accordingly, each node can extract quality of all its possible
incoming links. We use PRR as the quality metric (LQI of incoming packets can be used
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Table 5.1: Experimental setups and their slotframe size

Network Lsp Comment

Schedule size of 6, using Equation (5.4)

LLTT 7 . .
+ One timeslot for EB advertisement

LLTT+ReTx | 7+2 | 2 timeslots for retransmissions

One dedicated timeslot for each node

Star 30+1 . .
+ One timeslot for EB advertisement

Star+ReTx | 31+6 | 6 timeslots for retransmissions
Minimal 1 All timeslots active for Tx/Rx

Orchestra 31 sender-based slotframe

as well). After a predefined number of packet transmissions by each node (200 packets
in our experiments), the sink node collects the results from all nodes and reports them
to the host computer. Because this step is done once and only at the initialization of the
network, the overhead is negligible.

For the used network with 30 sensor nodes and one sink node, the network topology
is a complete 5-ary tree (Nst =5). We consider one third of the nodes as wire-powered
sensors that are placed in different parts of the car. The rest are considered as battery-
powered. The schedule generated by LLTT is broadcast to all nodes by the sink node.
Then the main phase of the experiment starts, in which each node generates and sends
periodic data packets.

As LLTT is a cross-layer design performing topology management as well as schedul-
ing, we use some combinations of known networking and scheduling techniques for our
performance comparison. We use a pure star network with a schedule that dedicates
one unique timeslot to each node. In addition, we built two setups with combinations
of RPL [88] and two TSCH scheduling mechanisms, namely the minimal schedule [80]
and Orchestra [25]. For the TSCH minimal schedule, we use Lgr =1 timeslot (slotted
ALOHA), which leads to 100% duty cycle for all nodes. For Orchestra, we used the
sender-based schedule, which was reported to have the best performance for converge-
cast [25], with Lsr =31 and Enhanced Beacon (EB) slotframe size 53.

We perform experiments with retransmissions enabled and disabled for all the se-
tups. We consider 20% retransmission bandwidth for each link, and accordingly decide
on the number of shared retransmission timeslots for LLTT. For the minimal schedule,
we conduct multiple experiments with different maximum number of link layer retrans-
missions from 1 to 3, and report the best results in terms of latency and reliability. To
reduce contention on shared timeslots in the star network, we assign each shared times-
lot to a group of 5 nodes, based on the retransmission bandwidth. This increases the
size of the star slotframe by 6 when the network consists of 30 sensor nodes and one
sink node. As Orchestra uses a hash of the nodes’ MAC address to assign timeslots to
nodes, there is a chance of allocating the same timeslot for multiple links. Because all
nodes are in the range of each other and have a high data generation rate, this leads
to interfered communications within the network and thus packet failures. The exper-
imental results showed that only few nodes were able to deliver their data to the sink
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Figure 5.7: Average DDR of all links for different latency bounds in an interference-free environ-
ment. Red error bars show the minimum and maximum observed DDRs.

node. Thus, the results for RPL in combination with Orchestra were ultimately not con-
sidered in the performance analysis discussed in the next section. Orchestra is better
suited for larger and lower density networks than the ones considered in this work. The
network setups and their slotframe sizes are summarized in Table 5.1.

5.7 Performance Analysis

We investigate two metrics to evaluate the performance of LLTT, i.e., DDR and end-to-
end latency. In the following, first we analyze the data delivery performance of LLTT,
when different latency bounds are considered for validity of data by the application.
Moreover, to evaluate the effect of shared retransmission timeslots, we performed a
set of experiments in presence of controlled interference. Second, we investigate the
performance of LLTT for different data generation rates.

5.7.1 Data Delivery vs Latency

Figure 5.7 shows the average DDR for different protocols and latency bounds, when the
network is in an interference-free environment. A homogeneous data generation rate
of 2Hz is used for all the nodes. Red error bars show the worst and best DDR for all 30
non-sink nodes in the network. When the applied latency bound is infinite so latency
has no effect on data validity, both LLTT and star networks have a DDR higher than 98%.
By using the retransmission timeslots, DDR is increased to 99.7% for both, while in the
best case, RPL+Minimal has an average DDR of 64% with maximum retransmissions of
one. For higher retransmissions, RPL+Minimal faces high traffic load of retransmitted
packets, leading to even worse DDR and latency.

We use the results of the unbounded latency experiment and apply four latency
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Figure 5.8: End-to-end latency distribution of each node’s communication towards the sink node.
X-axes show the node number and the red lines show the maximum observed packet
delivery latency for all nodes.

bounds of 30, 25, 20, and 15 timeslots duration to it, i.e., 300, 250, 200, and 150 ms for
a TSCH timeslot duration of 10 ms. Each bar in Figure 5.7 shows the percentage of valid
data that is delivered to the sink node within the specified latency bound. As shown, by
reducing the latency bound, there are less valid data packets delivered, especially for
the star network. This is mostly because data has to wait in the MAC buffer of the source
node for the next active timeslot to be transferred. This waiting time varies from 0 to
Lsr. Because the star network has the longest slotframe, it causes higher average latency
compared to others, and thus it is affected more by the latency bounds. This effect is
more visible when retransmission slots are used, caused by the longer slotframes. LLTT
reduces the buffering time at the source nodes by using very short slotframes. Thus,
even for a latency bound of 25 timeslots, both versions of LLIT still deliver the same
percentages of data packets as in the unbounded scenario.

Figure 5.7 shows that DDR of both versions of RPL+Minimal is almost the same
for all latency bounds from 30 down to 15 timeslots. This is because all the timeslots
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Figure 5.9: Average DDR for different latency bounds, in presence of controlled interference on 4
out of 16 channels.

are active for transmissions of all nodes and a generated packet at application layer
can be transmitted at the same slot in the MAC layer. The DDR drop observed when
going from unbounded to the 30 slot latency bound is due to the use of the back-off
mechanism after transmission failures, which cause longer latencies that improve DDR
in the unbounded scenario but invalidate data under latency bounds.

Figure 5.8 shows the achieved latency of each node for LLTT and star networks.
The results confirm the analytical WCPDL (Section 5.5), considering one extra timeslot
at each slotframe for network advertisement. This means that for a higher number of
nodes than what is used in these experiments, LLTT even performs better than the star
network. Another observation of Figure 5.8 is that five nodes in both LLTT experiments
have lower latencies than other nodes. These are the subtree roots which have one-hop
communications towards the sink node, while other nodes have two-hop communica-
tions. Accordingly, the in-vehicle network designer may decide to select the nodes with
more stringent latency requirements as the subtree roots.

Retransmission timeslots are effective when physical layer links are not 100% reli-
able, otherwise they only lead to longer slotframes and higher latencies (Figure 5.8(c)
and 5.8(d)). To evaluate the effect of the shared retransmission timeslots on commu-
nication reliability and latency, we conduct a set of experiments in presence of wireless
interference. We used four interference generators to block 4 out of 16 frequency chan-
nels used for TSCH channel hopping by continuously generating dummy packets. Fig-
ure 5.9 shows the DDR results of these experiments for different latency bounds. Since
75% of the channels are not interfered, 75% of the links are expected to have successful
communications. This is visible for the star experiment (with infinite latency bound),
since all the communications are single hop. Due to multi-hop communications in LLTT
and RPL+Minimal, the average DDR is lower. The high variation in DDR results of each
experiment (red error bars) is because of difference in reliability level of one-hop and
two-hop communications.
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For all the experiments with retransmissions, we set the maximum retransmission
count to one. As observed in Figure 5.9, grouped retransmission timeslots improve
the average DDR about 24% and 20% for LLTT and star network, respectively. For
RPL+Minimal, this improvement is less than 15%. This is because retransmissions im-
pose more contention in the Minimal schedule.

A star network with retransmissions experiences a high drop in DDR when latency
bounds apply. This implies higher average latency. This happens because failed pack-
ets should wait for shared retransmission slots. Longer slotframes due to addition of
retransmission slots is another reason. Retransmission timeslots in LLTT are allocated
in such a way so that they impose the lowest possible latency increase for single and
multi-hop communications. For RPL+Minimal, the latency overhead of retransmissions
is much lower, because all timeslots for transmissions and retransmission can take place
after one back-off period. For very low latency bounds, the performance of the LLTT
and star networks, which use dedicated timeslots, gets closer to the performance of
RPL+Minimal with shared timeslots.

5.7.2 Effect of Data Generation Rate

To evaluate the performance of LLTT under different data generation rates, we picked
five data generation rates (1, 2, 3, 5, and 10 Hz), and performed experiments for each
network type with each data rate. No latency bound is considered for data validity. We
performed these experiments in presence of interference generators. Since the slotframe
size of both versions of LLTT is less than 10 timeslots (for 30 non-sink nodes) and
aggregation is used by subtree roots, it can handle a data generation rate of 10 Hz (one
packet every 10 timeslots). On the other hand, star uses a slotframe size of 31 timeslots
and if more than one packet is injected to the TSCH MAC every 31 timeslots, latency
increases dramatically. In order to prevent this, we use periodic local data aggregation
in the star networks with a period of one slotframe. Higher packet generation rates for
RPL+Minimal lead to higher contention rates and lower performance. This decreases
DDR when retransmissions are disabled, and increases latency when retransmissions
are enabled. We use the periodic aggregation technique for RPL+Minimal with a period
of 3Hz. This reduced contention helps more packets to be delivered per time unit, but
with a higher average latency.

Figure 5.10 shows the average achieved DDR and latency in each network under
different data rates. This figure reveals that both versions of LLTT have almost the same
average end-to-end latency for different data rates. For RPL+Minimal, the achieved
latency increases when increasing the data generation rate. At the same time, average
DDR goes down. This is due to higher contention which increases failure rate as well
as the waiting time for packet (re)transmissions. While aggregation only affects the
packet size and has no effect on the contention rate, for data rates higher than 3Hz,
the achieved DDR is almost the same for both RPL+Minimal setups (with and without
retransmission). In contrast, periodic aggregation increases the average latency with
about half the aggregation period, i.e., 16 timeslots, for data rates higher than 3Hz.
The same happens for the star setup when the data generation period is lower than
Lsr. For star without retransmission timeslots, this happens for data rates higher than
3Hz with a latency increase of around 16 timeslots (Lsr = 31). This is while for star
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Figure 5.10: a) Average DDR and b) average data delivery latency for different networks and data
generation rates, in presence of interference generators.

with retransmission timeslots, this effect is observed for data rates higher than 2Hz with
about 19 timeslots latency increase (Lgg = 37).

As all the communications of LLTT and star use dedicated links, they show almost
constant DDR for all data rates. When shared retransmission slots are exploited, lower
data rates lead to higher DDR. This is because of the lower contention on shared retrans-
mission timeslots that increases the chance of packet delivery for failed transmissions
on dedicated timeslots. For low data generation rates, LLTT with retransmission times-
lots provides similar DDR to the star and RPL+Minimal networks with retransmission,
while it has over 25% lower average latency. Furthermore, for high data generation
rates, LLTT outperforms star with almost 60% and RPL+Minimal with 70% lower av-
erage latency. It shows the ability of LLTT to provide reliable and low latency data
communications for a dense network with high communication loads.
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5.8 Summary

This chapter focused on communications in dense TSCH-based automotive wireless sen-
sor networks in which all sensor nodes send their data to a single sink node in the net-
work. The goal is to reduce the latency of end-to-end communications to enable more
potential retransmissions within the defined latency limits, and accordingly increase the
reliability of communications. Accordingly, this chapter presents Low-Latency Topol-
ogy management and TSCH scheduling (LLTT), a cross-layer design for reliable and
low-latency data convergecast in dense TSCH-based networks. Based on the number of
nodes in the network, LLTT picks a balanced two-level complete k-ary tree as the topol-
ogy structure of the network. This tree-topology structure provides a high number of
independent links, which paves the way for a high degree of parallelism in TSCH sched-
ules. Employing an optimized graph isomorphism algorithm, LLTT extracts a proper
match for the selected tree structure in the connectivity graph of the network. The
extracted network topology is used by a light-weight TSCH schedule generator to find
a highly parallelized TSCH schedule. This schedule generator allocates grouped re-
transmission timeslots among dedicated timeslots to improve communication reliabil-
ity. Periodic data aggregation is used to improve bandwidth utilization. Experimental
results in an in-vehicle testbed with 31 sensor nodes and in presence of interference
generators show that LLTT is able to provide latencies below 250 ms, while it keeps
communications reliable by using retransmissions. Experiments show that even for high
data generation rates, the periodic aggregation technique of LLTT keeps the average
communication latency low.

The proposed mechanism in this chapter used a static TSCH schedule for the auto-
motive WSNs. Dedicating timeslots to the links improves the reliability of the network
by preventing internal collisions. This allocates a constant bandwidth to each link, as
timeslots repeat over time with a periodic pattern. However, due to the spatial and
temporal heterogeneity of automotive WSNs, the required bandwidth by each link may
change over time. Allocating the worst-case bandwidth requirement to a link may lead
to shortage of communication resources and affect the functionality of the network. On
the other hand, a constant bandwidth allocation leads to waste of communication re-
sources when a link requires less bandwidth than the allocated amount. Accordingly,
there should be a mechanism to support this heterogeneity in automotive WSNs and
efficiently manage the available communication resources over time. We address this
problem in the next chapter by proposing a new timeslot type for the TSCH protocol,
which enables on-demand sharing of dedicated timeslots.



Heterogeneity Support in TSCH
Networks

6.1 Overview

Heterogeneity is a native property of automotive WSNs. It exists in different aspects
such as the operation mode of applications, data generation patterns, reliability require-
ments, and medium conditions. For instance, automotive WSNs connect several types
of sensors in a vehicle to a central entity, each type running a different application. This
heterogeneity and the resulting dynamics should be properly supported by the network
protocol stack. Otherwise, it is not possible to guarantee Quality-of-Service (QoS) for
the network, and through this its dependability.

The IEEE 802.15.4 TSCH protocol defines two types of timeslots for communica-
tions, namely dedicated and shared timeslots. An upper layer in the protocol stack uses
these timeslots to design a communication schedule for the network links, based on the
required bandwidth for each link. Considering a network with time-varying data traffic
generation by each node, the bandwidth requirements are changing over time for each
link. This leads to waste of resources when applications are running in non-worst-case
modes. The unused resources in this situation could be used for communications of
other applications by defining proper mechanisms. On the other hand, using shared re-
sources may lead to high contention, when multiple applications are transferring large
data volumes.

In this chapter, we propose a hybrid timeslot that can be used as a dedicated timeslot
for communications by one owner node and as a shared timeslot for all other nodes to
transmit data to the same destination, if the owner node does not use it for transmis-
sion. This is done by performing one or more Clear Channel Assessments (CCAs) by
the non-owner nodes with a small delay; this allows those nodes to detect whether the
owner node skips transmission in that timeslot. The same TSCH Carrier-Sense Multiple
Access with Collision Avoidance (CSMA-CA) retransmission algorithm that is used for
the shared timeslots in the IEEE 802.15.4 [7] protocol is used to manage contention in
accessing the hybrid timeslots. The proposed hybrid timeslot imposes very little change
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to the TSCH protocol and has backward compatibility with it. However, the overhead
of this technique, compared to the basic TSCH protocol, is the need for a little longer
timeslots or shorter maximum size of those packets that are transmitted in the hybrid
timeslots by the non-owner nodes. The reason is that transmissions of non-owner nodes
in a hybrid timeslot start with a small delay due to the delayed CCA.

We performed a set of experiments and simulations to evaluate this technique. Re-
sults show that using hybrid timeslots in a TSCH schedule leads to lower communication
latency compared to only using dedicated or shared timeslots. Moreover, it improves the
reliability of the network by reducing the number of packet drops due to buffer overflow.
Moreover, the average power consumption of packet delivery by using hybrid timeslots
is lower than that of shared timeslots.

The chapter is based on publication [76] and is organized as follows. Related work
about handling traffic heterogeneity in TSCH-based WSNs is surveyed in Section 6.2.
The design details of the hybrid timeslots are presented in Section 6.3. Performance
evaluation setups and results are discussed in Section 6.4. Section 6.5 summarizes this
chapter.

6.2 A Review of Handling Traffic Heterogeneity

The IEEE 802.15.4 TSCH protocol defines two generic types of timeslots, namely dedi-
cated and shared timeslots. Dedicated timeslots are defined to be exclusively assigned
to a specific [transmitter, receiver] couple, called a link. This guarantees that only one
node is transmitting on a specific [timeslot, channel] and there is no interference from
nodes in the network for that communication. Shared timeslots are defined to share the
medium between multiple source-destination nodes through a slotted CSMA-CA mech-
anism. These timeslots are usually used for communications with low bandwidth and
low reliability requirements. The IEEE 802.15.4 standard leaves the scheduling task
to the upper layers in the protocol stack (i.e., a sublayer between network and MAC
layers). Such a scheduler decides on the number of dedicated and shared timeslots for
each link, based on the application data rate and its QoS requirements.

Time variations of application’s specifications and requirements makes the schedul-
ing task very challenging. This is because every change in the application data rate and
its requirements may need changes in the TSCH schedule. On the other hand, changes
in the channel quality can affect the effective allocated TSCH bandwidth to a link, and
require the TSCH schedule to be adapted accordingly. [40] presents a scheduling algo-
rithm that uses shared timeslots for retransmission of different flows in order to satisfy
required reliability. This shortens the slotframe size and forwarding delay by reducing
the number of required dedicated timeslots in each slotframe. Besides using shared
timeslots next to the dedicated timeslots for a link, [27] introduces slot reuse for the
forwarding nodes, by which dedicated timeslots to each node’s indirect children may be
used by the node for upstream data forwarding. Results shows better reliability than
simple timeslot sharing in multihop topologies. However, these techniques may lead to
waste of MAC bandwidth if the data generation rate of an application becomes less than
the dedicated bandwidth allocated to it.

On-the-fly bandwidth reservation [55] is a dynamic scheduling technique that aims
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at adapting the TSCH schedule of a node to its actual bandwidth requirements. This
technique constantly monitors the amount of data being sent towards each of the node’s
neighbors. Then if the data rate changes, it asks the upper sub-layer (i.e., 6top [83]) to
add or delete dedicated timeslots to the schedule. This technique requires continuous
monitoring of application data traffic and negotiation between neighbor nodes, which
results in communication overhead. It imposes continuous changes to the TSCH sched-
ule and has a delay of few slotframe periods to apply required changes to the TSCH
schedule. Furthermore, authors use a constant slotframe length for this setup that may
not satisfy the latency requirements of some applications.

The available dynamic scheduling techniques (e.g., [40], [27], and [55]) dedicate
an initial bandwidth to each link and use different techniques to adapt it over time based
on the changes in the application and/or channel behavior. However, these scheduling
techniques can only use dedicated and shared timeslots that are either available to only
one link or to all links. If a dedicated timeslot in a schedule is not used for transmis-
sions by the assigned link, no other link is allowed to use it until it is removed from the
schedule by the scheduler. The slot reuse technique that is introduced in [27] is only
operational for links under the same routing hierarchy. On the other hand, a shared
timeslot can be potentially used by all links. If more than one link in a neighborhood
uses it for transmissions, all communications fail with a high chance. These restrictions
inspired us to design hybrid timeslots for the IEEE 802.15.4 [7] TSCH MAC to be used
by different schedulers to control the dynamism of the bandwidth requirements at the
timeslot level. Using this new type of timeslot, a scheduler can only consider an aver-
age amount of bandwidth to be allocated for each link and there is no need to add or
remove timeslots at runtime to handle variations in the links’ bandwidth requirements.
In other words, hybrid timeslots take care of dynamic bandwidth requirements in a
heterogeneous WSN.

6.3 Hybrid Timeslot Design for IEEE 802.15.4 TSCH

6.3.1 Background

Our proposed idea of using hybrid timeslots that act as both dedicated and shared times-
lots is inspired by the Z-MAC [64] protocol. Z-MAC assigns two types of transmitters
to a communication slot, namely owner and non-owner transmitters. Based on the type
of the transmitter in each slot, Z-MAC performs a random back-off within a first (for
owner) or second (for non-owners) contention window. After the back-off period, it
runs CCA and if the channel is clear, then it starts transmission. This gives higher prior-
ity to the owner transmitter of a slot compared to the non-owner transmitters. Z-MAC
uses CSMA-CA in each slot and thus, the slot size must be larger than the sum of the two
contention windows, the CCA period and one packet propagation time. However, the
IEEE 802.15.4 [7] TSCH protocol considers no contention period within a timeslot in
order to reduce the timeslot size and increase the bandwidth utilization. Instead, TSCH
uses back-off on timeslots to handle contentions on accessing shared timeslots.

While Z-MAC uses message exchanges to negotiate on the owner transmitter of a
timeslot, we add hybrid timeslots to the TSCH protocol as a new type of timeslots that a
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Figure 6.1: Timeslot diagram for a hybrid timeslot. An owner transmitter follows the default
timeslot diagram, while a non-owner transmitter uses a At delay for communication
offsets.

TSCH scheduler can use for scheduling. We design a diagram for hybrid TSCH timeslots
that follows the basic TSCH timeslot diagram. This diagram enables defining owner
and non-owner access to a timeslot. Only one owner node can be assigned to a hybrid
timeslot to have guaranteed access to it. We dedicate a part of hybrid timeslots for
performing CCAs by the non-owners to check if the owner is active. Thus, the non-
owner nodes can use that timeslot for shared transmissions (as defined in the TSCH
protocol), whenever the owner skips packet transmission in that timeslot.

6.3.2 Design

Figure 6.1 shows the proposed diagram for the hybrid timeslots. It has the same timeslot
timeline as the one defined in the IEEE 802.15.4 TSCH [7] standard for the owner
node, whereas it has a different timeline defined for communications of non-owner
nodes in the hybrid timeslots. In this timeline, a non-owner transmitter wakes up at
macTsTxOffset offset from the beginning of the timeslot. Then, instead of transmission,
it listens to the medium for a At period. This listening period is to detect if the owner
of the timeslot starts a transmission in this timeslot. We use CCAs with mode 3 to do
this. This CCA mode reports a busy medium if it detects a signal with the IEEE 802.15.4
modulation and spreading characteristics or signal energy above a threshold. Using
only one CCA in a very short At period may lead to missing the owner transmission
due to synchronization error between timeslots of the owner and non-owner nodes. We
propose to perform two CCAs, one at the beginning of the Ar period, and one at the end
of it. The first CCA guarantees that if the timeslot of the non-owner starts later than
the owner node and the owner transmits a very short packet, the non-owner still will be
able to detect that packet transmission. Otherwise, the non-owner transmission might
then clash with the acknowledgment of the owner packet. Placing the second CCA at
the end of the At period helps a non-owner to detect transmissions of the owner even if
the timeslot of the non-owner is ahead of the timeslot of the owner. If both CCAs show
a clear channel, a non-owner considers this as skipped transmission by the owner and
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starts packet transmission at macTsTxOffset+At offset. Accordingly, the acknowledgment
process is delayed by At.

The At duration should be defined based on the timeslot synchronization error mar-
gins. As defined in the IEEE 802.15.4 TSCH [7] standard, a receiver node wakes up ear-
lier than the macTsTxOffset for a guardtime (typical value of 1ms, considering preamble
transmission time [75]). This is done to compensate synchronization errors when the
timeslot of the transmitter is ahead of that of the receiver. Also, the receiver continues
listening for a guardtime after the macTsTxOffset, to compensate backward synchroniza-
tion error. Therefore, a guardtime is defined to be the maximum synchronization loss
between two nodes in the network. Accordingly, an owner and non-owner of a hybrid
timeslot may lose synchronization for a guardtime. To enable a non-owner node to de-
tect packet transmissions by the owner, even in the case that it starts its timeslot ahead
of the owner, we need to set At = guardtime. This enables the second CCA in the At
period to still detect transmission by the owner, if the non-owner timeslot is ahead. We
choose the At = guardtime to impose the least overhead to the TSCH timeslots.

If the owner skips transmission in a hybrid timeslot, the receiver should keep listen-
ing for a longer time to receive a packet from one of the non-owner nodes. As the Tx
Offset is delayed for a At in the timeline of non-owner transmitters, the listening phase
at the receiver node should be extended for a At period to compensate that delay. The
default listening duration is defined as macTsRxWait in the protocol, which is equal to
twice the synchronization loss guardtime plus the preamble transmission time. Thus,
the receiver in a hybrid timeslot shall listen for the start of an incoming packet for a
longer time equal to 3 x guardtime plus the preamble transmission time.

Since multiple non-owner nodes may try to use a hybrid timeslot for their trans-
missions, collisions may happen. This is the same situation that happens in the shared
timeslots. Thus, we treat transmissions by the non-owner nodes in a hybrid timeslot the
same as the shared transmissions and use the same CSMA-CA algorithm specified by the
IEEE 802.15.4 [7] TSCH protocol for shared timeslots.

All the dedicated timeslots in a TSCH schedule can be replaced by hybrid timeslots,
considering the dedicated transmitter as the owner of the timeslot. This can share the
unused bandwidth that is dedicated to each node with other nodes. This enables more
potential retransmissions to be done within the latency limits to increase reliability of
communications. Also, this reduces the average packet delivery latency by reducing
buffering time at the source node. This also reduces the need for shared timeslots, that
are normally used in a TSCH schedule for retransmission of un-acknowledged packets,
resulting in shorter slotframes. Shorter slotframes lead to higher allocated bandwidth
to each link and lower communication latencies. Accordingly, by replacing dedicated
timeslots with hybrid timeslots in the LLTT technique (proposed in Chapter 5), the
performance improves in both reliability and latency terms.

Adding hybrid timeslots to a TSCH MAC imposes no special adaptation to the IEEE
802.15.4 TSCH standard and is backward compatible. This means that the nodes with
hybrid timeslots enabled and nodes without ability to use hybrid timeslots can commu-
nicate without problems within the same network. This only requires increase of the
macTsRxWait duration by At.
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6.3.3 Design Trade-offs

A non-owner transmitter in a hybrid timeslot may aim at sending the packet to either the
same destination as the owner, or a different one. If a non-owner node aims to transmit
its data packet to a different node, that receiver should be aware of this decision and
listen in that timeslot. As multiple non-owners may share the same hybrid timeslot,
multiple receivers should be listening in each hybrid timeslot to receive packets from
multiple possible sources. For each transmission by the owner or non-owner nodes, all
the receivers should receive that packet and then check if the packet is for them. This
imposes a considerable idle listening and overhearing energy wastage. Furthermore,
coordinating transmitters and receivers on using a hybrid timeslot in the non-owner
mode adds overhead to the TSCH scheduler. Accordingly, we recommend that in a
hybrid timeslot, a non-owner transmitter only uses the timeslot if it has data towards
the same destination as the owner.

Using a common receiver for hybrid timeslots fits well with the idea of grouped
retransmissions and tree topology structure that are used by LLTT (Chapter 5). This
is because all nodes in each subtree of LLTT send data to a common receiver and they
can share hybrid timeslots with each other. This also prevents cumulative clock drifts
between owner and non-owners of a hybrid timeslot, as they are synchronized to the
same parent. This guarantees the correct functionality of hybrid timeslots.

The delayed communications of non-owner nodes in hybrid timeslots require a At
extra time within a timeslot. This can be reached either by increasing the length of all
timeslots by At, or reducing the maximum size of the packets that get transmitted in a
hybrid timeslot by the non-owner nodes. Using longer timeslots leads to an overhead
for ordinary timeslots, while the second technique does not have such an overhead.
By using the second technique, a non-owner node can only use a hybrid timeslot for
transmission if the size of its packet is short enough to be transmitted within the timeslot
bounds. A maximum size packet in the standard (133 bytes in the physical layer) takes
4256us. This time should be reduced to (4256us— At) for non-owner transmissions in
hybrid timeslots. Accordingly, the maximum length of the packet can be calculated in
bytes (one byte per 32us). In typical automotive applications in which a WSN is used
for monitoring, application data is usually only a few bytes. This gives the opportunity
to all data packets to be transmitted in hybrid timeslots. However, nodes are still able
to transmit the maximum size packets in the ordinary timeslots, and hybrid timeslots
used by the owner. Transmission of the maximum size packets is necessary to handle
protocol-defined packets (e.g., EB packets). If the network is required to support the
maximum packet size that is defined in the protocol for all packets, the timeslot size
needs to be increased by Ar.

6.3.4 Hidden Terminal Problem

The hidden terminal problem may affect the functionality of hybrid timeslots. This
happens when two-hop neighbors of an owner of a hybrid timeslot try to send packets
on that timeslot as non-owners. In this case, they cannot detect the transmission by the
owner and thus, they use the timeslot for transmission. This may cause packet reception
failure at the receiving node. However, for small networks such as in-vehicle networks,
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this situation never happens, as all wireless nodes are in the range of each other. For
larger networks, there are multiple options to prevent this problem. One option is to
consider this hidden terminal problem during TSCH scheduling. This can be done by
assigning non-owner transmitters to a hybrid timeslot only if they are a direct neighbor
of the owner. Another solution is that the scheduler only takes care of assigning owner
transmitters to the hybrid timeslots in the same way as for dedicated timeslots. In this
case, at runtimen each node can broadcast a message to all of its one-hop neighbors,
specifying the hybrid timeslots that it owns. By receiving this message, a node can add
those hybrid timeslots to its schedule, as non-owner timeslots. Thus, only the one-hop
neighbors of the owner node that are able to detect whether or not the owner node
skips transmission on a hybrid timeslot can use it as non-owner nodes. This prevents
the hidden terminal problem.

6.4 Performance Evaluation
6.4.1 Setup

To evaluate the functionality and performance of hybrid timeslots within a TSCH sched-
ule, we added it to the TSCH protocol implementation on top of the Contiki [24] oper-
ating system. We perform a set of lab experiments using 10 NXP JN5168 dongles [53].
We deploy a star network with one coordinator (node 1) and nine sensor nodes that
send packets to the coordinator. Each node is the owner of one hybrid TX timeslot in a
slotframe of size Lgr = 10, with the coordinator as destination. The first timeslot of the
slotframe is used for the network advertisement by the coordinator. Other nodes can
use hybrid timeslots as non-owner transmitters, if they have waiting packets to transfer.

To better investigate the performance of the hybrid timeslots in comparison with
other types of timeslots, we also perform a set of simulations using COOJA [54]. We
use the same network setup as the one used for the lab experiments, using Sky motes
that emulate the behavior of the TelosB/Tmote Sky platform [49]. In our simulations,
we study the effect of physical layer reliability on the performance of different schedule
types. Due to the timing limitations of the Sky platform, timeslots with length 15ms are
used instead of default length 10ms. To have consistency between the results of experi-
ments and simulations, we also use timeslots with length 15ms for our lab experiments.

Considering a guardtime of 1ms for the TSCH timeslots, hybrid timeslots are required
to be 1ms longer or have about 32 bytes shorter maximum size of packets. Accord-
ingly, we define two types of schedules for hybrid timeslot evaluations. One, the Hybrid
schedule, contains hybrid timeslots with length 15ms and physical frame size up to 101
bytes. The other schedule type is called L-Hybrid and uses hybrid timeslots that are A =
guardtime longer in length (16ms) and can handle the default maximum size frames.

Hybrid timeslots can be used by any type of TSCH scheduler or bandwidth control
mechanism. Thus, for performance evaluations, we compare the performance of this
new type of timeslot with the dedicated and shared timeslots. Accordingly, we define
two other TSCH schedules. The first schedule consists of a slotframe of size 10 timeslots
in which each timeslot is dedicated to one node to send its packet to the coordinator. The
other schedule has only one timeslot that is shared between all nodes for transmission
and reception (Minimal schedule with Lgr=1) .
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Figure 6.2: Distribution of links” average packet delivery latency for different schedule types and
different data generation patterns.

In our experiments, we extract the performance of each schedule under different
data generation scenarios, namely periodic, dynamic-periodic, event-based, and hetero-
geneous. In the periodic scenario, each node uses a fixed period for data generation.
As node-id for non-coordinator sensor nodes starts from 2, we use multiplication of the
node-id of each node and half of the slotframe length as its data generation period.
For the dynamic-periodic scenario, every two seconds a random data generation period
between 0.5 and 8 slotframe lengths is selected for each node. In the event-based data
generation scenario, each node sends 10 packets in a burst (one packet every timeslot)
after a random time between 2 to 4 seconds. This process repeats over time. We use
a combination of the three data generation scenarios as the high-rate heterogeneous
scenario (Het.-high rate), in which every three transmitter nodes use one of the data
generation patterns. Furthermore, we define a low-rate heterogeneous scenario (Het.-
low rate) by reducing the data generation rate of each node to 10% of the high-rate
heterogeneous scenario.

To have a clean comparison between different timeslot types, we place all the sensor
nodes in an interference-free environment and with a short distance of each other. This
provides fully reliable links for all the experiments. The maximum retransmission count
of the MAC layer is set to 6. The size of the MAC outgoing buffer towards each neighbor
is set to 16 packets.

6.4.2 Experimental Results

In our lab experiments, we investigate the performance of different schedule types un-
der different data generation scenarios. Figure 6.2 uses boxplots to show the average
packet delivery latency over the nine available links, for all the schedules and scenar-
ios. This figure shows that the longer timeslots of the L-Hybrid schedule lead to a little
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Figure 6.3: Distribution of links’ average PRR for different schedule types and different data gen-
eration patterns.

higher latencies compared to the Hybrid schedule. However, both Hybrid and L-Hybrid
schedules provide lower latency for all links compared to the other two schedules, under
all data generation patterns. This is because each node can use the first unused hybrid
timeslot to deliver its packet and reach low latencies, while at the worst case if there
is no free non-owner hybrid timeslot available, it uses the hybrid timeslot that it owns.
The Dedicated schedule performs well for all the links under the periodic scenario, in
which the packet generation period is longer than the slotframe size and packets are
not queued in the MAC buffers. For the Periodic-dyn. and Event-based scenarios in
which the application data generation rate may go temporarily higher than the sup-
ported bandwidth by the dedicated schedule, this schedule shows higher data delivery
latencies due to packet buffering. Because of the contention-based communications in
the Shared schedule, this schedule performs poor under all scenarios, except in the
Het.-low rate scenario in which it performs better than the Dedicated schedule. This
is because when the application data rate is low, the contention on accessing a shared
timeslot is also low. Thus, with a high probability, a packet can be successfully trans-
mitted on the first shared timeslot right after its generation. On the other hand, high
data generation rates lead to more contention and use of long back-off windows, caus-
ing long latencies for the Shared schedule. This shows that shared timeslots are more
suitable for low data rates.

Figure 6.3 shows the distribution of all links’ average PRR for different schedules
and scenarios. The Dedicated, Hybrid, and L-Hybrid schedules can handle the data
traffic and deliver almost all packets. This is because all these schedules dedicate an
amount of bandwidth to each link and guarantee transmission of a basic data rate for
the application. However, the Shared schedule cannot guarantee a bandwidth for each
link and the provided bandwidth is highly depending on the data rate of other links.
Therefore, the Shared schedule only provides good communication reliability when data
generation rate is low (e.g., Het.-low rate scenario).
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Figure 6.4: Average end-to-end latency (packet generation to receiving acknowledgment) for
heterogeneous data generation scenario under different physical layer Tx/Rx
success ratios.

In general, our lab experiments prove the functionality of the hybrid timeslots as
a new type of timeslot for the TSCH protocol. The results show the positive effect of
this new type of timeslot on reducing the end-to-end communication latency in a TSCH
network. Moreover, this latency reduction does not affect reliability of the communica-
tions.

6.4.3 Simulation Results

We use the same source code that is used for our lab experiments to perform simulations
in the COOJA simulator. Here we investigate the performance of different schedules
under different physical layer reliability levels (Tx/Rx success ratios) for the Het.-high
rate scenario.

Figure 6.4 shows the average link latency for different schedules. The Hybrid sched-
ule reduces the latency about half the average latency of the Dedicated schedule, as
every node can use the first free hybrid timeslot for packet transmission. While the
same back-off mechanism is used in the hybrid and shared timeslots for non-owner ac-
cess, the average latency of the Hybrid schedule is about one tenth of the latency of the
Shared schedule. This is because, in the worst case, data of a node is transmitted in
the dedicated timeslot to that node with a latency equal to the latency of the Dedicated
schedule. However, if there is a timeslot closer to the packet generation time of which
the owner skips transmission, the node has the chance to transmit the packet, leading
to a lower average latency.

Since most of the traffic in the Hybrid schedule is transferred in owner timeslots,
only a part of the traffic is transmitted in the non-owner timeslots. This leads to less
contention on accessing non-owner timeslots and use of shorter back-off windows com-
pared to the Shared schedule, leading to lower latencies for Hybrid schedule. Fur-
thermore, due to the heterogeneity of the data generation, different nodes may have
different data rates at any point of time. Using hybrid timeslots, a node that has a high
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Figure 6.5: Average application PRR for heterogeneous data generation under different physical
layer Tx/Rx success ratios.

data generation rate in a period of time can steal the bandwidth allocated to another
node with a lower data rate in that period. This leads to less packet queuing of Hybrid
and L-Hybrid schedules compared to the Dedicated schedule and lower communication
latency for them. As the L-Hybrid schedule uses longer timeslots, it provides higher
communication latencies compared to the Hybrid schedule. For the same reason, the
L-Hybrid schedule reduces the TSCH MAC bandwidth that results in more contention
on the access to non-owner timeslots, which again increases the average communica-
tion latency. However, the provided average communication latency by the L-Hybrid
schedule is still much lower compared to the Dedicated and Shared schedules.

Figure 6.5 shows that using both Hybrid and L-Hybrid schedules provides higher PRR
compared to the Shared schedule, for different physical layer transmission success ra-
tios. This is because each link in a Hybrid schedule is the owner of one timeslot and has
a minimum guaranteed bandwidth (minimum PRR is equal to the Dedicated schedule),
while in a Shared schedule, no bandwidth is guaranteed meaning that the contention
probability determines the PRR. More contention on accessing shared timeslots leads to
more retransmissions and more waiting packets in the MAC buffer that causes buffer
overflow and packet drops. For lower physical layer transmission success ratios, both
schedules with hybrid timeslots even performs better than the dedicated schedule. This
is because when nodes experience more transmission failures, they need to keep the
packet in the MAC buffer and retransmit it for the maximum retransmission count. For
the Dedicated schedule, each retransmission leads to a delay of one slotframe for all
the packets in the buffer. As this buffer has a limited size, it may get full some times
and newly generated packets can be dropped. However, a schedule with hybrid times-
lots shares the unused allocated bandwidth to a node with other nodes that may have
packets waiting in the buffer. This reduces the probability of packet drops that may be
caused by MAC buffer overflow.

We also investigate the average number of transmissions at the MAC layer to suc-
cessfully deliver a packet. This metric gives an estimation of the average power that
is consumed to deliver one packet on a link. Figure 6.6 shows the results for differ-
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Figure 6.6: Average number of transmissions for heterogeneous data generation under different
physical layer Tx/Rx success ratios.

ent techniques and physical layer transmission success ratios. When the physical links
are 100% reliable, as there is no disturbance for the dedicated communications, all
packets can be delivered by only one transmission. However, for the Shared schedule
that uses contention-based communications in all timeslots, on average, more than one
transmission is needed to successfully deliver each packet. As hybrid timeslots inherit
the specifications of both dedicated and shared timeslots. and a node may use these
timeslots either as dedicated or shared, the average number of transmissions of hybrid
timeslots sits between those of the Dedicated and Shared schedules. The retransmission
cost is actually for reaching lower communication latencies (in line with observations
made in [84]). However, the average transmission count of the Hybrid and L-Hybrid
schedules is increasing with the same slope as for the Dedicated schedule, when physi-
cal layer transmission success ratio decreases. This shows that the ratio between power
consumption of these two schedules is getting closer for lower communication relia-
bilities. For the Shared schedule, although less packets are successfully delivered for
lower physical layer reliability, the average number of transmissions is also increasing
for the delivered packets. This shows that under high data generation rates, the Shared
schedule performs poor in term of power consumption, as well as reliability and latency.
However, both hybrid schedules provide better reliability and latency compared to the
Dedicated schedule, at the cost of more power consumption.

6.5 Summary

This chapter presented a new type of timeslots for the IEEE 802.15.4 TSCH protocol,
called hybrid timeslots. Hybrid timeslots are proposed to support heterogeneity and
time-varying behavior in the data generation in automotive WSNs. Each hybrid timeslot
has an owner transmitter that uses the timeslot as a normal dedicated timeslot. If the
owner skips transmission in a hybrid timeslot, that timeslot can be used as a shared
timeslot by all the other nodes that have a packet towards the same destination as the
owner transmitter. Experimental and simulation results show that using hybrid timeslots
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instead of dedicated timeslots in a TSCH schedule reduces the average communication
latency by half, when maximum retransmission count is fixed. Moreover, this technique
improves the reliability of communications by reducing MAC failures due to buffer over-
flow. The technique comes with a small increase in power consumption that is still lower
than the power consumption of a schedule with only shared timeslots. This technique
also fits well with the LLTT technique proposed in Chapter 5. Using hybrid timeslots,
grouped retransmission timeslots can be skipped in LLTT, which leads to shorter slot-
frames and reduced communication latency for automotive WSNs.






Conclusions and Future Work

Using Wireless Sensor Networks (WSNs) for in-vehicle communications reduces wiring
and manufacturing costs, and increases the flexibility and re-configurability of the in-
vehicle networks. This has attracted a lot of attention from both industry and academia
to develop dependable wireless communication solutions for automotive applications.
Employing general-purpose solutions for these networks may not meet the stringent
quality of service requirements of the automotive applications. Unique characteristics of
automotive WSNs make them different from typical WSNs. This includes small area,
high node density, sensor and actuator variations, and temporal variations that are
partly caused by the network operation mode and partly by the wireless medium dynam-
ics. To provide a dependable protocol stack for automotive WSNs, these characteristics
should be considered for the network design.

Existing state-of-the-art solutions focus on the TSCH mode of the IEEE 802.15.4 [7]
standard as the MAC layer for these networks. TSCH provides guaranteed access to the
medium for network connections, which makes it a good option for automotive appli-
cations with stringent requirements. Moreover, the time sharing nature of the TSCH
mechanism prevents intra-network collisions caused by high node density. TSCH also
employs a channel hopping technique, which mitigates blocking of wireless links due to
interference and multipath fading. The IEEE 802.15.4 protocol and TSCH are selected
as the physical and MAC layers of our protocol stack for automotive WSNs. Accordingly,
in this thesis, different techniques are proposed on different layers of the networking
protocol stack, to address dependability issues of automotive WSNs. In the remainder
of this chapter, Section 7.1 summarizes the contributions of this thesis and Section 7.2
gives some recommendations for the future work directions.

7.1 Conclusions

IEEE 802.15.4 WSNs are expected to be affected considerably by the other coexisting
technologies. Accordingly, knowing the cross-technology interference behavior is a pre-
requisite to develop techniques that mitigate the effect of this interference. This is
more challenging for automotive WSNs with continuously changing environments. In
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Chapter 3, real-world experiments with different scenarios are described to study the
cross-technology interference in the automotive environments. The measurement re-
sults show that interference affects all of the IEEE 802.15.4 channels, but distribution of
the interference power is not uniform over time and channels. However, the interference
power on each channel is often stable over substantial periods of time. The measure-
ment data set was used as an input for simulations to study performance of the TSCH
protocol. The results show that interference from in-car sources leads to considerable
packet errors that are almost uniform over time. On the other hand, for out-of-car inter-
ference sources, the probability of packet errors can be highly dynamic over time. These
observations show the necessity of using adaptive techniques to mitigate the dynamic
interference in automotive environments.

According to the observations of Chapter 3, Chapter 4 proposes Enhanced Time-
slotted Channel Hopping with Distributed Channel Sensing (ETSCH+DCS), an adaptive
interference mitigation technique on top of the IEEE 802.15.4 [7] TSCH protocol. This
mechanism adaptively extracts the quality of different wireless channels over time to
select the channels with the lowest interference as the hopping sequence list to improve
the performance of the TSCH protocol. Part of this technique is central and operates
at the coordinator of the network and proactively measures the interference power on
each channel. The other part of this technique is distributed and is performed by all
the nodes in the network and uses the CCA results together with packet reception status
to estimate the interference power on each channel. The results of the centralized and
distributed channel quality estimation techniques are used to assign quality grades to
each wireless channel. Then, channels with better qualities are periodically selected as
the hopping sequence list of TSCH. Experimental and simulation results show that this
technique provides higher reliability and lower length of burst packet losses, compared
to the plain TSCH protocol and another related work called ATSCH. However, simulation
results based on the real-world data sets (presented in Chapter 3) show that ETSCH is
not able to completely mitigate the effect of interference. Simulations also show that by
employing two retransmissions at the MAC layer, ETSCH provides a link-level reliability
greater than 95%. It should be considered that retransmissions increase the average
latency of communications which may lead to invalidation of the data. Accordingly, the
TSCH schedule should be managed carefully to enable more potential retransmissions
within the defined latency bounds.

Chapter 5 presents Low-Latency Topology management and TSCH scheduling
(LLTT), a cross-layer design for reliable and low-latency data convergecast in dense
TSCH-based networks. This technique reduces the latency of end-to-end communica-
tions by managing the network topology and the TSCH schedule. It firstly picks a tree-
topology structure with maximum number of independent links for the network. This
increases the potential of parallelism in the TSCH schedule. Employing an optimized
graph isomorphism algorithm, LLTT extracts a proper match for the selected tree struc-
ture in the connectivity graph of the network. The extracted network topology is used
by a light-weight central TSCH schedule generator to find a highly parallelized TSCH
schedule with dedicated timeslots to links. This allocates a constant bandwidth to each
link, as timeslots repeat over time with a periodic pattern. This schedule generator allo-
cates grouped retransmission timeslots among dedicated timeslots to improve commu-
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nication reliability. Periodic data aggregation is used to improve bandwidth utilization.
Experimental results in an in-vehicle testbed with 31 sensor nodes and in presence of
interference generators show that LLTT is able to provide latencies below 250 ms, while
it keeps communications reliable by using retransmissions.

Due to the spatial and temporal heterogeneity of automotive WSNs, the required
bandwidth by each link may change over time. This leads to waste or shortage of com-
munication resources over different periods of time. Accordingly, Chapter 6 presents
hybrid timeslots to support heterogeneity and time-varying behavior in the data gen-
eration in automotive WSNs. Each hybrid timeslot has an owner transmitter that uses
the timeslot as a normal dedicated timeslot. If the owner skips transmission in a hybrid
timeslot, that timeslot can be used as a shared timeslot by all the other nodes that have
a packet towards the same destination as the owner transmitter. This reduces the need
for extra dedicated or shared timeslots in a TSCH schedule for retransmissions. Exper-
imental and simulation results show that using hybrid timeslots instead of dedicated
timeslots in a TSCH schedule reduces the average communication latency substantially.
Moreover, this technique improves the reliability of communications by reducing MAC
failures due to buffer overflow. The technique comes with a small increase in power
consumption that is still lower than the power consumption of a schedule with only
shared timeslots.

All the proposed techniques in this thesis, namely ETSCH+DCS, LLTT, and hybrid
timeslots, can be used together in the automotive WSN protocol stack. ETSCH+DCS
picks less interfered channels for channel hopping to increase reliability, LLTT provides a
short slotframe to reduce latency, and hybrid timeslots support heterogeneity and time-
varying behavior of data traffic and improves both reliability and latency. Moreover,
by using hybrid timeslots, grouped retransmission timeslots can be skipped in LLTT.
This leads to shorter slotframes and reduced communication latency for automotive
WSNs. It should be considered that transmission of dummy packets in unused dedicated
timeslots, that is used by DCS technique, is not applicable for hybrid timeslots.

7.2 Future Work

Although great research has been done in the field of automotive WSNs, there is still a
wide range of open research questions to be answered in this field. This section high-
lights the opportunities to extend the work of this thesis and improve the performance
of automotive WSNs.

* To get the best performance of a TSCH WSN, it is very important to configure it
properly based on the application behavior and requirements. This requires exten-
sive experiments with real-world setups or simulations to extract the performance
of the network for different configurations. This is usually costly in terms of time,
if different combinations of various parameters are considered. High level analyt-
ical modeling of WSNss is also one of the performance evaluation options. General
analytical models such as Markov model can be very complex and may even cost
more time. However, specialized analytical models that are optimized for the case
under study can provide accurate results in very short times. Accordingly, analyt-
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ical models for performance evaluation of TSCH-based WSNss is a future work di-
rection. To the best of our knowledge, there is currently no analytical performance
model for TSCH networks that takes the TSCH schedule and physical properties of
the network into account. This kind of analytical model can be used to extract the
number of required dedicated and shared timeslots in a TSCH schedule to provide
an expected QoS level for the application.

Scalability of WSNs is one of the important aspects that should be considered to
design most of the WSNs. However, scalability is not a requirement for the au-
tomotive applications; thus we considered a non-scalable network in this thesis.
Accordingly, to reuse some of the proposed mechanisms in this work for other ap-
plications, some modifications are required. ETSCH is one of the techniques that
can be used for a wide range of applications, in which interference from coexist-
ing devices affects the reliability of communications. However, ETSCH is a central
technique which suits small size networks and needs some modifications to be
used for scalable networks. A possible strategy could be to use multiple gateways
(coordinators) in the network to build multiple non-overlapping clusters. Each
gateway can perform ETSCH to detect the less interfered channels in the range
of its cluster and use them as the hopping sequence list of the nodes in that clus-
ter. However, if neighbor clusters use different hopping sequence lists for their
communications, they may cause interference for each other. To avoid this, it is
needed to perform some kind of negotiation between the gateways of neighbor
clusters.

The LLTT technique that was proposed in Chapter 5 is mainly designed to be run
every once in a while; e.g., when the vehicle is turned on. Accordingly, link quali-
ties at that time are used to build the network topology. However, communication
links may experience long term quality changes that may be caused by passengers
or objects in the vehicle (load of the truck, for example). This requires run-time
reconfiguration of the network topology, according to the environment changes.
This should be done without affecting the network functionality. Replacing bad
links with better ones and using adaptive transmission power are some of the
possible solutions.

Cooperative coexistence is the idea of managing different coexisting wireless tech-
nologies, which operate at the same frequency band, to provide conflict-free com-
munications over time and/or frequency domains. This topic attracted a lot of
attention in recent years [17,18,78]. As it is shown in Chapter 3, interference
of coexisting devices in a car has a high impact on the performance of in-vehicle
WSNs. Considering the embedded wireless-enabled devices in a vehicle, such as a
Bluetooth audio system and on-board Wi-Fi access point, cooperative coexistence
mechanisms can be developed to improve the performance of in-vehicle wireless
technologies.
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