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Rick Kazman, Serge Haziyev, Andriy Yakuba, and Damian A. Tamburri

ENERGY USED TO be free, or so 
we thought. In the past, software ar-
chitects rarely considered software’s 
energy consumption. Those days are 
gone. With mobile devices as the pri-
mary form of computing for most 
people,1 with the increasing indus-
try and government adoption of the 
IoT, and with the ubiquity of cloud 
services as the backbone of our com-
puting infrastructure, energy has 
become an issue architects can no 
longer ignore. Energy is no longer 
“free” and unlimited. Mobile de-
vices’ energy efficiency affects us all, 
and large corporations are increas-
ingly concerned with their server 
farms’ energy efficiency. Forbes re-
ported that in 2016, datacenters 
globally accounted for more energy 
consumption (by 40 percent) than 
the entire UK—about 3 percent of all 
energy consumed worldwide.2

At both the low and high ends, 
computational devices’ energy con-
sumption has become a crucial 
concern. This means that we, as ar-
chitects, now must add energy effi-
ciency to the long list of competing 
qualities we consider when designing 

a system. And, like every other qual-
ity attribute, it involves nontrivial 
tradeoffs: energy use versus perfor-
mance, availability, modifiability,  
security, or time to market.

We can’t hope to address all these 
concerns here, but we want to make 
two important general points:

• Treating energy efficiency as a 
quality attribute is no different 
from treating any other architec-
tural quality.

• We can, with a small effort in 
experimentation and prototyp-
ing, and small design changes, 
substantially improve an applica-
tion’s energy use.

Both of these points are good news for 
architects! Their most immediate con-
sequence is that we can reason about 
energy consumption architecturally. 
And, by making a relatively small in-
vestment in design experiments and 
design changes, we’re repaid by enor-
mous savings in energy use.

To illustrate these two points, we 
report here on a small case study we 
performed on the design of an IoT 

application—an automated weather 
station. The station reports telem-
etry from sensors related to the am-
bient temperature, humidity, wind 
speed, rainfall, leaf wetness, soil 
temperature, and so on. All the col-
lected data is processed and used to 
help farmers achieve more efficient 
plant growth.

In this domain, energy efficiency 
is paramount: these weather stations 
are left unattended for long periods 
of time, might be snow-covered, and 
need to work in low-light conditions 
for weeks on end. The automated 
weather station we describe here was 
initially designed with attention to 
energy efficiency, but without explic-
itly modeling or measuring energy 
use. In the following, we describe 
our experiments, the design changes 
they helped motivate, their tradeoffs, 
and their energy savings.

The Experiments
The automated weather station 
is connected to a 12 V DC power 
source. Every 15 minutes it wakes up 
from a low-power deep-sleep mode 
and reports telemetry to the Azure 
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cloud using a 3G connection. After 
that, it suspends all running tasks 
and falls back into deep-sleep mode.

Between the DC power supply  
and the weather station, we in-
serted a current meter based on the 
MAX471 current-sensing amplifier. 
(For the MAX471 data sheet, see 
http://html.alldatasheet.com/html 
-pdf/73441/MAXIM/MAX471/125 
/1/MAX471.html.) This meter was 
connected to an analog sense pin of 
an AVR MCU (microcontroller). The 
MCU registered readings every 1 ms; 
after 100 readings, it sent the average 
value over a UART (universal asyn-
chronous receiver–transmitter) to a 
PC. A simple logging application on 
the other side of the wire converted 
the UART input into a CSV (comma-
separated values) file. A simple  
Python script then calculated energy 
consumption on the basis of the CSV 
file and plotted a graph.

To calculate energy consumption, 
we used these formulas:

E 5 P * T,

where P represents power and T rep-
resents time, and

P 5 I * V

for DC, where I represents current 
and V represents voltage.

Because voltage is constant in 
these devices, we assumed that the 
power consumed depended fully 
on the current draw and time. In 
all experiments, we measured the 
total energy consumption in watt-
hours (Wh).

To simplify measurements and 
further calculations, we split the 
timeline for the automated weather 
system into two main components: 
work mode and sleep mode. Figure 1  
depicts a sample plot of work  
mode, showing the power (cur-
rent) consumed over 309 seconds. 
The average current was 0.0295 A, 
and the energy consumption was 
0.03048 Wh.

Sleep mode consumed little en-
ergy, as we expected. The power 
consumption was nearly zero, with 
a watchdog process causing minor 
spikes of energy consumption. For 
example, for a sleep mode of 490 s, 
the average current was 0.001013 A,  
and the energy consumption was 
0.0016538 Wh. Thus, sleep mode 
consumed roughly 3 percent as much 
energy as work mode.

On the basis of these measure-
ments and some small simplifying 

assumptions, we estimated the energy  
consumption for 1 hour (assum-
ing our typical sleep interval of  
15 minutes):

• Work 1 Sleep Duration 5 
309/60 1 15 5 20.15 min

• Cycles (C) per h 5 60/20.15 5 
2.9776

• Average Power Consumption 
per h 5 (Ework 1 Esleep) * C 5 
(0.03048 1 0.0002025 * 15) *  
C 5 0.0335175 * 2.9776 5 
0.0998 Wh

Given this baseline, we now describe 
our experiments.

Experiment 1
In this experiment, we changed the 
telemetry messages’ payload format 
from plaintext to Google protocol 
buffers. The assumption was that the 
reduced message length should result 
in less time to send data and fewer 
chances to fail. However, this came 
with a tradeoff: increased memory 
and CPU use to transform messages 
to and from the protocol-buffer 
format.

Table 1 shows the kinds of mes-
sages being sent and their sizes, us-
ing plaintext and protocol buffers.
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FIGURE 1. A sample plot of work mode for an automated weather station. The average current was 0.0295 A, and the energy 

consumption was 0.03048 Wh.
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But did this change save energy? 
Sending these messages using proto-
col buffers required 293 s, with an 
average current of 0.027362 A (see 
Figure 2). The power consumption 
was 0.0267519 Wh. Using the pre-
vious formula to calculate the aver-
age energy consumption per hour, 
we got

• Work 1 Sleep Duration 5 
293/60 1 15 5 19.883 min

• C per h 5 60/20.15 5 3.017
• Average Power Consumption 

per h 5 (0.027362 1 0.0002025 *  
15) * C 5 0.0303995 * 3.017 5  
0.0917 Wh

The difference was 0.0998 – 
0.0917 5 0.0081 Wh (8 percent). 
Although 8 percent wasn’t a huge im-
provement, it was nontrivial. Given 
protocol buffers’ other advantages 
(they describe data using an inter-
face description language and gen-
erate the code to handle it), this was 
clearly a win. But given that this en-
ergy savings wasn’t huge, the lesson 
for architects is that tradeoffs among 
CPU time, memory, and message 
length must be assessed empirically.

Furthermore, while taking these 
measurements and observing power 
consumption graphs, we noticed a 
strange idle period, just before the 

device went into sleep mode (see  
the area in the green rectangle in  
Figure 2). Debugging and studying 
this issue led us to discover a bug in  
EEPROM persistence functionality 
and the peripheral-device-scanning 
logic. The bug’s details aren’t im-
portant for this research; what’s 
important is that we didn’t notice 
this problem until we measured and  
visualized the power consumption. 
Because the device had been func-
tioning as expected, it wasn’t obvious 
that there was a bug until we mea-
sured the energy.

Following are the new measure-
ments of device power consumption. 

Table 1. For experiment 1, the kinds of messages being sent and their sizes  
(in bytes), using plaintext and Google protocol buffers.

Message

Plaintext Protocol buffers

Header Payload Total Header Payload Total

Status 375 822 1,197 387 275 662

Current telemetry 374 188 562 399  40 439

Historical 
telemetry*

384 460  844  
(5 records)

402 400 802  
(10 records)

* Historical telemetry was sent in batches. In the plaintext version, the batch contained five records. With protocol buffers, we could pack 10 records into a batch message, saving 42 bytes.
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FIGURE 2. Energy use during message transmission, using protocol buffers. Using the buffers improved energy consumption by  

8 percent.
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By fixing this bug, we decreased the 
time required to perform all duties 
during the polling cycle by almost 
two-thirds, from 293 to 99 s (see 
Figure 3). The energy consumption 
was 0.0116034 Wh. Using the previ-
ous values, we recalculated the total 
power consumption:

• Work 1 Sleep Duration 5 99/60 1  
15 5 16.65 min

• C per h 5 60/20.15 5 3.603
• Average Power Consumption 

per h 5 (0.0116034 1  
0.0002025 * 15) * C 5 
0.014641 * 3.603 5 0.0527 Wh

The difference, compared to this 
experiment’s original results, was 
0.0917 – 0.0527 5 0.039 Wh (42 
percent). The lesson is that you can’t 
manage it if you don’t measure it! 
By measuring energy consumption, 
we were able to increase our un-
derstanding of the inner workings 
of the automated-weather-station 
application.

Experiment 2
This experiment aimed to reduce the 
number of polling cycles, leading to 
longer sleep times with significantly 

less power consumption. The trade-
off here is that more data would be 
sent in fewer batches. This could 
have the effect of increasing the time 
and power needed to send a batch, 
and it also introduced the need for a 
send-fail-retry mechanism in case of 
message failure.

As we discovered from experi-
ment 1, the weather station could 
send up to 10 historical records in a 

single batch. A single batch had the 
energy profile shown in Figure 4,  
consuming 0.00127 Wh over ap-
proximately 10.5 s.

On the basis of this profile, we 
could now estimate the energy use. 
That is, given our measurements, 
we could now form a model of the 
quality attribute that was no differ-
ent from a model of performance or 
availability. For simplicity’s sake, we 
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FIGURE 3. Energy use during message transmission after a bug fix. The difference, compared to this experiment’s original results, 

was a 42 percent improvement.
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FIGURE 4. The energy profile of a single batch transmission. On the basis of this 

profile, we could estimate the energy use.
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chose a polling interval of 1 hour. 
So, the historical data would be 
sent in batches of four records (one 
record each 15 min). The predicted 
power consumption was

• Work Time 5 99 s 1 10.5 s 5 
,110 s

• Consumed Power during Awake 5  
0.0116034 1 0.00127 5 
0.012874 Wh

• Sleep Time 5 3,600 s 5 60 min
• Consumed Power during Sleep 

Time 5 60 * 0.0002025 5 
0.01215 Wh

• C per h 5 3,600/(110 1 3,600) 5  
0.97

• Estimated Average Power Con-
sumption per h 5 (Ew 1 Es) *  

C 5 (0.012874 1 0.01215) *  
0.97 5 0.02427 Wh

For this experiment, we set up a 
weather station with a polling interval 
of 3,600 seconds and ran it for 8,225 
seconds (a little over two hours); see 
Figure 5. The average current draw 
was 0.0011344 A, and the total power 
consumption was 0.0312867 Wh.  
So, we calculated the average power 
consumption per hour as

 E/(Duration/3,600) 5 
0.0312867/(8,225/3,600) 5 
0.0312867/2.2847 5 0.013694 Wh

Comparing the results with our  
estimated consumption of 0.02427 Wh, 

we realized that there was some er-
ror in our calculations or our model.  
Taking a closer look at the raw re-
cording, we noticed that most of 
the sleep time was recorded as 0 A, 
meaning that the actual energy con-
sumption was close to the meter’s 
tolerances. So, we were unable to 
measure such low current consump-
tion precisely in real time, and could 
only trust sleep mode measurements 
made over long runs.

This insight highlights a new les-
son: the need to build both archi-
tectural models and prototypes. On 
one hand, models let us efficiently 
reason about architectural quality 
attributes and their tradeoffs. On 
the other hand, prototypes mandate 
empirical testing, thus incrementally 
refining the assumptions built into 
both models and prototypes.

The difference in power con-
sumption from Experiment 1 was 
0.0527 – 0.013694 5 0.039006 Wh 
(42 percent). The difference from the 
original model (before we improved 
the design) was 0.0998 – 0.013694 5  
0.086106 Wh (86 percent). Table 2 
summarizes these differences.

As you can see, with some mod-
est changes to the design, we reaped 
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FIGURE 5. The energy profile of a weather station running for several hours with a polling interval of 3,600 seconds. Most of the 

sleep time was recorded as 0 A, meaning that the actual energy consumption was close to the meter’s tolerances.

Table 2. The differences between the experiments.

Setup Description
Consumption per 

hour (Wh)
Total energy  
savings (%)

Original Plaintext payload and a 
15-min polling interval

0.0998   0

Experiment 1 Binary format 0.0917   8

Binary format 1 bug fix 0.0527 47

Experiment 2 A polling interval of 1 h 0.0137 86
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enormous energy savings, which 
would greatly increase the robust-
ness of the IoT devices and the sys-
tem as a whole. Despite operating in 
sometimes adverse conditions, these 
systems must never lose data, even if 
they’re kept offline for 24 hours. With 
this 86 percent energy improvement, 
we could now meet this requirement.

A s computing moves toward 
greater scale and mobility, 
energy use will inevitably 

become a key concern for architects. 
We hope we’ve convinced you that 
energy can be treated like any other 
architectural quality attribute. It’s 
no different, from the perspective 
of architectural design, than modifi-
ability, performance, or availability. 
It can be modeled and prototyped, 
and we can reason about the design 
tradeoffs required to achieve bet-
ter energy use. Of course, the design 
primitives, models, tools, and trad-
eoffs are specific to energy use, but 
the fundamental principles and rea-
soning methods for architectural de-
sign don’t change.

As we said before, you can’t man-
age what you don’t measure. So, ar-
chitects need to begin thinking about 
making their software more energy 
aware, monitoring it and adapting 
it to environmental or application  
conditions.
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