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Chapter 1

Introduction

1.1 Online Algorithms

In classical optimization, we are given a problem and a specific input, and the
goal is to find the optimal solution for the given input. However, in many
real life applications, the assumption that the whole input is available, is not
realistic. Most of the times, we need to solve optimization problems, while
taking decisions with incomplete information about the input. Below we list
some examples of such problems.

e Paging (Caching): This is a classical problem in operating systems
design. We are given a two-level memory system, composed by the cache
and the main memory. The cache is divided into k parts of equal size,
called pages, while the main memory has larger capacity, but it is much
slower. Whenever a page needs to be accessed by the CPU, it should
be in the cache; if it is not, a page fault occurs. The page needs to be
fetched in the cache, possibly by evicting some other page. Thus, any
operating system needs a page eviction policy. Here, the input can be
seen as a sequence of requests to pages, and the goal is to minimize the
number of page faults. In case all the requests are known in advance, it is
easy to find the optimal solution: Whenever a page eviction is needed, we
evict the page that will be requested the latest in the future. However,
in reality the future requests are not known, and the operating system
has to decide which page to evict taking into account only the requests
seen so far.

e Onmnline Advertising: Consider a search engine like Google or Yahoo!.
Whenever a query is received, apart from the search results, some ads are
also displayed. Every day, for each ad there is a fixed number of times it
should appear, depending on the contract with the advertised business.
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For each query, the displayed ads should be targeted, so that there is a
good chance that the user will click on them. Clearly, if all the queries
of the day were known in advance, the search engine could choose which
ads to display to each query in order to maximize the expected revenue.
However, this information is not available, and whenever a user submits
a query, the search engine should decide immediately which ads to show.

e Vehicle Routing: Imagine a service provider with a certain number
of vehicles (e.g. taxis, firetrucks, ambulances, etc.). Whenever a client
needs a service, it submits a request, specifying a starting point and a
destination. The provider should send a vehicle to serve the request.
At the time a request is issued, there is no information about future
requests, and the provider should decide immediately which vehicle will
serve the request. The goal is to minimize the total distance traveled by
the vehicles.

All the examples above show problems where the input is not available
from the beginning, but it arrives over time and our goal is to optimize some
objective function. We call such problems online optimization problems, or
simply online problems. To solve problems in online optimization, we need to
devise algorithms which make decisions without knowledge of the future. We
call such algorithms online algorithms.

Model. Formally, in an online optimization problem the input ¢ is divided
into requests o = o1,...,0,. Whenever each request o; is received, some acti-
ons must be performed, without knowledge of the future requests o441, ...,0m.
An algorithm that solves an online optimization problem is called an online
algorithm. An algorithm which reads the whole input ¢ and then produces a
solution is called an offline algorithm.

1.1.1 Competitive Analysis

The standard framework used to evaluate the performance of online algorithms
is competitive analysis, which was introduced by Sleator and Tarjan [66]. Here,
the performance of an online algorithm is compared to the optimal offfine
solution which knows the whole input in advance.

From now on, we focus on minimization problems with computable optimal
solution, since this is the case for all problems considered in this thesis. Let P
be a minimization problem and let I denote the set of all valid inputs for P.
For an instance o € I, let OPT(0) denote the optimal cost on o. For an online
algorithm ALG, let ALG(c0) denote the cost of ALG on o.
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Definition 1.1. An online algorithm ALG for an online minimization problem
P is c-competitive if there exists a constant o such that for any input o € I,
we have that

ALG(0) < c¢-OPT(0) + «.

If o = 0 we say that the algorithm ALG is strictly c-competitive [38]. The
competitive ratio of an algorithm ALG is the infimum value ¢ such that ALG
is c-competitive. The competitive ratio of an online minimization problem P
is the infimum value ¢ for which a c-competitive algorithm for P exists.

Note that there is no restriction on the computational resources used by
the online algorithm; the primary goal in competitive analysis is to to un-
derstand the importance of knowing the future. The competitive ratio of an
online problem is the loss factor due to lack of information, assuming unlimited
computational power. In practice, we seek efficient algorithms that achieve the
optimal or a nearly optimal competitive ratio.

An alternative view of competitive analysis is to think of each online pro-
blem as a game between an algorithm and an all-powerful adversary. The
adversary knows the description of the algorithm and constructs an input in
order to maximize the ratio between the cost of the algorithm and the optimal
cost.

Randomized Algorithms: A usual approach in the design of online al-
gorithms is to use randomization. In competitive analysis, there are various
adversary models proposed to evaluate randomized algorithms.

Oblivious Adversaries: In this model, the adversary knows the description
of the algorithm, but it does not know its random choices and it has to construct
the whole input before the algorithm starts serving the requests. A randomized
online algorithm ALG for a minimization problem P is c-competitive against
oblivious adversaries if there exists a constant «, such that for any request
sequence o generated by an oblivious adversary, E[ALG(0)] < ¢- OPT(0) + .

Adaptive Online Adversaries: Here, the adversary knows all actions of the
algorithm, including its random choices. At each step, the adversary generates
a request in order to maximize the cost incurred by the algorithm. However,
the adversary must also serve the request sequence online. This way, the costs
of both the algorithm and the adversary depend on the random choices of the
algorithm. A randomized online algorithm ALG for a minimization problem P
is c-competitive against adaptive online adversaries, if there exists a constant «,
such that for any request sequence o generated by an adaptive online adversary
ADV, E[ALG(0)] < ¢- E[ADV(0)] + «, where ADV (o) is the cost of ADV to

serve o.

Typically the oblivious adversary model allows improved competitive ratios
compared to deterministic algorithms. For the rest of this thesis we focus on the
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oblivious adversary model, unless stated otherwise. We refer the reader to [18]
for a more detailed discussion on different adversary models for randomized
algorithms and connections between them.

An excellent reference on competitive analysis is [19].

1.1.2 Metrical Task Systems

Competitive analysis has been used to analyze online algorithms for many
important online problems. Initially, each problem was solved in a rather
ad-hoc way, using problem-specific techniques. In order to create a unifying
framework that enables the study of online algorithms in a systematic way,
Borodin et al. [20] defined the problem of metrical task systems (MTS), which
is a great generalization of various well-studied online problems.

In the MTS problem we are given a server which can be in one of N
different states and a metric distance function d specifying the cost of switching
between the states. At each time step, a task r arrives, represented by a vector
r=(ry,...,rn), where r; is the cost of processing r at state i. The server has
to decide in which state it will process the task. If it switches from state i to
state j and processes the task there, it incurs a cost d(i, j)+r;. Given an initial
state and a sequence of tasks, the goal is to process all tasks at minimum cost.

Metrical Service Systems (MSS): In [32, 31, 57] a slight restriction of the
MTS model was introduced, called metrical service systems (MSS)!. Here, each
component of each task vector is either 0 or co. Therefore, each task can be
processed only in a subset of the states, whose coefficient is 0 (we call them
feasible states for this task).

It is easy to see that the paging problem is a special case of both MTS and
MSS: states correspond to all possible sets of pages in the cache and the cost
of switching between states equals the number of different pages between the
corresponding sets. Whenever a page p is requested, all the states that contain
p in the cache are feasible and the rest of the states are infeasible. Other notable
special cases of MTS include fundamental data structure problems such as the
list update problem [66, 62, 2] and the binary search tree problem [67, 3, 46].

In the general case, i.e. when the task vectors are arbitrary, the determinis-
tic competitive ratio is 2N —1 for MTS [20] and N —1 for MSS [57]. For rando-
mized algorithms the competitive ratio of both problems is O(log? N loglog N)
[40] and Q(log N) [20].

All problems considered in the rest of this thesis are special cases of MTS
and MSS with special structure, where usually a competitive ratio independent
of the number of states is possible.

n [57] it was called forcing task systems.
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1.1.3 The k-Server Problem

The k-server problem is one of the most important and well-studied special
cases of the MTS and MSS problems. It was introduced by Manasse et al. [57]
as a far-reaching generalization of various online problems, the most notable
of which is the paging problem. The study of the k-server problem has led to
various remarkable developments in competitive analysis. One of the reasons
is its intriguing level of generality: on the one hand it is a special case of MSS
where a competitive ratio independent of the number of states can be achieved,
on the other hand it is a generalization of many online problems and requires
the development of generic and powerful techniques for online algorithms.

Formally, the k-server problem is defined in a metric space M = (U,d),
where U is a set of n points and d : U2 — R is a (non-negative, symmetric)
distance function which satisfies the triangle inequality. There are k mobile
servers located at some points of the metric space. The input is a request
sequence o = 01,039, ...,0m, Where o, € U is the point requested at time ¢. To
serve the request, some server must move at o;. The goal is to minimize the
total distance traveled by the servers for serving o.

Connection with MSS and paging. Note that the k-server problem can be
viewed as a MSS on N = (Z) states corresponding to all possible configurations
of the k servers. The distance between two states equals the minimum cost
perfect matching between the corresponding configurations. For each request,
the set of feasible MSS states corresponds to all configurations which have a
server at the requested point.

The paging problem is the special case of the k-server problem in a uniform
metric, i.e. when all distances between distinct points are 1. Here, the k-servers
correspond to the k slots in the cache, and the pages correspond to the points.
Evicting a page from the cache and bringing a new one maps to moving a
server between the corresponding points at a cost of 1. Equivalently, we can
think of a uniform metric as a star graph on n leaves corresponding to the n
pages, where all edges have length 1/2.

Background. In their seminal paper, Manasse et al. [57] showed that the
competitive ratio of deterministic algorithms is at least k, even if the metric
space contains n = k41 points. For the paging problem, Sleator and Tarjan [66]
showed that many natural algorithms are k-competitive. Manasse et al. [57]
conjectured that this competitive ratio can be achieved in any metric space.

Conjecture 1.2 (The k-Server Conjecture). For any metric space, there exists
a k-competitive deterministic online algorithm.
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Qualitatively, this means that general metrics are believed to be no harder
than the simplest possible case of uniform metrics. The k-server conjecture at-
tracted a lot of attention and it has influenced the research on online algorithms
over the last three decades.

At the time the k-server conjecture was posed, it was not even known
whether a competitive ratio f(k) depending only on & is possible for general
metric spaces. The initial research focused on special metrics like weighted
stars, lines and trees, and for many cases tight k-competitive algorithms were
obtained [29, 30, 42, 54] (we discuss some of those results in detail in Chapter 2).

For general metric spaces, Fiat et al. [41] obtained the first f(k)-competitive
algorithm, with competitive ratio O((k!)?). Several improvements followed [5,
44, 18], but the ratio was still exponential in k. Then, in a breakthrough result,
Koutsoupias and Papadimitriou [53] showed that the Work Function Algorithm
(WFA) is (2k — 1)-competitive for every metric space, almost resolving the
conjecture. This remains up to date the best known upper bound on the
competitive ratio of the k-server problem.

We refer the reader to [19, 52| for an extensive treatment of the large body
of work on the k-server conjecture.

Randomized Algorithms: Typically, using randomization, an exponential
improvement on the competitive ratio is possible. However, randomized online
algorithms are not well understood compared to the deterministic ones.

For the k-server problem, it is believed that, similarly to the determi-
nistic case, the distance function does not affect the competitive ratio and
an O(log k)-competitive randomized algorithm against oblivious adversaries is
possible in any metric space (the so-called randomized k-server conjecture).
However, this is known to be true only for very special cases. In particular,
for the paging problem several O(log k)-competitive randomized algorithms are
known [1, 39, 59]. Nevertheless, even the simple generalization of the weighted
paging problem (which corresponds to the k-server problem on weighted star
graphs) remained open for almost two decades, until Bansal et al. [8] gave an
O(log k)-competitive algorithm using the primal-dual method.

More recently, polylog(k,n) competitive ratios for general metric spaces
were obtained [6, 21]. Those bounds are better than the deterministic compe-
titive ratio 2k — 1 in case n is sub-exponential in k. The techniques developed
in those works imply an O(log k)-competitive randomized algorithm for hier-
archically separated trees (HSTs — defined formally in Chapter 3) of constant
depth. Very recently, an O(log6 k)-competitive algorithm for any metric space
was claimed [56].
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1.2 The (h,k)-Server Problem

While the work on the k-server problem has been quite influential in the de-
velopment of competitive analysis, it also reveals some of its drawbacks. The
assumption that the input is created by a spiteful adversary is too pessimis-
tic and might enable strong lower bounds on the competitive ratio. For the
k-server problem, the competitive ratio grows linearly with k. That means,
when the number of servers k increases, the competitive ratio worsens. In-
tuitively, when the resources of the online algorithm increase, we expect its
performance to improve. This can not be captured by competitive analysis,
since the cost of the algorithm is compared to the optimal solution with the
same number of servers.

Resource Augmentation. A well-known approach to overcome the pes-
simistic lower bounds for online algorithms is called resource augmentation.
Here, we assume that the online algorithm is provided with some extra re-
sources, which are not available for the adversary. This approach has led to
spectacular success in online scheduling problems, see e.g. [50, 61, 14, 25].

In the context of the k-server problem, the resource augmentation is defined
by providing more servers to the online algorithm than the adversary. In
particular, the online algorithm has k servers, but its performance is compared
to an offline optimal algorithm with h < k servers. This is called the (h,k)-
server problem, also known as the weak adversaries model for the k-server
problem [51].

Previous Work. In their seminal paper [66], Sleator and Tarjan gave several
,C_Lw—competitive algorithms for uniform metrics (the (h, k)-paging problem)
and also showed that this is the best possible ratio. This bound was later
extended to the weighted star metric (weighted paging) [68]. Note that this
guarantee equals k for k = h (the usual k-server setting), and tends to 1 as
k/h approaches infinity. In particular, for k& = 2h, this is smaller than 2.

This shows that the resource augmentation model gives a more accurate
interpretation on the performance of online algorithms: The competitive ratio
improves substantially when the number of servers grows.

Interestingly, in contrast to the classic k-server problem, the (h, k)-server
problem is not well understood beyond uniform metrics. Prior to our work,
no o(h)-competitive algorithm was known, even for very simple extensions of
the weighted star, like trees of depth 2. In particular, for k > h it was not
even known whether using k servers any better performance can be achieved
compared to simply disabling the extra k — h servers and run the standard
k-server algorithms using only h servers.
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Our Contribution. In this thesis we initiate a systematic study of the (h, k)-
server problem. In Chapter 2, we focus on the (h, k)-server problem in the
euclidean line and in trees. We consider the Double Coverage (DC) algorithm,
which is known to be k-competitive for the standard k-server problem in those
metric spaces. We show that, surprisingly, its performance does not improve
as k increases, and its competitive ratio is exactly k(;jll). Note that this ratio
equals h for k = h and tends to h + 1 as k grows.

In Chapter 3, we consider trees of bounded depth. We show that the
previously known k-server algorithms (DC and WFA) do not improve as k
increases and they have competitive ratio 2(h). Furthermore, we design a
new algorithm which is O(1)-competitive for trees of constant depth, whenever
k = (14 €)h for any € > 0. This gives the first o(h)-competitive algorithm for
any metric space other than the weighted star. Finally, we give a general lower
bound that any deterministic online algorithm has competitive ratio at least
2.4, even for trees of depth 2 and when k/h is arbitrarily large. This gives a
surprising qualitative separation between trees of depth 1 (weighted star) and
trees of depth 2 for the (h, k)-server problem.

Note on joint work. Chapter 2 is based on joint work with Nikhil Bansal,
Marek Elias, Lukasz Jez and Kirk Pruhs, which is published in Theory of Com-
puting Systems [11]. A preliminary version of this work appeared in the 13th
International Workshop on Approzimation and Online Algorithms (WAOA),
2015 [10]. Chapter 3 is based on joint work with Nikhil Bansal, Marek Eli4s
and Lukasz Jez. A preliminary version of this work appeared in the 28th
ACM-SIAM Symposium on Discrete Algorithms (SODA), 2017 [9].

1.3 The Generalized k-Server Problem

The study of the k-server problem has been essential in the development of
powerful techniques for online algorithms. For example, the landmark result
of Koutsoupias and Papadimitriou [53] on the k-server conjecture enabled the
belief that the WFA (or the generalized WFA [24]) performs optimally for any
metrical task system. Furthermore, the work on randomized k-server algo-
rithms enabled the development of powerful techniques using the primal-dual
method [23, 22, 7, 6] and more recently the mirror descent method [21].
Despite this progress, several natural variants and generalizations of the
k-server problem are very poorly understood. In particular, they exhibit very
different and intriguing behavior and the techniques for the standard k-server
problem do not seem to apply to them. Getting a better understanding of
such problems is a natural step towards building a deeper theory of online
computation. Below we list some examples of server problems that are not
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captured by the standard k-server model:

e The weighted k-server problem [60]. Here servers have different
weights w1, ..., w, and the cost of moving the ith server by distance d
is w; - d. This problem is substantially different from the (unweighted)
k-server problem. To get a feel for the problem, for uniform metrics the
competitive ratio is 92°™" [43, 27, 12], and no competitive algorithms are
known for general metrics.

e The CNN problem [55]. In this problem we are given two servers in
the euclidean plane, the one moving in the horizontal axis and the other
in the vertical axis. At each time step a point (r1,r2) is requested, and
in order to serve the request we should either move the horizontal server
to point z = r; or the vertical server to y = r2. This problem models
the movement of the crew of a news network in Manhattan: whenever
an event occurs, a camera should be either in the same street or in the
same avenue.

Motivated by all those variants of the k-server problem, Koutsoupias and
Taylor [55] introduced a substantial generalization of the k-server problem,
called the generalized k-server problem?. Here, each server s; lies in its own
metric space M;, with its own distance function d;. A request is a k-tuple
r = (ri,7e,...,7;) and must be served by moving some server s; to the point
r; € M;.

Note that the standard k-server problem corresponds to the special case
when all the metrics are identical, M; = ... = M} = M, and the requests are of
the form (r,r,...,r), i.e., the k-tuple is identical in each coordinate. Similarly,
the weighted k-server problem corresponds to the case when the metric spaces
are scaled copies of each other, i.e. M; = w; - M for some fixed M, and the
requests have the form (r,...,r). Finally, the CNN problem corresponds to
the case where k£ = 2 and both Mj, M5 are lines.

Previous Work. Despite the intense interest, this problem is poorly un-
derstood. Prior to our work, competitive algorithms were known only for
k =2 [65, 63]. Sitters [63] highlights that the existence of an f(k)-competitive
algorithm is among the most intriguing and important open problems in online
computation.

Our Contribution. In Chapter 4, we consider the generalized k-server pro-
blem on uniform metrics and obtain the first f(k)-competitive algorithms for
general k, whose competitive ratios almost match the known lower bounds.

2In fact, Koutsoupias and Taylor called the problem “sum of k 1-server problems”. The
name generalized k-server was proposed by Sitters and Stougie [65].
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Note on joint work. The results in Chapter 4 are based on joint work with
Nikhil Bansal, Marek Elids and Jesper Nederlof, which appeared in the 29th
ACM-SIAM Symposium on Discrete Algorithms (SODA), 2018 [13].



Chapter 2

Tight Bounds for Double
Coverage Against Weak
Adversaries

2.1 Introduction

In this chapter we study the Double Coverage (DC) algorithm for the (h, k)-
server problem. It is well-known that DC is k-competitive for h = k in any
tree metric. We prove that even if k > h the competitive ratio of DC does not
improve; in fact, it increases up to h + 1 as k grows. In particular, we show
matching upper and lower bounds of k(khjll) on the competitive ratio of DC in

tree metrics.

Related Work. The k-server problem is a far reaching generalization of
various online problems. The most well-studied of those is the paging (caching)
problem, which corresponds to k-server problem on a uniform metric space.
Sleator and Tarjan [66] gave several k-competitive algorithms for paging and
showed that this is the best possible ratio for any deterministic algorithm.
Interestingly, the k-server problem does not seem to get harder in more ge-
neral metrics. The celebrated k-server conjecture states that a k-competitive
deterministic algorithm exists for every metric space. Koutsoupias and Papa-
dimitriou [53] showed that the Work Function Algorithm (WFA) is (2k — 1)-
competitive for every metric space, almost resolving the conjecture. The
conjecture has been settled for several special metrics (an excellent reference
is [19]). In particular for the line metric, Chrobak et al. [29] gave an elegant k-
competitive algorithm called Double Coverage (DC). This algorithm was later
extended and shown to be k-competitive for all tree metrics [30]. Additionally,
in [17] it was shown that the WFA is k-competitive for some special metrics,

11
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including the line.

The (h,k)-server problem: In the (h,k)-setting, the online algorithm has
k servers, but its performance is compared to an offline optimal algorithm
with h < k servers. The (h,k)-server setting turns out to be much more
intriguing and is much less understood than the standard k-server. For uniform
metrics (the (h, k)-paging problem), k/(k — h + 1)-competitive algorithms are
known [66] and no deterministic algorithm can achieve a better ratio. Note
that this guarantee equals k for h = k, and tends to 1 as the ratio k/h becomes
arbitrarily large. In particular, for £ = 2h, this is smaller than 2. The same
competitive ratio can also be achieved for the weighted caching problem [68],
which is equivalent to the (h, k)-server problem on weighted stars (and even
for the more general file caching problem [69], which is not a special case of
the (h, k)-server problem).

It might seem natural to conjecture that, analogously to the k-server case,
general metrics are no harder than the uniform metrics, and hence that k/(k —
h+1) is the right bound for the (h, k)-server problem in all metrics. However,
surprisingly, Bar-Noy and Schieber (cf. [19, p. 175]) showed this to be false:
In the line metric, for h = 2, no deterministic algorithm can be better than
2-competitive, regardless of the value of k. This is the best known lower bound
for the general (h, k)-server problem.

On the other hand, the best known upper bound is 2h, even when k/h — 0o.
In particular, Koutsoupias [51] showed that the WFA with k servers is 2h-
competitive! against an offline optimum with h servers. Note that one way to
achieve a guarantee of 2h — 1 is simply to disable the k — h extra online servers
and use WFA with h servers only. The interesting thing about the result
of [51] is that the online algorithm does not know h and is 2h-competitive
simultaneously for every h < k. But, even if we ignore this issue of whether
the online algorithm knows h or not, no guarantee better than h is known,
even for very special metrics such as depth-2 HST's or the line, and even when
k/h — oo.

The DC algorithm: This situation motivates us to consider the (h, k)-server
problem on the line and more generally on trees. In particular, we consider
the Double Coverage (DC) algorithm [29] originally defined for a line, and its
generalization to trees [30]. We call an algorithm’s server s adjacent to the
request r if there are no algorithm’s servers on the unique path between the
locations of r and s. Note that there may be multiple servers in one location,
satisfying this requirement — in such case, one of them is chosen arbitrarily

! Actually, [51] gives a stronger bound: WFA < 2h - OPTj, — OPTy 4 O(1), where the
algorithm’s subscripts specify how many servers they use.
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as the adjacent server for this location, and the others are considered non-
adjacent.

DC-Line: If the current request r lies outside the convex hull of current loca-
tions of the servers, serve it with the nearest server. Otherwise, we move the
two servers adjacent to r towards it at equal speed until some server reaches .

DC-Tree: We move all the servers adjacent to r towards it at equal speed until
some server reaches r. Note that the set of servers adjacent to r can change
during the move, in particular when some server reaches a vertex of the tree.
We call the parts of the move where the set of adjacent servers stays the same
elementary moves.

There are several natural reasons to consider DC for the line and trees. For
paging (and weighted paging), all known k-competitive algorithms also attain
the optimal ratio for the (h, k) version. This suggests that a k-competitive
algorithm for the k-server problem might attain the “right” ratio in the (h, k)-
setting. DC is the only deterministic k-server algorithm known to be k-
competitive for the line and trees. Moreover, DC obtains the optimum k/(k —
h~+1)-competitive ratio for the (h, k)-paging problem, as we show? in Section 2.5.

Our Results: We show that the exact competitive ratio of DC on lines and

trees in the (h, k)-setting is k((khjll)).

k(h+1)

1) 2 even for a line.

Theorem 2.1. The competitive ratio of DC is at least

Note that for a fixed h, the competitive ratio worsens slightly as the num-
ber of online servers k increases. In particular, it equals h for £k = h and it
approaches h + 1 as k — oo.

Consider the seemingly trivial case of h = 1. If k = 1, clearly DC is 1-
competitive. However, for k = 2 it becomes 4/3 competitive, as we now sketch.
Consider the instance where all servers are at = 0 initially. A request arrives
at * = 2, upon which both DC and offline move a server there and pay 2.
Then a request arrives at x = 1. DC moves both servers there and pays 2
while offline pays 1. All servers are now at x = 1, and the instance repeats.

Generalizing this example to (1, k) already becomes quite involved. Our
lower bound in Theorem 2.1 for general h and k is based on an adversarial
strategy obtained by a careful recursive construction.

We also give a matching upper bound.

k(h+1)
(k+1)

Theorem 2.2. For any tree, the competitive ratio of DC' is at most

2This was known implicitly since the work of Chrobak and Larmore [30], where it was
pointed out that DC in star metrics is equivalent to Flush-When-Full (FWF) algorithm, and
it is well-known that FWF attains the optimal competitive ratio. In Section 2.5 we give an
explicit proof.
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request
L vy R
oeeo— oo | o —o—0oeef
qr dRr
5 5

Figure 2.1: DC server is pulled to the right by ¢

This generalizes the previous results for h = k [29, 30]. Our proof also
follows similar ideas, but our potential function is more involved (it has three
terms instead of two), and the analysis is more subtle. To keep the main ideas
clear, we first prove Theorem 2.2 for the simpler case of a line in Section 2.3.
The proof for trees is analogous but more involved, and is described in Section
2.4.

2.2 Lower Bound

We now prove Theorem 2.1. We will describe an adversarial strategy Sy for
the setting where DC has k servers and the offline optimum (adversary) has h
servers, whose analysis establishes that the competitive ratio of DC is at least
E(h+1)/(k+1).

Roughly speaking (and ignoring some details), the strategy Sp works as
follows. Let I = [0,bg] be the working interval associated with Si. Let L =
[0, ebr] and R = [(1 — €)bg, b| denote the (tiny) left front and right front of I.
Initially, all offline and online servers are located in L. The adversary moves all
its h servers to R and starts requesting points in R, until DC eventually moves
all its servers to R. The strategy inside R is defined recursively depending
on the number of DC servers currently in R: if DC has ¢ servers in R, the
adversary executes the strategy S; repeatedly inside R, until another DC server
arrives there, at which point it switches to the strategy S;+1. When all DC
servers reach R, the adversary moves all its h servers back to L and repeats
the symmetric version of the above instance until all servers move from R to L.
This defines a phase. To show the desired lower bound, we recursively bound
the online and offline costs during a phase of Sy in terms of costs incurred by
strategies S1,59,...,5k_1.

A crucial parameter of a strategy will be the pull. Recall that DC moves
some server gy, closer to R if and only if g7, is the rightmost DC server outside
R and a request is placed to the left of qr, the leftmost DC server in R, as
shown in Figure 2.1. In this situation gr moves by ¢ to the left and ¢r moves
to the right by the same distance, and we say that the strategy in R exerts
a pull of § on q;,. We will be interested in the amount of pull exerted by a
strategy during one phase.
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Figure 2.2: Representation of strategies and the areas that they define using a
binary tree.

Formal description: We now give a formal definition of the instance. We
begin by introducing the quantities (that we bound later) associated with each
strategy S; during a single phase:

e d;, lower bound for the cost of DC inside the working interval.
e A;, upper bound for the cost of the adversary.

e p;, P;, lower resp. upper bound for the “pull” exerted on any external
DC servers located to the left of the working interval of 5;. Note that,
as will be clear later, by symmetry the same pull is exerted to the right.

For ¢ > h, the ratio r; = ﬁ—i is a lower bound for the competitive ratio of DC

with ¢ servers against an adversary with h servers.

We now define the right and left front precisely. Let € > 0 be a sufficiently
small constant. For i > h, we define the size of working intervals for strategy S;
as s, := h and s;41 := s;/e. Note that s, = h/e*~". The working interval for
strategy Sk is [0, sx], and inside it we have two working intervals for strategies
Sk—1: [0, sk—1] and [sx—sk—_1, sg]. We continue this construction recursively and
the nesting of these intervals creates a tree-like structure as shown in Figure
2.2. For ¢ > h, the working intervals for strategy 5; are called type-i intervals.
Strategies S;, for i < h, are special and are executed in type-h intervals.

Strategies S; for i < h: For i < h, strategies S; are performed in a type-h
interval (recall this has length h). Let @ be h + 1 points in such an interval,

with distance 1 between consecutive points.
— — —

There are two variants of S; that we call S; and S;. We describe S; in
(;
detail, and the construction of S; will be exactly symmetric. At the beginning

by
of S;, we ensure that DC servers occupy the rightmost ¢ points of ) and
adversary servers occupy the rightmost A points of @ as shown in Figure 2.3.
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dh+1  d4h cee q4 q3 q2 q .
% i 1 points of Q
° . ° . e servers of adversary
° ° o servers of DC

Figure 2.3: The initial position for Strategy S_’; (for A > 3), in which the
adversary requests q4, g3, g2, q1. DC’s servers move for a total of 6, exerting a
pull of 1 in the process, only to return to the same position. The adversary’s
cost is 0 if h > 3 and 2 if h = 3: in such case, the adversary serves both g4 and
q3 with the server initially located in gs.

The adversary requests the sequence ¢;y1,¢;,...,q1. It is easily verified that
DC incurs cost d; = 2i, and its servers return to the initial position ¢;,...,q1,
—

so we can iterate S; again. Moreover, a pull of p; = 1 = P; is exerted in both
directions.
For i < h, the adversary does not have to move at all, thus 4; = 0. For
i = h, the offline can serve the sequence with cost A = 2, by using the server
in gp, to serve request in gp41 and then moving it back to gp.
—

For strategy S;, we just number the points of @) in the opposite direction
(g1 will be leftmost and ¢, 11 rightmost). The request sequence, analysis, and
assumptions about initial position are the same.

Strategies S; for ¢ > h: We define the strategy S; for ¢ > h, assuming that
S1,...,Si—1 are already defined. Let I denote the working interval for S;. We
assume that, initially, all offline and DC servers lie in the leftmost (or analo-
gously rightmost) type-(i — 1) interval of I. Indeed, for Sy this is achieved by
the initial configuration, and for ¢ < k we will ensure this condition before ap-
plying strategy S;. In this case our phase consists of left-to-right step followed
by right-to-left step (analogously, if all servers start in the rightmost interval,
we apply first right-to-left step followed by left-to-right step to complete the
phase).

For each h < j < 4, let L; and R; denote the leftmost and the rightmost
type-j interval contained in I respectively.

Left-to-right step:

1. The adversary moves all its servers from L;_; to Ry, specifically to the

_)
points q1, ..., gy to prepare for the strategy Si. Next, point ¢; is reque-
sted, which forces DC to move one server to ¢, thus satisfying the initial

H
conditions of S7. The figure below illustrates the servers’ positions after
these moves are performed.
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request*
oooooo<>004>Li’71 R o DC
5 - — Gh+1 fa
i > o000
. 7 ADV
h .
Rpt1

%
2. For j =1 to h: Apply S, to interval Ry, until the (j + 1)-th server of DC
—

arrives at the point g; 1 of Rj. Then, complete the request sequence Sj,

so that DC servers will reside in points gj41,...,q1, ready for strategy

—
Sjy1. The figure below illustrates the servers’ positions after all those
moves (i.e., the whole outer loop, for j = 1..., h) are performed.

request
< Toooo Li—l } o } Ri—l q/1+1°°°°;{}:1)c
7 o0 00 ADV
Rh
Rpi1

3. For j = h+1 to i—1: keep applying S; to interval R; until the (j+1)-th
— —
server arrives in R;. To clarify, S; stands for either S; or S;, depending

on the locations of servers within R;. In particular, the first S; for any

7 is §J Note that there is exactly one DC server in the working interval
of S; moving toward R; from the left: the other servers in that working
interval are either still in L; ;1 or in R;. Since R; is the rightmost interval
of Rjy1 and Li—1 N Rjy1 = 0, the resulting configuration is ready for

-

strategy Sj41. The figure below illustrates the very beginning of this

sequence of moves, for j = h 4+ 1, right after the execution of the first
—

step (of this three-step description) of Sj;1.

*request
0o000O L'i,fl o—p Rifl o <—ooooDC
| I _ I |
Si ‘ ‘ ‘ e0e0e @« — ‘
ADV
Rpq1

— —
Right-to-left step: Same as Left-to-right, just replace S; by S;, R; intervals by
Lj, and Lj by Rj.

Bounding Costs: We begin with a simple but useful observation that follows
directly from the definition of DC. For any subset X of i < k consecutive DC
servers, let us call center of mass of X the average position of servers in X.
We call a request external with respect to X, when it is outside the convex
hull of X and internal otherwise.
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Lemma 2.3. For any sequence of internal requests with respect to X, the
center of mass of X remains the same.

Proof. Follows trivially since for any internal request, DC moves precisely two
servers towards it, by an equal amount in opposite directions. O

Let us derive bounds on d;, A;, p;, and P; in terms of these quantities for
j < i. First, we claim that the cost A; incurred by the adversary for strategy
S; during a phase can be upper bounded as follows:

i—1
A <2<sh+ZA >:25i<h+2AJ> (2.1)

7j=1

In the inequality above, we take the cost for left-to-right step multiplied by
2, since left-to-right and right-to-left step are symmetric. The term s;h is the
cost incurred by the adversary in the beginning of the step, when moving all its
servers from the left side of I to the right. The costs A;=t Py are incurred during
the phases of S; for j =1, . — 1, because A; is an upper bound on the cost
of the adversary during a phase of strategy Sj and ;—; is an upper bound on
the number of phases of S; during S;. This follows because S; (during left to
right phase) executes as long as the (j + 1)-th server moves from left of I to
right of I. It travels a distance of at most s; and receives a pull of p; during
each iteration of S; in R. Finally, the equality in (2.1) follows, as A; = 0 for
j < h.

We now lower bound the cost of DC. Let us denote 0 := (1 — 2¢). The
length of I\ (L;—1 U R;—1) is ds; and all DC servers moving from right to left
have to travel at least this distance. Furthermore, as % is a lower bound for
the number of iterations of strategy S;, we obtain: ’

d; > 2 (5322 + Z dj 58’) 263 (z + Z ) (2.2)

7=1

It remains to show the upper and lower bounds on the pull P, and p; exerted
on external servers due to the (right-to-left step of) strategy S;. Suppose S;
is being executed in interval I. Let z denote the closest DC server strictly to
the left of I. Let X denote the set containing x and all DC servers located
in 1. During the right-to-left step of .S;, all requests are internal with respect
to X. So by Lemma 2.3, the center of the mass of X remains unchanged. As
i servers moved from right to left during right-to-left step of S;, this implies
that = should have been pulled to the left by the same total amount, which is
at least ids; and at most is;. Hence,

Pi = iSi pi = z’ési (23)
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Due to a symmetric argument, during the left-to-right step, the same amount
of pull is exerted to the right.
Now we are ready to prove Theorem 2.1.

Proof of Theorem 2.1. The proof is by induction. In particular, we will show
that the following holds for each i € [h, k|:

L > 9igih and 4i 22‘:11)5 =0 (2.4)
2

| &

Setting ¢ = k, this implies the theorem as the competitive ratio rp of DC
satisfies

d di/ P 2k §k—h k h+1
> Al > Ak/ ks L ( ) s2(k—h)
k k/pk i 1) k+1

Therefore, as § = (1 — 2¢), it is easy to see that r, — k(khjll) when ¢ — 0:

Induction base (z = h): For the base case we have a;, = 2, dj, = 2h, and
pn = P, =1, s0o & = 2h and Ah =2, i.e., (2.4) holds.

Induction step (i > h): Using (2.2), (2.3), and induction hypothesis, we
obtain

di _20(. ~di\ 20, . 26 4
i o 20 (. 4GS 20, s5i—h ) = 20 si—1—h(; (i—1)) = . ci—h
P Z,(z—i—j;Pj)_ Z,(z—i—j;%é )_ i6 (i+i(i—1)) =2i0""

where the last inequality follows from the fact that 22;11 2j =i(i —1). Simi-
larly, we prove the second part of (2.4). The first inequality follows from (2.1)
and (2.3), the second from the induction hypothesis:

i—1 i—1 .
A; 2 A 2 20+1) (jon
- _ )< = A i—h)
pi i(5<h+zpj> - i5<h+z S
j=h j=h
25_(i_1_h) h( ) + 22] h(-] + )
10 h+1
2 i(i+1) B 2(i + 1)57(7;40
—4sth h41  h41 ’

IN

IN

The last inequality follows from 2 Z;;Z(] +1)=4d(i+1)—h(h+1). O
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2.3 Upper Bound

In this section, we give an upper bound on the competitive ratio of DC that
matches the lower bound from the previous section.

We begin by introducing some notation. We denote the optimal offline
algorithm by OPT. Let r be a request issued at time ¢. Let X denote the
configuration of DC (i.e. the multiset of points in the line where DC servers
are located) and Y the configuration of OPT before serving request r. Similarly,
let X’ and Y’ be the corresponding configurations after serving r.

In order to prove our upper bound, we will define a potential function
®(X,Y) such that

DO(t) + ®(X',Y') — ®(X,Y) < c- OPT(t), (2.5)

where ¢ = k(khjll) is the desired competitive ratio, and DC(t) and OPT(t)
denote the cost incurred by DC and OPT at time ¢t. Coming up with a potential
function ® that satisfies (2.5) is sufficient, as c-competitiveness follows from
summing this inequality over time.

For a set of points A, let D4 denote the sum of all (I;\\) pairwise distances
between points in A. Let M C X be some fixed set of h servers of DC and
M(M,Y) denote the minimum weight perfect matching between M and Y,
where the weights are determined by the distances. Abusing the notation
slightly, we will denote by M(M,Y) both the matching and its cost. We

denote

kE(h+1) k
Uy(X,Y): = ——=- M,Y)+ —— Dy .
u(X,Y)i= ==y MILY) + = - D
Then the potential function is defined as follows:
1
O(X,Y)=minVy(X,Y)+ —-D
(X,Y) = min War(X,¥) + - Dx
. (k(h+1) k 1
= —. MY)+-——-D —— - Dx .
m]\?( pr1 MOLY) s M>+k+1 X

Note that this generalizes the potential considered in [29, 30] for the case of
h = k. In that setting, all the online servers are matched and hence Dy; = Dx
and is independent of M, and thus the potential above becomes k times that
minimum cost matching between X and Y plus D,. On the other hand in our
setting, we need to select the right set M of DC servers to be matched to the
offline servers based on minimizing ¥, (X,Y).

Let us first give a useful property concerning minimizers of ¥, which will
be crucial later in our analysis. Note that W,/ (X,Y) is not simply the best
matching between X and Y, but also includes the term Dj; which makes the
argument slightly subtle.
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Lemma 2.4. Let X andY be the configurations of DC and OPT and consider
some fixed offline server at location y € Y. There exists a minimizer M of W
that contains some DC server x which is adjacent to y. Moreover, there is a
minimum cost matching M between M and Y that matches x to y.

We remark that the statement does not necessarily hold simultaneously for
every offline server, but only for a single fixed offline server y. Moreover, we
note that the adjacency in the lemma statement and the proof is defined as for
the DC algorithm (cf. Section 2.1); specifically, as if there was a request at y’s
position.

Proof of Lemma 2.4. Let M’ be some minimizer of ¥,;(X,Y") and M’ be some
associated minimum cost matching between M’ and Y. Let 2’ denote the online
server currently matched to i in M’ and suppose that 2’ is not adjacent to .
Let x denote the server in X adjacent to y on the path from y to z’.

We will show that we can always modify the matching (and M’) without
increasing the cost of ®, so that y is matched to z. We consider two cases
depending on whether x is matched or unmatched.

1. If x € M’: Let y denote the offline server which is matched to z in
M. To create new matching M, we swap the edges and match x to y
and 7’ to 3y/. The cost of the edge connecting y in the matching reduces
by exactly d(2',y) — d(z,y) = d(z',z). On the other hand, the cost
of the matching edge for ¢y’ increases by d(2',vy') — d(z,vy') < d(z,2'),
due to triangle inequality. Thus, the new matching has no larger cost.
Moreover, the set of matched servers does not change, i.e., M = M’, and
hence Dj; = Dy, which implies that Uy (X,Y) < Uy (X,Y).

2. If x ¢ M': In this case, we set M = M’ \ {2’} U {z} and we form M,
where y is matched to z and all other offline servers are matched to
the same server as in M’. Now, the cost of the matching reduces by
d(«',y) — d(z,y) = d(x,2"). Moreover, Dy < Dyp + (b — 1) - d(z,2'),
as the distance of each server in M’ \ {2’} to x can be greater than the
distance to z’ by at most d(z,z’). This gives

(h+ 1)k n  k(h—1) ,
Uy(X,Y)—9¥un(X,)V) < —————— _
M( ’ ) M( ) )— k+1 d($,$)+ k+1 d($,$)
2k
:—7d /
E (x,2') <0,
and hence Uj/(X,Y) is strictly smaller than Wy, (X,Y). O

We are now ready to prove Theorem 2.2 for the line.
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Proof. Recall, that we are at time ¢ and request r is arriving. We divide the
analysis into two steps: (i) OPT serves r, and then (ii) DC serves r. As a
consequence, whenever a server of DC serves r, we can assume that a server of
OPT is already there.

For all following steps considered, M is the minimizer of ¥;(X,Y) in the
beginning of the step. It might happen that, after change of X,Y during
the step, a better minimizer can be found. However, an upper bound for
AWV, (X,Y) is sufficient to bound the change in the first term of the potential
function.

OPT moves: If OPT moves one of its servers by distance d to serve r, the
value of ¥y/(X,Y) increases by at most k(khjll)d. As OPT(t) = d and X does
not change, it follows that

k(h+1)

AP(X.Y) <
(X, ¥) < E+1

-OPT(t) ,
and hence (2.5) holds. We now consider the second step, when DC moves.

DC moves: We consider two cases depending on whether DC moves a single
server or two servers.

1. Suppose DC moves its rightmost server (the leftmost server case is iden-
tical) by distance d. Let y denote the offline server at r. By Lemma 2.4
we can assume that y is matched to the rightmost server of DC. Thus,
the cost of the minimum cost matching between M and Y decreases by d.
Moreover, Dy increases by exactly (h—1)d (as the distance to rightmost
server increases by d for all servers of DC). Thus, ¥/(X,Y) changes by

E(h+1) k(h—1) 2k

PSS I S R

Similarly, Dx increases by exactly (k — 1)d. This gives us that

2k k—1

AP(X. Y) < — . .
(X,¥) < kE+1 d+k+1

d=—d .

As DC(t) = d, this implies that (2.5) holds.

2. We now consider the case when DC moves 2 servers x and 2/, each by
distance d. Let y denote the offline server at the request r. By Lemma 2.4
applied to y, we can assume that M contains at least one of x or 2/, and
that y is matched to one of them (say x) in some minimum cost matching
Mof M toY.
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We note that Dx decreases by precisely 2d. In particular, the distance
between x and 2’ decreases by 2d, and for any other server of X \{z, 2’} its
total distance to other servers does not change. Moreover, DC(t) = 2d.
Hence, to prove (2.5), it suffices to show

k
<——.2d . )
AV (X,Y) < o (2.6)

To this end, we consider two sub-cases.

(a) Both x and x' are matched: In this case, the cost of the matching M
does not increase as the cost of the matching edge (x,y) decreases
by d and the move of x’ can increase the cost of the matching by
at most d. Moreover, Dy, decreases by precisely 2d (due to = and
2’ moving closer). Thus, AW ,/(X,Y) < —kiﬂ - 2d, and hence (2.6)
holds.

(b) Only x is matched (to y) and z' is unmatched: In this case, the cost
of the matching M decreases by d. Moreover, Dj; can increase by
at most (h — 1)d, as x can move away from each server in M \ {z}
by distance at most d. So
(h+ 1)k k(h—1) 2k

AU (X Y) < — T8 BT g -
m(X,Y) < k+1 d+ k41 d E+1 d,

i.e., (2.6) holds. O

2.4 Extension to Trees

We now consider tree metrics. Specifically, we prove Theorem 2.2.

Part of the analysis carries over from the previous section. Observe that
Lemma 2.4 holds for trees: we only used the triangle inequality and the fact
that there exists a unique path between any two points. The main difference
in the proof is that the set of servers adjacent to the request can now have
arbitrary size (i.e., it no longer contains at most two servers) and that it can
change as the move is executed, see Figure 2.4. To cope with this, we analyze
elementary moves, as did Chrobak and Larmore [30]. Recall that an elementary
move is a part when the set of servers adjacent to the request remains fixed.

Proof of Theorem 2.2. We use the same potential as before, i.e, we let

k(h+1) 3
(X, Y)i=——2~ . MY —— D
u(X,Y) k+1 MM, )t a1 Py
and define
1
P(X,Y)=minVy(X,Y —— Dy .
(X,Y) mﬂ}an(’)+k+1 X
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Qal Qa,2 Qa;;

Figure 2.4: Beginning of elementary move: server a; just covered server s
removing him from the set of servers adjacent to request r. Servers a1, as, and
as will move towards r, until ag reaches subroot v removing as from the list of
adjacent servers and completing thereby this elementary move.

To prove the theorem, we show that for any time ¢ the following holds:
DC(t)+®( X", Y") - ®(X,Y) <c-OPT(t), (2.7)

where ¢ = k(kh;rll)'

As in the analysis for the line, we split the analysis in two parts: (i) OPT

serves 7, and then (ii) DC serves r. As a consequence, whenever a server of
DC serves r, we can assume that a server of OPT is already there.

OPT moves: If OPT moves a server by distance d, only the matching cost
is affected in the potential function, and it can increase by at most d - k(h +
1)/(k + 1). Therefore

and hence (2.7) holds.

DC moves: Instead of focusing on the whole move done by DC to serve
request r, we prove that (2.7) holds for each elementary move.

Consider an elementary move where ¢ servers are moving by distance d.
Let A denote the set of those active servers. Clearly, |A| = ¢. Let also M
be a minimizer of U;(X,Y) at the beginning of the step. Let us imagine for
now, that the requested point r is the root of the whole tree. For a € A let @,
denote the set of DC servers in the subtree rooted at a’s location, including a,
see Figure 2.4. We set ¢, := |Q,| and h, 1= |Q,NM|. Finally, let Ap; := ANM.

By Lemma 2.4, we can assume that one of the servers in A is matched
to the offline server in r. Thus the move of this server decreases the cost of
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M(M,Y) by d. The move of all other servers of Ay can increase the cost of
M(M,Y) by at most (JAy| — 1) - d. We get that

AM(M,Y) < ([Ap|—2)-d .

In order to calculate the change in Dx and D)y, it is convenient to consider
the moves of active servers sequentially rather than simultaneously.

We start with Dx. Clearly, each a € A moves further away from ¢, — 1
servers in X by distance d and gets closer to the remaining k — g, ones by the
same distance. Thus, the change of Dx associated with a is (q,—1—(k—q,))d =
(2qq — k — 1)d. Therefore we have

ADx =Y (2qa —k —1)d = (2k — q(k + 1))d ,
a€A

as ZaeA Ga = k.

Similarly, for Djys, we first note that it can change only due to moves of
servers in Aps. Specifically, each a € Ajp; moves further away from h, — 1
servers in M and gets closer to the remaining h — h, of them. Thus, the
change of Dy associated with a is (2h, — h — 1)d. Therefore we have

ADy = Y (2hq—h—1)d < (2h — [Ay|(h+1))d |

a€An

since D ca,, Pa <D peaha = h.

Using above inequalities, we see that the change of potential is at most

W(MM' —2)+ ::i(% — |Ap|(R+1)) + kj—l(% —q(k+1))
< (b 1)~ 25 52D — LG+ 1) + 28— gl 1)
= kil(—q(lw 1)=—q-d,

since

k(h+ 1)(|An| — 2) + k(20 — |Apg|(h + 1)) + 2k
= —2k(h+ 1) + k(h + 1)|Ap| — |[A|k(h + 1) + 2kh + 2k
— —2k(h+1)+2k(h+1) =0

Thus, (2.7) holds, as DC(t) = ¢ - d. O
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2.5 Competitive Ratio of DC for the Paging Pro-
blem

The paging problem is the special case of the k-server on a star graph, where
all edges have weight % and all requests appear at the leaves. It known that
(h, k)-paging has a deterministic competitive ratio of k_LhH However, we are
not aware of any explicit proof showing that the DC algorithm also achieves
this ratio. We give such a proof using a potential function.

Let X and Y denote the configurations of DC and OPT respectively. Note
that any server of DC can only be at the root or at a leaf, and servers of OPT
can only be at leaves.

We define v n
_ Ckehdl, R yx

2(k—h+1) k—h+1
Where £ is the number of DC servers at the root.

Analysis: As usual, we consider separately moves of DC and OPT. We
assume that, whenever a point is requested, first OPT moves a server there
and then DC moves its servers.

Offtine moves: When optimal moves any single server from one leaf to
another it pays 1. The first term of the potential is not affected while the
second can increase by at most one. We get that A® < k—ihﬂ = kfﬁﬂ -OPT.

DC moves: Let us now consider moves of DC. We distinguish between two
cases depending on whether it moves one or more servers.

o(t)

e / > 0: In this case, DC moves one server from the root to the requested
leaf, so DC pays 1/2. The number of servers at the root ¢ decreases by 1
and the second term decreases by 1. We get

E+h-1 k —k+h-1 1

" 2k—h+1) k—h+1 2k-h+1) 2
and hence DC + A® = 0.

A

e / = 0: In the case, DC moves all the servers from the leaves toward the
root (and then we go to the case above). In that case DC occurs a cost of
k/2. Let us call a the number of online servers that coincide with servers
of OPT before the move of DC. Then / is increasing by k while |Y \ X]|
increases by a. We get that

—k—h+1 k

AD =
2h—h+ D) k—hti"

Observe that a < h — 1, as there is an OPT at the current request that
was not covered when DC started moving. Thus we can upper bound
Ad as:
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~k—h+1+2h-1) —k+h-1
AP < = k
- 2(k —h+1) 2(k —h+1)

_ k=h+l K

2k —h+1) 2

Overall we get that DC + Ad < % — % =0.






Chapter 3

The (h, k)-Server Problem on
Bounded Depth Trees

3.1 Introduction

In this chapter, we consider the (h, k)-server problem on special tree metrics,
in particular trees of bounded depth. Our motivation comes from the fact that
for (weighted) star graphs (trees of depth 1) we have a very good understan-
ding of the problem, while for more complex metrics like the line and arbitrary
trees, no o(h)-competitive algorithm is known. Moreover, as we mentioned in
the previous chapter, for trees of depth 1, all algorithms that are k-competitive
for k = h, attain also the optimum competitive ratio for the (h, k) setting. In
contrast, in the line we showed that the Double Coverage algorithm, which
attains the optimal competitive ratio for k = h, does not perform well in the
(h, k)-setting. Thus, it is natural to consider trees of depth 2, which are the
simplest possible extension of the weighted star, and try to get a better under-
standing on the effect of the structure of the metric space on the competitive
ratio of the (h, k)-server problem.

We first show that already in trees of small depth, all the previously known
algorithms (beyond uniform metrics), specifically the Double Coverage (DC)
algorithm and the Work Function Algorithm (WFA) have competitive ratio
Q(h). This suggests that we need substantially new ideas in order to deal with
the (h, k)-server problem.

Theorem 3.1. The competitive ratio of DC in depth-2 trees is Q(h), even
when k/h — oo.

In particular, DC is unable to use the extra servers in a useful way. For
the WFA, we present the following lower bound.

29
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Theorem 3.2. The competitive ratio of the WFA s at least h + 1/3 in a
depth-3 tree for k = 2h.

This lower bound can also be extended to the line metric. Note that for the
line it is known that the WFA is h-competitive for k = h [17], while our lower
bound for k = 2h is strictly larger than h. In other words, our result shows
that there exist sequences where the WFA performs strictly worse with 2h
servers than using h servers! A similar lower bound was shown in the previous
chapter for the Double Coverage algorithm. Interestingly, our lower bound
exactly matches the upper bound (h + 1)OPT}, — OPT}, implied by results of
[51, 17] for the WFA in the line. We describe the details in Section 3.6.

Our main result is the first o(h)-competitive algorithm for depth-d trees
with the following guarantee.

Theorem 3.3. There is an algorithm that is Og(1)-competitive on any depth-
d tree, whenever k = 6h for 6 > 1. More precisely, its competitive ratio is

O(d - 2%) for § € [2¢,40), and O(d - (%)d) for § € (1,29). If § is very
small, i.e. § =1+ ¢ for 0 < e <1, the latter bound becomes O(d - (2d/¢)?).

The algorithm is designed to overcome the drawbacks of DC and WFA, and
can be viewed as a more aggressive and cost-sensitive version of DC. It moves
the servers more aggressively at non-uniform speeds towards the region of the
current request, giving a higher speed to a server located in a region containing
many servers. It does not require the knowledge of h, and is simultaneously
competitive against all A strictly smaller than k.

Finally, we give an improved general lower bound. Bar-Noy and Schieber
(cf. [19, p. 175]) showed that there is no better than 2-competitive algorithm
for the (h,k)-server problem in general metrics, by constructing their lower
bound in the line metric. Our next result shows that even a 2-competitive
algorithm is not possible. In particular, we present a construction in a depth-2
HST showing that no 2.4-competitive algorithm is possible.

Theorem 3.4. There is no 2.4-competitive deterministic algorithm for trees
of depth 2, even when k/h — oo, provided that h is larger than some constant
independent of k.

This shows that depth-2 trees are qualitatively quite different from depth-1
trees (same as weighted star graphs) which allow a ratio k/(k — h + 1). We
have not tried to optimize the constant 2.4 above, but computer experiments
suggest that the bound can be improved to about 2.88.

Preliminaries

A depth-d treeis an edge-weighted rooted tree with each leaf at depth exactly d.
In the (h, k)-server problem in a depth-d tree, the requests arrive only at leaves,
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and the distance between two leaves is defined as the distance in the underlying
tree. A depth-d hierarchically separated tree (HST) is a depth-d tree with the
additional property that the distances decrease geometrically away from the
root (see e.g. [15]). We will first present our algorithm for general depth-d trees
(without the HST requirement), and later show how to (easily) extend it to
arbitrary trees with bounded diameter, where requests are also allowed in the
internal nodes.

Work Function Algorithm. Consider a request sequence 0 = r1,79,..., 7 m-
For each ¢ = 1,...,m, let w;(A) denote the optimal cost to serve requests
r1,79,...,7; and end up in the configuration A, which is specified by the set
of locations of the servers. The function w; is called work function. The Work
Function Algorithm (WFA) decides its moves depending on the values of the
work function. Specifically, if the algorithm is in a configuration A and a
request r; ¢ A arrives, it moves to a configuration X such that r; € X and
w;(X) + d(A, X) is minimized. For more background on the WFA| see [19].

Organization

In Section 3.2, we describe the lower bound for the DC in depth-2 HSTs.
The shortcomings of the DC might help the reader to understand the motiva-
tion behind the design of our algorithm for depth-d trees, which we describe
in Section 3.3. Its extension to the bounded-diameter trees is discussed in
Section 3.4. In Section 3.5 we describe the general lower bound (Theorem 3.4)
and the lower bound for the WFA (Theorem 3.2) for depth-3 HSTs. The
extension of Theorem 3.2 to the line is discussed in Section 3.6.

3.2 Lower Bound for Double Coverage on Depth-2
HSTs

We now show a lower bound of (h) on the competitive ratio of the DC algo-
rithm.

Let T be a depth-2 HST with k£ + 1 subtrees and edge lengths chosen as
follows. Edges from the root r to its children have length 1 — ¢, and edges from
the leaves to their parents length e for some € < 1. Let T, be a subtree rooted
at an internal node u # r. A branch B, is defined as T, together with the edge
e connecting T, to the root. We call B, empty, if there is no online server in
T, nor in the interior of e. Since T contains k + 1 branches, at least one of
them is always empty.

The idea behind the lower bound is quite simple. The adversary moves all
its h servers to the leaves of an empty branch B,, and keeps requesting those
leaves until DC brings h servers to T,,. Then, another branch has to become
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v S1 Si—1

Figure 3.1: Move of DC during Step 4. Servers s1,...,S;—1 are moving towards
u by distance € and s; is moving down the edge (r,u) by the same distance.
While s; is in the interior of (r,u), no server ¢ from some other branch is
adjacent to v because the unique path between v and ¢ passes through s;.

empty, and the adversary moves all its servers there, starting a new phase. The
adversary can execute an arbitrary number of such phases.

The key observation is that DC is “too slow” when bringing new servers
to T, and incurs a cost of order Q(h?) during each phase, while the adversary
only pays O(h).

Theorem 3.1. The competitive ratio of DC in depth-2 HSTs is Q(h), even
when k/h — oo.

Proof. We describe a phase, which can be repeated arbitrarily many times.
The adversary places all its h servers at different leaves of an empty branch B,
and does not move until the end of the phase. At each time during the phase,
a request arrives at such a leaf, which is occupied by some offline server, but
contains no online servers. The phase ends at the moment when the Ath server
of DC arrives to T},.

Let ALG denote the cost of the DC algorithm and ADV the cost of the
adversary during the phase. Clearly, ADV = 2h in each phase: The adversary
moves its h servers to T,, and does not incur any additional cost until the end
of the phase. However, we claim that ALG = Q(h?), no matter where exactly
the DC servers are located when the phase starts. To see that, let us call Step
i the part of the phase when DC has exactly ¢ — 1 servers in T,. Clearly, Step
1 consists of only a single request, which causes DC to bring one server to the
requested leaf. So the cost of DC for Step 1 is at least 1. To bound the cost in
the subsequent steps, we make the following observation.

Observation 3.5. At the moment when a new server s enters the subtree T,,,
no other DC servers are located along the edge e = (1,u).

This follows from the construction of DC, which moves only servers adjacent
to the request. At the moment when s enters the edge e, no other server above
s can be inside e; see Figure 3.1.
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We now focus on Step i for 2 < ¢ < h. There are already ¢ — 1 servers in
Tw, and let s; be the next one which is to arrive to T,.

Crucially, s; moves if and only if all the servers of DC in the subtree T,
move from the leaves towards u, like in Figure 3.1: When the request arrives
at v, s; moves by € and the servers inside T,, pay together (i — 1)e. However,
such a moment does not occur, until all servers s1,...,s;_1 are again at leaves,
i.e. they incur an additional cost (i — 1)e. To sum up, while s; moves by ¢, the
servers inside T, incur cost 2(7 — 1)e.

When Step i starts, the distance of s; from u is at least 1 — ¢, and therefore
s; moves by distance € at least L%j times, before it enters 7,. So, during
Step i, DC pays at least

1—2¢
€

F%J (20 — e +e) >

€

e(2i—1)+1) = (1—2¢)(2i — 1)

By summing over all steps i = 1,...,h and choosing € < 1/4, we get
h h 52
ALG > 1 (1—2¢)(2i — 1) (1—2¢)(2i —1) = (1 —2e)h* > —
—i—; €)(2i ; €)(2i—1)=( €) Z 5

To conclude the proof, we note that ALG / ADV > (h?/2)/(2h) = h/4 = Q(h)
for all phases. O

3.3 Algorithm for Depth-d Trees

In this section we prove Theorem 3.3.

Recall that a depth-d tree is a rooted-tree and we allow the requests to
appear only at the leaves. However, to simplify the algorithm description, we
will allow the online servers to reside at any node or at any location on an edge
(similar to that in DC). To serve a request at a leaf v, the algorithm moves
all the adjacent servers towards v, where the speed of each server coming from
a different branch of the tree depends on the number of the online servers
“behind” it

To describe the algorithm formally, we state the following definitions. Let
T be a depth-d tree. For a point € T' (either a node or a location on some
edge), we define T, as the subtree consisting of all points below z including x
itself, and we denote k, the number of the online servers inside T,. If s is a
server located at a point x, we denote Tx = T, and ks = k.. We also denote
T, =T, \{z}, and k; the corresponding number of the algorithm’s servers in
T, .
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Figure 3.2: A request at v, and Phase 2 of Algorithm 1. Note that k, equals
6 in the visualised case. Speed is noted next to each server moving.

3.3.1 Algorithm Description

Suppose that a request arrives at a leaf v; let A be the set of algorithm’s servers
adjacent to v. The algorithm proceeds in two phases, depending on whether
there is a server along the path from v to the root r or not. We set speeds as
described in Algorithm 1 below and move the servers towards v either until the
phase ends or the set A changes. This defines the elementary moves (where
A stays unchanged). Note that if there are some servers in the path between
v and the root r, only the lowest of them belongs to A. Figure 3.2 shows the
progress of Phase 2.

Algorithm 1: Serving request at leaf v.

Phase 1: While there is no server along the path r — v
For each s € A: move s at speed k;/k

Phase 2: While no server reached v; Server ¢ € A moves down along
the path r — v
For server ¢: move it at speed 1
For each s € A\ {q}: move it at speed k;/k,

We note two properties, the first of which follows directly from the design
of Algorithm 1.

Observation 3.6. No edge e € T contains more than one server of Algorithm 1
1 its interior.

Note that during both the phases, the various servers move at non-uniform
speeds depending on their respective ks. The following observations about
these speeds will be useful.

Observation 3.7. During Phase 1, the total speed of servers is 1. This follows
as Y sea ks = k. Analogously, during Phase 2, the total speed of servers inside
T, is 1, if there are any. This follows as ZseA\{q} ks =k, .
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The intuition behind the algorithm is the following. Recall that the problem
with DC is that it moves its servers too slowly towards an active region when
requests start arriving there. In contrast, we change the speeds of the servers
adjacent to v to make the algorithm more aggressive. From each region, an
adjacent server moves at speed proportional to the number of the online servers
in that region. This way, if a region has many servers and not many requests
appear there (we call such regions excessive), servers move quickly from there
to a more active region. Moreover, in Phase 2, server ¢ is viewed as a helper
coming to aid the servers inside 7;". The second main idea is to keep the total
speed of the helper proportional to the total speed of the servers inside T .
This prevents the algorithm from becoming overly aggressive and keeps the
cost of the moving helpers comparable to the cost incurred within 7.

3.3.2 Analysis

We will analyze the algorithm based on a suitable potential function ®(¢). Let
ALG(t) and OPT(t) denote the cost of the algorithm and of the adversary
respectively, for serving the request at time t. Let A® = &(t) — ®(t — 1)
denote the change of the potential at time t. We will ensure that ® is non-
negative and bounded from above by a function of h, k,d, and length of the
longest edge in T. Therefore, to show R-competitiveness, it suffices to show
that the following holds at each time t: ALG(t) + A;® < R - OPT(¢).

To show this, we split the analysis into two parts: First, we let the adversary
move a server (if necessary) to serve the request. Then we consider the move
of the algorithm. Let AYP7® and A#FC® denote the changes in ® due to
the move of the adversary and the algorithm respectively. Clearly, A;® =
A? PTe 4 Af‘LGCI), and thus it suffices to show the following two inequalities:

APPTH < R.OPT(t) (3.1)
ALG(t) + AMCD <0 (3.2)

Potential function

Before we define the potential, we need to formalize the notion of excess and
deficiency in the subtrees of T. Let d(a,b) denote the distance of points a
and b. For e = (u,v) € T, where v is the node closer to the root, we define
ke :=ky + m Y sce d(s,v). Note that this is the number of online servers in
T., plus the possible single server in e counted fractionally, proportionally to
its position along e. For an edge e, let £(e) denote its level with the convention
that the edges from leaf to their parents have level 1, and the edges from root
to its children have level d. For ¢ = 1,...,d, let By be some geometrically
increasing constants that will be defined later. For any point x € T, similarly
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to k; and k;, we denote h, and h, the number of servers of the adversary in
T, and T, respectively. For and edge e we define the excess E. of e and the
deficiency D, of e as follows

Ee = max{ke - Lﬂ@(e) ’ huJ ) 0} ’ d(u7 U) D, = max{ L/BZ(e) ’ huJ — ke, 0} ’ d(u, U)'

Note that these compare ke to h, with respect to the excess threshold By).
We call an edge excessive, if E, > 0, otherwise we call it deficient. Let us state
a few basic properties of these two terms.

Observation 3.8. Let e be an edge containing an algorithm’s server s in its
interior. If e is excessive, it cannot become deficient unless s moves upwards
completely outside of the interior of e. Similarly, if e is deficient, it cannot
become excessive unless s leaves interior of e completely.

Note that no other server can pass through e while s still resides there and the
contribution of s to ke is a nonzero value strictly smaller than 1, while | 8¢h, |
is an integer.

Observation 3.9. Let e be an edge and s be an algorithm’s server in its
interior moving by a distance x. Then either D, or E. changes exactly by x.

This is because k. changes by z/d(u, v), and therefore the change of D, (resp. E.)
is x.

Observation 3.10. If an adversary server passes through the edge e, change
in De (resp. E.) will be at most [By¢] - d(u,v).
To see this, note that | Byeyhu) < [Beoe)(hu — 1)) 4 [Baey -

We now fix the excess thresholds. We first define 8 depending on § = k/h
as,

B=2if 6 >2% and 8= 8" for § < 2¢.

For convenience in the calculations, we denote v := % Note that, for all
possible § > 1, our choices satisfy 1 < <2, v > 2 and

B < v, (3.3)

For each ¢ =1,...,d, we define the excess threshold for all edges in the level ¢
as B = Bl

Now, we can define the potential. Let

@:= 3" (0f)De +afl, Ee)
eeT
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where the coefficients ozlP and aeE are as follows:

aéD::%—l ford=1,...,d
1
oF .—’y(l—f—ﬁ o)
d—1
, 1
af:zZ’yz_“l(Q—l—/Ba >+’deE for{=1,...,d—1.
=L

Note that ozeD > O‘e , and ozf < aeEfl for all 1 < ¢ < d. The latter follows as
the multipliers 4*~“*1 and 44~ decrease with increasing ¢ and moreover the
summation in the first term of af has fewer terms as £ increases.

To prove the desired competitive ratio for Algorithm 1, the idea will be to
show that the good moves (when a server enters a region with deficiency, or
leaves a region with excess) contribute more than the bad moves (when a server
enters a region with excess, or leaves a region that is already deficient).

As the dynamics of the servers can be decomposed into elementary moves,
it suffices to only analyze these. We will assume that no servers of A are located
at a node. This is without loss of generality, as only the moving servers can
cause a change in the potential, and each server appears at a node just for
an infinitesimal moment during its motion. Note that this assumption implies
that each edge e containing a server s € A is either excessive or deficient, i.e.
either £, > 0 or D, > 0.

The following two lemmas give some properties of the deficient and excessive
subtrees, which will be used later in the proof of Theorem 3.3.

Lemma 3.11 (Excess in Phase 1). Consider a moment during Phase 1 and
assume that no server of A resides at a node. For the set E = {s € A|s €
e, E. > 0} of servers which are located in excessive edges, and for D = A\ E,
the following holds.

Z ks < Ly and Z ko > k
seD B secF

Proof. During Phase 1, each server of the algorithm resides in Ty for some
s € EUD; therefore k =) _pks + > .cpks. Foreach s € D, let {(s) be the
level of the edge e containing s. We have that ks, < I_Bg(s) - hs], otherwise E,
would be positive. Therefore we have

S ke <3 el €3 Buha < - h= it < it 1y

d
seD seD seD ’8 ’6

where the last inequality comes from (3.3).
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To prove the second inequality, observe that

> ke=k-> ki >k—k_(1—6)k:1k O

seE seD v

Lemma 3.12 (Excess in Phase 2). Consider a moment during Phase 2 and
assume that no server of A resides at a node. Let £ be the level of the edge
containing q and A" = A\ {q}. For the set E ={se€ A" | s € e,E. > 0} of
servers which are located in excessive edges, and for D = A’ \ E, the following
holds. If k; > Lﬁghq_j, then we have

Zk < /q* and Zk > kf

seD seER

Proof. The proof is quite similar to the proof of Lemma 3.11. Instead of using
the fact that § > g4 = 8- %! = B . B;, we now crucially use the fact that
B¢ = B - Be_1. However, now we have to be more careful with the counting of
the servers of the adversary.

For each s € D, let £(s) be the level of the edge e containing s. Similarly
to the proof of Lemma 3.11, we have ks < [Bys) - hs] < Be—1 - hs for each
server s € D, since £(s) < £ — 1. Recall that we assume that the adversary has
already served the request. Let a be the server of the adversary located at the
requested point. Since no online servers reside in the path between ¢ and the
requested point, a does not belong to T for any s € DU E. Therefore we have
Y osephs < ESG(DUE) hs < h; — 1. We get that

Z ks < Zﬁeq “hs < Be-1(hy —1). (3.4)
seD seD
To finish the proof of the first inequality, observe that our assumption that
ky > |Behy | implies
_ _ _ _ k41
ky > |Behg | = Behy <k; +1& hy < ‘IT

Therefore, from (3.4) we have

k- +1
S ke < Bemaly = 1) < B (M -1 = Pt = B <
seD

For the second inequality, note that % =(1- B) Since k; = > . cpks +
Y sck ks, we have
1 1
> ke >ky - ke = Sk m
sek v
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Proof of Theorem 3.3

We now show the main technical result, which directly implies Theorem 3.3.

Theorem 3.13. The competitive ratio of Algorithm 1 in depth-d trees is O(d-
d
7).

This implies Theorem 3.3 as follows. If § > 2 we have f = 2 and v = 2,

and we get the competitive ratio O(d-2%). For 1 < § < 2%, we have § = 61/¢ and
%)d). In particular, if § = (1 +¢€)
for some 0 < € < 1, we have 8 = (1 4+ e)V/¢ > 1+ 57- This implies that

v = % < E/(‘%d) = %. Using (3.3), we get that

therefore the competitive ratio is O(d - (

2yt <5yt = o

€ € € .

< B (

Thus, we get the ratio O(d - (%)d).

We now prove Theorem 3.13.

Proof of Theorem 3.13. As ® is non-negative and bounded from above by a
function of h, k,d, and the length of the longest edge in T, it suffices to show
the inequalities (3.1) and (3.2).

We start with (3.1) which is straightforward. By Observation 3.10, the
move of a single adversary’s server through an edge e of length z. changes D,
or FE. in the potential by at most W@(eﬂxe. As the adversary incurs cost x.
during this move, we need to show the following inequalities:

[ﬂﬂxe-aeDSR-xe foralll1 </¢<d
[Bﬂxe-agESR-xe forall1 </ <d.

As we show in Lemma 3.16 below, [B¢]a? and [B/]af are of order O(d - v9).
Therefore, setting R = ©(d - v¢) will satisfy (3.1).

We now consider (3.2) which is much more challenging to show. Let us
denote Ag the set of edges containing some server from A in their interior. We
call an elementary step a part of the motion of the algorithm during which A
and Ap remain unchanged, and all the servers of A are located in the interior
of the edges of T. Lemmas 3.14 and 3.15 below show that (3.2) holds during
an elementary step, and the theorem would follow by summing (3.2) over all
the elementary steps. O

Lemma 3.14. During an elementary step in Phase 1 of Algorithm 1, the
inequality (3.2) holds.
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Proof. Without loss of generality, let us assume that the elementary step lasted
exactly 1 unit of time. This makes the distance traveled by each server equals
to its speed, and makes calculations cleaner.

Let ALG denote the cost incurred by the algorithm during this step. Note
that ALG = 1, since by Observation 3.7, the total speed of the servers in A, is
1.

To estimate the change of the potential A®, we decompose A into two sets,
called D and E. D is the set of the servers of A residing in deficient edges,
and E are the servers residing in excessive edges. Next, we evaluate A® due
to the movement of the servers from each class separately.

The movement of servers of E is good, i.e. decreases the excess in their
edges, while the movement of servers of D increases the deficiency. By taking
the largest possible a” (which is afl) ) and the smallest possible o (which is
adE ) coefficient in the estimation, we can bound the change of the potential due
to the move of the servers of A as

where the last inequality holds due to the Lemma 3.11. We get that

1 1 1 1 1
ALGHADP <1+ —af) — ol =1+ -al) — = 41+ =af)=0. O

/8 d ~ d 6 d ~ ( ,8 d)
Lemma 3.15. During an elementary step in Phase 2 of Algorithm 1, the
inequality (3.2) holds.

Proof. Similarly to the proof of the preceding lemma, we denote by ALG the
cost incurred by the algorithm and we assume (without loss of generality) that
the duration of the elementary step is exactly 1 time unit, so that the speed of
each server equals the distance it travels. As the speed of the server ¢ is 1, it
also moves by distance 1. Moreover, by Observation 3.7, the servers in T}~ (if

any) move in total by ZsEA\{q} :—i = 1, and therefore ALG < 2. We denote by
q

£ the level of the edge containing ¢q. To estimate the change of the potential,
we consider two cases.

1. When k; > [B¢h, |. Here the movement of g increases the excess in the
edge containing ¢. Let us denote E (resp. D) the servers of A\{q} residing
in the excessive (resp. deficient) edges. By taking the largest possible a”
(which is af ;) and the smallest possible o’ (which is af ;) coefficient
in the estimation, we can upper bound the change of the potential due
to the move of the servers in T as,

oy 12 — Gy 1Zk_ = ﬂ@e 1 iafp

seD q
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where the above inequality holds due to the Lemma 3.12. As the mo-
vement of ¢ itself causes an increase of ® by af , we have

1 1
ALG+A<IJ§2+BQ?_1——%E_1+@£E.
v

To see that this is non-positive, recall that aeE = ;1;121 it <2 + %alp ) +
7?=tal. Therefore
1 1= 1 1
E i—0+2 D d—0+1 E
-y = — v 2+ —a;”) + —v o
1 = 1
:(24——0421)—1—2:7Z é+1(2+ az)—l—'y of
8 - E
L p E
:2—{—30%71 +C¥g .

2. When k; < |B¢hy]. This case is much simpler. All the movement inside
of T, might contribute to the increase of deficiency at level at most
£ — 1. On the other hand, ¢ then causes a decrease of deficiency at level
¢ and we have ALG+A®P <2+ a?_l — a?. This is less or equal to 0, as
agD > a?_  +2 0O

Lemma 3.16. For each 1 < ¢ < d, both [B;]al and [Belal are of order
Oo(d -v9).

Proof. We have defined af = 2¢ — 1, and therefore
[Belaf <2- 8520 ~1) <2-%2d ~ 1) = O(d - v,

since we have chosen 1 < 8 < 2 and « > 2 for any possible §.
Now we focus on of. Note that af = (1 + %a(’?), which is O(d - v), as

B> 1and of = O(d). For of, we have

d—1 d—1
. 1 ,
of = Z,Yz—f—i-l <2+ ﬁa ) 4 AtaE < (24 ﬁad DS ALt B
=0 =/
d—~{
1 L p 1071 4
=2+ Bac?fl) VT = 2+ 5o 1)_1) +9
i=1 7
1
<B@+ gadl ™ +9"ad =28+ 24 -3+ o) =0T - d),
where we used that 7_1 =p,1< 8 <2 and af = O(v - d). Therefore, as

Be <471, we have [f] af = O(»%d), and this concludes the proof. O
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3.4 Algorithm for Bounded-Diameter Trees

Since Algorithm 1 works for depth-d trees with arbitrary edge lengths, we can
embed any diameter-d tree into a depth-d tree with a very small distortion by
adding fake paths of short edges to all nodes.

More precisely, let T' be a tree of diameter d with arbitrary edge lengths,
and let « be the length of the shortest edge of T' (for any finite 7" such « exists).
We fix € > 0 a small constant. We create an embedding 7" of T as follows. We
choose the root r arbitrarily, and to each node v € T such that the path from
r to v contains ¢ edges, we attach a path containing d — ¢ edges of total length
ea/2. The leaf at the end of this path we denote v'. We run Algorithm 1
in 7" and each request at v € T we translate to v" € T'. We maintain the
correspondence between the servers in T and the servers in T”, and the same
server which is finally moved to v’ by Algorithm 1, we also use to serve the
request v € T'.

For the optimal solutions on 7" and 7" we have (1+¢€) OPT(T') > OPT(T"),
since any feasible solution in T" we can be converted to a solution in 7" with
cost at most (1 4 €) times higher. By Theorem 3.13, we know that the cost of
Algorithm 1 in 7" is at most R - OPT(T"), for R = ©(d - y**1), and therefore
we have ALG(T") < (1+¢€)R- OPT(T).

3.5 Lower Bounds

In this section we prove Theorems 3.4 and 3.2. We first show a general lower
bound on the competitive ratio of any algorithm for depth-2 HSTs. Then we
give lower bound on the competitive ratio of WFA. Similarly to the previous
section, given a tree T and a point = € T' (either a node or a location on some
edge), we define T, as the subtree consisting of all points below z including x
itself. If u is a parent of a leaf, we call T;, an elementary subtree.

3.5.1 General Lower Bound for Depth-2 HSTs

We now give a lower bound on the competitive ratio of any deterministic online
algorithm on depth-2 HSTs. In particular, we show that for sufficiently large
h, any deterministic online algorithm has competitive ratio at least 2.4.

The metric space is a depth-2 HST T with the following properties: T
contains at least £+ 1 elementary subtrees and each one of them has at least h
leaves. To ease our calculations, we assume that edges of the lower level have
length ¢ < 1 and edges of the upper level have length 1 — €. So the distance
between leaves of different elementary subtrees is 2.

Theorem 3.4 (restated). For sufficiently large h, even when k/h — oo, there
18 no 2.4-competitive deterministic online algorithm, even for depth-2 HSTs.
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Proof. Without loss of generality both the online and offline algorithms are
“lazy”, i.e. they move a server only for serving a request (this is a folklore
k-server property, see e.g. [19]). Since requests only appear at leaves of T', all
the offline and online servers are always located at the leaves. We say that a
server is inside an elementary subtree T,,, if it is located at some leaf of T;,. If
there are no online servers at the leaves of T, we say that Ty, is empty. Observe
that at any given time there exists at least one empty elementary subtree.

Let A be an online algorithm. The adversarial strategy consists of arbitra-
rily many iterations of a phase. During a phase, some offline servers are moved
to an empty elementary subtree T;, and requests are made there until the cost
incurred by A is sufficiently large. At this point the phase ends and a new
phase may start in another empty subtree. Let ALG and ADV denote the cost
of A and the adversary respectively during a phase. We will ensure that for
all phases ALG > 2.4- ADV. This implies the lower bound on the competitive
ratio of A.

We describe a phase of the adversarial strategy. The adversary moves some
£ < h servers to the empty elementary subtree T, and makes requests at leaves
of T,, until A brings m servers there. In particular, each request appears at a
leaf of T}, that is not occupied by a server of .A. We denote by s(i) the cost that
A has to incur for serving requests inside T, until it moves its ith server there
(this does not include the cost of moving the server from outside Ty,). Clearly,
s(1) = 0 and s(i) < s(i + 1) for all i« > 0. The choice of ¢ and m depends on
the values s(i) for 2 < i < h. We will now show that for any values of s(i)’s,
the adversary can choose £ and m such that ALG > 2.4 - ADV.

First, if there exists an ¢ such that s(i) > 3i, we set £ = m = i. Intuitively,
the algorithm is too slow in bringing its servers to T, in this case. Both A
and the adversary incur a cost of 2 to move i servers to T,,. However, A pays
a cost of s(i) for serving requests inside Ty, while the adversary can serve all
those requests at zero cost (all requests can be located at leaves occupied by
offline servers). Overall, the cost of A is 2i + s(i) > 5¢, while the offline cost is
2i. Thus we get that ALG > 2.5 ADV.

Similarly, if s(i) < (10i — 24)/7 for some i, we choose { = 1 and m = i.
Roughly speaking, in that case the algorithm is too “aggressive” in bringing
its first ¢ servers, thus incurring a large movement cost. Here, the adversary
only moves one server to T,,. Each request is issued at an empty leaf of Ty,.
Therefore A pays for each request in T;, and the same holds for the single server
of the adversary. So, ALG = 2i+ s(i) and ADV = 2+ (7). By our assumption
on (i), this gives

ALG —2.4- ADV = 2i + s(i) — 4.8 — 2.4 - 5(i) = 2i — 4.8 — 1.4 s(i) > 0.

We can thus restrict our attention to the case that s(i) € (=24 3q), for
all 2 < i < h. Now we want to upper bound the offline cost, for 1 < £ < h and



44 3. The (h, k)-Server Problem on Bounded Depth Trees

m = h. Clearly, the offline movement cost is 2¢, and for the time that .4 has
less than ¢ servers in T, the offline cost is zero. It remains to count the offline
cost during the time that A has at least £ servers inside Ty,.

For the part of the request sequence when A has £ < j < h servers in T,
it incurs a cost s(j + 1) — s(j). Since the problem restricted to an elementary
subtree is equivalent to the paging problem, using the lower bound result of
[66] for paging®, we get that the adversary incurs a cost of at most (s(j +1) —
s(j)) - j_jﬁ +2¢j < (s(j+1)—s(j))- Z—:f + 2¢j. Also, there are h — ¢ requests
where A brings new servers. Clearly, those requests cost to the adversary at
most (h — £)2e. Thus the cost of the adversary inside T, is at most

(s + 1) = (7)) - % +26j) + (h - £)2
j=t

h—¢ h—1 .
= o (s(h) = 5(0)) +ze;g + (h — 0)2e.

For any value of h, we can take ¢ small enough, such that the terms involving
€ tend to zero. Thus the upper bound on the offline cost is arbitrarily close to
20+ (s(h) —s(0)) - Z—:f, where the first term is the cost of moving ¢ servers to
T,. Let us denote ¢ = s(h)/h. Note that assuming h is large enough, ¢ € (1, 3).
We get that

ALG 2h + s(h) 2h + ch
> > 3.5
ADV = 20+ (s(h) — s(0) - 15~ 20+ (eh— 02 =t (39
2h + ch (3.6)

- 100—24y\ ht
2£+h‘(6—77h )m

We now show that for every value of ¢ € (1,3), there is an ¢ = |Sh], where
g € (0,1) is a constant depending on ¢, such that this ratio is at least 2.4.
First, as h is large enough, (3.6) is arbitrarily close to

2h + ch B 2h + ch
20+ h-(c—106/Th) - (1 —£/h) 2+ h(c— ct/h — 10€/(Th) + 10£2/(Th?))

S 2h + ch
~ 28h+ h(c—c(Bh —1)/h — 10(Bh — 1)/(7h) + 1082h%/(Th?))

!Sleator and Tarjan [66] show that an adversary with h servers can create a request
sequence against an online algorithm with k servers such that the cost of the adversary is at
most % ALG +(k —h+1) - D, where D is the distance between two leaves.



3.5. Lower Bounds 45

2+c 2+c
28+ c— cB+c/h—108/7 + 10/(Th) + 1082/7  (10/7)- B2 + (4/7 — B + ¢

We choose 8 := (¢ —4/7)/(20/7). Note that, as ¢ € (1,3), we have that
f < 1 and hence ¢ < h. The expression above then evaluates to (2+¢)/(c—(c—
)2/ 470). By standard calculus, this expression is minimized at ¢ = (21/221 —
4)/7 where it attains a value higher than 2.419. O

4
7
1

3.5.2 Lower Bound for WFA on Depth-3 HST's

We give an Q(h) lower bound on the competitive ratio of the Work Function
Algorithm (WFA) in the (h, k)-setting. More precisely, we show a lower bound
of h+1/3 for k = 2h. We first present the lower bound for a depth-3 HST. In
Section 3.6 we show how the construction can be adapted to work for the line.
We also show that this exactly matches the upper bound of (h + 1) - OPT}, —
OPT}, implied by results of [51, 17] for the line.

The basic idea behind the lower bound is to trick the WFA to use only
h servers for servicing requests in an “active region” for a long time before it
moves its extra available online servers. Moreover, we make sure that during
the time the WFA uses h servers in that region, it incurs an (k) times higher
cost than the adversary. Finally, when the WFA brings its extra servers, the
adversary moves all its servers to some different region and starts making
requests there. So eventually, WFA is unable to use its additional servers
in a useful way to improve its performance.

Theorem 3.2 (restated) The competitive ratio of the WFA in a depth-3 HST
for k =2h is at least h +1/3.

Proof. Let T be a depth-3 HST. We assume that the lengths of the edges in a
root-to-leaf path are %, EEE/, %l, for ¢ < € < 1. So the diameter of T"is 1 and
the diameter of depth-2 subtrees is e. We also assume that N = % is integer
such that N > % Let L and R be two subtrees of depth 2. Inside each
one of them, we focus on 2 elementary subtrees L1, Lo and Rj, Ry respectively
(see figure 3.3), each one containing exactly h leaves. All requests appear at
leaves of those elementary subtrees. Initially all servers are at leaves of L.
Thus, both the WFA and the adversary always have their servers at leaves.
This way, we say that some servers of the WFA (or the adversary) are inside
a subtree, meaning that they are located at some leaves of that subtree.

The adversarial strategy consists of arbitrary many iterations of a phase.
At the beginning of the phase, all online and offline servers are in the same
subtree, either L or R. At the end of the phase, all servers have moved to
the other subtree (R or L resp.), so a new phase may start. Before describing
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Figure 3.3: The tree where the lower bound for WFA is applied: All requests
arrive at leaves of L1, Lo, Ry and Rs.

the phase, we give the basic strategy, which is repeated many times. For any
elementary subtree T" with leaves t1,...,ty, any 1 < ¢ < h and any ¢ > 0, we
define strategy S(T, 7, c).

Strategy S(T,¢,c):

1. While the WFA has i < £ servers in T: Request points ¢1,...,¢, in an
adversarial way (i.e each time request a point where the WFA does not
have a server).

2. If £ > 2 and the WFA has i > ¢ servers in T', then: While optimal cost to
serve all requests using ¢ — 1 servers (starting at ¢1,...,%,_1) is smaller
than ¢, request points ¢1,...,¢, in a round-robin way.

Note that the 2nd part might not be executed at all, depending on the values
of £ and c.

We now describe a left-to-right phase, i.e., a phase which starts with all
servers at L and ends with all servers at R. A right-to-left phase is completely
symmetric, i.e., we replace R by L and R; by L;. Recall that N = %

Left-to-right phase:
Step 1: For £ =1 to h: Apply strategy S(R1,/,2)
Step 2: Fort=1to N + 1:
For ¢ =1 to h: Apply strategy S(Rq, ¢, 2¢)
For ¢ =1 to h: Apply strategy S(Ry, ¥, 2¢)

Intuitively, the WFA starts with no server at R and at the end of Step 1,
it has h servers there (more precisely, in Rj). During Step 2, the WFA moves
all its servers to R, as we show later.

Let ALG and ADV be the online and offline cost respectively. We now state
two basic lemmas for evaluating ALG and ADV during each step. Proofs of
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those lemmas, require a characterization of work function values, which comes
later on. Here we just give the intuition behind the proofs.

Lemma 3.17. During Step 1, ALG > h?> — ¢ - (h — 1)h and ADV = h.

Intuitively, we will exploit the fact that the WFA moves its servers too
slowly towards R. In particular, we show (Lemma 3.37) that whenever the
WFA has i < h servers in R, it incurs a cost of at least (2 — 2¢') - 7 inside R
before it moves its (i 4+ 1)th server there. This way we get that the cost of the
algorithm is at least h + 2?511(2 —2¢')-i=h%?—¢-(h—1)h. On the other
hand, the adversary moves its h servers by distance 1 (from L to R;) and then
it serves all requests at zero cost.

Lemma 3.18. During Step 2, ALG > 2h? + h — 3eh3 — 2% -(h—=1)-h and
ADV = (2 + 2¢)h.

Roughly speaking, to prove this lemma we make sure that for almost the
whole Step 2, the WFA has h servers in R and they incur a cost h times higher
than the adversary. The additional servers move to R almost at the end of the
phase. The cost of the adversary is easy to calculate. There are N+1 =1/e+1
iterations, where in each one of them the adversary moves its h servers from
R1 to Ro and then back to Ry, incurring a cost of 2¢ - h.

The theorem follows from lemmata 3.17 and 3.18. Summing up for the
whole phase, the offline cost is (3 + 2¢) - h and the online cost is at least
3h% + h — 3eh® — €2(h — 1)h — € (h — 1)h. We get that

ALG _ 3h2+h—3ch3 —<2(h—1)h—(h—1)h  3n2+h 1
> £ — =h+
ADV (34 2¢)h 3h 3

Work Function values

We now give a detailed characterization of how the work function evolves du-
ring left-to-right phases. For right-to-left phases the structure is completely
symmetric.

Basic Properties: We state some standard properties of work functions that
we use extensively in the rest of this section. Proofs of those properties can be
found e.g. in [19]. First, for any two configurations X,Y at distance d(X,Y)
the work function w satisfies,

w(X) <wY)+d(X,Y).

Also, let w and w’ be the work function before and after a request r respectively.
For a configuration X such that r € X, we have that w'(X) = w(X). Last,
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let C' and C’ be the configurations of the WFA before and after serving r
respectively. The work function w’ satisfies w'(C') — w'(C") = d(C,C").
Notation: Let (L?, R¥~%) denote a configuration which has i servers at L and
(k —1i) servers at R. Let w(L!, R*~%) be the minimum work function value of a
configuration (L, R*~%). If we need to make precise how many servers are in
each elementary subtree, we denote by (L‘,r1,72) a configuration which has i
servers at L, r1 servers at R; and ro servers at Ro. Same as before, w(Li7 T1,72)
denotes the minimum work function value of those configurations.

Definition: For two configurations X and Y, we say that X supports Y, if
w(Y) =w(X)+d(X,Y). The set of configurations that are not supported by
any other configuration is called the support of work function w. The following
observation will be useful later in our proofs.

Initialization: For convenience we assume that at the beginning of the phase
the minimum work function value of a configuration is zero. Note that this is
without loss of generality: If m = miny w(X) when the phase starts, we just
subtract m from the work function values of all configurations. We require the
invariant that at the beginning of the phase, for 0 <7 < k :

w(L* RY) =i,

This is clearly true for the beginning of the first phase, as all servers are
initially at L. We are going to make sure, that the symmetric condition (i.e.
w(L, R*~") = m + ) holds at the end of the phase, so a right-to-left phase
may start.

We now state two auxiliary lemmata which would be helpful later.

Lemma 3.19. Consider a left-to-right phase. At any time after the end of stra-
tegy S(Ry1,¢,2), for 1 < £ < h, we have that w(L*~1 R=1) = w(LF~* RY)+1.

At a high-level, the reason that this lemma holds is that any schedule S
that uses no more than ¢ — 1 servers in Ry, incurs a cost of at least 2 during
the execution of S(Rq,¢,2). Thus, by moving an ¢th server to Ry (cost 1), and
serving all requests of S(R1,/¢,2) at zero cost, we obtain a schedule which is
cheaper than § by at least 1. The formal proof is deferred to the end of this
section.

Lemma 3.20. Consider a left-to-right phase. At any time after the end of
strategy S(Ry,¢,2), for 1 < £ < h, we have that w(L*~% R) = w(L*~¢ R") +
(¢ —1) for any 0 <i < L.

Proof. We use backwards induction on ¢. Note that the base case t = ¢ — 1 is
true due to Lemma 3.19. Let ¢ be any time after the end of strategy S(Rq,¢,2)
with work function w.
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Induction Step: Assume that the lemma is true for some ¢ < £. We show
that the lemma holds for i — 1. Clearly, time ¢ is after the end of S(Ry,1,2).
From Lemma 3.19 we have that

w(LPF~F RTY) = w(LF RY) + 1. (3.7)
From the inductive hypothesis we have that
w(L* RY) = w(LF, RY + (¢ — ). (3.8)
By (3.7), (3.8) we get that
w(LF L RN = w(LF L RY + 1 = w(LF R + 40— (i - 1). O

First Step: We now focus on the first step of the phase. Using the two
lemmata above, we can characterize the structure of the work function at the
end of the execution of S(Ry,¥¢,2), for 1 < ¢ < h.

Lemma 3.21. Consider a left-to-right phase. When strategy S(R1,4,2) ends,
for any 1 < £ < h, the following two things hold:

1. For all0 <i < £, w(LF7* RY) = w(LF* RY) + (¢ — i)
2. For all ¢ < i<k, w(LF* R) =w(L** R+ (i— 1)

In other words, having ¢ servers in R is the lowest state, and all other states
are tight with respect to it.

Proof. For i < £, the lemma follows from Lemma 3.20. We focus on i > ¢:
Until the end of S(Ry, ¢, 2) there are £ < i points in R requested, so w(L*~%, R?)
does not change. Since at the beginning w(L¥~% R?) = i, we have that for all
1>0+1

w(LF RY —w(LF Y R =i—¢. O

This characterization of work function values is sufficient to give us the
lower bound on the cost of the WFA during Step 1. The reader might prefer
to move to Lemma 3.37 which estimates the cost of the WFA during the time
interval that it has ¢ < h servers in R, and implies Lemma 3.17.

Second step: By lemma 3.21, at the beginning of the second step, the work
function values satisfy:

w(L? RY) = w(L" R") + (h — i), for 0 < i < h, (3.9)

w(L* RY) = w(L", R") + (i — h), for h <i < 2h, (3.10)
We note that (3.9) holds for the entire second step, due to Lemma 3.20.
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Characterizing the structure of the work function during second step is
more complicated. Note that Step 2 consists of IV + 1 iterations, where in
each iteration strategies S(Rq, ¢, 2¢) and S(R, ¥, 2¢) are applied. The following
auxiliary lemma will be helpful in our arguments about the evolution of the
work function during step 2.

Lemma 3.22. For any 0 <14 < h, the optimal schedule to serve ¢ consecutive
iterations of Step 2 using h + i servers in R, starting from a configuration
(L', h,i) and ending up in a configuration (L"=",h —4' i+ i), for 0 < i’ <
h — i, has cost c-2e(h — i) +¢€- 7.

Proof. Consider a schedule S serving ¢ consecutive iterations of Step 2 using
h + i servers in R, starting from a configuration (L'~ h,i). For j =1,...,c,
let (L= h — aj—1,7+ a;j_1) be the configuration of S at the beginning of jth
iteration. Let also (L"~% i+ b;,h — b;) be the configuration of S at the end of
the execution of S(Rq, h,2¢) during jth iteration. At the end of jth iteration,
S is in configuration (L"~%,h — a;j,i + a;) and the (j + 1)th iteration starts.
Note that 0 < a;,b; < h—1, for all 1 < j <c. Clearly, ap = 0, since we assume
that S starts at a configuration (L"~% h,1).

We now calculate the minimum cost of S depending on the values of a;
and b;. Consider the jth iteration. During executions of S(Ra, ¢, 2¢) there are
h —b; — (i + a;_1)) servers that move from R; to Ry, incurring a movement
cost of e(h—bj —i—a;_1). The cost of serving requests in Ry is at least 2¢-b;,
which is incurred during executions of S(Ra, ¥, 2¢) for h—b; < ¢ < h. Similarly,
the movement cost for moving servers from Ry to Ry is e(h —aj — i — b;) and
the cost incurred inside Ry is at least 2ea;. We get that the total cost of S is
at least

E-Z(h—bj—i—aj_l)—i-(h—aj—i—bj)+2aj+2bj == e-z2h—2i+aj—aj_1
j=1 j=1

:c'26(h—i)+6-2aj—aj_1:c-26(h—i)+6-ac.

J=1

By setting i’ = a., the lemma follows. O
We get the following corollary.

Corollary 3.23. The optimal schedule to serve ¢ consecutive iterations of Step
2 using h +1i servers in R, starting from a configuration (L"~% h,i) has cost
c-2¢e(h — 1), and it ends up in a configuration (L'~ h,i).

The following definition is going to be helpful for characterizing the changes
in the work function during various iterations of Step 2.
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Definition 3.24. An iteration of Step 2 is called good if the following condi-
tions hold:

(i) During the whole iteration, for all 0 < i < h and 0 < j < h — i, there is

no configuration C € (L', R"7) which is supported by a configuration
o= (Lh—i—j’ Rh-‘ri-‘t-j)'

(i) At the beginning of the iteration, for all 0 < i < h, we have that
w(Lh, R = w(Lh, h, i) and for all 0 < i’ < h —1,

w(L" " h =i i 41 = w(L" b)) i e (3.11)

Let us get some intuition behind this definition. The first condition im-
plies that during good iterations the work function values of configurations
(Lh=% Rh*%) are not affected by configurations (L"~7, R"*J) for j # i. This
makes it easier to argue about w(L"~*, R"*%). Moreover, by basic properties, it
implies that the WFA does not move servers from L to R (see Observation 3.25
below). Since the WFA has h servers in R when Step 2 starts, our goal is to
show that there are too many consecutive good iterations in the beginning
of Step 2. This implies that for the largest part of Step 2, the WFA has h
servers in R. Then, it suffices to get a lower bound on the cost of the WFA
during those iterations. The second condition implies that at the beginning
of a good phase, any optimal schedule for configurations (L"~%, R"*?) is at a
configuration (L"~%, h,1).

We now state some basic observations that follow from the definition of a
good iteration and will be useful in our analysis.

Observation 3.25. During a good iteration the WFA does not move any server
from L to R.

To see why this is true, consider any time during the iteration when the
WFA moves from a configuration C' to C’, such that C € (L"~% R'M7), for some
0 < i < h. By basic properties of work functions, C' is supported by C’. Since
the iteration is good, C is not supported by any configuration (L"~#7, Rh”ﬂ),
ie. C' ¢ (L' RM*J). Thus the WFA does not move a server from L to
R.

The following observation comes immediately from Corollary 3.23 and the
definition of a good iteration.

Observation 3.26. Consider a good iteration and let w,w’ be the work function
at the beginning and at the end of the iteration respectively. Then for all
0 <> h we have that

w/(thi’Rthi) _ w(thi’Rthi) _ 2€(h - Z)
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Moreover, using Lemma 3.22 for ¢ = 1, we get the following observation.
Observation 3.27. At the end of a good iteration, (3.11) holds.
The next lemma gives us a sufficient condition for an iteration to be good.

Lemma 3.28. Consider an iteration of Step 2 with initial work function w.
If w satisfies (3.11) and for all0 < i< h and 0 < j < h —1,

w(L" R 4 3¢ - h < w(LM7 R 4 )
then the iteration is good.

Proof. Let t be any time during the iteration with work function w’. For any
configuration C' € (L"~%, R"*%), a possible schedule to that serves all requests
until time ¢ and ends up in C' is to simulate the optimal schedule ending up in
any configuration (L"~%, R"%), and then moving at most i < h servers within
R. The cost of this schedule is at most

w' (L R 4 eh < w(L"™, RM) 4 2¢(h — i) + eh < w(L"% R + 3¢h,

(3.12)
where the first inequality holds due to Corollary 3.23. Since the right hand
side of (3.12) is smaller than w(LP~"=7, RhiH7) 4 j < o/ (Lh177, R+ 4 4,
we get that there is no configuration C' € (L"~% R"*%) which is supported by
a configuration (L"~=7, RP¥*7) and thus the iteration is good. O

Counting good iterations We now count the number of consecutive good
iterations in the beginning of Step 2. For all 0 < i < hand 0 < j < h — 1,
let D; j = w(L", RM?) — w(LM1=J Rh+#+7). The next lemma estimates the
change in D; ; after a good iteration.

Lemma 3.29. Consider a good iteration and let w,w’ be the work function
at the beginning and at the end of the iteration. Then, for all 0 < i < h and
0 < j < h—1i, we have that

D, = W (Lh=3, R/ (Lh=i=3 | ghtitdy = Dy + 2¢j.
Proof. By Observation 3.26 we have that
w/(Lh’_i,RhH) —w Lh—i—j, Rh+z’+j) —
= w(L" R 4 2e(h — i) — w(L"779 RM7I) — 2¢(h — i — j)
— w(Lh1, i) — q(Lh—i=3 Rh i+ 4 9¢j. O

Now we are ready to estimate the number of consecutive good iterations
after Step 2 starts.
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Lemma 3.30. The first [N — %] iterations of Step 2 are good.

Proof. By Observation 3.27, we have that at the end of a good iteration, (3.11)
holds. Thus, by Lemma 3.28, if at the end of the current iteration D; ; < j—3eh
forall 0 <i < h, 0 < j < h—1i, then the next iteration is good.

At the beginning of Step 2, D; ; = —j, due to (3.10). From Lemma 3.29 we
have that after each good iteration, D; ; increases by 2ej. Thus, all iterations
will be good, as long as D; ; < j — 3eh. Since

3h 3h
([N—?] —1)'2€j<(N—?)‘er:2j—3j€h§2j—3€h,
we get that at the beginning of the ([N — 32])th iteration of Step 2, D;; <
—j + 2j — 3¢h = j — 3eh. Thus the first [N — %} iterations of Step 2 are
good. O

We get the following corollary.

Corollary 3.31. After [N — %} iterations of Step 2, WFA still has h servers
n R.

This holds due to the fact that at the beginning of Step 2, the WFA has
h servers in R, and from Observation 3.25 we know that the WFA does not
move a server from L to R during good iterations.

Work function values for good iterations. Now we proceed to the cha-
racterization of the work function during good iterations. Since we want to
estimate the cost of the WFA during iterations when it has h servers at R,
we focus on configurations (L", R?). Specifically, we need the corresponding
versions of Lemmata 3.19, 3.20 and 3.21. Recall that, by definition of a good
iteration, the local changes in the values of w(L", R"), define the work function
values of all configurations (L, R").

We begin with the corresponding versions of Lemmata 3.19 and 3.20 for
good iterations of Step 2.

Lemma 3.32. Consider a good iteration of Step 2. Let t1 be the time when
S(Rg,t,2€) ends, for 1 < £ < h and to the time when S(Ra,h,2¢) ends. At
any time t € [t1,ts], we have that w(L" h — 0+ 1,0 —1) = w(L" h — £,£) + €.

Proof. The proof is same as proof of Lemma 3.19 with replacing (L¥~%, R?)
by (L", h —i,1), scaling distances by € and noting that by (3.11), any optimal
schedule for configurations (L", R?) starts the iteration from a configuration
(L", h,0). O
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Lemma 3.33. Consider a good iteration of Step 2. Let t1 be the time when
S(Rg,¥,2¢) ends, for 1 < ¢ < h and ty the time when S(Ra,h,2¢) ends. At
any time t € [t1,ts], we have that, for any 1 < i < £, w(L" h —i,i) =
w(L" h — £,0) + e(£ — ).

The proof of this lemma is same as the proof of Lemma 3.20, i.e. by
backwards induction on i. We just need to replace (L*~% R) by (L", h —i,1)
and scale all distances by e.

The next two lemmata are the analogues of Lemma 3.21 for good iterations
of Step 2, and characterize the structure of the work function at the end of
S(Rg2,?,2¢) and S(Ry,¥,2¢), for 1 < ¢ < h.

Lemma 3.34. Consider a good iteration during Step 2. At the moment when
the execution of S(Ra,?,2€) ends, for 1 < { < h, the following two things hold:

1. For all0 <i <, w(L" h —i,i) = w(L" h —£,0) + el — i)
2. Forall ¢ <i<h, w(L"h—ii)=w(L" h—~01L)+eci—1)

Proof. For 0 < i < £, the lemma follows from Lemma 3.33. For ¢ > ¢ the proof
is same as proof of Lemma 3.21 by replacing w(LF~%, RY) by w(L" h — i,1)
and using the fact that at the beginning of the iteration w(L", h — i,i) =
w(L" h,0) +e€-i. O

Lemma 3.35. Consider a good iteration during Step 2. At the moment when
an execution of S(Ry,¢,2¢€) ends, for 1 < € < h, the following two things hold:

1. For all0 <i <€, w(L"i,h —i) =w(L" £,h —£) + (£ — i)

2. Forall £ <i<h, w(L"ih—i)=w(L" {,h—1{)+e(i — 1)

Proof. The proof is completely symmetric to the proof of Lemma 3.34. Note
that, due to Lemma 3.34, after S(Rg,h,2¢) ends, i.e at the beginning of
S(Ry,1,2¢), we have that w(L", R") = w(L",0,h) and that w(L" h —i,i) =
w(L",0,h) + e(h — 1), or equivalently

w(L" i, h — i) = w(L", 0,h) + €. (3.13)

Note that (3.13) is symmetric to w(L", h —i,i) = w(L" h,0) + € - i, which we
used in proof of Lemma 3.34, so we can apply the symmetric proof. O

End of the phase: We now show that at the end of the phase the work
function has the desired structure and that the WFA has all its 2h servers in
R, so a new right-to-left phase may start.
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Lemma 3.36. After N iterations of Step 2, w(L"*, R"?) = w(L°, R*") +
(h—1i)=3h—1i, forall1 <i<h-—1.

Proof. By basic properties of work functions, w(L"~% RM?) < w(L°, R*") +
(h — 7). Assume for contradiction that there exists some i such that
w(L" R < w(LP, R?") 4 (h — 4). If there are many such i’s, we prove
the contradiction for the largest one and then we can repeat. This assumption
implies that for any j > ¢ we have that

w(thijthj) +(j—1i)= w(LO,th) +(h—j)+ (G —1)
= w(L® BM) + (h— i) > w(L", M),

Thus, the configuration C' that defines the value of w(L"~%, R"*%) is not sup-
ported by any configuration (L"=7, R"*7) for j > i. Let S be the schedule that
defines the value of w(L"~%, R"*%) = W(C). Since C is not supported by any
configuration (L"~7, R**7) for j > i, S uses exactly h+ i servers in R. We now
evaluate the cost of S. Moving h + ¢ servers from L to R costs h + i. Serving
Step 1 using h+1 servers in R costs 0. By Lemma 3.22, the optimal way to serve
N iterations of Step 2 using h + i servers in R has cost 2N -e(h —i) = 2(h —1).
Overall we get that w(L' !, R"*%) = h +i +2(h —i) = 3h — i.
On the other hand, we have that w(L°, R?") = 2h for the whole phase.
Thus
w(L" Ry = 3h — i = w(L, R*) + (h — 1),

contradiction. O
By setting i’ = h — i, Lemma 3.36 gives us that
w(L’, Ry = w(L®, R*") + 4, for 1 <i < h. (3.14)
Moreover, by setting i/ = 2h — i in (3.9), we get that for h < i’ < 2h,

w(Li’jRthi’) _ U)(Lh,Rh) +i—h= w(LO,RZh)—i-h—i-i/—h _ w(LO,RZh)—i-il,

(3.15)
where the first equality holds due to (3.14). From (3.14), (3.15), we get that
after N iterations of Step 2,

w(L¥, %) = w(L®, R*") + ', for all 1 < i’ < 2h. (3.16)

Note that w(L", R?*) does not change during the whole phase, since exactly
2h points of R are requested. Thus, (3.16) holds until the end of the phase
and then a new right-to-left phase may start, satisfying the assumption about
the initial work function. Last, to see that at the end of the phase the WFA
has all its 2h servers in R, assume that after N iterations of Step 2, it is in
some configuration (L, R?'~") for some 0 < i’ < (h — 1). Since (3.16) holds
until the end of the phase, during the next iteration, the WFA moves to the
configuration (L, R?").
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Bounding Costs
We now bound the online and offline costs. We begin with Step 1.

Lemma 3.37. During the time when the WFA uses ¢ < h servers in R, it
incurs a cost of at least (2 — 2¢€) - (.

Proof. By construction of the phase, when the execution of S(Ri,¢ + 1,2)
starts, the WFA has /¢ servers in R. We evaluate the cost of the WFA during
the part of S(Ry, ¢+ 1,2) when it has ¢ servers in R. Let ¢ be the time when
the WFA moves its (£ + 1)th server to R. Let w and w’ be the work functions
at the beginning of S(R1,¢ + 1,2) and at time ¢ respectively. We have that,

w' (LM R = w(LF 1 R = w(LF RY) + 1, (3.17)

where the first equality comes from the fact that there are exactly £+ 1 points
of R requested since the beginning of the phase and the second by Lemma 3.21.
Let C be the configuration of the WFA at time ¢’ — 1. At time ¢, the WFA
moves a server by a distance of 1, thus by basic properties of work functions,
we have that w'(C) = w'(L* ¢!, R*!) + 1. This combined with (3.17) gives
that

w' (C) = w(L** R") + 2. (3.18)

Let X € (L¥=*, R®) be a configuration such that (i) w'(X) = w'(L*~*, RY)
and (ii) X,C have their k — ¢ servers of L at the same points. Note that
X,C e (Lk_z, £,0), since R; is the only subtree of R where requests have been
issued. Since both X and C' have ¢ servers in Ry, and only £ + 1 leaves of R
have been requested, we get that X and C' can differ in at most one point. In
other words, d(X,C) < €. By basic properties of work functions we get that

W' (C) < w'(X)+d(X,C) <w'(LF 4 R +¢€. (3.19)
From (3.18), (3.19) we get that
w' (L4 R —w(LF 4 R > w/'(C) = — (W'(C)=2)=2—¢.  (3.20)

Let S¢ be the optimal schedule to serve all requests from the beginning of
S(Rga,¢ + 1,2¢) until time ¢, using ¢ servers starting at ¢1,...,¢,. From (3.20)
we have that cost(Sy) > 2 — €/. All requests are located in ¢ + 1 leaves of an
elementary subtree (which is equivalent to the paging problem) in an adver-
sarial way. It is well known (see e.g. [19]) that the competitive ratio of any
online algorithm for the paging problem for such a sequence is at least ¢, i.e. it
has cost at least cost(Sy) — ¢ - €, where £ - € is the allowed additive term. This
implies that the cost incurred by the WFA is at least

0-cost(S)) —L-€ >U2—¢€)—t-d =(2-2¢) L. ]
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Lemma 3.17 (restated) During Step 1, ALG > h?—¢€'-h(h—1) and ADV= h.

Proof. Clearly, ADV= h; the adversary moves h servers by distance 1 and then
serves all requests at zero cost. By lemma 3.37 we get that WFA incurs a cost
of at least Z?:_ll (2 —2¢) - ¢ inside R. Moreover, it pays a movement cost of h
to move its h servers from L to R. Overall, we get that the online cost during
Step 1is (2—2¢) S0 b+h =250t oph—2¢ S ) e =h2—€ -h(h—1). O

We now focus on Step 2. We charge the WFA only for the first [NV —
iterations (when it uses h servers in R, due to Corollary 3.31), plus the
movement cost of the extra servers from L to R.

#

Lemma 3.38. Consider a good iteration of Step 2 such that the WFA uses
only h servers in R. During the time interval that WFA serves requests in
subtree Ry or Ry using £ servers, it incurs a cost of at least 2(e — €')L.

Proof. The proof is similar to the proof of Lemma 3.37, with the following
modifications. We scale distances by ¢, since now the servers move from R; to
Ry (distance €) instead of moving from L to R; (distance 1). We charge the
WFA for serving requests in Rs using ¢ servers during executions of S(Ra, ¢ +
1,2¢), using Lemma 3.34 (instead of Lemma 3.21) and replacing (L¥~%, R") by
(L h —i,i). Similarly, we charge the WFA for serving requests in R; using ¢
servers during executions of S(Ry, ¢+ 1,2¢) using Lemma 3.35. O

Lemma 3.39. Consider a good iteration of Step 2 such that the WFA uses
only h servers in R to serve the requests. The cost of the WFA in such an
iteration is at least 2¢ - h®> — 2¢' - (h — 1) - h.

Proof. From Lemma 3.38, we get that the cumulative cost for all executions
of S in Ry is 22;11 2(e — €)l + € - h, where the last € - h term counts the
cost of moving h servers from R; to Ry. Similarly, the WFA incurs the same
cumulative cost during executions of .S in R;. We get that the total cost of the
WFA during the iteration is at least

h—1
226—6 W+ e- h = 2¢ - h—l—4Ze l— 42
=1

2¢(h+ (h — 1h) )hZth?—a-m—1yh. O

Lemma 3.18 (restated) During Step 2, ALG > 2h? 4 h— 3eh? —2% (h=1)-h
and ADV = (2 + €)h.

Proof. Second step consists of N +1 = 1/e + 1 iterations, where in each one
of them the adversary incurs a cost of 2¢ - h. Thus the offline cost is (2 + 2¢)h.
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Let us now count the online cost during Step 2. By Corollary 3.31, there
are at least [N — —1 iterations such that the WFA has h servers in R. By
lemma 3.39 we get that during each one of those iterations, the online cost is
at least 2¢ - h? —2¢ - (h — 1) - h. For the rest of Step 2, the WFA incurs a cost
of at least h, as it moves h servers from L to R. We get that overall, during
Step 2, the cost of WFA is at least

3h
(N =) (2¢-h* —2¢ - (h—1)-h)+h
=2Ne-h? —2Né - (h—1)-h—3eh® +3¢h*(h— 1)+ h

/
>9h? + h—3¢h® — 25 - (h—1) - h. O
€

Remaining Proofs

We now prove Lemma 3.19, whose proof was omitted earlier. First, we state an
observation which follows directly from the definition of the left-to-right phase.

Observation 3.40. Let t be any time during a left-to-right phase with work
function w. If w(L*% R = w(LFJ, RI) + (j — i) for some 0 < i < j <k,
then for all j' such that i < j' < j we have that w(L¥=7' | RI") = w(L*7, R7) +
(=3

To see why this is true, note that by basic properties w(Lk‘*j/,Rj/) <
w(LF~7, RI) 4+ (j — j'). Moreover, if strict inequality holds, we have that
w( LM R) 4 (f =) < wIFI R 4 (= ) + (7 = i) = w(LFLRY).
We get that w(L*~%, R) — w(L*~3', R7") > j’ — i, a contradiction.

Lemma 3.19 (restated) Consider a left-to-right phase. At any time after the
end of strategy S(R1,¢,2), for 1 < £ < h, we have that w(LF=1 RF-1) =
w(L*t, RY) + 1.

Proof. We prove the lemma by induction. For the base case ¢ = 1, the lemma
is clearly true since any schedule serving requests uses at least one server at
R. We prove the lemma for 2 < ¢ < h, assuming that it is true for all values

Ll—1.

Let ¢ be any time after the end of strategy S(R1,/,2), for 1 < ¢ < h with
work function w. By basic properties of work functions, w(LF~¢+! R-1) <

w(LF=* RY) 4+ 1. We will assume that w(LF~1 R < w(Lk ¢ RZ) + 1 and
obtain a contradiction. The lemma then follows.

Assume that w(LF1 R < w(LF* RY) + 1. Let S;_; and Sy be
the schedules that define the values of w(LF~*!, R~1) and w(L*~¢, RY)
respectively. Let C be a configuration (LF~**1 R~1) such that w(C) =
w(LF~*1, R*~1). By Observation 3.40, C' is not supported by any configura-
tion (LF~%, R), for i > £. Also, by the inductive hypothesis, C' is not supported



3.6. Tight Bounds for WFA on the Line 59

by configurations (L*¥~% R?) for i < £ — 1. We get that C is in the support of
w. Without loss of generality Sy_; is lazy, i.e. it moves a server only to serve
a request (this is a standard property, explained in the proof of Theorem 3.4).
Thus, from the beginning of the phase until time ¢, S;_1 never moves a server
from R to L. We get that Sy_; uses exactly ¢ — 1 servers in R. On the other
hand, by construction of the phase, Sy has at least £ servers in R during the
execution of S(Ry,/,2).

We now compare the costs of Sy_1 and Sy. Before S(Ry,?,2) starts, the
schedules are the same, since there are exactly ¢ — 1 points of R requested.
During S(R1,4,2), S¢ incurs a cost of 1 to move a server from L to R and
then serves all requests at zero cost, while Sy_; incurs a cost of at least 2 (by
construction of the strategy). When S(R1,/,2) ends, the set of leaves of R;
occupied by servers of Sy_1 is a subset of the leaves occupied by servers of
Sy. Thus, the cost incurred by S, after the end of S(Ryp,¢,2) is smaller or
equal to the cost incurred by Sy_1 during the same time interval. Overall, we
get that cost(Sy_1) > cost(Sp) + 1, i.e., w(LF1 R > w(LF4 RY) + 1, a
contradiction. O

3.6 Tight Bounds for WFA on the Line

In this section we show that the lower bound of section 3.5.2 for the WFA can
also be applied on the line. Moreover we show that there exists a matching
upper bound.

Lower Bound. The lower bound strategy is the same as the one described
for depth-3 HSTs, we just need to replace subtrees by line segments. More
precisely, the lower bound strategy is applied in an interval I of length 1. Let
L and R be the leftmost and rightmost regions of I, of length €/2, for € <« 1.
Similarly, L1, Ls and R, Ry are smaller regions inside L and R respectively.
Again, the distance between L; and Ly (R; and Ry resp.) is much larger
than their length. In each of those regions we focus on h points, where the
distance between 2 consecutive points is ¢ < e. Whenever the adversary moves
to such a region, it places its servers those h equally spaced points inside it.
Similarly to the proof of Theorem 3.2, we can get a lower bound h + 1/3 on
the competitive ratio of the WFA on the line when k& = 2h (the changes affect
only the dependence on terms involving € and €', which are negligible).

Upper Bound We now show an upper bound on the cost of WFA for the
(h, k)-server problem in the line, which is implied by combining results of [17,
51].
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Most known upper bounds for the WFA do not bound the algorithm’s
actual cost directly. Instead, they bound its extended cost, defined as the
maximum increase of the work function value for any single configuration. To
define it formally, let w and w’ be the work functions before and after serving
the request at time ¢. Then, if M denotes the metric space, the extended cost
at time t is defined as follows:

ExtCost(t) = )?éfjié(k{wl(X) —w(X)} ,

and the total extended cost of a sequence of requests is

ExtCost = Z ExtCost(t) .
¢

For a given sequence of requests, let WFA; and OPT; denote the overall cost
incurred by WFA and OPT using i servers respectively. Similarly, let ExtCost;
denote the total extended cost over configurations of ¢ servers. Chrobak and
Larmore [31] showed that the extended cost satisfies the following inequality:

WFA; + OPT; < ExtCost; . (3.21)

In [17] it was shown that WFA with h servers is h-competitive in the line
by proving the following inequality:

ExtCosty, < (h+1) OPT}, 4+0(1) (3.22)

Moreover, Koutsoupias [51] showed that the extended cost is a non-increasing
function of the number of servers, which implies

ExtCost; < ExtCosty, (3.23)
for all request sequences. Putting (3.21), (3.22) and (3.23) together, we get
WFA; + OPTy, < ExtCosty < ExtCost, < (h+ 1) OPT, +0(1)

which implies that WFAy, is (h + 1)-competitive. In fact, a slightly stronger
inequality holds:

WFA, < (h + 1) OPTy, — OPTy, +O(1) .

Matching Bounds. We now show that the lower and upper bounds above
are matching for k = 2h. In particular, it suffices to show that for our lower
bound instance (h 4+ 1/3)OPT}, goes arbitrary close to (h + 1)OPT}, — OPTy,
or equivalently
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20PT),

— OPT} (3.24)

As we showed in the proof of theorem 3.2, for every phase of the lower
bound strategy, OPT}, = (3 4 2¢) - h. Moreover it is clear that OPTy = 2h;
during a phase the minimum work function value using k& = 2h servers increases
by exactly 2h. We get that

20PT;,  2-(3+2¢)-h _ 342

3 3 =2h 3 — 2h = OPTy.

3.7 Concluding Remarks

Several intriguing open questions remain, and we list some of them here.

Open Problem 3.1. Is the dependence on d in Theorem 3.3 mecessary? In
other words, can we get a O(1)-competitive algorithm for depth-d trees for
k> h?

While Theorem 3.4 gives a separation between depth-1 and depth-2 trees,
it is unclear whether a lower bound which increases substantially with depth
is possible. Note that a lower bound of g(d) for depth d, where g(d) — oo as
d — oo (provided that h is large enough), would be very surprising. This would
imply that there is no O(1)-competitive algorithm for general metric spaces.

Open Problem 3.2. Can we get an o(h)-competitive algorithm for other me-
tric spaces?

An interesting metric is the line. Here, we showed that both DC and
the WFA have competitive ratio (h), and we do not even know any good
candidate algorithm. Designing an algorithm with such a guarantee would be
very interesting. Very recently, Coester et. al. [34] showed a lower bound of
3.146 on the competitive ratio of deterministic algorithms for the (h, k)-server
problem in the line (for sufficiently large h), even if k/h — oco. This improves
our lower bound of 2.4 for general metric spaces, and remains up to date the
best known lower bound for the (h, k)-server problem.






Chapter 4

Competitive Algorithms for
Generalized k-Server in
Uniform Metrics

4.1 Introduction

In the generalized k-server problem, we are given k-servers si,..., Sk, where
server s; lies in a metric space M; with distance function d;. At each time step
a request 7 = (r1,rg,...,7x) € My X ... X M} arrives and must be served by
moving some server s; to the point r; € M;. The goal is to minimize the total
distance traveled by the servers.

The generalized k-server problem is a substantial generalization of the stan-
dard k-server problem. In particular, the k-server problem corresponds to the
to the special case when all the metrics are identical, M; = ... = My = M,
and the requests are of the form (r,r,...,r), i.e., the k-tuple is identical in
each coordinate.

The generalized k-server problem can model a rich class of online problems,
for which the techniques developed for the standard k-server problem do not
apply, see e.g. [55]. For that reason, it is widely believed that a deeper under-
standing of this problem should lead to powerful new techniques for designing
online algorithms [55, 63]. According to Koutsoupias and Taylor [55], this pro-
blem “may act as a stepping stone towards building a robust (and less ad hoc)
theory of online computation”.

Previous Work

In their seminal paper, Koutsoupias and Taylor [55] studied the special case
where £ = 2 and both the metrics My and M5 are lines. This is called the CNN

63
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problem and it has attracted a lot of attention [4, 28, 48, 47]. They showed
that, even for this special case, the problem is qualitatively very different from
the standard k-server problem. In particular they showed that many successful
k-server algorithms or their natural generalizations are not competitive. They
also showed that no memoryless randomized algorithm is competitive, while it
is well-known that for the standard k-server problem in the line there exists
a k-competitive (against adaptive online adversaries) randomized memoryless
algorithm [35]. A similar result with a simpler analysis was discovered inde-
pendently by Chrobak and Sgall [33].

Lower Bounds: For the CNN problem, Koutsoupias and Taylor [55] showed
that the competitive ratio of any deterministic algorithm is at least 10.12. For
uniform metrics and arbitrary k, they showed that even when each M; contains
n = 2 points, the competitive ratio is at least 2¥ — 1. For general metrics, the
best known lower bound is 22" [12], and comes from the weighted k-server
problem (the weighted variant of the standard k-server problem). This problem
corresponds to generalized-k-server where the metric spaces are scaled copies
of each other, i.e. M; = w; - M for some fixed M, and the requests have the
form (r,...,r).

Upper Bounds: Despite considerable efforts, competitive algorithms® are
known only for the case of k = 2 servers [65, 63, 64]. In a breakthrough result,
Sitters and Stougie [65] obtained a O(1)-competitive algorithm for k£ = 2 in any
metric space. Recently, Sitters [63] showed that the generalized WFA is also
O(1)-competitive for k = 2 by a careful and subtle analysis of the structure
of work functions. Despite this progress, no f(k)-competitive algorithms are
known for k > 2, even for special cases such as uniform metrics and lines.

Our Results

We consider the generalized k-server problem on uniform metrics and obtain
the first f(k)-competitive algorithms for general k, whose competitive ratios
almost match the known lower bounds.

Perhaps surprisingly, there turn out to be two very different settings for
uniform metrics:

1. When all the metric spaces M, ..., M} are uniform (possibly with dif-
ferent number of points) with identical pairwise distance, say 1. We call
this the uniform metric case.

We focus on algorithms with competitive ratio f(k) that only depends on k. Note that
an n® — 1 competitive algorithm follows trivially, as the problem can be viewed as metrical
service system (MSS) on n* states, where n = max®_; | M;].
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2. When the metric spaces M; are all uniform, but have different scales,
i.e. all pairwise distances in M; are w;. We call this the weighted uniform
metric case.

Our first result is the following.

Theorem 4.1. There is a (k - 2F)-competitive deterministic algorithm for the
generalized k-server problem in the uniform metric case.

This almost matches the 2¥ — 1 lower bound due to [55] (we describe this
instructive and simple lower bound instance in Section 4.5 for completeness).

To prove Theorem 4.1, we divide the execution of the algorithm in phases,
and consider the beginning of a phase when all the MSS states are feasible
(e.g. the cost is 0 and not co). As requests arrive, the set of states that
remain feasible for all requests during this phase can only reduce. The proof is
based on a general combinatorial argument about how the set of feasible states
evolves as requests arrive. In particular, for this problem we show that any
sequence of requests that causes the set of feasible states to strictly reduce at
each step, can have length at most 2% until all states become infeasible.

Interestingly, this argument is based on a novel application of the poly-
nomial or the rank method from linear algebra [49, 58, 45]. While the rank
method has led to some spectacular recent successes in combinatorics and com-
puter science [36, 37], we are not aware of any previous applications to online
algorithms. We feel that our approach could be useful for other online problems
that can be modeled as metrical service systems by analyzing the combinatorial
structure in a similar way.

Next, we consider randomized algorithms against oblivious adversaries.

Theorem 4.2. There is a randomized algorithm for the generalized k-server
problem on uniform metrics with competitive ratio O(k>log k).

The rank method above does not seem to be useful in the randomized set-
ting as it only bounds the number of requests until the set of feasible states
becomes empty, and does not give any structural information about how the
set of states evolves over time. As we observe in Section 4.3, a o(2*) gua-
rantee cannot be obtained without using such structural information. So we
explore the properties of this evolution more carefully and use it to design the
randomized algorithm in Theorem 4.2.

In Section 4.5, we also give a related lower bound. In particular, we note
that an Q(k/log? k) lower bound on the competitive ratio of any randomized
algorithm follows directly by combining the lower bound instance of [55] with
the results of [16].

Finally, we consider the weighted uniform metric case.
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Theorem 4.3. There is a 22 competitive algorithm for generalized k-server
on weighted uniform metrics.

Theorem 4.3 follows by observing that a natural modification of an algo-
rithm due to Fiat and Ricklin [43] for weighted k-server on uniform metrics also
works for the more general generalized k-server setting. Our proof is essentially
the same as that of [43], with some arguments streamlined and an improved
competitive ratio?. Finally, note that the 22" Jower bound [12] for weighted
k-server on uniform metrics implies that the competitive ratio in Theorem 4.3

is essentially optimal.

4.2 Deterministic Algorithm for Uniform Metrics

In this section we prove Theorem 4.1. Recall that each M; is the uniform metric
with unit distance. We assume that all metrics have n = max?_, |M;| points
(if for some metric |[M;| < n, we can add some extra points that are never
requested). We use [n] to denote {1,...,n}. As the requests are arbitrary
k-tuples and each metric M; is uniform, we can relabel the points arbitrarily
and hence assume that the set of points in each M; is [n]. At any time ¢, the
state of an algorithm can be described by the k-tuple ¢* = (¢!,... ,q};) where
for each i € [k], ¢! € [n] denotes the location of server i. Let rf = (rf,... rl)
denote the request vector at time . We need to find a state with the following

property:

Definition 4.4. A state ¢' satisfies (or is feasible for) the request r' if ¢! = r!
for some i € [k].

Moreover, if the state changes from ¢’ to ¢'T', the algorithm pays the
Hamming distance

Al q") = 1{i - a{T" # ¢},

between ¢' and ¢'*1.

We describe a generic algorithm below that works in phases in Algorithm 2.
Each phase is independent of all other phases. For convenience we reset the
time at the beginning of each phase, i.e. we assume that the first request of
the phase is at time 1.

We will show that during each phase the offline optimum moves at least
once and hence pays at least 1, while the online algorithm changes its state at
most 2¥ times and hence pays at most k2¥ (as the Hamming distance between
any two states is at most k). It follows that for the whole request sequence,

21t was first pointed out to us by Chiplunkar [26] that the competitive ratio 22" Claimed
, ) gk+0(1)
in [43] can be improved to 2 .
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our algorithm pays at most ¢* - k2% + k2*, where ¢* denotes the optimal cost.
Here the additive term k2* accounts for the last (possibly unfinished) phase.

Algorithm 2: A deterministic k - 2 competitive algorithm.

If a phase begins, the algorithm starts in some arbitrary ¢'.
At each time ¢ when a request r’ arrives do the following.
if the current state ¢' does not satisfy the current request r* then

if there exists a state ¢ that satisfies all requests 7!, ..., 7! then
| Set ¢!t =g¢.
else

Set ¢'T! to be an arbitrary location satisfying (only) r?.
End the current phase.

else
L Set qt+1 — qt.

We call this algorithm generic as it can pick any arbitrary point ¢ as long
as it is feasible for all requests of the current phase 7', ..., 7. Note that this
algorithm captures a wide variety of natural algorithms including (variants) of
the Work Function Algorithm.

Fix some phase that we wish to analyze, and let ¢ denote its length. Wit-
hout loss of generality, we can assume that any request ! causes the algorithm
to move, i.e. ¢’ is not feasible for 7' (removing requests where ¢’ is feasible
does not affect the online cost, and can only help the offline adversary). So the
online algorithm moves exactly ¢ times. Moreover, the adversary must move at
least once during the phase as no location exists that satisfies all the requests
r1,...,r’ that arrive during the phase.

It suffices to show the following.

Theorem 4.5. For any phase as defined above, its length satisfies £ < 2F.

Proof. We use the rank method. Let z = (x1,...,2k),y = (y1,...,yr) be
points in R*, and consider the 2k-variate degree k polynomial p : R%* — R,

p(e,y) =[] (@i —v).

1€[k]

The key property of p is that a state ¢ € [n]* satisfies a request r € [n]¥ iff
p(q,r) =0.

We now construct a matrix M that captures the dynamics of the online
algorithm during a phase. Let M € R be an ¢ x ¢ matrix, where columns cor-
respond to the requests and rows to the states, with entries M[t,t'] = p(¢t, "),
i.e., the [t,#] entry of M corresponds to the evaluation of p on ¢' and !
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Claim 4.6. M is an upper triangular matriz with non-zero diagonal.

Proof. At any time t = 1,...,#, as the current state ¢* does not satisfy the
request 7!, it must be that p(qt, ) # 0.

On the other hand, for t = 2,...,¢, the state ¢* was chosen such that it
satisfied all the previous requests t' for ¢’ < t. This gives that M|[t,t'] = 0 for
t' < t and hence all the entries below the diagonal are 0. O

As the determinant of any upper-triangular matrix is the product of its
diagonal entries, this implies that M has non-zero determinant and has full
rank, rk(M) = ¢.

However, we can use the structure of p to show that the rank of M is at most
2% in a fairly straight manner. In particular, we give an explicit factorization
of M as M = AB, where A is £ x 2¥ matrix and B is a 2* x ¢ matrix. Clearly,
as any m X n matrix has rank at most min(m,n), both A and B have rank at
most 2%. Moreover, as tk(AB) < min(rk(A), rk(B)), this implies rk(M) < 2F.
It remains to show the factorization.

Indeed, if we express p(z,y) in terms of its 2¥ monomials, we can write

pla,y) = > (1P XgVs,
SC[k]

where Xg = Hie g r; with Xy =1, and Y is defined analogously.
Now, let A be the £ x 2% matrix with rows indexed by time ¢ and columns
by subsets S € 2/¥ with the entries

Alt, 8] = g5 =[] ¢-
€S
Similarly, let B be the 2k % ¢ matrix with rows indexed by subsets S € 2k and
columns indexed by time ¢'. We define

BIS. ] = (~)* Flrfy g = (D) IT o7
i€[k]\S

Then, for any ¢,t' € [(],

M[t,t,] — p(qt7rt/) _ Z (_1)’457‘54‘ qg /r'f’;]\s =
SC[k]

= > A[t,S|B[S,t'] = (AB)]t,t'].
SC[k]

and hence M = AB as claimed. O

We remark that an alternate way to view this result is that the length of
any request sequence that causes the set of feasible states to strictly decrease
at each step can be at most 2F.
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4.3 Randomized Algorithm for Uniform Metrics

In this section we give a randomized algorithm for uniform metrics with compe-
titive ratio O(k3log k). As in the previous section, we assume that all metrics
have the same number of points |M;| = n. We also call a state feasible accor-
ding to Definition 4.4.

A natural way to randomize the algorithm from the previous section, would
be to pick a state uniformly at random among all the states that are feasible for
all the requests thus far in the current phase. The standard randomized uniform
MTS analysis [20] implies that this online algorithm would move O(log(n*)) =
O(klogn) times. However, this guarantee is not useful if n > exp(exp(k)).

Perhaps surprisingly, even if we use the fact from Section 4.2 that the
set of feasible states can shrink at most 2% times, this does not suffice to
give a randomized o(2¥) guarantee. Indeed, consider the algorithm that picks
a random state among the feasible ones in the current phase. If, at each
step t = 1,...,¢, half of the feasible states become infeasible (expect the last
step when all states become infeasible), then the algorithm must move with
probability at least 1/2 at each step, and hence incur an expected Q(¢) = Q(2F)
cost during the phase.

So proving a better guarantee would require showing that the scenario
above cannot happen. In particular, we need a more precise understanding of
how the set of feasible states evolves over time, rather than simply a bound on
the number of requests in a phase.

To this end, in Lemmata 4.7 and 4.9 below, we impose some stronger
subspace-like structure over the set of feasible states. Then, we use this struc-
ture to design a variant of the natural randomized algorithm above, that di-
rectly works with these subspaces.

Spaces of configurations. Let U; denote the set of points in M;. We
can think of U; = [n], but U; makes the notation clear. We call a state in
Hle U; = [n)* a configuration. Here we slightly abuse notation by letting ]
denote the generalized Cartesian product. It will be useful to consider sets of
configurations where some server locations are fixed at some particular loca-
tion. For a vector v € [[_,(U; U {}), we define the space

k
S(v) = {c € HUi

i=1

c; = v; Vi s.b. v; # *}

A coordinate ¢ with v; = * is called free and the corresponding server can be
located at an arbitrary point of U;. We call dimension the number of free
coordinates in the space S(v) and denote it with dim(S(v)).
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Let us consider a d-dimensional space S and a request r such that some
configuration ¢ € S is not feasible for r. Then, we claim that a vast majority
of configurations from .S are infeasible for r, as stated in the following lemma.
We denote F(r) the set of configurations satisfying r.

Lemma 4.7. Let S be a d-dimensional space and let r be a request which makes
some configuration c € S infeasible. Then, there exist d subspaces Si,...,Sq,
each of dimension d — 1, such that we have SN F(r) =S U---U Sy.

Note that |S| = n? and |9;| = n?"!, i.e |9;| = 2|S| for each i = 1,...,d.

Proof. By reordering the coordinates, we can assume that the first d coordi-
nates of S are free and S corresponds to the vector (x,...,*, S441,...,8), for
Some Sgyi,...,8k. Let r=(ry,...,rg).

Consider the subspaces S(v1),...,S(vq), where

Ul:(Th*u"'7*78d+17'”78k)7

Ve = (% ooy, 7, Sdt1y -« -5 Sk)-

Clearly, any configuration contained in S(v1) U ... U S(vgq), is feasible for r.
Conversely, as there exists ¢ € S infeasible for r, we have s; = ¢; # r; for each
it =d+1,...,k. This already implies that each configuration from S feasible
for  must belong to S(v1) U...U S(vg): whenever ¢ € S is feasible for r, it
needs to have ¢, = r; for some i € {1,...,d} and therefore ¢ € S(v;). O

Spaces of feasible configurations. At each time ¢ during a phase, we
maintain a set F! of spaces containing configurations which were feasible
with respect to the requests r',...,r!. In the beginning of the phase, we
set FL = {(r},*,...,%),...,(x,...,%71)}, and, at time ¢, we update it in the
following way. We remove all spaces of dimension 0 whose single configuration
is infeasible w.r.t. r'. In addition, we replace each S € F'~! of dimension
d > 0 which contains some infeasible configuration by Si,...,S; according to

Lemma 4.7. The following observation follows easily from Lemma 4.7.

Observation 4.8. Let us consider a phase with requests r*, ..., r’. A configu-
ration c is feasible with respect to the requests v, ..., rt if and only if c belongs
to some space in F°.

An alternative deterministic algorithm. Based on F*, we can design an
alternative deterministic algorithm that has a competitive ratio of 3(k + 1)!.
This is worse than the competitive ratio of Algorithm 2 but will be very useful
to obtain our randomized algorithm.
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We describe the alternative deterministic algorithm in Algorithm 3. In
contrast to the previous section, the algorithm is not defined in terms of phases,
and each time t corresponds to the tth request of the whole request sequence.
The partition of the request sequence into phases is made only for the analysis.
In particular, if a request 7' causes F' to become empty, then we say that
the phase ends, we set F' = {(rf,*,...,%),...,(x,...,*,75)} and a new phase
starts. To serve a request at time ¢, the algorithm chooses some space Qf € F*
and moves to an arbitrary state ¢ € QY. Whenever Q! no more belongs to
Ft. it moves to another space Q! regardless whether ¢'~! stayed feasible or
not. While, this is not an optimal behavior, a primitive exploitation of the
structure of F! already gives a reasonably good algorithm.

Algorithm 3: Alternative deterministic algorithm.

at time ¢:

foreach S € F'~! containing some infeasible configuration do
// update F'! for r!
L replace S by Si,...,54 according to Lemma 4.7

if 7! = () then // start a new phase,
// if needed

L Ft.— {,5’((7{,*,...,*)),...,S((*,...,*,ri))}

if Q! € F! then // serve the request
| set Q' := Q""" and ¢’ := ¢!
else

L choose arbitrary Q! € F! and move to an arbitrary ¢' € Q*

The following lemma bounds the maximum number of distinct spaces which
can appear in F! during one phase.

Lemma 4.9. Let us consider a phase with requests r'*, ..., rt. Then U?:tl Ft
contains at most k!/d! spaces of dimension d.

Note that this lemma implies that the competitive ratio of Algorithm 3 is
at most k - k! - zg;é 5 < 3kk! < 3(k 4 1)!, where the first factor k comes for
the fact that at each request the algorithm moves, it incurs a cost of at most
k.

Proof of Lemma 4.9. We proceed by induction on d. In the beginning, we have
k = k!/(k —1)! spaces of dimension k — 1 in F! and, by Lemma 4.7, all spaces
added later have strictly lower dimension.

By the update rule on F*, each (d — 1)-dimensional space is created from
some d-dimensional space already present in Ui‘: ” Ft. By the inductive hypot-
hesis, there could be at most k!/d! distinct d-dimensional spaces and Lemma 4.7
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implies that each of them creates at most d distinct (d — 1)-dimensional spa-
ces. Therefore, there can be at most Z—}d = (dﬁill)! spaces of dimension d — 1 in

?:tl Ft. O

In fact, Algorithm 3 can be modified such that instead of choosing Q' and
q* arbitrarily, it chooses them in a way which ensures that it moves at most one
server in each request. This implies a slightly improved competitive ratio of 3k!.
We omit those details since we already know a deterministic algorithm with
competitive ratio k2¥ = o(k!) and our main focus here is to use the structure
of F! in order to get a randomized algorithm.

Randomized algorithm. Now we transform Algorithm 3 into a randomized
one. Let m; denote the largest dimension among all the spaces in F* and let
M denote the set of spaces of dimension m; in F*.

The algorithm works as follows: Whenever moving, it picks a space Q' from
M uniformly at random, and moves to some arbitrary ¢* € Q. As the choice
of ¢! is arbitrary, whenever some configuration from Q! becomes infeasible, the
algorithm assumes that ¢' is infeasible as well?.

Algorithm 4: Randomized Algorithm for Uniform metrics.

at time t:

foreach S € F'~! containing some infeasible configuration do
// update F! for r
L replace S by S1,...,954 according to Lemma 4.7

if 7! = () then // start a new phase,
// if needed

L Fta={S((rh, %,y %))y e, S((ky ooy %, 70}

if Q'~! € M! then // serve the request
‘ set Q' := Q' ! and ¢! := ¢'!
else

Choose a space Q' from M? uniformly at random
Move to an arbitrary ¢ € Q!

At each time ¢, ALG is located at some configuration ¢’ contained in some
space in ! which implies that its position is feasible with respect to the current
request 7', see Observation 4.8. Here is the key property about the state of
ALG.

3This is done to keep the calculations simple, as the chance of Q! being removed from F
and ¢* staying feasible is negligible when k < n.
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Lemma 4.10. At each time t, the probability of Q' being equal to some fived
S e M!is 1/|MY.

Proof. We prove the lemma by induction on t. For the base case t = 1, at the
first request the algorithm chooses a space Q' from M! uniformly at random
and the lemma follows.

Assume that the lemma is true for time ¢t — 1. We will show that it holds
for time t. If ALG moved at time ¢, the statement follows trivially, since Q!
was chosen from M? uniformly at random. It remains to consider the case that

t_ Qtfl‘

Now, the algorithm does not change state if and only if Q' € M!. More-
over, in this case m; does not change, and M?* C M*~1. By induction, Q*~! is
distributed uniformly within M‘~!, and hence conditioned on Q! € M!, Q!
is uniformly distributed within M. O

Proof of Theorem 4.2. Let cost(ALG) and cost(OPT) denote the cost of
the algorithm and the optimal solution respectively. At the end of each phase
(except possibly for the last unfinished phase), the set of feasible states F* = 0,
and hence OPT must pay at least 1 during each of those phases. Denoting N
the number of phases needed to serve the entire request sequence, we have
cost(OPT) > (N —1). On the other hand, the expected online cost is at most,

Elcost(ALG)] < ¢(N — 1) 4+ ¢ < ccost(OPT) + ¢,

where ¢ denotes the expected cost of ALG in one phase. This implies that
ALG is c-competitive.
Now we prove that c is at most O (k> log k). To show this, we use a potential

function
me—1

o(t) = H(IM'|) + > H(k!/d)),
d=0
where H(n) denotes the nth harmonic number. At the beginning of the phase,
®(1) < kH(K!) < k(logk! + 1) = O(k*logk) as |[M!'| < k! and my3 < k — 1.
Moreover the phase ends whenever ®(t) decreases to 0. Therefore, it is enough
to show that, at each time ¢, the expected cost incurred by the algorithm is at
most k times the decrease of the potential. We distinguish two cases.
(i) If my = my_1, let us denote b = |IM!7L| — |M!|. If b > 0, the potential
decreases, and its change can be bounded as
A® < H(M') ~ H(M ) =
B 1 1 1
M+ MY 42 M +b
1 1
<-b——=—-b ———.
- MI+b M
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On the other hand, the expected cost of ALG is at most k times the
probability that it has to move, which is exactly P[Q;—1 € M!71\ M!] =
b/|M?1| using Lemma 4.10. Thus the expected cost of the algorithm is
at most k- b/|M!~1|, which is at most k - (—A®).

(ii) In the second case, we have m; < m;—j. By Lemma 4.9, we know that
|M < k!/my! and hence

A® = H(|M'|) = H(IM' ™) — H(k!/m!)
< —H(M'™) < -1,

since |[M!1| > 1 and therefore H(]M!71]) > 1. As the expected cost
incurred by the algorithm is at most k, this is at most k - (—A®). O

4.4 Algorithm for Weighted Uniform Metrics

In this section we prove Theorem 4.3. Our algorithm is a natural extension
of the algorithm of Fiat and Ricklin [43] for the weighted k-server problem on
uniform metrics.

High-level idea. The algorithm is defined by a recursive construction based
on the following idea. First, we can assume that the weights of the metric
spaces are highly separated, i.e., w1 < wy < ... < wy (if they are not we
can make them separated while losing some additional factors). So in any
reasonable solution, the server s lying in metric M} should move much less
often than the other servers. For that reason, the algorithm moves s, only
when the accumulated cost of the other k — 1 servers reaches wg. Choosing
where to move s turns out to be a crucial decision. For that reason, (in
each “level k-phase”) during the first part of the request sequence when the
algorithm only uses k — 1 servers, it counts how many times each point of
My, is requested. We call this “learning subphase”. Intuitively, points of M
which are requested a lot are “good candidates” to place s;. Now, during the
next c(k) (to be defined later) subphases, sy visits the c¢(k) most requested
points. This way, it visits all “important locations” of Mj. A similar strategy
is repeated recursively using k£ — 1 servers within each subphase.

Notation and Preliminaries. We denote by SiALG and SiADV the server
of the algorithm (resp. adversary) that lies in metric space M;. Sometimes
we drop the superscript and simply use s; when the context is clear. We set
R := 22" and ¢(k) := 22" 3. Note that ¢(1) = 2 and that for all i,

4(c(i) 4+ 1) - (i) < 8c(i)? = c(i +1). (4.1)
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Moreover, for all i > 2, we have
R,‘ =8- C(Z) . Ri—l- (4.2)

We assume (by rounding the weights if necessary) that w; = 1 and that for
2 <i < k, w; is an integral multiple of 2(1 4 ¢(i — 1)) - w;—1. Let m; denote
the ratio w;/(2(1 + c(i — 1)) - wi—1).

The rounding can increase the weight of each server at most by a factor of
45=1e(k—1)-...-¢(1) < Ry_1. So, proving a competitive ratio Ry, for an instance
with rounded weights will imply a competitive ratio Ry - Ry_1 < (Ry)? = 92"+
for arbitrary weights.

Finally, we assume that in every request ALG needs to move a server. This
is without loss of generality: requests served by the algorithm without moving
a server do not affect its cost and can only increase the optimal cost. This
assumption will play an important role in the algorithm below.

4.4.1 Algorithm Description

The algorithm is defined recursively, where ALG; denotes the algorithm using
servers si, ..., 8;. An execution of ALG; is divided into phases. The phases are
independent of each other and the overall algorithm is completely determined
by describing how each phase works. We now describe the phases.

ALG; is very simple; given any request, ALG; moves the server to the
requested point. For purposes of analysis, we divide the execution of ALGy
into phases, where each phase consists of 2(¢(1) + 1) = 6 requests.

Phase of ALG;:
for j =1 to2(c(1)+1) do
| Request arrives to point p: Move s7 to p.
Terminate Phase

We now define a phase of ALG; for ¢ > 2. Each phase of ALG; consists of
exactly ¢(i) + 1 subphases. The first subphase within a phase is special and we
call it the learning subphase. During each subphase we execute ALG;_; until
the cost incurred is exactly w;.

During the learning subphase, for each point p € M;, ALG; maintains a
count m(p) of the number of requests r where p is requested in M;, i.e. r(i) = p.
Let us order the points of M; as p1, ..., p, such that m(p1) > ... > m(py) (ties
are broken arbitrarily). We assume that |M;| > c(i) (if M; has fewer points,
we add some dummy points that are never requested). Let P be the set of ¢(i)
most requested points during the learning subphase, i.e. P = {py,..., pc(i)}.
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Phase of ALG,;, i > 2:

Move s; to an arbitrary point of M;;
Run ALG;_; until cost incurred equals w; ; // Learning subphase
For p € M;, m(p) + # of requests such that r(i) = p; // Assume
m(p1) > ... > m(py)
P {p1,...,pc(i) };
for j =1 to ¢(i) do
Move s; to an arbitrary point p € P;
P <+ P —p;
Run ALG;_; until cost incurred equals w; ; // (j+ 1)th subphase

Terminate Phase

For the rest of the phase ALG; repeats the following ¢(7) times: it moves s;
to a point p € P that it has not visited during this phase, and starts the next
subphase (i.e. it calls ALG;_ until its cost reaches w;).

4.4.2 Analysis

We first note some basic properties that follow directly by the construction of
the algorithm. Call a phase of ALG;, ¢ > 2 complete, if all its subphases are
finished. Similarly, a phase of ALG; is complete if it served exactly 6 requests.

Observation 4.11. Fori > 2, a complete phase of ALG; consists of (c(i)+1)
subphases.

Observation 4.12. For i > 2, the cost incurred to serve all the requests of a
subphase of ALG; is w;.

These observations give the following corollary.

Corollary 4.13. Fori > 1, the cost incurred by ALG; to serve requests of a
complete phase is 2(c(i) + 1)w;.

Proof. For ¢ = 1 this holds by definition of the phase. For i > 2, a phase
consists of (¢(i) + 1) subphases. Before each subphase ALG; moves server s;,
which costs w;, and moreover ALG;_1 incurs a cost of w;. ]

Using this, we get the following two simple properties.
Lemma 4.14. By definition of ALG, the following properties hold:
1. A subphase of ALG;, i > 2, consists of m; complete phases of ALG;_1.

2. All complete phases of ALG;, 1 > 1, consist of the same number of re-
quests.
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Proof. The first property uses the rounding of the weights. By Corollary 4.13,
each phase of ALG;_1 costs 2(c(i— 1)+ 1)w;—1 and, in each subphase of ALG;,
the cost incurred by ALG;_; is w;. So there are exactly w;/(2(c(i — 1) +
1)w;—1) = m; phases of ALG,;_;.

The property above, combined with Observation 4.11 implies that a com-
plete phase of ALG; contains m; - (¢(i) + 1) complete phases ALG;_;. Now,
the second property follows directly by induction: each phase of ALG1 consists
of 2(¢(1) + 1) = 6 requests, and each phase of ALG; consists of m;(c(i) + 1)
phases of ALG,_;. O

Consider a phase of ALG;. The next lemma shows that, for any point
p € M;, there exists a subphase where it is not requested too many times. This
crucially uses the assumption that ALG; has to move a server in every request.

Lemma 4.15. Consider a complete phase of ALG;, i > 2. For any point
p € M;, there exists a subphase such that at most 1/c(i) fraction of the requests
have r(i) = p.

Proof. Let P be the set of ¢(i) most requested points of M; during the learning
subphase. We consider two cases: if p € P, there exists a subphase where
sZALG is located at p. During this subphase there are no requests such that
r(i) = p, by our assumption that the algorithm moves some server at every
request. Otherwise, if p ¢ P, then during the learning subphase, the fraction
of requests such that r(i) = p is no more than 1/c¢(7). O

To show competitiveness of ALG with respect to the optimal offline solu-
tion ADV}, the proof uses a subtle induction on k. Clearly, one cannot compare
ALG;, for i < k against ADVy, since the latter has more servers and its cost
could be arbitrarily lower. So the idea is to compare ALG; against ADV;,
an adversary with servers sy, ..., s;, while ensuring that, during time intervals
when ALG; is called by ALGg, ADV; is an accurate estimate of ADVy. To
achieve this, the inductive hypothesis is required to satisfy certain properties
described below. For a fixed phase, let cost(ALG;) and cost(ADV;) denote the
cost of ALG; and ADV; respectively.

(i) Initial Configuration of ADV;. Algorithm ALG; (for i < k), is called
several times during a phase of ALGg. As we don’t know the current con-
figuration of ADV}, each time ALG; is called, we require that for every
complete phase, cost(ALG;) < R; - cost(ADV;), for any initial configura-
tion of ADV;.

(ii) The adversary can ignore a fraction of requests. During time
intervals when ALG; is called by ALGy, ADV}; may serve requests with
servers S;4+1,-...,Sk, and hence the competitive ratio of ALG; against
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ADV; may not give any meaningful guarantee for ALG. To get around
this, we will require that cost(ALG;) < R;-cost(ADV;), even if the ADV;
ignores an f(i) := 4/c(i + 1) fraction of requests. This will allow us to
use the inductive hypothesis for the phases of ALG; where ADV} uses
servers S;41, ..., Sk to serve at most f(i) fraction of requests.

For a fixed phase, we say that ALG; is strictly R;-competitive against
ADV;, if cost(ALG;) < R; - cost(ADV;). The key result is the following.

Theorem 4.16. Consider a complete phase of ALG;. Let ADV; be an adver-
sary with i servers that is allowed to choose any initial configuration and to
ignore any 4/c(i+1) fraction of requests. Then, ALG; is strictly R;-competitive
against ADV;.

Before proving this, let us note that this directly implies Theorem 4.3.
Indeed, for any request sequence o, all phases except possibly the last one, are
complete, so cost(ALGy) < Ry - cost(ADVy). The cost of ALGy for the last
phase, is at most 2(c(k) + 1)wy, which is a fixed additive term independent of
the length of 0. So, ALGg(c) < Ry - ADVi(o) + 2(c(k) + 1)wy, and ALGy
is Rp-competitive. Together with loss in rounding the weights, this gives a
competitive ratio of at mot (R;)2 < 22" for arbitrary weights.

We now prove Theorem 4.16.

Proof of Theorem 4.16. We prove the theorem by induction on k.

Base case (i =1): As Ry > 6 and 4/¢(2) = 1/8 < 1/3, it suffices to show
here that ALG; is strictly 6-competitive in a phase where ADV can ignore at
most 1/3 fraction of requests, for any starting point of S?DVI.

By Corollary 4.13, we have cost(ALG1) = 2(c¢(1) + 1) = 6. We show
that cost(ADV;) > 1. Consider two consecutive requests ry_1,7;. By our
assumption that ALG; has to move its server in every request, it must be that
r4_1 # 1. So, for any t if ADV; does not ignore both r;_1 and r¢, then it
must pay 1 to serve r;. Moreover, as the adverary can chose the initial server
location, it may (only) serve the first request at zero cost. As a phase consists
of 6 requests, ADV; can ignore at most 6/3 = 2 of them, so there are at most 4
requests that are either ignored or appear immediately after an ignored request.
So among requests rs,...,7g, there is at least one request r;, such that both
r¢—1 and r; are not ignored.

Inductive step: Assume inductively that ALG;_1 is strictly R;_1-competitive
against any adversary with ¢ — 1 servers that can ignore up to 4/c(i) fraction
of requests.

Let us consider some phase at level i, and let I denote the set of requests
that ADV; chooses to ignore during the phase. We will show that cost(ADV;) >
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w;/(2R;_1). This implies the theorem, as cost(ALG;) = 2(c(i) + 1)w; by Corol-
lary 4.13 and hence,

SSEEEQD % = 215)61(/2()2;1)1;% = 4(c(i) + )R
(Z) i—1 — Ri.

First, if ADV,; moves server s; during the phase, its cost is already at least w;
and hence more than w;/(2R;_1). So we can assume that s*PV stays fixed at
some point p € M; during the entire phase. So, ADV; is an adversary that
uses i — 1 servers and can ignore all requests with (i) = p and the requests of
I. We will show that there is a subphase where cost(ADV;) > w;/(2R;—1).

By Lemma 4.15, there exists a subphase, call it j, such that at most 1/¢(7)
fraction of the requests have r(i) = p. As all ¢(i) 4+ 1 subphases have the same
number of requests (by Lemma 4.14), even if all the requests of I belong to
subphase j, they make up at most (4-(c(i)+1))/c(i+1) < 1/¢(i) fraction of its
requests, where the inequality follows from equation (4.1). So overall during
subphase j, ADV; uses servers si, ..., $;—1 and ignores at most 2/c(i) fraction
of requests.

We now apply the inductive hypothesis together with an averaging argu-
ment. As subphase j consists of m; phases of ALG;_1, all of equal length, and
ADV; ignores at most 2/c¢(4) fraction of requests of the subphase, there are at
most m;/2 phases of ALG;_; where it can ignore more than 4/¢(i) fraction of
requests. So, for at least m;/2 phases of ALG;_1, ADV; uses i — 1 servers and
ignores no more than 4/¢(i) fraction of requests. By the inductive hypothesis,
ALG;_q is strictly R;_i-competitive against ADV, in these phases. As the
cost of ALG;_; for each phase is the same (by Corollary 4.13), overall ALG;
is strictly 2R;_1 competitive during subphase j. As the cost of ALG; during
subphase j is w;, we get that cost(ADV;) > w;/2R;_1, as claimed. O

4.5 Lower Bounds

We present simple lower bounds on the competitive ratio of deterministic and
randomized algorithms for the generalized k-server problem in uniform metrics.

Deterministic Algorithms. We show a simple construction due to [55]
that directly implies a (2¥ — 1)/k lower bound on the competitive ratio of
deterministic algorithm. Using a more careful argument, [55] also improve this
to 28 — 1.

Assume that each metric space M; has n = 2 points, labeled by 0,1. A
configuration of servers is a vector ¢ € {0,1}*, so there are 2* possible con-
figurations. Now, a request r = (r1,...,7) is unsatisfied if and only if the
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algorithm is in the antipodal configuration ¥ = (1 —r1,...,1 — 7). Let ALG
be any online algorithm and ADV be the adversary. Initially, ALG and ADV
are in the same configuration. At each time step, if the current configuration
of ALG is a = (ay,...,ax), the adversary requests a until ALG visits every
configuration. If p is the configuration that ALG visits last, the adversary can
simply move to p at the beginning, paying at most k, and satisfy all requests
until ALG moves to p. On the other hand, ALG pays at least 2¥ — 1 until it
reaches p. Once ALG and ADV are in the same configuration, the strategy
repeats.

Randomized Algorithms. Viewing the generalized k-server problem as a
metrical service system (MSS), we can get a non-trivial lower bound for rand-
omized algorithms. In particular, we can apply the Q(%) lower bound
due to Bartal et al. [16] on the competitive ratio of any randomized online
algorithm against oblivious adversaries, for any metrical task system on N
states. Of course, the MSS corresponding to a generalized k-server instance
is restricted as the cost vectors may not be completely arbitrary. However,
we consider the case where all metrics M; have n = 2 points. Let s be an
arbitrary state among the N = 2* possible states. A request in the antipodal
point § only penalizes s and has cost 0 for every other state. So the space of
cost vectors here is rich enough to simulate any MSS on these N states (note
that if there is a general MSS request that has infinite cost on some subset S of
states, then decomposing this into |S| sequential requests where each of them
penalizes exactly one state of S, can only make the competitive ratio worse).
This implies an Q(log%k) lower bound for generalized k-server problem on

uniform metrics.

4.6 Conclusion and Open Problems

In this chapter we gave the first f(k)-competitive algorithms for uniform me-
trics, which attain (almost) optimal competitive ratios. The outstanding open
problem is the following:

Open Problem 4.1. Is there an f(k)-competitive algorithm for the generalized
k-server problem in general metric spaces?

This problem is interesting in the context of both deterministic and rando-
mized algorithms. In fact, answering this question requires the development of
powerful new techniques for online algorithms and could lead to a much deeper
theory of online computation.

Note that, even for the special case of the weighted k-server problem, no
competitive algorithms are known for k£ > 3 beyond uniform metrics. Below,
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we discuss some possible directions towards solving Open Problem 4.1.

Deterministic Algorithms. The only known candidate approach is to use
the work functions. Thus, showing competitiveness seems to require understan-
ding the structural and geometric properties of work functions. For example,
in [53] competitiveness of WFA for the k-server problem is shown using a so-
called quasi-convexity property. For more general problems similar properties
are not known (all known results are for k = 2 [33, 65, 63|, where a careful case
analysis is applied). Such structural properties could be used either to show
that the generalized WFA is competitive, or to enable the design of a new al-
gorithm that uses the work functions. This could be for example a “dynamic”
WFA, which uses the (generalized) WFA by adjusting parameters online, or
any algorithm combined with WFA in an appropriate way (see e.g., [65, 24]).

As an intermediate step between uniform and arbitrary metric spaces, it
would be interesting to focus on some fixed metric which is more complex than
uniform metrics (e.g. weighted star, line). In fact, the line metric could be
an essential step towards generalizing to arbitrary metrics. It seems plausible
that understanding the weighted k-server case could enable the solution of the
generalized k-server problem. This was the case for k = 2 [63] and for weighted
uniform metrics, where in Section 4.4 we used a natural modification of the
weighted k-server algorithm to obtain a competitive algorithm.

Randomized Algorithms. The power of randomization in online algorithms
is much less understood, and there is not even of a candidate randomized al-
gorithm for the generalized k-server problem.

A natural first step is to understand the weighted uniform metric case.
It seems plausible that an exponential improvement compared to determi-
nistic algorithms is possible, i.e. it is natural to expect that there exists a
92POlY (k) _competitive randomized algorithm against oblivious adversaries. Ho-
wever, even for the special case of the weighted k-server problem on uniform
metrics, no better upper bound than 92t tOW g known, and the best known
lower bound is only (log k) and comes from the standard k-server in uniform
metrics! This motivates the following question.

Open Problem 4.2. What is the competitive ratio of randomized algorithms
for weighted uniform metrics?

Solving this problem seems to require non-trivial extensions of currently
known techniques for providing both upper and lower bounds on the competi-
tive ratio of randomized online algorithms.
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Summary

Algorithms for k-Server Problems

The topic of this thesis lies in the research area of optimization under un-
certainty. Uncertainty arises in many practical areas like resource allocation,
network design/maintenance and online advertising. In the presence of uncer-
tainty, we wish to take decisions whose outcome is as close as possible to the
optimal one we could achieve with full information. This is formalized in the
framework of competitive analysis of online algorithms.

An online algorithm receives the input over time and when an action is
needed, makes decisions without the knowledge of the future. The competitive
ratio of such an algorithm is the maximum ratio, over all input sequences, of
its cost to the optimal cost.

One of the most fundamental problems considered in competitive analysis
is the k-server problem. It is a generalization of various online problems and its
study has led to the development of generic techniques for online algorithms.
Here, there are k servers located at points of a given metric space. At each
time step, a request arrives at some point and must be served by moving a
server there. The goal is to minimize the total distance traveled by the servers.

This thesis contributes to the theory of online algorithms by obtaining
new results and designing new algorithms for several variants of the k-server
problem which were poorly understood, as discussed next.

The (h,k)-server problem. This is the resource augmentation version of
the k-server problem i.e., when the performance of the online algorithm with &
servers is compared to the offline optimal solution with A < k servers. Classic
k-server results imply that for & = h the competitive ratio is O(h), and the
goal is to improve this guarantee as the ratio k/h increases. This was achieved
for trees of depth 1 (this special case corresponds to the weighted caching
problem), where many standard algorithms are roughly (1 + 1/€)-competitive
when k = (1 + €)h, for any € > 0. Surprisingly however, no o(h)-competitive
algorithm was known for any other metric space, even when (k/h) is arbitrarily
large. We obtain several new results for the problem.
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In Chapter 2 we consider the Double Coverage (DC) algorithm, an elegant
algorithm for tree metrics, which is known to be h-competitive for k = h. We
show that, surprisingly, when k£ > h the competitive ratio of DC does not
improve; in particular, it is exactly kgfll). Note that this ratio equals h for
k = h and increases up to h + 1 as k grows. In other words, the competitive
ratio of DC becomes strictly worse as the number of servers increases.

In Chapter 3 we focus on trees of bounded depth. Our motivation arises
from the fact that for trees of depth 1 we have a very good understanding
of the problem, but for arbitrary trees we don’t even know a good candidate
algorithm. Thus it is natural to study trees of small depth and try to get a
more systematic understanding of the problem. First, we consider the Double
Coverage (DC) algorithm and the Work Function Algorithm (WFA), which
are known to be O(h)-competitive for all trees for h = k. We show that
they both fail to improve their performance as k increases, and they have
competitive ratio Q(h), even for trees of small depth. Then, by understanding
the drawbacks of those algorithms, we present a new algorithm that is O(1)-
competitive for constant depth trees, whenever k = (1+4¢€)h for any e > 0. This
is the first o(h)-competitive algorithm for any metric space other than trees of
depth 1. Finally, we show that the competitive ratio of any deterministic online
algorithm is at least 2.4 even for trees of depth 2 and when k/h is arbitrarily
large. This gives a surprising qualitative separation between trees of depth 1
and trees of depth 2 for the (h, k)-server problem.

The generalized k-server problem. This is a far-reaching extension of
the k-server problem, where each server s; lies in its own metric space M;.
A request is a k-tuple r = (r1,7r2,...,7r;) and to serve it, we need to move
some server s; to the point r; € M;. This problem can model a rich class of
online problems, for which the techniques developed for the standard k-server
problem do not apply, and it is widely believed that a deeper understanding of
this problem should lead to powerful techniques for designing online algorithms.
Despite much work, competitive algorithms were known only for k£ = 2.

In Chapter 4, we consider the problem on uniform metrics and present the
first f(k)-competitive algorithms for any value of k. In particular, we obtain a
deterministic algorithm for uniform metrics with competitive ratio k- 2*. This
ratio is almost optimal, since it is long-known that the competitive ratio of any
deterministic algorithm is at least 2 —1. Furthermore, we design a randomized
algorithm with competitive ratio O(k? - log k). Finally, we consider the case
where all metrics are uniform, but each one has different weight and we give a
deterministic algorithm with competitive ratio 22k+3, which essentially matches
the lower bound of 22°~* for this case.
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