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A consistent full-field integrated DIC framework for
HR-EBSD
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a
Dept. Mechanical Engineering, Eindhoven University of Technology, the Netherlands

Abstract

A general, transparent, finite-strain Integrated Digital Image Correlation (IDIC)
framework for high angular resolution EBSD (HR-EBSD) is proposed, and im-
plemented through a rigorous derivation of the optimization scheme starting
from the fundamental brightness conservation equation in combination with a
clear geometric model of the Electron BackScatter Pattern (EBSP) formation.
This results in a direct one-step correlation of the full field-of-view of EBSPs,
which is validated here on dynamically simulated patterns. Strain and rotation
component errors are, on average, (well) below 10�5 for small (E

eq

= 0.05%) and
medium (E

eq

= 0.2%) strain, and below 3 · 10�5 for large strain (E
eq

= 1%), all
for large rotations up to 10� and 2% image noise. High robustness against poor
initial guesses (1� misorientation and zero strain) and typical convergence in 5
iterations is consistently observed for, respectively, image noise up to 20% and
5%. This high accuracy and robustness rivals, when comparing validation on dy-
namically simulated patterns, the most accurate HR-EBSD algorithms currently
available which combine sophisticated filtering and remapping strategies with
an indirect two-step correlation approach of local subset ROIs. The proposed
general IDIC/HR-EBSD framework lays the foundation for future extensions
towards more accurate EBSP formation models or even absolute HR-EBSD.

https://doi.org/10.1016/j.ultramic.2018.05.001

Keywords: HR-EBSD, Integrated DIC, finite-strain formulation, virtual
experiments, high strain accuracy, high angular resolution EBSD, electron
backscatter di↵raction

1. Introduction

Over the years, Electron Backscatter Di↵raction (EBSD) has evolved into a
mature technique which is now routinely used to analyze polycrystalline materi-
als at the micron scale [1]. More specifically, Troost et. al. [2] and Wilkinson et.
al. [3, 4] introduced the high angular resolution EBSD (HR-EBSD) method to5

⇤Corresponding author
Email address: j.p.m.hoefnagels@tue.nl (J.P.M. Hoefnagels*)

Preprint submitted to Ultramicroscopy June 24, 2018

https://doi.org/10.1016/j.ultramic.2018.05.001


acquire relative elastic strains from the Electron Backscatter Patterns (EBSPs),
which can now be readily performed through commercial software packages. Ex-
amples of applications include mapping of residual elastic stresses [5, 6], mon-
itoring elastic strains during or after experiments [7, 8, 9, 10] and assessing
geometrically necessary dislocation (GND) densities with high sensitivity [11].10

As a basic principle of the current relative HR-EBSD algorithms, two EBSPs
are first filtered (typically with a low and high pass filter in frequency domain
[12]) and subsequently compared to acquire the relative deviatoric elastic strain
tensor by deriving the deformation gradient tensor from measured shifts of sub-
set regions of interest (ROIs) between the patterns. Following this approach,15

strain accuracies have been shown to be below 10�4 [13]. However, when ro-
tations between patterns exceed ⇠0.6�, a finite strain framework must be used
in which remapping of the patterns is required to keep the errors to a min-
imum [14, 15]. Alternatively, absolute HR-EBSD analysis may be performed
by means of 3D hough transforms [16] or simulation-based HR-EBSD proce-20

dures [17, 18, 19], although the same level of accuracy has not yet been reached.
The calibration of the EBSD detectors in terms of pattern center (pc) and dis-
tortions appears to be critical, especially for the absolute HR-EBSD methods
[20, 21, 22, 23]. While these works cover powerful methods for elastic strain
measurements, all are based on the use of the correlation of subset ROIs (ex-25

cept for unpublished work by Maurice et. al. [24] and the 3D hough transform
methods [16]).

In the field of experimental mechanics, correlation of images based on subset
ROIs is referred to as ’local’ digital image correlation (DIC). An alternative ap-
proach was later introduced which is called ’global’ DIC, wherein the full image30

(without the edge region) is correlated in a single optimization routine, which
has advantages in terms of accuracy and robustness [25, 26]. In addition, the
continuous increase in computational power has given rise to novel parameter
identification methods such as finite element model updating (FEMU) [27] and
integrated digital image correlation (IDIC) [28, 29, 30], which both use a (me-35

chanical) model at the background. FEMU uses a two-step approach where
mechanical parameters are optimized by comparing displacement (or strain)
fields acquired from experimental images (using standard, local DIC) to the
displacements (or strains) from a FE simulation. Instead, in IDIC, images are
directly correlated, in a one-step approach, by optimization of the mechanical40

parameters (and/or e.g. parameters involved in SEM artifacts [31]) that govern
the (material) deformation observed in the images. Interestingly, while FEMU
and IDIC are based on a similar mathematical formulation, comparison of the
methods show that IDIC produces less erroneous and more reliable results than
FEMU, particularly for more challenging test cases exhibiting small displace-45

ments, complex kinematics, misalignment of the specimens, and image noise
[32]. Arguably, the current HR-EBSD techniques can be considered as FEMU-
type algorithms, because shifts (displacements) are first correlated using local
DIC after which an optimization algorithm is used to acquire the rotation and
strain components. Note, however, that these FEMU-type algorithms have been50

amended with sophisticated image processing strategies such as remapping and
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low and high pass filtering.
Therefore, the aim of this rapid communication is to present a robust, trans-

parent IDIC algorithm for high angular resolution EBSD, by means of a rigorous
linearization of the non-linear bright conservation equation in a consistent math-55

ematical framework, based on a clear geometric model of the EBSP formation,
without the need for remapping or filtering. To elucidate all assumptions in the
IDIC algorithm, its derivation will start from the basis of all DIC algorithms, i.e.
brightness conservation, into which the geometric EBSP model is introduced.
To validate this IDIC/HR-EBSD framework, virtual experiments are performed60

by correlating dynamically simulated EBSPs with relatively large deformations
of up to 1% equivalent strain combined with large rotations of up to 10� and
in combination with significant image noise of 2%. We will show that strain
components can be robustly identified with errors in the order of 10�5 under
these challenging conditions.65

2. Methodology

2.1. Derivation of a consistent IDIC framework for HR-EBSD

The derivation of the framework starts by assuming that the captured images
(EBSPs) contain brightness features that follow a certain displacement field (in
the detector screen plane). In other words, it is assumed that the brightness70

of the projection of a crystal direction [hkl] onto the detector is constant in
all acquired EBSPs, although this brightness conservation can be relaxed to
incorporate background profiles typically observed in experimental EBSPs. In
the derivation that follows, we aim to exploit the brightness conservation by
allowing the incorporation of a model of the EBSP formation, which can depend75

on a number of physical parameters such as strain and rotation components.
Following the rigorous derivation of the IDIC framework [33], the brightness
conservation is formulated as follows:

r( ~x0, {�}) = f( ~x0) � g(~x( ~x0, {�})), with ~x( ~x0, {�}) = ~x0 + ~u( ~x0, {�}), (1)

where f( ~x0) is the reference pattern (with ~x0 constituting the original pixel lo-80

cations) and g(~x( ~x0, {�})) the deformed pattern (with ~x denoting the deformed
coordinates). The residual r( ~x0, {�}) will reduce to the acquisition noise if the
approximated displacement field ~u( ~x0, {�}), in de detector plane, is correct. To
remedy the ill-posedness inherent to DIC [30, 32], this field is regularized with
a set of n unknown degrees of freedom (DOFs) {�} = [�1, �2, �i

, ..., �

n

]t (e.g.85

strain and rotation components), each associated to certain shape functions ~

�

i

,
as discussed below. The solution {�} is retrieved from the minimization of the
quadratic residual norm,  ,

{�} = Argmin
�

 ({�}), with  ({�}) =

Z

⌦
[r( ~x0, {�})]2 d~x, (2)

in which Argmin
�

denotes the minimization with respect to the DOFs {�} and90

⌦ is the global region of interest (gROI) over which the residual is minimized.
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The solution for the optimal DOFs is a non-linear problem, which is linearized
and solved for iteratively with a modified Newton-Raphson scheme, for which
the consistent derivation of the one-step linearization is given in detail in [33].
The linearized system of equation is written in matrix form as95

[M]�{�} = {b}, (3)

in which �{�} is the iterative update of the DOFs, i.e. {�}(k+1) = {�}(k)+�{�},
where {�}(k) is initialized with the initial guess {�}0. Components of the DIC
matrix [M] and the right hand side member {b} read

M

ij

=

Z

⌦

⇣
(~rg · ~

�

i

)(~rg · ~

�

j

)
⌘

d~x, (4)100

b

j

=

Z

⌦

⇣
(~rg · ~

�

j

)r
⌘

d~x, (5)

where the image gradient ~rg(~x) is used, because it was shown in [33] that this
image gradient achieves good initial guess robustness under conditions of large
rotations. The basis functions ~

�

i

are defined as105

~

�

i

( ~x0, {�}) =
@~u( ~x0, {�})

@�

i

. (6)

These partial derivatives of the displacement field, with respect to the DOFs,
represent the sensitivity fields to a change in the corresponding DOF. The geo-
metric EBSP formation model, which is defined hereafter, enters the optimiza-
tion routine through the choice of the displacement field as a function of the110

DOFs, i.e. ~u( ~x0, {�}). With this, all ingredients necessary to solve for the up-
date of the DOFs are in place. The derived iterative procedure is run until
convergence is met. In this work, the convergence criterion is based on the
L

2-norm of the right hand side member [30], with a low value of

||{b}|| < 10�6
. (7)115

2.2. Geometric EBSP formation model for HR-EBSD

To acquire the displacement field

~u( ~x0, {�}) = ~x( ~x0, {�}) � ~x0, (8)

a model for the position vector of each pixel in the deformed pattern must be
derived. Figure 1 shows two di↵erent views of the geometry and kinematics of120

a reference and deformed EBSP which contains all relevant vectors to derive
~x( ~x0, {�}), and thus also ~u( ~x0, {�}). The undeformed EBSP f contains pixels
associated to position vectors (in the detector plane) ~x0, which can also be
formulated in 3D with the specimen source point as origin

~

x

00
0 = dd0 ~e

z

+ ~

x

0
0, with ~

x

0
0 = ~x0 � ~x0

pc

, (9)125
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where ~

x

00
0 now represents the projection of a crystal direction [hkl] in the ref-

erence point onto the detector screen. Subsequently, ~

x

00
0 is transformed by the

relative deformation gradient tensor, Fr, working directly between the reference

and deformed crystal, into ~

x

00

~

x

00 = Fr · ~

x

00
0 , with Fr = (~r0

~

x

00)T

, (10)130

with Fr defined in the coordinate system of figure 1a. The new (deformed) pixel

position is found by projecting ~

x

00 on the detector screen

~

x

0 =
dd

~e

z

· ~

x

00

⇣
~

x

00 � (~e

z

· ~

x

00)~e

z

⌘
, (11)

after which the actual position vector is retrieved

~x = ~

x

0 + ~x

pc

. (12)135

Then the displacement field is obtained by combination of equations 8-12

~u( ~x0, {�}) =
dd

~e

z

· Fr · (dd0 ~e

z

+ ~x0 � ~x0
pc)

⇣
Fr · (dd0 ~e

z

+ ~x0 � ~x0
pc)�

�
~e

z

· Fr · (dd0 ~e

z

+ ~x0 � ~x0
pc)

�
~e

z

⌘
+ ~x

pc � ~x0.

(13)

To accommodate the implementation of this geometric model for HR-EBSD into
the IDIC framework, the choice is made to use the individual components of the140

relative deformation gradient tensor Fr as DOFs. Because the current model
is insensitive to the hydrostatic expansion, similar to other state-of-the-art HR-
EBSD formulations (e.g. [14, 15]), F

r33 is formulated in terms of the elastic
material constants and all other Fr components (derived analytically using the
Matlab Symbolic Toolbox in advance), according to a plane stress assumption,145

obtained using basic continuum mechanics:

~e3 · � · ~e3 = 0, with � =
1

det(Ft)
Ft · S · Ft

T

, (14)

where � is the Cauchy stress tensor in the sample coordinate system, pulled
forward from the second Piola Kirchho↵ stress tensor S:

S = 4
C : E, with E =

1

2
(Ft

T · Ft � I), (15)150

wherein E denotes the Green Lagrange strain tensor and I a unity tensor. Ad-
ditionally, 4

C and Ft prescribe the fourth order elastic sti↵ness tensor and the
total deformation gradient tensor, respectively, with respect to the non-rotated
crystal. All input parameters and results are expressed in the more transparent
strain and rotation components, which are directly related to Fr at all times.155

The strain definition used here is the symmetric Green Lagrange strain tensor E

5



as defined in equation 15, to allow for large rotations and large strains. The rota-
tions are expressed in the following Euler angles (in the Tait-Bryan convention):
R = X

1
Y

2
Z

3, with rotation angles ✓

x

, ✓

y

and ✓

z

. Additionally, as a convenient
use to express the misorientations, quaternion rotations are used, which consists160

of a rotation of magnitude ✓

q

over a unit vector x

✓q ~e

x

+ y

✓q ~e

y

+ z

✓q ~e

z

.
Additionally, it is well known that, in actual EBSPs, the overall contrast

and brightness vary over the detector screen [34]. Here, its zero order e↵ect is
simply taken into account by including two constant sensitivity fields of value
1, �

con

and �

br

(with �

con

and �

br

their associated DOFS), in the brightness165

conservation equation [35], yielding a modification of equation 1:

r( ~x0, {�}) = f( ~x0) � g(~x( ~x0, {�})) + �

con

�

con

f( ~x0) + �

br

�

br

. (16)

The actual inhomogeneous profiles of the contrast and brightness change over
the detector screen can easily be added to the framework at a later stage, by
changing �

con

and �

br

to mimic the real change in contrast and brightness170

profiles. In this way, the remaining background profile after background division
or subtraction can be captured using spatially-varying relaxation fields.

Finally, to take advantage of the full pattern, the location of the gROI is
determined with the initial guess DOFs ({�}0), where the area of the gROI is
taken to be as large as possible (with the exception of a 50 pixel edge region)175

for an optimal correlation, as will be shown in figure 2.

2.3. Virtual experimentation

To objectively evaluate the performance of the algorithm, virtual experi-
ments have been performed, employing our novel IDIC-based HR-EBSD method
on dynamically simulated EBSPs, to assess robustness and accuracy.180

To show the generality of the IDIC/HR-EBSD framework, all EBSPs stem
from the complex crystal structure 1T’ Molybdenum Ditelluride (1T’-MoTe2),
which are dynamically simulating in Esprit DynamicS1 (based on [36]) using
appropriate lattice parameters as given in table 1. Separate simulations are per-
formed for three deformed crystals without rotation (denoted by small, medium185

and large strains), which will each be used as a ”reference” pattern, and one
undeformed (no strain) crystal which is rotated in various directions to yield
the ”deformed” patterns. The 8-bit patterns of 1465x1465 pixels are acquired
by performing simulations at 70� tilt using a 20keV electron beam, with de-
fault values for the absorption length (59Å), excitation depth (46Å), Debye-190

Waller-B parameters (0.73 for the crystal and 0.3 for the source), minimum
lattice spacing (0.5Å) at a quality factor of 5. Similar to all current publica-
tions on relative HR-EBSD, it is assumed that the pc coordinates and dd are
known for each EBSP, therefore, here, the pc coordinates are kept constant at
~x0

pc = ~x

pc = (0.5·1465, 0.3·1465) (x and y coordinate, defined from the top-left195

of the EBSP), while the detector distance is fixed at dd0 = dd = 0.5 · 1465.

1https://www.bruker.com/products/x-ray-di↵raction-and-elemental-analysis/eds-wds-
ebsd-sem-micro-xrf-and-sem-micro-ct/esprit-dynamics/overview.html
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~
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Figure 1: HR-EBSD geometry and kinematics between a reference and deformed EBSP. (a)
Sideview showing two source points in the specimen (reference and deformed point, between
which a deformation gradient tensor Fr acts) giving rise to two distinct EBSPs on a detector
screen with certain pc locations (red crosses) and detector distances (dd). The position vectors

on the detector w.r.t. the sample source point ( ~x
00
0 and ~

x

00 ) and the pc ( ~x
0
0 and ~

x

0 ) are depicted.
(b) Front views on the detector screen, showing EBSPs from the reference (f) and deformed
(g) source points. pc locations ( ~x0

pc and ~x

pc) and in-plane position vectors ( ~x0 and ~x), all
w.r.t. the top-left of the screen, are included, as well as the resulting displacement vector ~u

on the detector.
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All errors are reported as the absolute error ✏

↵

,

✏

↵

= |↵ � ↵

ref |, (17)

where ↵ represents a certain resulting parameter (such as a strain component),
while ↵

ref is the value of the same parameter that was used to generate the200

specific virtual experiment. Considering the (unknown) error in the dynamic
simulation of the EBSPs with Esprit DynamicS, ✏

↵

yields an upper bound of
the real error in ↵. The strain error ✏

E

denotes the mean of the error of all
individual strain components of E.

To assess the performance of the framework in a realistic setting, the ini-205

tial guesses of the DOFs always deviate from the reference parameter used to
perform the virtual experiments. To this end, the relative strain between two
patterns is assumed to be zero (E = 0) at the start of a correlation, while the
initial guess rotation parameters are chosen such that there is always a mini-
mum error in quaternion angle of 1� between the patterns, which is well above210

the maximum error in the rotation measured with commercial EBSD packages
based on the Hough transform [37]. A unique random noise is also added to
each pattern, albeit the exact nature of camera noise is non trivial (e.g. het-
eroscedastic [38]) and highly dependent on the type of camera sensor, e.g. CCD
versus CMOS, the details of which is not the purpose of this study. Therefore,215

here, we follow the bulk of DIC literature and add a simple Gaussian white noise
to the patterns, with the standard deviation defined as a percentage of the root
mean square of the EBSP intensity.

We present two case-studies in which we evaluate robustness and accuracy.
First, a set of two patterns is correlated with a focus on the robustness to220

noise and erroneous initial guesses, where we also present the functioning of
the framework in more detail. Finally, we will evaluate the accuracy of the
algorithm at several levels of complex strain over a range of rotations.

Table 1: Applied strains and corresponding lattice parameters used for the dynamic simulation
of EBSPs

No strain Small strain Medium strain Large strain

Eeq 0 5 · 10

�4
2 · 10

�3
1 · 10

�2

E11 0 3 · 10�4 1.2 · 10�3 �7.5 · 10�3

E22 0 2 · 10�4 �8 · 10�4 3 · 10�3

E33 0 �2.1 · 10�4 �1.7 · 10�4 1.9 · 10�3

E12 0 1.5 · 10�4 �5 · 10�4 0
a [Å] 6.33 6.33190 6.33759 6.28235
b [Å] 6.33 6.33127 6.32493 6.34897
c [Å] 6.33 6.32864 6.32891 6.34220
� [�] 90 90.0171 89.9427 90
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3. Results and discussion

Figure 2 summarizes the correlation between a reference undeformed pat-225

tern f and a medium (c.f. table 1) deformed pattern g (both with 2% random
gaussian noise) which is also rotated by 10�. Figure 2a and b show the unde-
formed and deformed EBSP with their associated maximized gROIs between
which the correlation is performed. Figure 2c illustrates the image residual at
the initial guess (which has no deformation and 1� error in quaternion rotation),230

where the Kikuchi bands can still be clearly seen, mainly because of negative
and positive peaks at the band edges, indicating that the values of the DOFs
are incorrect. Subsequent minimization of the image residual typically results
in convergence in 5 iterations as shown in figure 2d. We estimate the compu-
tational time of the IDIC/HR-EBSD framework to be approximately 3 times235

slower than a remapping-assisted cross-correlation based HR-EBSD algorithm
(when both are implemented in our ine�cient Matlab code.) In 2d, the error of
individual deformation gradient tensor components (✏

Fij ) converge to values in
the range of ⇠10�6

/10�5, on this case of dynamically simulated patterns. This
correlation results in the image residual (after convergence) depicted in Figure240

2e, showing no signs any more of the Kikuchi bands, indicating a successful cor-
relation. The robustness to variations in initial guess parameters is illustrated
in figure 2f, where a variation in (initial guess) rotation errors (blue circles) is
performed by each time changing all three Euler angles (✓

x

, ✓

y

and ✓

z

) to either
+1� or �1�, corresponding to a misorientation in terms of the quaternion angle245

of ✓

q

= ⇠1.7� for all 8 cases, while the initial guess of the strain components
are always zero. The errors in rotation after convergence (in red circles) are all
below 10�5, as shown in the inset, while the errors in the strain components
also converge to values below 10�5 (not shown here). This clearly demonstrates
the high initial guess robustness of the IDIC-based HR-EBSD routine. Finally,250

figure 2g presents the robustness to random gaussian noise (10 unique noise
profiles were enforced at each level for statistics). To this end, the mean strain
error (✏

E

) is plotted over increasing noise levels reaching 20%, with insets visu-
ally showing the noise in EBSPs and residuals. At fairly large noise levels of up
to 5%, the strain errors remain relatively small (below 10�5), whereas a further255

increase of the noise causes lower accuracies, but remarkably still below 10�4

for extreme noise of 20% (which is comparably noisy to ”Poisson noise level
16” from [39]), though at the expense of an increase in the number of iterations
required for proper convergence. Note that, in IDIC, the image residual field
is often recommended as a powerful tool to evaluate the performance of the260

algorithm in experiments and to assess the correlation convergence and possible
systematic errors in the underlying model, which can be identified from regions
in the residual field with increased amplitude, as, e.g., demonstrated in [40].
Therefore, the residual field is also recommended as a quality metric for the
IDIC/HR-EBSD framework, when applied to experimental EBSPs.265

In figure 3, errors after correlation of a range of patterns with three levels
of complex deformation are explored with varying rotation up to 10� between
the patterns, all at noise levels of 2%, where the focus is on strain and rotation

9
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Figure 2: (Full page-width figure preferred) Correlation case-study and convergence
behaviour of a set of 2 patterns with medium deformation (as defined in table 1). (a) Reference
EBSP f with optimized gROI. (b) Deformed EBSP g with deformed gROI. (c) Image residual
plotted in f at initial guess DOFs {�}0. (e) Convergence behaviour, with mean(|r|), ||b||,
and ✏

Fij at each iteration until convergence is reached. (e) Image residual plotted in f after
convergence is met; note the di↵erent colorbar ranges. (f) Initial guess robustness: di↵erent
poor initial guess parameters (all strain components zero and +1� or �1� rotation error for
each of the three Euler angles, ✓

x

, ✓
y

and ✓

z

) converge robustly to errors in the rotation below
10�5 as shown in the inset, and equally low errors in the strain components (not shown). (a-
f) all results at a noise level of 2%. (g) The mean of the strain error and of the number of
iterations required for convergence, averaged over 10 noise realizations, plotted as a function
of the noise level, where the insets show examples of the EBSPs and image residuals (each
with a di↵erent colorbar range), of which the locations is given by the white box in (e).
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accuracy in this case of virtual experimentation. To avoid a possible bias towards
a specific rotation direction, the applied quaternion rotations have three distinct270

axes of rotation, as given in the legend of figure 3b, with 10 rotations over each
axis.

The levels of deformation in figures 3a, 3b and 3c correspond to equivalent
green lagrange strains of E

eq

= 5 · 10�4, E

eq

= 2 · 10�3 and E

eq

= 1 · 10�2,
respectively. At each deformation level, no significant trend can be seen in the275

errors over increasing rotations, demonstrating that the remapping strategy is
not required for the here-proposed IDIC-based HR-EBSD approach. Interest-
ingly, at both small and medium strain levels (figure 3a and b), the errors reside
below 10�5 (with all of the 6 individual strain component errors below 1.6 ·10�5

for ✓

q

< 4� while all remaining below 2 · 10�5 for ✓

q

up to 10�). Yet, the (less280

realistic) large deformation of 1%, as shown in figure 3c, shows increased errors
approaching 3 · 10�5 (with the 6 errors of individual strain components of E all
below 6 · 10�5), which again remain approximately constant over the increasing
quaternion rotation. Note that the pc coordinates, assumed constant through-
out this communication, can easily be varied. Introduction in the correlation285

of a known, relative, pc shift (~xpc � ~x0
pc

, dd � dd0), caused by scanning of
the electron beam, does not result in an increase of errors, as confirmed by a
few simple virtual experiments. In experimental analysis, however, it is well
known that an error in the absolute location of the pattern center ( ~x0

pc

, dd0)
introduces large strain errors for absolute simulation-based HR-EBSD [20, 22],290

while it was also shown to introduce less but still significant errors for relative
remapping-based HR-EBSD at large rotations [15]. Preliminary tests for the
IDIC/HR-EBSD framework show similar errors, but this e↵ect should be ex-
plored in detail in the future. Note, also, that (perhaps a large) part of the
errors stems from the way the virtual EBSPs are generated and discretized us-295

ing dynamical simulations (with Esprit DynamicS) prior to the IDIC/HR-EBSD
analysis, therefore, the errors in the IDIC/HR-EBSD framework are probably
smaller than the errors reported here.

The low errors in both strain and rotation components, below 10�5, at the
small and medium deformations seem to be, respectively, similar to and better300

than those reported in Ref. [14] and Ref. [15], where deformed dynamically
simulated patterns with large rotations are correlated using subset ROIs, after
applying advanced filtering and remapping strategies. Note, however, that spe-
cific testing conditions di↵er, making a direct comparison challenging. At larger
elastic strain up to 1%, the correlation is still very accurate; this high level of305

deformation has so far remained rather unexplored in relative HR-EBSD, which
prevents direct comparison to the literature, although several attempts have
been done using absolute simulation based HR-EBSD [18]. We hypothesize that
the increase in error at 1% elastic strain originates from a combination of e↵ects:
the widening of Kikuchi bands and the movement of individual bands. These310

second order e↵ects contradict the assumption of a homogenous deformation
between patterns (as implied by the constant deformation gradient tensor), and
thus can act as sources of error. Additionally, uncertainties in the knowledge
of absolute crystal rotation and elastic sti↵ness constants will introduce errors
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Figure 3: Strain and rotation errors plotted over a range of deformed (dynamically simulated)
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in the correlation of the relative strains and rotations, which is expected for315

all HR-EBSD algorithms in which the plane stress assumption is utilized. The
resulting strain errors are expected to be lower for the one-step correlation of
the IDIC framework, conform Ref. [32], although this should be tested in the
future.

In the mind of the authors, the robustness and consistency of the proposed320

IDIC/HR-EBSD framework is essential in guaranteeing high accuracy in experi-
mental analysis. Moreover, this may enable the analysis of more advanced prob-
lems such as relative HR-EBSD correlation between di↵erent grains, i.e. much
larger rotations than shown here. Additionally, the transparent IDIC framework
allows implementation of more complex geometric EBSP formation models, e.g.325

to include the change in Kikuchi band width to determine the hydrostatic strain,
to include the so-called ’barrel’ distortion due to optical imaging of the EBSP
through the phosphor screen onto the CCD detector, or even to include a model
for absolute HR-EBSD, without being compromised by dedicated filtering and
remapping strategies that are specifically optimized for one particular function.330

Finally, similar to other IDIC frameworks [41], this IDIC/HR-EBSD framework
can easily be set up to correlate multiple images (EBSPs) in a single optimiza-
tion step, which may give a significant advantage for accurate identification of
insensitive parameters that are shared among EBSPs, e.g., to accurately identify
and correct for drift between the specimen and the detector or even to perform335

absolute HR-EBSD. Such possibilities will be explored in the future.

4. Conclusions

A general integrated digital image correlation (IDIC) framework for high an-
gular resolution EBSD (HR-EBSD) has been developed, in a finite strain frame-
work, through a rigorous, consistent linearization of the fundamental bright-340

ness conservation equation and by inserting a transparent geometric model of
the EBSP formation in the resulting Gauss-Newton optimization scheme. Be-
cause the complete field of view (optimized global ROI) is correlated in a single
optimization step (compared to the indirect two-step correlation approaches
based on local subset ROIs in the literature), high accuracy and robustness are345

achieved, in virtual experimentation, without the need for advanced filtering
and remapping strategies. The following features have been demonstrated:

• The strain and rotation component errors remain, on average, (well) below
10�5 for small and medium strain levels of E

eq

= 5·10�4 and E

eq

= 2·10�3,
and below 3 · 10�5 for large strain of 1%, all for 2% noise in the EBSPs.350

This high accuracy can match the most accurate, yet more sophisticated
relative HR-EBSD algorithms that are currently available in the literature
[14, 15], when comparing validation on dynamically simulated patterns.

• High robustness and typical convergence in 5 iterations of the IDIC/HR-
EBSD optimization routine is consistently observed for all cases with poor355

initial guesses of at least 1� quaternion misorientation and zero strains and
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image noise up to 5%. The convergence remains robust (and accurate) for
image noise increasing up to 20% of the dynamic range.

The EBSP formation model provides the in-plane displacement field on the
detector as a function of deformation gradient tensor and the geometric proper-360

ties, such as the pattern center, pc. Therefore, by making the EBSP formation
model more realistic, the generic IDIC/HR-EBSD framework can readily be ex-
tended to include, e.g., Kikuchi band width variations or lens-induced optical
distortions.
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