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S U M M A RY

Analysis of fetal heart rate variability from non-invasive electro-
cardiography recordings

Each year, over 6 millions deaths occur worldwide that are related to obstetric
events. One of the major sources for obstetric complications is fetal oxygen de-
ficiency during labor. Monitoring of the fetal condition is essential to allow for
timely clinical intervention and prevent damaging of the central organs of the
fetus. The technique that is currently used for fetal monitoring, i.e. cardiotocog-
raphy (CTG), monitors changes in the fetal heart rate in response to uterine con-
tractions. However, interpretation of the CTG suffers from a high false alarm rate.
This means that an abnormal CTG can also be encountered for healthy fetuses,
leading to unnecessary operative deliveries. Although there are techniques that
provide complementary information to CTG, these are often obtrusive, and can
only be used after sufficient cervical dilatation and rupturing of the fetal mem-
branes. This limits their use in clinical practice. Hence, additional unobtrusive
information about the fetal condition is needed.

One of the most important features to assess in fetal monitoring is fetal heart
rate variability (HRV). As the fetal heart rate is regulated by the autonomic ner-
vous system, variations in the fetal heart rate can indirectly provide informa-
tion about fetal distress. Despite the importance of fetal HRV, unobtrusive fetal
heart information is generally obtained using Doppler ultrasound, which has
the drawback that it does not provide accurate, beat-to-beat, fetal heart rate in-
formation. This makes fetal heart rate from Doppler ultrasound less suited for
analysis of fetal HRV. Alternatively, beat-to-beat fetal heart rate information can
be obtained unobtrusively from the non-invasive fetal electrocardiogram (ECG),
that is recorded by electrodes on the maternal abdomen. Besides a more accurate
fetal heart rate estimation, analysis of fetal ECG morphology can also provide in-
formation about the fetal condition. Unfortunately, the non-invasiveness comes
at the cost of a low signal-to-noise ratio (SNR) of the fetal ECG. In this thesis, we
aim to advance the use of the non-invasive fetal ECG as a monitoring technique.
To this end, the signal quality of the non-invasive fetal ECG is improved and
the potential of beat-to-beat fetal HRV analysis for detection of fetal distress is
examined.

First, the power line interference (PLI) is suppressed to enhance the quality
of the fetal ECG. Filtering PLI from ECG recordings can lead to significant dis-
tortion of the ECG and mask clinically relevant features in ECG waveform mor-
phology. This is particularly true for filtering PLI from fetal ECG recordings,
as the PLI frequency strongly overlaps with the frequency content of the fetal
ECG. The adaptive smoothing filter that is proposed in this thesis to suppress
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the PLI leads to minimal distortion of the ECG waveform. The proposed method
is demonstrated to have a superior quality ECG after PLI suppression compared
to other PLI filters.

After PLI suppression, a method is developed for reliable detection of the fetal
heart rate. Detecting fetal heart rate from non-invasive fetal ECG recordings is
challenging due to the low SNR. The fetal ECG signal is strongly attenuated by
the tissue layers between the fetal heart and the abdominal electrodes. As a result,
electrical interferences often have a larger amplitude than the fetal ECG. More-
over, as the fetal ECG waveform that is recorded by the abdominal electrodes
depends on the orientation of the fetus within the abdomen, changes in fetal
orientation can result in changes in the fetal ECG waveform. To overcome these
difficulties, our method for heart rate detection combines predictive models of
the ECG waveform and heart rate in a probabilistic framework. The developed
method outperforms other methods that have been proposed in the literature,
and provides reliable fetal heart rate information even for low and varying SNR
conditions.

In the second part of this thesis, beat-to-beat fetal heart rate is used to ad-
dress some of the major challenges related to analysis of fetal HRV. During la-
bor, uterine contractions can cause fluctuations in the intrauterine pressure that
can strongly influence the fetal cardiovascular system and thus fetal HRV. It is
shown that the use of contraction-dependent HRV features increases the diagnos-
tic value of HRV analysis for the detection of fetal distress. Next to the influence
from varying uterine pressure, fetal HRV also depends on maturation of the au-
tonomic nervous system and can be influenced by some types of medications. In
two prospective cohort studies, the effect of maturation and medication on fetal
HRV is examined using non-invasive fetal ECG recordings.

The clinical application of the non-invasive fetal ECG is still in its infancy. The
work presented in this thesis has hopefully brought the non-invasive fetal ECG
one step closer to clinical use.
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S A M E N VAT T I N G

Analyse van foetale hartritmevariabiliteit uit niet-invasieve
electrocardiogram metingen

Elk jaar overlijden er wereldwijd meer dan 6 miljoen kinderen als gevolg van
complicaties in de zwangerschap. Een van de belangrijkste oorzaken voor deze
complicaties is foetaal zuurstoftekort tijdens de bevalling. Het bewaken van de
foetale conditie is van essentieel belang om tijdig medisch ingrijpen mogelijk
te maken en schade aan de centrale organen van de foetus te voorkomen. De
bestaande technologie voor foetale bewaking, cardiotocografie (CTG), meet ver-
anderingen in het foetale hartritme als reactie op weeën. Interpretatie van het
CTG is echter lastig en leidt vaak tot onterecht alarmerende conclusies. Dit komt
doordat abnormale CTG patronen ook voor kunnen komen in gevallen waar
geen sprake is van foetale nood. Deze verkeerde interpretatie kan leiden tot onn-
odig medisch ingrijpen. Naast het CTG zijn er technieken die aanvullende infor-
matie geven over de foetale conditie, maar deze technieken zijn vaak belastend
voor moeder en kind en kunnen pas worden gebruikt bij voldoende ontsluiting
en nadat de vliezen zijn gebroken. Dit beperkt het gebruik van deze technieken
in de klinische praktijk. Er is daarom aanvullende informatie nodig over de
foetale conditie die op een niet-belastende manier kan worden verkregen.

Een belangrijke bron van informatie voor foetale bewaking is foetale hartrit-
mevariabiliteit (HRV). Omdat het foetale hartritme wordt aangestuurd door het
autonome zenuwstelsel, kunnen variaties in het foetale hartritme indirect iets
zeggen over foetale nood. De huidige manier om het foetale hartritme op een
niet-belastende, uitwendige, wijze te meten is door middel van Doppler ultra-
geluid. Het nadeel hiervan is echter dat Doppler ultrageluid relatief onnauwkeu-
rige informatie geeft over het foetale hartritme. Als alternatief is het mogelijk om
het foetale hartritme te verkrijgen uit het niet-invasieve foetale electrocardiogram
(ECG), dat wordt gemeten met elektrodes op de buik van de moeder. Naast een
nauwkeurig foetaal hartritme, geeft deze techniek mogelijk nog extra informatie
over de foetale conditie door analyse van de foetale ECG-golfvorm. Helaas gaat
het niet-invasieve karakter ten koste van de signaalkwaliteit van het foetale ECG.
Met dit proefschrift willen we het gebruik van het niet-invasieve foetale ECG als
bewakingstechniek bevorderen. Hiervoor worden methodes ontwikkeld om de
signaalkwaliteit van het niet-invasieve foetale ECG te verbeteren en wordt onder-
zoek gedaan naar de potentie van analyse van foetale HRV voor het detecteren
van foetale nood.

Eerst worden verstoringen door het spanningsnet (PLI; power line interfer-
ence) onderdrukt om de signaalkwaliteit van het niet-invasieve foetale ECG te
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verbeteren. Het onderdrukken van PLI in ECG metingen kan leiden tot sub-
stantiële vervormingen van het ECG en kan daarmee klinisch relevante infor-
matie van de ECG-golfvorm maskeren. Dit geldt in het bijzonder voor het onder-
drukken van PLI in het foetale ECG, omdat de frequentie van het spanningsnet
sterk overlapt met de frequentie inhoud van het foetale ECG. De adaptieve meth-
ode voor het onderdrukken van de PLI die in dit proefschrift is beschreven geeft
minimale verstoringen van de ECG-golfvorm. In een vergelijking met bestaande
methodes voor PLI-onderdrukking wordt aangetoond dat de kwaliteit van het
ECG na PLI-onderdrukking met de ontwikkelde methode superieur is.

Na onderdrukking van de PLI is een methode ontwikkeld voor betrouwbare
detectie van het foetale hartritme. Het detecteren van het foetale hartritme in
niet-invasieve foetale ECG metingen is een uitdaging vanwege de lage signaal-
kwaliteit. Het signaal van het foetale ECG wordt sterk verzwakt door de verschil-
lende weefsels tussen het foetale hart en de elektrodes op de buik van de moeder.
Door deze verzwakking hebben elektrische verstoringen vaak een grotere ampli-
tude dan het foetale ECG. Daarnaast is de golfvorm van het foetale ECG gemeten
op de buik van de moeder afhankelijk van de houding van de foetus in de baar-
moeder. Veranderingen in deze houding kunnen leiden tot veranderingen in de
golfvorm van het foetale ECG. Om deze moeilijkheden te ondervangen, com-
bineert de ontwikkelde methode voor detectie van het hartritme voorspellende
modellen van het foetale ECG en hartritme. De methode werkt aantoonbaar
beter dan bestaande methodes die in de literatuur worden beschreven en geeft
zelfs voor lage en variërende signaalkwaliteit betrouwbare informatie van het
foetale hartritme.

In het tweede deel van dit proefschrift worden enkele van de belangrijkste
problemen bij het analyseren van foetale HRV onderzocht. Tijdens de bevalling
veroorzaken weeën een sterk variërende druk in de baarmoeder. Deze verander-
ingen in druk kunnen een grote invloed hebben op het foetale cardiovasculaire
systeem en daarmee op foetale HRV. Er wordt aangetoond dat de diagnosti-
sche waarde van analyse van HRV voor het detecteren van foetale nood toe-
neemt door maten voor HRV te gebruiken die afhangen van de activiteit van de
baarmoeder. Naast de invloed van variërende druk in de baarmoeder, wordt
foetale HRV ook beïnvloed door de ontwikkeling van het autonome zenuw-
stelsel en door toediening van verschillende medicijnen. In twee prospectieve
studies wordt de invloed van ontwikkeling van het zenuwstelsel en toediening
van medicatie op foetale HRV onderzocht.

Het gebruik van het niet-invasieve foetale ECG in de kliniek staat nog in de
kinderschoenen. Hopelijk brengt het werk dat in dit proefschrift wordt beschre-
ven het niet-invasieve foetale ECG een stap dichter bij klinische toepassing.
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1 I N T R O D U C T I O N

1.1 Motivation
One of the most difficult periods in fetal life is labor. During this critical period,
the fetus is exposed to temporary oxygen deficiency [1]. Generally, a healthy fe-
tus is capable of handling this kind of stress and will develop normally. However,
in case of severe or prolonged oxygen deficiency, the fetus might be unable to
respond and low oxygen concentration can occur in the central organs (a state
called asphyxia) [2]. The World Health Organisation estimated that 4 million
neonatal deaths occur every year [3], of which 0.9 million are related to birth as-
phyxia [4]. Additionally, one third of the 3.3 million fetal deaths that occur every
year happens during labor [3]. Perinatal mortality (deaths that occur during ob-
stetric events or the first week of life) is five times more common in low-income
countries compared to high income countries [3]. To allow for timely interven-
tion before asphyxia develops, it is of vital importance to accurately monitor the
fetal condition during labor.

The introduction of cardiotocography (CTG) in the 1960s has enabled contin-
uous fetal monitoring [5]. CTG simultaneously records the fetal heart rate (FHR)
and uterine activity (UA). CTG allows clinicians to evaluate the fetal response
to the stress caused by uterine contractions and it is currently the main source
of information to assess fetal distress [6, 7]. In Fig. 1.1, an example is shown of
a CTG recording. Although CTG is the current standard for fetal monitoring, its
diagnostic value is limited [8, 9]. CTG patterns are interpreted visually, but the
inter- and intra-observer variability of CTG interpretation is high [10]. Moreover,
the specificity of CTG interpretation is low and the introduction of the CTG
has led to an increase in the rate of unnecessary operative deliveries, without
improvement in fetal outcome [7, 9].

There are several diagnostic tools complementary to CTG that clinicians can
use during labor [11]. The most important include fetal blood sampling (FBS)
[12] and continuous analysis of the fetal electrocardiogram (ECG) [13, 14]. In
FBS, a small droplet of fetal blood is obtained and analyzed to acquire informa-
tion about the fetal acid-base balance, which is related to the oxygen concentra-
tion in the fetal blood. However, FBS only provides instantaneous information
and requires repeated measurements if the CTG remains abnormal. Besides the
instantaneous information of FBS, continuous analysis of the fetal ECG wave-
form is provided by the STAN® (Neoventa Medical, Mölndal, Sweden). The
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ECG reflects the electrical activity of the heart and STAN focuses on a specific
segment of the ECG, the ST-segment, that might change under influence of fe-
tal distress [15–17]. STAN records the fetal ECG invasively from an electrode
attached to the fetal scalp. Although initial results of using STAN to improve
fetal outcome seemed promising [18, 19], subsequent trials could not reproduce
these findings [20–23]. Moreover, the STAN guidelines state that STAN alarms
should be ignored when the CTG is reassuring [24, 25]. Because of the high inter-
and intra-observer variability of CTG interpretation, this dependency of STAN
on CTG interpretation restricts the success of STAN.

In addition to the limited diagnostic value of FBS and STAN [26, 27], both
techniques are invasive. Hence, there is a small risk of serious complications
such as haemorrhage and infections [12, 28]. Furthermore, FBS and STAN can
only be used after the fetal membranes have ruptured, meaning that these tech-
niques cannot be used during pregnancy or in case of threatening pre-term labor.
Therefore, there is a need for a non-invasive method that provides more reliable
information about the fetal condition.

In clinical practice, visual interpretation of fetal heart rate variability (HRV) is
one of the most important aspects in CTG monitoring [7]. Since the heart rate is
regulated by the autonomic nervous system (ANS), the presence of variations in
the heart rate indicates autonomic regulation and can indirectly provide infor-
mation on fetal distress [29–32]. In recent studies, interest is shown in comput-
erized analysis of fetal HRV [31–39]. Computerized HRV analysis can quantify
aspects of HRV that are not directly visible from the heart rate signal, such as
beat-to-beat heart rate variations. However, the FHR is commonly determined by
Doppler ultrasound (US) [40]. Despite being non-invasive, Doppler US requires
autocorrelation techniques to determine the FHR and the FHR is averaged over
several heartbeats [41]. Although the error that is introduced by averaging of
the FHR has little influence on visual interpretation of fetal HRV, the averaging
makes FHR from Doppler US less suited for computerized analysis of fetal HRV
[42].

As an alternative to FHR from Doppler US, beat-to-beat FHR can be obtained
unobtrusively from the non-invasive fetal ECG, which is recorded by electrodes
on the maternal abdomen [43–46]. In addition to a more accurate estimation of
the FHR, the non-invasive fetal ECG also provides information that could be
used for analysis of fetal ECG morphology [13, 15, 19, 47]. Unfortunately, the
non-invasiveness comes at the expense of a typically low signal-to-noise ratio
(SNR) [40]. Moreover, fetal movements can cause variations in the waveform of
the non-invasive fetal ECG, further complicating the detection and analysis of
the fetal ECG [48–50]. The difficulty to extract the non-invasive fetal ECG limits
its use in the clinic.
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Figure 1.1: Example of a CTG. The FHR and UA are shown in the upper and lower line,
respectively.

1.2 Goals of this thesis
From the previous section it becomes clear that computerized analysis of fetal
HRV has great promise as an additional diagnostic tool to assess the fetal con-
dition. However, its application in clinical practice is hampered by the fact that
no beat-to-beat FHR is currently available throughout the pregnancy, or is unre-
liable due to difficulties to extract the beat-to-beat FHR unobtrusively. Besides,
most HRV features that have been presented in the literature are validated for
adults in controlled experiments only. For the fetus it is not possible to control
external conditions. In particular during labor, uterine contractions can strongly
influence the fetal cardiovascular system and thus fetal HRV [1, 51, 52].

Several developments are required before fetal HRV can be used in clinical
practice. The accomplishment of some of these developments is addressed in this
thesis and explained in two distinctive parts: I) development of new processing
techniques that enable reliable extraction of beat-to-beat FHR from non-invasive
fetal ECG recordings and II) the use of fetal HRV analysis for the detection of
fetal distress during labor.

1.3 Thesis outline
The physiological and technical background on fetal monitoring that is relevant
for this thesis is provided in Chapter 2. After the background, the first part of this
thesis deals with the signal processing steps that have been developed for reliable
FHR detection from non-invasive fetal ECG recordings. In Chapter 3, a new
method is provided for suppression of the power line interference (PLI). Filtering
of the PLI can be seen as a pre-processing step that is required before FHR
detection and analysis of fetal ECG morphology can be performed. To prevent
distortion of the fetal ECG waveform, a Kalman smoother with adaptive noise
estimation has been developed.
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Chapter 4 presents a method for FHR detection in non-invasive fetal ECG
recordings. The FHR detection uses predictive models for FHR, fetal ECG mor-
phology, and interferences. The models are integrated within a hierarchical
Bayesian framework to account for the non-stationary nature of non-invasive
fetal ECG recordings. Moreover, we have extended this framework to a multi-
channel approach, because the non-invasive fetal ECG is typically recorded us-
ing multiple electrodes.

The second part of this thesis addresses some of the challenges related to anal-
ysis of fetal HRV. During labor, uterine contractions influence the fetal cardio-
vascular system, which results in non-stationarities in the fetal HRV. In Chapter
5 we show that separating contractions from rest periods increases the diagnos-
tic value of fetal HRV features for the detection of fetal distress during labor.
Then, in Chapter 6 we use classification algorithms to show that the detection
rate of fetal distress based on HRV analysis can indeed be improved by combin-
ing information from HRV features that are calculated without distinguishing
contractions and information from contraction-dependent HRV features.

Besides influence of uterine contractions, fetal HRV is also influenced by matu-
ration of the ANS and several types of medication. Using non-invasive fetal ECG
recordings, we examined the effect of gestational age on fetal HRV in Chapter 7.
The effect of corticosteroids, medication that is often used in case of threatening
preterm labor, on fetal HRV is examined in Chapter 8.

The main findings of this thesis are summarized in Chapter 9. This chapter also
includes a discussion on promising future research directions. Note that Chap-
ters 3-8 are either published or submitted for publication. Each of these chapters
is written to be self-contained, causing some overlap between these chapters.
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2 B A C K G R O U N D

2.1 Physiology of the fetal heart

2.1.1 Contraction of the heart

The main function of the heart is to provide vital organs and peripheral tissue
with blood. The adult heart consists of two separate pumps: the right side of the
heart pumps oxygen-depleted blood through the lungs (pulmonary circulation)
and the left side of the heart pumps oxygenated blood through the peripheral
organs (systemic circulation) (Fig. 2.1a) [53]. Each side of the heart consists of
two chambers to regulate blood flow into the heart (the atria) and outflow from
the heart to the pulmonary or systemic circulation (the ventricles).

The contraction of the cardiac muscle originates from the conversion of elec-
trical impulses (action potentials) into mechanical activity of the cardiac muscle
cells [53, 54]. A specialized nervous system conducts the action potentials rapidly
throughout the muscular layer of the heart (the myocardium, Fig. 2.1a). The ac-
tion potentials that cause cardiac contraction are generated by self-excitation.
Since pacemaker cells located in the sinoatrial (SA) node have the highest self-
excitation rate, these cells determine the heart rate. From the SA node, the action
potentials first propagate through the atria, causing contraction of the atria. The
action potentials cannot directly cross from the atria to the ventricles. First, the
action potentials need to propagate through the atrioventricular (AV) node and
the bundle of His. After the bundle of His, the nerve fibers split into the left and
right bundle branches that end in the left and right ventricles respectively.

When this system functions normally, a delay in propagation is caused by the
AV node and the bundle of His, and the atria contract before the ventricular
contraction [53]. This allows the atria to empty their content into the ventricles
and ensures that the ventricles are filled before they pump the blood into the
pulmonary and systemic circulation. Another purpose of this system is that it
allows all parts of the ventricles to contract simultaneously, optimizing the effec-
tive pressure generated by the ventricles [53].

The fetal circulation differs from the adult circulation because the oxygen in-
take and the carbon-dioxide secretion take place in the placenta instead of the
lungs [55–57]. In the fetal circulation, the right ventricle does not pump the
blood through the pulmonary circulation alone. Instead, both ventricles pump
blood through the entire body [57]. To enable this, two interconnections exists in
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(a) (b)

Figure 2.1: (a) Schematic illustration of the anatomy of the adult heart and cardiac con-
duction system. Adapted from [58]. (b) Schematic illustration of the fetal heart.
Adapted from [53].

the fetal circulation. The foramen ovale links the atria and the ductus arteriosus
links the outgoing arteries of both ventricles, as illustrated in Fig. [57]. Despite
the difference between the adult and fetal circulation, the propagation of action
potentials through the fetal heart is similar to that of adults.

2.1.2 The electrocardiogram

At cellular level, a potential difference exists between the intracellular and ex-
tracellular fluid of the cardiac muscle cells that is mainly controlled by the con-
centrations of sodium (Na+), potassium (K+) and calcium (Ca2+) ions on each
side of the cell membrane [53, 54]. The membrane potential is negative when the
cells are in rest. In the occurrence of an action potential, a cycle is initiated that
activates the cell. First, the membrane potential increases due to a rapid influx of
Na+, inverting the membrane potential to positive (called depolarization). Then,
the membrane potential remains at a plateau level due to the exchange of K+ and
Ca2+. Finally, the membrane potential returns to its rest value due to persisting
outflow of K+ (called repolarization).

The action potentials propagate from cell to cell by increasing the membrane
potential of neighboring rest cells and initiating the depolarization in these
cells[54]. Due to this cell-to-cell activation, the action potential can propagate
in any given direction through the cardiac muscle. Moreover, action potentials
propagate rather uniformly through the cardiac muscle and adjacent cells depo-
larize virtually simultaneously, creating depolarization waves through the heart
(Fig. 2.2a) [53]. The wavefront is a collection of electrical dipoles.

Since the tissue surrounding the cardiac muscle acts as a conductor, it allows
the electrical currents that are generated by the individual dipoles to spread
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(a) (b)

Figure 2.2: (a) Illustration of the dipole wavefront during a ventricular contraction. Red
indicates cardiac tissue that is contracting and blue indicates cardiac tissue
that is relaxed. A dipole wave exists at the boundary between contracting
and relaxed tissue. The direction of the dipole field vector is indicated by the
yellow arrow. (b) The two-dimensional illustration of the VCG (green) and the
projection of the dipole field vector onto the leads of the Einthoven triangle.
Adapted from [62].

through the cardiac tissue [54, 59]. At the body surface, the electric field that is
generated from the coherent activation of cells at the dipole wavefront results
in measurable potential differences. The electrical activity can be approximated
(in first order) by a single field vector [60, 61]. The path that is described by this
vector over time in the three-dimensional space is called the vectorcardiogram
(VCG) [62].

The potential differences can be measured with electrodes on the skin. The
projection of the three-dimensional field vector onto the lead vector of two elec-
trodes is called the ECG [53, 61]. An example of the VCG projections onto the
lead vectors of the traditional Einthoven triangle is displayed in Fig. 2.2b [63].
The ECG signal of a single cardiac cycle typically consists of a P-, QRS-, and
T-wave, as schematically illustrated in Fig. 2.3 [53]. The P-wave is associated
with the depolarization of the atria and the QRS-complex with depolarization of
the ventricles. The T-wave is associated with the repolarization of the ventricles.
Note that repolarization of the atria cannot be distinguished in the ECG because
it occurs simultaneously with the depolarization of the ventricles.
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Figure 2.3: Typical ECG signal.

2.2 Autonomic regulation
To ensure that the heart provides the required cardiac output and arterial pres-
sure to deliver sufficient blood flow to the body tissues, the heart is regulated
by the ANS [53]. The ANS controls the activity of the heart by alternating the
contractility of the heart and the rate at which the heart contracts. During fetal
life, adjusting the contractility of the heart only plays a moderate role and the
cardiac output is mainly dependent on changes in the fetal heart rate [64]. In
this thesis we are therefore mostly interested in the ANS regulation of the fetal
heart rate.

2.2.1 Autonomic cardiac regulation

The ANS controls the heart through the sympathetic nervous system and the
parasympathetic nervous system (Fig. 2.4) [53, 65]. Stimulation of the sympa-
thetic nervous system increases the heart rate, while stimulation of the parasym-
pathetic nervous system decreases the heart rate. The change in heart rate is
usually a combination of variations in sympathetic and parasympathetic activ-
ity.

The nerve endings of the parasympathetic nerves are mainly located at the SA
and AV nodes. Stimulation of the parasympathetic nerves to the heart causes
the hormone acethylcholine (ACh) to be released at the nerve endings. ACh in-
creases the permeability of K+ in the membranes of the cardiac cells, causing the
rest membrane potential to become more negative than normal [53]. Hence, more
time is required before the membrane potential of the cells within the SA node
reach the threshold potential that is required for self-excitation, slowing down
the heart rate. The effect of parasympathetic stimulation decays relatively quick,
because the SA and AV node contain an enzyme that breaks down ACh. This
mechanism enables the parasympathetic nervous system to control the heart rate
on a beat-to-beat basis.
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Figure 2.4: Sympathetic and parasympathetic nerves in the heart. Adapted from [53].

The nerve endings of the sympathetic nerves are distributed to all parts of
the heart. Stimulation of the sympathetic nerves releases the hormone nore-
pinephrine at the sympathetic nerve endings. It is believed that norepinephrine
increases the permeability of Na+ and Ca2+ [53]. In contrast to parasympathetic
stimulation, this increases the resting membrane potential of the cardiac cells
in the SA node, which increases the self-excitation rate and thus the heart rate.
Furthermore, the increase in Na+ and Ca2+ permeability reduces the conduction
time for the action potentials to travel from the atria to the ventricles. Since the
release and decay of norepinephrine is relatively slow, the effect of sympathetic
stimulation is slow compared to the beat-to-beat regulation of the parasympa-
thetic nervous system [30].

2.2.2 Autonomic reflex mechanisms

The ANS regulates the cardiovascular system through reflex mechanisms [53].
The most important of these reflex mechanisms are the baroreceptor reflex and
the chemoreceptor reflex. Humoral influences and thermoregulation induce long
term regulation (very low frequent fluctuation) of heart rate [66, 67]. The influ-
ence of these factors on heart rate are beyond the scope of this thesis and are not
further discussed in this chapter.

Baroreceptor reflex The best known mechanism to control the arterial pres-
sure is the baroreceptor reflex [53]. This reflex is initiated by stretch receptors
(baroreceptors) that are located in the walls of the carotic arteries and aortic
arch. An increase in arterial pressure stretches the arterial walls and activates
the baroreceptors. In response, the ANS sends nervous signals to the circulation
to reduce the arterial pressure back to a normal value, e.g. by decreasing the
heart rate or the systemic resistance. Besides the baroreceptor reflex, the arterial
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pressure is regulated by several interrelated reflex mechanisms (e.g. Brainbridge
reflex or respiratory sinus arrhythmia). Since these other mechanisms are less
pronounced for the fetus, they are not further discussed.

Chemoreceptor reflex The chemoreceptor reflex regulates the respiratory activ-
ity in a similar way as the baroreceptor reflex controls the arterial pressure [53].
The chemoreceptor reflex is initiated by chemoreceptors that are located in the
carotid and aortic arteries. The chemoreceptors are activated when the arterial
oxygen concentration falls below normal. For adults, activation of the chemore-
ceptors leads to an increase in respiration. The fetal response to changes in oxy-
gen concentration differs from that of adults (as discussed in Section 2.2.3), be-
cause the fetal oxygen supply does not come from the lungs.

2.2.3 Fetal response to oxygen deficiency

In the fetal circulation, the placenta serves as the lungs of the fetus and it allows
oxygen to diffuse from the maternal circulation to the fetal circulation [68]. The
fetus is connected to the placenta through the umbilical cord. Deoxygenated
blood is transported from the fetus to the placenta, while oxygenated blood
flows from the placenta to the fetus. The oxygenated blood then passes the fetal
heart, from where the blood is pumped to the rest of the body tissues. Finally,
the oxygen is used in the body tissues and cells to produce energy through a
process called aerobic metabolism.

During labor, uterine contractions can cause a temporal block of oxygen sup-
ply to the fetus [1]. Although maternal placental blood flow is normally high,
in case of a strong contraction it can occur that the maternal blood flow to the
placenta is reduced. In this case the fetus has to rely on its own oxygen storage.
Besides reduced maternal placental blood flow, fetal oxygen supply can also be
interrupted if the umbilical cord is occluded due to an increase in intrauterine
pressure that is caused by uterine contractions. For moderate contractions dur-
ing the first stage of labor (the stage of cervical dilation), a connective tissue that
surround the blood vessels in the umbilical cord can protect the cord vessels.
However, during the second stage of labor (the stage of active pushing) it can
occur that intrauterine pressure becomes so high that the connective tissue can
no longer oppose this pressure and that the umbilical blood flow is blocked.

In the absence of oxygen, aerobic metabolism can be supported by anaer-
obic metabolism [53]. During anaerobic metabolism, glucose reserves are uti-
lized to produce energy without oxygen. It is important to note that anaerobic
metabolism only produces a fraction of the energy that is produced during nor-
mal aerobic metabolism and there is a risk of damaging the tissues. During aer-
obic and anaerobic metabolism hydrogen ions are produced as waste product.
Normally, these hydrogen ions are buffered by carbon dioxide and haemoglobin
[53]. However, in case the fetus has depleted its buffering capacity, the free hy-
drogen ions will cause an increase in the acidity of the blood (measured by the
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pH of the blood). After birth, the pH is therefore often used as a measure to
determine the severity of the oxygen deficiency that was suffered by the fetus
[22, 69].

Throughout pregnancy, the fetus develops mechanisms that protect it against
oxygen deficiency. These mechanisms, amongst others, involve activation of the
baroreceptor reflex and chemoreceptor reflex [70]. If the umbilical cord is oc-
cluded, this will initially increase the systemic resistance in the fetal cardiovas-
cular system, causing an increase in fetal blood pressure and activation of the
baroreceptor reflex. Besides, the oxygen concentration in the fetal blood will
also decrease because the fetal oxygen supply is blocked, which activates the
chemoreceptors.

There are three stages of oxygen deficiency that can be distinguished [1]. Dur-
ing the initial stage of oxygen deficiency, called hypoxemia, the oxygen concen-
tration is only decreased in the arterial blood and not in the body tissues. In
response, fetal activity is reduced while oxygen uptake in the placenta is op-
timized. As the oxygen concentration further decreases, the fetus ensures that
the oxygen concentration in the central organs (the heart, brain, and adrenals)
remains in tact by reducing the blood flow to the peripheral tissues [71, 72]. This
stage is called hypoxia, in which low oxygen concentration requires anaerobic
metabolism in the peripheral tissues, possibly damaging the peripheral tissue
[73]. Because the central organs are protected during hypoxia, the effect on fe-
tal outcome is limited. For even lower levels of oxygen concentration, anaerobic
metabolism may also occur in the central organs, which is referred to asphyxia,
and there is a risk of damaging the central organs [2]. The ability of the fetus
to respond to oxygen deficiency strongly depends on the development of the
protective mechanisms. If these mechanisms have already been used or have not
been fully developed (i.e. due to prematurity), the oxygen deficiency can lead to
fetal morbidity and mortality [74–76].

2.2.4 Fetal autonomic development

The control of FHR by the fetal ANS changes throughout the pregnancy due to
maturation of the fetal ANS [77–79]. Early in the pregnancy, the heart has not
yet been fully developed and the heart is autoregulated [80, 81]. Sheep studies
have shown that the sympathetic nervous system becomes functional prior to
the parasympathetic nervous system and dominates the cardiovascular control
[82, 83].

Besides maturation of the ANS and fetal heart, also the fetal activity changes as
the fetus develops. Where in the first trimester fetal body movements occur ran-
domly over time, in the second half of the pregnancy these movements become
clustered in rest-activity cycles [84–86]. These rest-activity episodes eventually
result in behavioral states that are associated with fetal heart rate patterns and
eye movements. Four behavioral states can be distinguished [87]. The first state
(1F) is called quiet sleep and little fetal movement occurs. During this stage, the
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fetal heart rate is stable and changes in the fetal heart rate are relatively small.
The second state (2F) is active sleep (or REM-sleep), in which repeated body
movements and continuous eye movements can be observed. During 2F, large
changes in fetal heart rate can been seen. The final two states are quiet awake
and active awake. These states are of lesser importance since they occur less
frequently [85, 88].

2.3 Heart rate variability
Computerized analysis of HRV aims to quantify the functional state of the au-
tonomic cardiovascular regulation [30]. Already in the seventies, studies found
that reduced HRV is associated with an increased risk of mortality after myocar-
dial infarction [89]. Since then, the use of HRV analysis expanded from cardiac
applications [90, 91] to a diversity of other pathological conditions, including
neurological disorders such as diabetes [92, 93]. Recently, several studies have
used computerized analysis of fetal HRV to predict fetal distress [31, 32, 34–39].

From Sections 2.1 and 2.2 it becomes clear that the cardiovascular system is a
complex system and the heart rate is only one of the variables that the ANS uses
to regulate the cardiovascular system. The variety of factors that can influence
the cardiovascular control (e.g. mental load or physical load) makes the heart
rate signal difficult to analyze. Moreover, for long recordings, notable changes
in the cardiovascular system may have occurred due to internal influences (e.g.
hormones) or changes in the exterior environment. Over the years, various HRV
features have been developed that quantify different aspects of the cardiovascu-
lar control [94, 95]. This section will briefly discuss several of these features. For
a more detailed description of the HRV features that were used in this study the
reader is referred to Chapter 5.

HRV analysis is generally based on the RR-interval signals, the sequence of
intervals between successive R-peaks in the ECG (see Fig. 2.3) [30]. It should
be noted that, in theory, true HRV would be measured by the interval between
the onset of two successive P-waves (P-P interval), because the P-P intervals
are related to rhythms of the SA node that initiate the cardiac cycle. However,
the small amplitude of the P-wave makes accurate detection of the P-P interval
difficult and detection of the RR-interval is more reliable in practice. Fortunately,
changes in RR-intervals and PP-intervals are highly similar [96].

The most straightforward measures for HRV analysis are statistical features
that are obtained from the RR-intervals directly [30]. These can generally be
divided into two classes of features: features that are derived directly from
the RR-intervals and those that are derived from the differences between RR-
intervals. Features that focus on the overall R-R signal reflect both sympathetic
and parasympathetic regulation. Features that are obtained from the differences
between RR-intervals are mostly sensitive to beat-to-beat variations and mainly
reflect parasympathetic regulation [97].
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As explained in Section 2.2.2, the heart rate is regulated by the interplay of
several feedback mechanisms that each have their own intrinsic delay [53]. As
a consequence of the delays in these feedback mechanisms, periodic variations
are observed in the heart rate that can be related to different regulatory mech-
anisms. To quantify these periodicities, spectral analysis of HRV can be used.
The frequency bands of this spectral analysis can be chosen to reflect sympa-
thetic and parasympathetic activity [29]. As the effect of sympathetic regulation
is relatively slow compared to the parasympathetic regulation, low frequency os-
cillations are related to both sympathetic and parasympathetic regulation, while
high frequency oscillations are related to parasympathetic regulation alone [29].

Often complicated and irregular variations are seen in the heart rate since
there are many factors that influence the cardiovascular system[95]. These irreg-
ular variations are not well explained by spectral analysis. Because the heart rate
is one of the main tools for ANS regulation of the cardiovascular system, the
occurrence of irregularities in the heart rate is indicative of healthy autonomic
regulation. The irregularity in the heart rate can be quantified by entropy mea-
sures [98, 99].

Besides quantifying HRV at a specific time scale (e.g. as is done with spectral
analysis), other HRV features focus on the ability of the ANS to regulate the car-
diovascular system on different time scales [100]. For example, diurnal rhythms
determine HRV on a daily basis, hormones influence HRV on the scale of hours,
while blood pressure is regulated in seconds to minutes. The relation between
HRV on different time scales can be described by fractal analysis [38, 100].

It should be noted that many HRV features were originally developed for ana-
lyzing ideal and theoretical systems. Calculating these features for physiological
time series such as the heart rate might not exactly describe the characteristic it
was originally developed for. Yet, the features may still contain clinically relevant
information.

2.4 Non-invasive fetal ECG
In clinical practice, fetal HRV is evaluated visually from CTG recordings. Doppler
US is currently the most commonly used technique to record the FHR. The FHR
is detected making use of the frequency shift (Doppler effect [101]) that is expe-
rienced by ultrasonic waves when they are reflected by moving parts of the fetal
heart. Although Doppler US is a non-invasive technique to monitor the FHR, it is
prone to signal loss as the US beam needs to be focused at the fetal heart. Move-
ments of the transducer or fetal movements results in signal loss and requires
manual repositioning of the transducer. Moreover, Doppler US is an imprecise
method to determine the FHR and does not provide beat-to-beat FHR informa-
tion. Inaccuracies in the detected FHR can occur because ultrasonic waves detect
both movements of the valves and the walls of the fetal heart. Besides, auto-
correlation techniques are used to determine the FHR. As a consequence, the
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(a) (b)

Figure 2.5: (a) Scalp electrode, adapted from [45]. (b) Non-invasive fetal ECG (Photo with
permission from Nemo healthcare.)

FHR from Doppler US is averaged over several heartbeats, limiting its use for
computerized analysis of fetal HRV [42].

To obtain the FHR on a beat-to-beat basis, the fetal ECG can be used. Another
advantage of using the fetal ECG is that additional diagnostic information can
be obtained through the study of ECG morphology [13, 15, 19, 47]. The fetal
ECG is generally recorded invasively, using an electrode that is screwed into the
fetal scalp (Fig. 2.5a) [102]. Despite having a good signal quality, the invasive
fetal ECG can only be used after the fetal membranes have ruptured. Moreover,
the signal is acquired using only a single differential electrode and the cardiac
electric activity is thus projected onto a single specific lead axis [103]. This means
that the three dimensional electric field information of the heart is lost and the
ECG morphology will depend on the orientation of the fetal heart with respect
to the electrode lead [104].

To overcome the limitations of the invasive fetal ECG, it is also possible to
record the fetal ECG non-invasively with electrodes on the maternal abdomen
(Fig. 2.5b) [43]. In contrast to the invasive scalp ECG, the non-invasive ECG can
be recorded throughout the pregnancy.

Unfortunately, the non-invasiveness comes at the expense of typically low
SNR. Before the fetal heart signal reaches the abdominal skin, the signal has
to propagate through several layers of tissue that attenuate the electrical activity
[105]. The larger the distance between the fetal heart and electrode, the more
the fetal ECG will be attenuated. The overall conductivity of the layers of tissues
changes throughout the gestation [106, 107]. In particular the development of the
vernix caseosa strongly influences the signal strength [108]. The vernix caseosa
is a protective layer that surrounds the fetus, develops from about 28 weeks of
gestation, and starts to dissolve from about 32 weeks of gestation [109]. Because
the vernix caseosa electrically isolates the fetus, it is very difficult the detect the
fetal ECG during this period.
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PLI

Maternal ECG

Fetal ECG

EMG EHG

Figure 2.6: Example of a non-invasive fetal ECG signal. The interferences of the maternal
ECG, EMG, EHG, and PLI are indicated.

Besides a low amplitude of the fetal ECG, the signal that is recorded by the
abdominal electrodes is contaminated by electrical interferences, both physiolog-
ical and non-physiological [110]. The most important of these interferences are
the maternal ECG [111], PLI [112], abdominal muscle activity (electromyogram,
EMG) [113], and activity from the uterine muscle (electrohysterogram, EHG)
[114, 115]. An example of a signal that is recorded on the maternal abdomen
is shown in Fig. 2.6. The amplitude of the interferences is often larger than the
amplitude of the fetal ECG. The overlapping frequency content of the interfer-
ences with the frequency content of the fetal ECG makes suppression of these
interferences challenging.

Finally, the position and orientation of the fetus within the abdomen are a
priori unknown. To cover any fetal orientation, the non-invasive fetal ECG is
typically recorded using an array of electrodes that are spread across the ab-
domen [116]. The SNR and fetal ECG waveform that is recorded by each elec-
trode depends on the fetal position (i.e. distance to the electrode), orientation
(i.e. projection of the electrical activity onto the electrode lead), and intermedi-
ate tissue [61, 117]. As the fetus moves, this can cause the SNR and fetal ECG
waveform of a certain channel to change during a recording [48–50]. The use of
the non-invasive ECG in clinical practice has been restricted to date due to the
difficulty to extract the fetal ECG from the abdominal recordings.

In recent years, the non-invasive fetal ECG has been extensively studied [44,
118–128]. Most studies focused on suppression of the maternal ECG, which is
the dominant interference. Many different techniques have been presented in
the literature to suppress the maternal ECG. The most important techniques
are template subtraction [118–120], adaptive filtering [121, 124], blind source
separation [44, 122, 123, 125], or a combination of these techniques []. For a more
extensive review of the different techniques the reader is referred to [126–128].
Since many of these techniques perform relatively well, we will not focus on
suppression of the maternal ECG in this thesis. Instead, we will focus on the
processing steps that follow after maternal ECG suppression.
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3 A F I X E D - L A G K A L M A N S M O O T H E R T O F I LT E R
P O W E R L I N E I N T E R F E R E N C E I N E C G
R E C O R D I N G S

Abstract - Objective: Filtering power line interference (PLI) from electrocardiogram
(ECG) recordings can lead to significant distortions of the ECG and mask clinically
relevant features in ECG waveform morphology. The objective of this study is to filter
PLI from ECG recordings with minimal distortion of the ECG waveform. Methods: In
this paper, we propose a fixed-lag Kalman smoother with adaptive noise estimation. The
performance of this Kalman smoother in filtering PLI is compared to that of a fixed-
bandwidth notch filter and several adaptive PLI filters that have been proposed in the
literature. To evaluate the performance, we corrupted clean neonatal ECG recordings
with various simulated PLI. Furthermore, examples are shown of filtering real PLI from
an adult and a fetal ECG recording. Results: The fixed-lag Kalman smoother outperforms
other PLI filters in terms of step response settling time (improvements that range from
0.1 s to 1 s) and signal-to-noise ratio (improvements that range from 17 dB to 23 dB).
Our fixed-lag Kalman smoother can be used for semi real-time applications with a limited
delay of 0.4 s. Conclusion and significance: The fixed-lag Kalman smoother presented
in this study outperforms other methods for filtering PLI and leads to minimal distortion
of the ECG waveform.1

1 This chapter is based on the paper published as Warmerdam G.J.J., Vullings R., Schmitt L., Van
Laar J.O.E.H., and Bergmans J.W.M., A fixed-lag Kalman smoother to filter power line interference in
electrocardiogram recordings. IEEE. Trans. Biomed. Eng. 2017, 64(8): 1852-1861.
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3.1 Introduction
Power line interference (PLI) is often a source of interference for biomedical sig-
nals such as electrocardiogram (ECG) recordings. Electric fields surrounding the
power lines are picked up by the patient, the electric wires, and by the electrocar-
diograph itself. Differences in skin-electrode impedance of electrodes can lead
to voltage differences measured at the electrodes which are then amplified at
the output. Using a proper recording setup (e.g. cable shielding or amplifiers
with a high common mode rejection) can reduce PLI, but this is often insuffi-
cient to fully suppress PLI. Especially with developments in sensor technology
in the direction of less obtrusive sensors such as textile electrodes and capaci-
tive electrodes [129], PLI can even exceed the ECG in amplitude. Despite that
filtering PLI is a fairly mature domain [112, 121, 130–136], filtering PLI from
ECG recordings remains a challenging task because the frequency content of the
ECG (in particular the frequency content of the QRS complex) overlaps with the
frequency of the PLI.

The classical approach for removing PLI is to use a fixed notch filter (e.g.
an infinite impulse response (IIR) filter [137]), with unit gain at all frequencies
except the PLI frequency. Typically, the impulse response of a notch filter shows
some ringing [131], as presented in Fig. 3.1a. In case of a steep QRS complex, this
ringing effect is also observed after filtering an ECG signal with the fixed notch
filter. In particular for neonatal and fetal ECG, ringing can lead to significant
disturbance of the ECG, as shown in Fig. 3.1b. The shorter duration of the QRS
complex (typically 50 ms for neonates and 40 ms for fetuses) compared to the
duration of the adult QRS complex (typically 80 ms) [138], leads to more overlap
of the frequency content of the QRS complex with the frequency of the PLI.
Note that since ringing is a response of the notch filter to a QRS complex, using
a notch filter will always cause ringing, even in case there is little to no PLI.

As an alternative to notch filters with fixed parameters, several adaptive fil-
ters have been proposed in the literature [112, 121, 132–136]. Least-mean-square
(LMS) adaptive algorithms were used in [112, 121, 132–134]. The first adaptive
filters that were developed had the practical limitation that they required an ex-
ternally recorded reference signal [121, 132, 133]. In contrast, an algorithm that
required no additional reference signal was suggested by Ziarani et al. [134]. In
[112], Martens et al. made improvements to the algorithm of Ziarani, resulting
in a more stable filter. More recently, some researchers have used a Kalman fil-
ter (KF) [135] and extended KF [136] for PLI tracking and cancellation. Unlike
LMS algorithms that use a fixed learning rate, KFs have the advantage that the
learning rate of the filter is adapted to the signal-to-noise ratio (SNR).

Although most of these studies also consider the possibility of frequency de-
viations of the PLI, frequency deviations are only of the order ± 0.01 Hz in most
developed countries according to the power system quality standards [139]. In
contrast to the relatively stable frequency, the amplitude and phase of the PLI
can significantly change, e.g. due to different patient positioning or impedance
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changes. A linear KF was suggested by Sameni that combined variations in
both amplitude and phase into the estimation of a single parameter [135]. This
method has the advantage that it does not require a priori knowledge of the PLI
amplitude and phase dynamics.

One of the main problems with adaptive filtering of PLI from ECG record-
ings is the interference of the QRS complex with the parameter estimation [112,
133]. While fast adaptation of model parameters is preferred in order to track
changes in the PLI, using high learning rates will also allow model parameters
to adapt to the QRS complex, hence leading to distortion of the ECG waveform.
To prevent model parameters from adapting to the QRS complex, several stud-
ies have suggested to reduce the learning rate during a QRS complex or even
set the learning rate to zero, either based on R-peak locations [133] or based on
some general properties of the QRS complex [112]. Reducing the learning rate
during a QRS complex has shown promising results. Unfortunately, in case of
a time-varying PLI this approach leads to an error in the estimation of the PLI
after a QRS complex.

In this study we suggest to use a Kalman smoother (KS) to improve estimation
of the PLI. A smoother consists of a combination of two filters: one filter oper-
ates on past observations (called a forward filter), while the other filter operates
on future observations (called a backward filter) [140]. Ideally, the forward and
backward parameter estimation have uncorrelated errors and the combination
of the two improves the parameter estimation [140, 141]. Besides the advantage
of improving the parameter estimation, a KS also reduces the error made by the
interference of QRS complexes with the parameter estimation. Because smooth-
ing requires future information, a delay is generated in the estimation of the PLI.
However, for most real-time applications a small delay is acceptable. We there-
fore propose a fixed-lag KS that estimates the PLI for some fixed delay [142].

The rest of this paper is organized as follows; in section 3.2.1 and 3.2.2 the
linear KF and extension to a fixed-lag KS are discussed. Noise estimation that
accounts for the interference of the ECG with the parameter estimation of the
PLI is discussed in sections 4.2.1 and 3.2.4. Then section 6.2.1 discusses the data
acquisition and simulation of the PLI that is used to validate the developed
method. For validation we used neonatal ECG recordings, but the developed
algorithm can equally be applied to adult and fetal ECG recordings, as is shown
by two examples. Finally, our work is compared to several other algorithms
proposed in the literature, and results and discussion are presented in sections
6.3 and 6.4.

3.2 Methods

3.2.1 Linear Kalman filter

Implementation of the linear KF is based on the work presented by Sameni [135].
This section summarizes the main concepts of the KF.

[ March 26, 2018 at 22:26 – classicthesis version 4.2 ]



24 a kalman smoother to filter power line interference

0 0.1 0.2 0.3 0.4
time (s)

am
pl

itu
de

 (
a.

u.
)

(a)

0 0.1 0.2 0.3 0.4
time (s)

am
pl

itu
de

 (
a.

u.
)

ECG
filtered ECG

(b)

Figure 3.1: Effect of fixed-bandwidth notch filter. 3.1a Impulse response of a second order
IIR notch filter. 3.1b Clean neonatal ECG signal before and after notch filtering.

The PLI is modeled as a periodic signal with frequency (f0), amplitude (B),
and phase (φ)

xn = B cos(ω0n+φ), (3.1)

where ω0 = 2πf0/fs is the angular frequency, n the time index, and fs the
sampling frequency. Using basic trigonometry, Eq. 3.1 can be rewritten into a
recursive equation:

xn+1 + xn−1 = 2 cos(ω0)xn. (3.2)

To approximate variations in amplitude, phase, or frequency between xn+1
and xn an additive random term wn is used, which will be referred to as pro-
cess noise. Although variations in phase and frequency are not additive, this
approximation works well in practice since variations in phase and frequency
are relatively small for PLI [139]. To obtain an analytically tractable solution for
the parameter estimation, wn is assumed to be a zero-mean Gaussian distribu-
tion with variance qn. The PLI model can hence be expressed as

xn+1 + xn−1 = 2 cos(ω0)xn +wn. (3.3)

The recorded signal (yn) does not only consists of PLI, but contains a superpo-
sition of several other signals such as the ECG, the electromyogram (EMG), and
noise. All non-PLI signals are represented by a random noise term vn, which
will be referred to as observation noise. The signal recorded at the electrodes is
thus modeled as

yn = xn + vn. (3.4)

Because vn is considered a combination of several signals, including measure-
ment noise, we assumed vn to have a zero-mean Gaussian distribution with
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variance rn. Note that since vn also models the ECG, this assumption is only
approximately true. However, in [142] it is shown that even in case of non Gaus-
sian noise, a KF is the optimal linear estimator in the sense that it minimizes the
mean square error.

Based on Eqs. 3.3 and 3.4 we can define a state-space model that describes the
PLI as follows:

xn+1 = Axn +bwn
yn+1 = hTxn+1 + vn+1,

(3.5)

where xn =

[
xn
xn−1

]
, A =

[
2cos(ω0) −1

1 0

]
, b =

[
1

0

]
, and h =

[
1

0

]
.

Given observations yn+1, our aim is to estimate the parameter xn+1. The
first element of the estimate of xn+1 is then our estimation of the PLI at time
n+ 1. Due to the uncertainties in the state-space model described by Eq. 4.6, a
probabilistic approach can be used to solve the PLI estimation problem. In this
case we are interested in xn+1 that maximizes the posterior probability density
function p(xn+1|yn+1, I), with I = {A,b,h,qn, rn}.

According to Bayes’ rule, we can describe the PLI parameter estimation prob-
lem as

p(xn+1|yn+1, I) =
p(yn+1|xn+1, I)p(xn+1|yn, I)

p(yn+1|yn, I)
. (3.6)

Due to the assumption of Gaussian process and measurement noise, the poste-
rior is a Gaussian distribution and it is fully described by its mean x̂n+1|n+1
and its associated covariance Pn+1|n+1. The notation x̂n+1|n+1 represents the
estimation of x at time n+ 1, given observations Y = {y1,y2, ...,yn+1}.

Using a similar derivation as described in [143], the maximum a posteriori
(MAP) estimate of the PLI x̂n+1|n+1 and its covariance Pn+1|n+1 can sequen-
tially be updated according to the KF equations, given by:

x̂n+1|n+1 =Ax̂n|n +Kn(yn+1 −h
TAx̂n|n) (3.7)

Pn+1|n+1 =APn|nA
T + qnbb

T −Knh
T (APn|nA

T + qnbb
T ) (3.8)

and Kn the Kalman gain [144]:

Kn =
(APn|nA

T + qnbb
T )h

hT (APn|nA
T + qnbbT )h+ rn+1

. (3.9)

After estimating the PLI, the ECG signal is obtained by the innovation signal
of the KF:

v̂n+1 = yn+1 − x̂n+1|n+1, (3.10)

where x̂n+1|n+1 is the first element of x̂n+1|n+1.
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3.2.2 Fixed-lag Kalman Smoother

The KF update equations described by Eqs. 3.7-3.9 provide causal estimations
of the PLI, which means that at time n+ 1 they yield estimates given all past
observations and the current observation (Y). While for real-time applications
causality is required, for most applications a small delay of τ samples is often ac-
ceptable to improve the estimation accuracy. When appropriately designed, the
combination of a causal filter and a backward filter that uses future information
results in smaller estimation errors compared to the causal filter alone [140, 141].

Our goal is to estimate x̂n−τ|n+1 for some fixed time-lag τ. In other words,
we want to estimate the state at time n− τ, given past observations {y1, ...,yn−τ}
and future observations {yn−τ+1, ...,yn+1}. The key concept is to define an aug-
mented state vector xa ∈ R2(τ+1) [142]

xan+1 =


x
(0)
n+1

x
(1)
n+1

...
x
(τ+1)
n+1

 =


A 0 · · · 0

I2 0 · · · 0

0 I2 · · · 0
...

... · · ·
...

0 · · · I2 0



x
(0)
n

x
(1)
n

...
x
(τ+1)
n

+


b

0
...
0

wn, (3.11)

with I2 is the [2× 2] identity matrix and element x(i)n+1 is the ith time lag of
xn+1.

From Eq. 3.11, we can see that, except for the first component, the compo-
nents of the augmented vector xan+1 are sequentially delayed versions of the

previous augmented vector xan. Moreover, if we initialize x(0)n as the state at time
n of the original system described by Eq. 4.6, we observe that the first row of
the augmented system describes the original system, while the remaining rows
give successive time delays. The last component of the estimate x̂a

n+1|n+1 is
x̂n−τ|n+1, which is the estimate we are looking for.

Based on the augmented state vector, we can obtain an augmented state-space
model

xan+1 = Aaxan +bawn

yn+1 = ha
T
xan+1 + vn+1,

(3.12)

with model parameters defined as

Aa =


A 0 · · · 0

I2 0 · · · 0

0 I2 · · · 0
...

... · · ·
...

0 · · · I2 0

 , ba =


b

0
...
0

 , and ha =


h

0
...
0

 . (3.13)
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Since the augmented state-space model in Eq. 3.12 again describes a linear
dynamic system, we can use the same reasoning as used in section 3.2.1 to obtain
an MAP solution for the augmented system:

x̂an+1|n+1 =Aax̂an|n +Kan(yn+1 −h
aTAax̂an|n) (3.14)

Pan+1|n+1 =AaPan|nA
aT + qnb

aba
T

−Kanh
aT (AaPan|nA

aT + qnb
aba

T
)

(3.15)

and the augmented Kalman gain

Kan =
(AaPa

n|n
Aa

T
+ qnb

aba
T
)ha

ha
T
(AaPa

n|n
Aa

T
+ qnbaba

T
)ha + rn+1

. (3.16)

A drawback of using update equations Eqs. 3.14-3.16 is that it requires com-
putation of a [2(τ + 1)× 2(τ + 1)] covariance matrix Pa

n|n
at each time instant

n. This can become computationally expensive for increasing time delay or for
high sampling rates. However, it is possible to show by expansion of the matrix
products in Eqs. 3.14-3.16 that only the first column of the covariance matrix
is required to calculate the smoothed estimate x̂n−τ|n+1 and Kalman Gain Kan,
greatly decreasing computational complexity [142].

3.2.3 Pre-processing

For optimal performance of the KS, the observation noise should be white [142].
In our model the observation noise represents all non-PLI signals and thus also
contains correlated physiological noise, most importantly the ECG. Ideally, a
whitening filter should be implemented that ensures that the innovation signal
is white. However, for ECG recordings it is difficult to design such a whitening
filter due to the non-stationary frequency content of the ECG (i.e. P-wave, QRS
complex, and T-wave have different frequency contents).

Because the ECG has a low-frequency nature (in particular the P- and T-wave),
we used a high-pass filter that serves to crudely whiten the innovation signal
[112]. To this end, observations y are first pre-processed with the high-pass filter
to obtain ỹ. Since the frequency content of the P- and T-wave is generally low
compared to the PLI frequency [145], the high-pass filter can be designed to
suppress the P- and T-wave, while leaving the PLI undisturbed. As a result, the
new innovation signal of the KS ˆ̃vn+1 = ỹn+1 − x̂n+1|n+1 no longer contains
the P- and T-wave.

We used a linear phase finite impulse response (FIR) filter with 40 coefficients
and a cutoff frequency of 30 Hz. The FIR filter has unit gain at the PLI frequency
and a group delay of half of the length of the filter. To correct for the group delay,
the first 20 samples of the PLI estimation are discarded.
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3.2.4 Noise estimation

Sameni showed that under assumption of stationary observation and process
noise (rn = r and qn = q), the KF described in section 3.2.1 converges to a
second order notch filter [135]. When the amplitude or phase of the PLI varies,
or in case of non-stationary observation noise this assumption is incorrect and
the KF performs sub-optimally.

Observation noise

In contrast to the frequency content of the P- and T-wave, the frequency content
of the QRS complex overlaps with the PLI frequency. Therefore, a high-pass filter
is not able to fully suppress the QRS complex with respect to the PLI and ỹ still
contains remainders of the QRS complex. Due to the remainders of the QRS
complex, the variance in the observation noise is time-varying and increases
during a QRS complex. Moreover, remainders of the QRS complex also cause a
temporal increase in the correlation of ỹ. Hence, the innovation signal ˆ̃v will be
less white during a QRS complex, reducing the performance of the parameter
estimation by the KS.

From Eq. 3.9 we can see that an increase in rn+1 will lead to a decrease in
Kn. In turn, from Eq. 3.7 we can observe that for low Kn, a new estimation of
the PLI (x̂n+1|n+1) will mostly depend on the a priori estimate (Ax̂n|n) and less
on observation ỹn+1. Therefore, to reduce the influence of the remainders of
the QRS complex on the parameter estimation, it is important to include in our
method a time-varying estimation of rn+1.

Since rn+1 represents the variance of the signal without PLI, it can be esti-
mated based on the signal that remains after passing ỹ through a forward coarse
fixed-bandwidth notch filter (ỹf). However, after a sudden change in PLI (e.g. a
step increase in amplitude), ỹf will be contaminated by some remaining PLI due
to the response time of the fixed-bandwidth notch filter, as shown in Fig. 3.2a. As
a consequence, if rn+1 is estimated based on ỹf, the value of rn+1 will increase
after a sudden change in PLI. In turn, the increase in rn+1 leads to a decrease
in Kn, while actually an increase in Kn is required for fast adaptation of the KS
model parameters to the changes in PLI.

Instead of estimating rn+1 only based on ỹf, we estimate rn+1 based on a
combination of ỹf and a backward fixed-bandwidth notch filter (denoted as ỹb).
If a sudden change in PLI occurs at time t, ỹf has no remaining PLI before time
t, while ỹb has no remaining PLI after time t, as shown in Fig. 3.2a. Combining
information from ỹf and ỹb leads to an accurate estimation of rn+1, except at
time t.

By taking the sum of absolute values for ỹf and ỹb over a time window M

that corresponds to the length of a QRS complex, the amplitudes of the resulting
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Figure 3.2: Estimation of the observation noise rn.

signals are expected to be higher during a QRS complex with respect to other
parts of the signals. We thus estimate the observation noise as:

r̂n =
1

M

n+M/2∑
j=n−M/2

∣∣ỹfj ∣∣ · 1M
n+M/2∑
j=n−M/2

∣∣ỹbj ∣∣. (3.17)

As fixed-bandwidth notch filter we use a second-order Butterworth notch filter,
with cutoff frequencies of 45 Hz and 55 Hz. Note that the approach described
above requires a delay τfb to compute ỹb. Because r̂n+1 needs to be calculated
in order to obtain the smoothed estimate of the PLI at time n− τ, the delay τfb

is in addition to the delay τ of the fixed-lag KS.

Process noise

As noted by Sameni, the ratio between the observation and process noise (γn =

qn/rn) is related to the quality factor (Q-factor) of the KF described in section
3.2.1 [135]. Low γn is related to a high Q-factor and a narrow bandwidth notch
filter. High γn is related to a low Q-factor and a broad bandwidth notch filter.

Similar to [135], an average value γ̄ is chosen and γ̄ is then adjusted to varia-
tions in SNR. Variations around γ̄ are based on the ratio between the variance of
the innovation signal and the estimated variance of the innovation signal by the
KS [135]. The value of γn is estimated as

γ̂n = γ̄ ·
ˆ̃v2n

hT (APn−1|n−1A
T + qn−1bbT )h+ rn

. (3.18)

The process covariance qn can then be estimated as the product of γ̂n and r̂n.
However, as discussed in section 3.2.4 both r̂n and ˆ̃vn increase during a QRS
complex, due to remainders of the QRS complex in ỹ. This means that the pro-
cess noise also increases during a QRS complex, leading to a faster adaptation of
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parameters. To prevent this unwanted effect, we used a moving average window
with length L to calculate the process noise as:

q̂n =
1

L

n∑
j=n−L+1

r̂j ·
1

L

n∑
j=n−L+1

γ̂j. (3.19)

The value of L should be chosen longer than an inter-beat-interval, so that r̂n and
γ̂n are averaged over multiple heartbeats. Values of γ̄ and L were empirically
determined and set to γ̄ = 1 · 10−3 and L = 1 s.

3.2.5 Harmonics

The fixed-lag KS can easily be extended to also suppress the harmonics of the
PLI. Since the harmonics are well separated in the frequency domain, it is pos-
sible to design a separate KS for each harmonic. Each KS will only affect its
corresponding notch frequency and will not interfere with the estimation of a
different harmonic.

3.2.6 Other methods for PLI suppression

For comparison, several other methods from the literature for removal of PLI
have been implemented. We selected representative methods that use a different
approach for suppression of the PLI. To this end, we implemented a fixed notch
filter, an LMS based filter, and the KF described in section 3.2.1. These meth-
ods are only briefly discussed in this section. Settings for the algorithms were
empirically determined and optimized for the current study.

For the fixed notch filter we used a second order IIR Butterworth filter [137].
Fixed notch filters suppress a predetermined frequency range. For the selection
of the cutoff values of the stopband, one should account for the distortion of
the filter on the ECG and the ability of the filter to suppress a time varying
PLI. Selecting a narrow stop band generally causes less distortion of the ECG,
however this leads to problems whenever the PLI is unstable. We used a stop
band with cutoff values of f0 ± 2 Hz.

The performance of the fixed notch filter can be improved by filtering the
signal in the backwards direction after filtering the signal in the forward direc-
tion. Since the fixed notch filter used in this paper is a linear time-invariant
filter, any phase distortion of the ECG caused by the forward filter will be can-
celed out by the backward filtering [146]. Moreover, the amplitude response is
squared, meaning that the attenuation in dB is doubled in the stop band. Al-
though forward-backward filtering is generally used for off-line applications, it
is possible to implement it with some time delay for semi real-time applications.
We set the delay similar to the delay τfb of the backward filter used to estimate
rn in section 3.2.4.

Besides the fixed notch filter, we also implemented the LMS based Improved
Adaptive Canceller (IAC), that was developed by Martens et al. [112]. The IAC
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algorithm is able to track amplitude, phase, and frequency changes of the PLI,
with frequency deviations up to 4 Hz. Moreover, the method accounts for the in-
terference of the QRS complex in the parameter estimation. Martens showed that
performance of IAC was superior to other adaptive algorithms for PLI suppres-
sion and this algorithm is thus used to represent adaptive filters. In the study
of Martens, separate learning rates were derived for the amplitude (Ka), phase
(Kφ), and frequency (Kω) of the PLI. We used similar values for Kφ and Kω as
suggested in the paper. However, we noticed that Ka was too low and often pa-
rameter estimation of the PLI did not converge. Therefore, the value of Ka was
empirically determined and increased from 8 s−1 to 100 s−1.

Finally, we also compared our results to the results of the linear KF that was
developed by Sameni [135]. Since this algorithm is described in section 3.2.1, we
do not further discuss it here. In contrast to the KS, the KF suggested in [135]
does not use a time-varying estimation of the observation noise to account for
the ECG. Instead, the observation noise is estimated as the variance of the signal
that remains after filtering y with a fixed-bandwidth notch filter. We used the
same settings for the KF as for the fixed-lag KS (γ̄ = 1e−3 and L = 1 s).

3.3 Data acquisition

3.3.1 Simulated PLI

To validate our method a dataset of ten neonatal ECG recordings was used.
Signals were acquired at the Máxima Medical Center (Veldhoven, The Nether-
lands) and were recorded with a sample rate of 500 Hz. From each recording,
a segment of one minute was selected. Because the signals were recorded with
adhesive electrodes in a controlled environment, we were able to select segments
with clean neonatal ECG that did not show any PLI.

The clean ECGs were then corrupted by simulated PLI. Depending on the
country, f0 can be either 50 Hz or 60 Hz. We used 50 Hz for the simulations
since this is used in European countries, but methods work similarly for 60
Hz. Algorithms were evaluated for several conditions of PLI: a PLI with a step
increase and decrease in amplitude, a constant PLI, and a PLI with sinusoidal
modulated amplitude at a frequency of 0.2 Hz to represent respiratory coupled
changes.

In order to simulate similar SNR conditions of the clean ECG signals (sn) with
respect to the PLI (xn) for all recordings, we normalized the ECG signals to unit
power. The amplitude of the PLI was then determined based on the SNR as

Sin = 10 log10
(Ps
Px

)
, (3.20)

where Ps is the power of the ECG signal and Px is the power of the PLI. PLI was
simulated for different Sin, ranging from −20 dB to 20 dB. A step increase in PLI
amplitude was simulated by decreasing the SNR from ∞ (0 V PLI amplitude)
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to Sin. A step decrease in PLI amplitude was simulated by increasing the SNR
from Sin to ∞ (0 V PLI amplitude). Similarly, PLI with sinusoidal amplitude
was simulated by modulating the SNR from∞ (PLI amplitude of 0 V) to Sin.

Besides varying Sin, we also considered the influence of frequency deviations
from the theoretical PLI frequency. For this purpose, we simulated PLI with fre-
quency deviations up to ∆f = ±0.1 Hz, at a Sin of −20 dB. We did not separately
simulate a phase shift in the PLI, since simulating a frequency deviation from
the PLI frequency is equivalent to a phase shift that increases linearly over time
by ∆f ·n.

3.3.2 Real PLI

Besides simulated PLI, we evaluated the performance of our method for record-
ings that are contaminated by real PLI. To show that the developed method is not
limited to neonatal ECG applications, we used an adult and a fetal ECG record-
ing as examples. Both recordings were obtained from abdominal ECG record-
ings, acquired at the Máxima Medical Center (Veldhoven, The Netherlands). For
the fetal ECG, the abdominal signal was first pre-processed to suppress the ma-
ternal ECG using a dynamic template subtraction method [120].

3.3.3 Evaluation criteria

To evaluate the performance of the algorithms, several evaluation criteria were
used.

Settling time

To quantify the step response of the algorithms, we used the settling time [147].
The settling time is defined as the time required for the error of the estimation
of the PLI to settle within 5% of the step increase or decrease in amplitude. The
first of 100 samples for which the error was under 5% for the full 100 samples
was selected as the settling time.

For causal filters such as IAC and KF, once parameter estimation has con-
verged before the step increase or decrease, only an error is seen in the parame-
ter estimation after the step. In contrast, KS and the forward-backward filtering
of IIR will also show an error before the step increase or decrease. Therefore, we
used the sum of the settling time before and after the step as the total settling
time.

Output SNR

To evaluate the performance of the algorithms for ECGs that were corrupted
with constant PLI and PLI with sinusoidal amplitude modulation, we used the
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SNR at the output of the filters. Similar to the definition of Sin, the SNR at the
output was defined as

Sout = 10 log
(Ps
Pz

)
, (3.21)

with z = x − x̂, which represents the remaining PLI. To calculate Pz, the first
and final second of z were excluded. Otherwise, results might be influenced by
initialization effects that are unrelated to the type of simulated PLI (i.e. constant
amplitude or PLI with sinusoidal amplitude modulation).

Computational complexity

To measure the computational complexity, we used the number of multiplica-
tions per sample (MPS) after the initialization phase of the algorithms. Because
for most digital signal processors (DSPs) the complexity of additions and sub-
tractions is negligible compared to multiplications, additions and subtractions
were not considered.

3.4 Results
The fixed-lag KS and the methods described in section 3.2.6 were implemented
in Matlab. The time delays of the KS and forward-backward IIR were determined
empirically and both were set to 0.2 s (100 samples). The total delay of KS there-
fore is τfb + τ = 0.4s. The computational complexity of KS depends on its time
delays. Based on our implementation of KS, we empirically determined that the
computational complexity is equal to 10+ 10τfb + 16τ, which is in the order of
103 MPS.

Fig. 3.3 shows examples of the output of the PLI filters for a neonatal ECG
recording that is corrupted by simulated PLI with a step increase and decrease
in amplitude, a constant PLI, and a PLI with sinusoidal amplitude modulation.
In each example, PLI was simulated at Sin = −20 dB and ∆f = 0 Hz. Fig. 3.4
shows examples of the output of the PLI filters for an adult and a fetal ECG
recording that are corrupted by real PLI.

Table 3.1 shows the average settling time for a step increase and decrease
in PLI amplitude. Tables 3.2-3.4 shows the average performance for different
segments of the ECG (P-wave, QRS complex, and T-wave) under different PLI
conditions. We defined the QRS complex as a segment of size M surrounding
the R-peak (i.e. 80 ms for adult and 40 ms for fetal ECG [138]). The P-wave was
defined as the segment before the start of the QRS complex and the T-wave as
the segment after the end of the QRS complex. Table 3.2 shows average Sout
if there is no PLI, Table 3.3 for PLI with constant amplitude, and Table 3.4 for
PLI with sinusoidal amplitude modulation. All values are expressed as mean ±
standard-deviation.
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Figure 3.3: Examples for a neonatal ECG recording corrupted with simulated PLI. The
following signals are depicted: ECG is the original recording, y is the record-
ing corrupted by simulated PLI, and IIR to KS are the results of the filters.
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(b) Fetal ECG (with M = 40 ms).

Figure 3.4: Examples for an adult and a fetal ECG recording with real PLI.
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Table 3.1: Settling time for a step increase and decrease in PLI amplitude (Sin = −20 dB
and ∆f = 0 Hz).

Algorithm amplitude increase (s) amplitude decrease (s)

IIR 0.26± 0.01 0.27± 0.06
IAC 1.15± 0.23 0.14 ± 0.06
KF 0.22± 0.10 0.22± 0.10
KS 0.16 ± 0.07 0.14 ± 0.03

Table 3.2: Sout in absence of PLI (Sin =∞).

Algorithm overall P-wave QRS complex T-wave

IIR 20± 3 20± 3 16± 4 21± 4
IAC 38 ± 5 40 ± 6 42 ± 6 40 ± 5
KF 17± 3 35± 4 11± 3 18± 4
KS 37± 5 36± 4 36± 5 39± 5

Table 3.3: Sout for constant PLI amplitude (Sin = −20 dB and ∆f = 0 Hz).

Algorithm overall P-wave QRS complex T-wave

IIR 20± 3 20± 3 16± 4 21± 4
IAC 34± 4 36 ± 5 35± 5 36± 4
KF 17± 3 35± 4 11± 3 18± 4
KS 37 ± 5 36 ± 4 36 ± 5 41 ± 6

Table 3.4: Sout for sinusoidal PLI amplitude (Sin = −20 dB and ∆f = 0 Hz).

Algorithm overall P-wave QRS complex T-wave

IIR 20± 3 20± 3 16± 4 21± 4
IAC 7± 2 15± 1 7± 1 10± 1
KF 9± 1 12± 0 7± 1 11± 1
KS 30 ± 2 32 ± 3 26 ± 2 35 ± 4

The effect of varying Sin on the Sout is shown in Fig. 3.5 and the effect of
varying the frequency deviation from the theoretical PLI frequency is shown in
Fig. 3.6.
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Figure 3.5: Influence of PLI amplitude on Sout. PLI was simulated with ∆f = 0 Hz.
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Figure 3.6: Influence of frequency deviation from the PLI frequency on Sout. PLI was
simulated for Sin = −20 dB.

3.5 Discussion
Filtering PLI from ECG recordings can lead to significant distortions of the ECG
waveform. Traditional fixed-bandwidth notch filters distort the ECG by ringing
due to the overlap of the frequency content of the QRS complex with the PLI
frequency. As an alternative to suppress PLI, adaptive filtering techniques can
be used. However, the ECG often interferes with the parameter estimation of the
adaptive filters, also leading to distortion of the ECG waveform. In this study,
the problem of interference of the ECG with parameter estimation was solved
by implementation of a fixed-lag KS in combination with an adaptive noise esti-
mation. The examples in Fig. 3.3 and 3.4 show that the proposed method can be
used for filtering PLI from adult, neonatal, and fetal ECG recordings.
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3.5.1 Step response

We quantified the step response of the filters based on the settling time. From
the examples in Fig. 3.3a and Fig. 3.3b it can be observed that the output of the
forward-backward IIR filter and KS are also affected by the step increase and
decrease in the period before the step occurs.

Overall, KS has the shortest settling time for both a step increase and decrease
in PLI amplitude (0.16 s and 0.14, respectively), as shown in Table 3.1. Although
the settling time of IAC was similar for a step decrease (0.14 s), the settling time
for a step increase was much longer (1.15 s). Slower convergence of IAC for a
step increase was also observed by Martens [112]. This is partially due to the
fact that IAC requires separate estimation of the amplitude and phase of the PLI.
Since both are unknown before the step increase, a longer period is required
for the filter to converge. The KF and KS do not have this problem, because
amplitude and phase variations are combined into a single parameter.

Although KS uses a fixed-bandwidth notch filter to estimate observation noise
rn, the settling time of KS is shorter than the settling time of IIR (0.27 s and
0.29 s for step increase and decrease, respectively). From Fig. 3.3a and 3.3b it
can be seen that a fixed-bandwidth notch filter performs suboptimal during
a step in PLI amplitude, which would in turn result in a poor estimation of
the observation noise. By combining information from a forward and backward
fixed-bandwidth notch filter, we were able to give a more accurate estimate of
the observation noise during a step. The settling time of KS is thus minimally
affected by the poor performance of the fixed-band notch filter.

3.5.2 Influence PLI amplitude

Results in Tables 3.2, 3.3, and Fig. 3.5a show that under stationary PLI conditions,
IAC and KS perform similarly well. In the absence of PLI the performance of
IAC is slightly better (Sout is 38 dB for IAC and 37 dB for KS), while for a
constant PLI amplitude the performance of KS is slightly better (Sout is 34 dB
for IAC and 37 dB for KS). Regardless of Sin, performance of both IAC and KS
is substantially better compared to the performance of IIR and KF (Sout is 20 dB
and 17 dB, respectively).

Since the attenuation of IIR is -70 dB at the PLI frequency, the performance of
IIR does not depend on Sin and the lower performance of IIR is due to ringing
caused by the QRS complexes. The lower performance of the KF is because the
model parameters are adapted to the QRS complexes, leading to distortion of the
ECG waveform. Since KF is a causal filter, in particular the QRS complex and T-
wave are distorted, as is seen from Tables 3.2 and 3.3. Unlike KF, in IAC and KS
the learning rate is reduced during a QRS complex to prevent QRS complexes
from interfering with the parameter estimation. As a result, under stationary PLI
conditions the QRS complex and T-wave are hardly distorted after filtering with
IAC and KS.
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For a PLI with sinusoidal modulated amplitude the performance of all adap-
tive filters (IAC, KF, and KS) depends on Sin, as shown in Fig. 3.5b. In this case,
the PLI amplitude changes continuously and thus PLI parameters also need to be
adapted continuously. As Sin decreases, the amplitude of the sinusoidal modu-
lation increases and hence the PLI amplitude changes more rapidly. In particular
IAC and KF shows poor performance for low Sin (respectively 7 dB and 9 dB at
Sin = −20 dB).

As a consequence of the continuous variation in PLI amplitude, reducing the
learning rate during a QRS complex results in an error in the estimation of the
PLI amplitude. As Sin decreases this error increases, leading to a decrease in
Sout. Although both IAC and KS reduce parameter adaptation during a QRS
complex, for KS the error in the estimation of the amplitude after each QRS
complex is corrected for by the backward smoothing. This effect is reflected by
the relatively high Sout of the P-wave and T-wave with respect to Sout of the
QRS complex, as shown in Table 3.4. As a result, KS performs well (Sout = 30 dB)
even in case of Sin = −20 dB and performance is significantly better compared
other filters.

3.5.3 Influence PLI frequency deviation

In Fig. 3.6 the influence of deviating the frequency from the theoretical PLI fre-
quency is shown on the Sout. Although according to the power system quality
standards frequency deviations are typically limited to ±0.01 Hz [139], we sim-
ulated frequency deviations up to ±0.1 Hz.

From Fig. 3.6 it is observed that frequency deviations have little effect on the
performance of IIR and IAC. Since for IIR the stopband was set to 48 to 52 Hz, no
effect was expected. Besides, IAC was developed to track changes in frequency
deviations and also no effect was expected for IAC.

In contrast to IIR and IAC, performance of KF and KS is affected by vary-
ing the PLI frequency from the frequency that is assumed by the model of KF
and KS. Since for KS parameter adaptation is reduced during a QRS complex,
the estimated PLI during a QRS complex is mostly determined by previous es-
timates and less by observations of the PLI. This means that, if the frequency of
the model differs from the frequency of the observed PLI, the phase of the esti-
mated PLI differs from the phase of the observed PLI after each QRS complex.
As the frequency deviation increases, this phase difference increases and Sout
decreases.

Instead of assuming a fixed PLI frequency, for future work it might be inter-
esting to develop a KS for a model that includes the PLI frequency as a separate
model parameter. Note, however, that in this case the expression in Eq. 3.2 would
no longer be valid and the model becomes non-linear [136].

Despite the dependency of the performance of KS on the frequency devia-
tion, our simulations show that KS outperforms other algorithms, even up to
frequency deviations of ±0.1 Hz. Although for a PLI with constant amplitude
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and frequency deviation of ±0.1 Hz IAC has a better Sout (Sout is 35 dB for
IAC and 29 dB for KS), the Sout for a PLI with sinusoidal modulated amplitude
is much worse (Sout is 7 dB for IAC and 29 dB for KS).

3.5.4 Computational complexity

The computational complexity of KS depends on the time delay used for the fil-
ter (τfb and τ). Since for each new sample the smoothing needs to be performed
over the entire delay, increasing the delay substantially contributes to the com-
plexity. For the selected time delays in this study, the computation complexity
was in the order of 103 MPS. In contrast, IAC and KF are causal filters and their
MPS is much smaller (39 MPS and 50 MPS, respectively).

Despite the relatively high computational complexity with respect to the causal
filters, at a sampling rate of 500 Hz KS still only requires about 106 multiplica-
tions per second. Assuming that the clock frequency of a modern DSP is in the
order of GHz (e.g. C6000™ series by Texas Instruments, Dallas, TX), KS only re-
quires 0.1% of the entire capacity of the DSP. Therefore, real time implementation
of KS should not be a problem.

For off-line applications it is possible to use a fixed-interval KS as an alter-
native to a fixed-lag KS [140]. Instead of calculating smoothed estimates for a
fixed time lag τ, the fixed-interval KS gives smoothed estimates based on all
observations in the signal. The fixed-interval KS first runs the forward KF over
the entire signal, after which smoothed estimates are obtained by a backward
KS. Since this approach only requires a single forward and backward run, the
computational complexity reduces to 129 MPS.

3.6 Conclusion
In this study, a linear fixed-lag KS was developed to suppress PLI in ECG record-
ings. The developed KS outperforms other methods that have been proposed in
the literature in terms of step response settling time and output SNR. The pro-
posed method can be used for semi real-time applications with a time delay of
0.4 s.
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4 H I E R A R C H I C A L B AY E S I A N F R A M E W O R K F O R
F E TA L R - P E A K D E T E C T I O N , U S I N G E C G
WAV E F O R M A N D H E A RT R AT E I N F O R M AT I O N

Abstract - The abdominal fetal electrocardiogram (ECG) can provide valuable infor-
mation about fetal well-being. However, fetal R-peak detection in abdominal fetal ECG
recordings is challenging due to the low signal-to-noise ratio (SNR) and the non-
stationary nature of the fetal ECG waveform in the abdominal recordings. In this paper,
we propose a multichannel hierarchical Bayesian framework for fetal R-peak detection,
that combines predictive models of the ECG waveform and the heart rate. The perfor-
mance of our method was evaluated on set-A of the 2013 Physionet/Computing in
Cardiology Challenge and compared to the performance of several methods that have
been proposed in the literature.The hierarchical Baysian framework presented in this
study outperforms other methods for fetal R-peak detection with a mean overall detection
accuracy for set-A of 99.6%. Even for recordings with low SNR our method enables
reliable fetal R-peak detection (accuracy of 99.4%).1

1 This chapter has been submitted as Warmerdam G.J.J., Vullings R., Schmitt L., Van Laar J.O.E.H., and
Bergmans J.W.M., "Hierarchical Bayesian framework for fetal R-peak detection, using ECG waveform and
heart rate information".
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4.1 Introduction
Since the 1960s, the most widely used technique for fetal monitoring is car-
diotocography (CTG) [5]. CTG provides simultaneous information on the fetal
heart rate (FHR) and uterine activity. However, interpretation of CTG suffers
from a low specificity, resulting in unnecessary operative deliveries [9].

To obtain additional information on fetal well-being in case of an abnormal
CTG, the fetal electrocardiogram (ECG) could be used [19]. From the fetal ECG
it is possible to extract beat-to-beat FHR information that is required for reliable
analysis of fetal heart rate variability (HRV) [42]. Moreover, analysis of the fetal
ECG waveform could provide information on fetal oxygen deficiency [1]. Both
for HRV analysis and fetal ECG waveform analysis accurate R-peak detection is
required.

Generally, the fetal ECG is obtained invasively using an electrode attached to
the fetal scalp [1]. Although the signal quality of invasive fetal ECG is good, it
can only be used during delivery after the fetal membranes have ruptured. An
alternative that can also be used earlier in the pregnancy is to measure the fetal
ECG non-invasively by electrodes placed on the maternal abdomen [118].

The low invasiveness of the abdominal fetal ECG comes at a cost of a reduction
in signal-to-noise ratio (SNR) [148]. The abdominal fetal ECG is contaminated
by electrical interferences such as the maternal ECG, muscle activity, power line
interference, and measurement noise. Moreover, in the period between 28 to 32
weeks of gestation, an isolating layer (the vernix caseosa) surrounds the fetus
and reduces the amplitude and affects the shape of the abdominal fetal ECG
[106].

In recent years, abdominal fetal ECG recordings have been extensively stud-
ied, most studies focusing on suppression of the maternal ECG, which is the
dominant interference [44, 118–123]. In 2013, the aim of the PhysioNet/Comput-
ing in Cardiology Challenge (further referred to as Challenge) was to extract the
FHR from abdominal recordings [149]. A variety of algorithms was presented
for maternal ECG suppression, such as template subtraction [118–120], adaptive
filtering [44, 121], blind source separation (BSS) [122, 123, 125], or a combination
of different algorithms [126–128]. For an extensive review see [148] or [46]. To
compare different algorithms, a database of abdominal fetal ECG recordings was
made publicly available.

After maternal ECG suppression, fetal R-peak detection is often performed
by adapting existing algorithms for adult R-peak detection [127, 128, 150]. How-
ever, even after maternal ECG suppression, the SNR of the abdominal fetal ECG
is generally still much lower than the SNR for adult ECG recordings. Since algo-
rithms for adult R-peak detection are optimized for relatively high SNR, this can
lead to numerous mis-detections for the low-SNR abdominal fetal ECG.

Besides low SNR, the position and orientation of the fetus within the abdomen
are a priori unknown and can change during a recording. Therefore, the ab-
dominal fetal ECG is typically recorded using multiple electrodes spread across
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Figure 4.1: Block diagram of fetal heart rate detection. M is the number of channels and
T is the total time of the recording.

the abdomen [114]. The SNR and waveform of the fetal ECG in each channel
depends on the fetal position and orientation. Hence, fetal movement with re-
spect to the abdominal electrodes can cause variations in the SNR and fetal ECG
waveform of a certain channel [48]. Despite this fact, several studies performed
R-peak detection on each individual channel after which a post-processing step
was used to select the channel with the best RR-series [125–127]. Although in
[128] a multi-channel matched filter approach was used for fetal R-peak detec-
tion, changes in fetal ECG waveform were not considered for the matched filter.
Both approaches can lead to reduced performance in case of fetal movement.

In short, the low SNR and the non-stationary nature of the abdominal fetal
ECG make fetal R-peak detection challenging. In this study, we propose an adap-
tive multi-channel R-peak detection method that combines ECG waveform and
FHR information. A schematic overview of the detection algorithm is shown in
Fig. 4.1. The paper is structured as follows: first, pre-processing and maternal
ECG suppression are discussed in section 4.2.1. Then, the fetal ECG and FHR
model are explained in section 4.2.2, and a hierarchical Bayesian framework for
R-peak detection is discussed in sections 4.2.3 to 4.2.8. Extension to multiple
channels is explained in section 4.2.9. Finally, results and discussion are pre-
sented in sections 6.3 and 6.4.

4.2 Methods

4.2.1 Pre-processing and maternal ECG suppression

Analysis of the results of the Challenge showed that the best performing algo-
rithms used a similar approach to suppress the maternal ECG [126–128]. In this
approach, a matrix of maternal ECG complexes is created, with each row corre-
sponding to one maternal ECG complex. Then, a Principal Component Analysis
based approach is used to extract the most significant eigenvectors of this ma-
trix. These eigenvectors contain information about the average maternal ECG
complex and morphological variations in the maternal ECG complexes (e.g. due
to respiration). The largest eigenvectors are used to estimate the maternal ECG
and subtract it from the original signal.

In this study, we used the algorithm of Varanini et al. [126] for maternal ECG
suppression, that is online available [149]. Note that in this algorithm the data is
pre-processed to suppress baseline wandering, high frequency noise, and power

[ March 26, 2018 at 22:26 – classicthesis version 4.2 ]



44 hierarchical framework for r-peak detection

0 1 2 3 4

time (sec)

ch4

ch3

ch2

ch1

(a) Raw signals (maternal and
fetal ECG).

0 1 2 3 4

time (sec)

ch4

ch3

ch2

ch1

(b) Fetal ECG.

0 1 2 3 4

time (sec)

IC4

IC3

IC2

IC1

(c) Fetal ECG after ICA (Y).

Figure 4.2: Signals before and after pre-processing, maternal ECG suppression, and ICA.

line interference. After pre-processing and maternal ECG suppression, Indepen-
dent Component Analysis (ICA) is used to further enhance the fetal ECG. Since
our study focuses on fetal R-peak detection, the method of Varanini is not dis-
cussed in detail and we will use the signals after maternal ECG suppression
and ICA (Y) as starting point for our fetal R-peak detection method. An exam-
ple of the original signals, the fetal ECG after pre-processing and maternal ECG
suppression, and Y are shown in Fig. 4.2.

4.2.2 Fetal ECG model

We now proceed with a single channel approach (sections 4.2.2-4.2.8) and then
extend our model to multiple channels in section 4.2.9. A single ECG signal after
pre-processing, maternal ECG suppression, and ICA is denoted as y(t), where t
is a time index. The location of the k-th fetal R-peak is denoted as µk, and the
k-th RR-interval as wk = µk − µk−1.

Gaussian QRS model

In abdominal fetal ECG recordings, the amplitude of the fetal QRS complex is
generally large compared to other segments of the fetal ECG (the P-, and T-
wave). Therefore, our model for R-peak detection is limited to describing the
fetal QRS complex. It is important that the QRS model is flexible, because it is
a priori unknown what the fetal orientation and location is with respect to the
abdominal electrodes.

Our QRS model is inspired by a model that was proposed by McSharry et al.,
which uses Gaussian kernels to describe the fetal ECG [151, 152]. A disadvantage
of the model of McSharry is that a relatively large number of parameters is
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Figure 4.3: Example QRS model. From left to right: Gaussian, first derivative, and second
derivative.

required to described the QRS complex (nine parameters in total). Moreover, the
locations of the Q- and S-peak need to be determined with respect to the R-peak.

As noted by Biglari et al., the abdominal fetal ECG is recorded at far-field and
the morphology of the QRS complex is not as diverse and complex as for the
adult ECG [50]. In our approach, the QRS complex is modeled by the sum of
a Gaussian (mainly modeling the R-wave), its first derivative (mainly modeling
the Q- and S-wave), and its second derivative (modeling the Q-, R-, and S-wave).
Examples of these functions are shown in Fig. 4.3. The combination of these
functions can be used to describe the QRS complex for most abdominal fetal
ECG recordings [50].

Assuming that the Gaussian, its first, and second derivative are centered
around time µk, our QRS model is written as

G(t,µk, z) =
(
a1 + a2(t− µk) + a3(1−

(t− µk)
2

b2
)
)
e

−(t−µk)
2

2b2 , (4.1)

where z = [a1,a2,a3,b], and a1,2,3 are the amplitudes of the Gaussian, its first
and its second derivative. Note that for the first and second derivative a factor
1/b2 is included in terms a2 and a3, respectively. The QRS model in Eq. 4.1
depends on four parameters and does not require knowledge on the location of
the Q- and S-peak.

Besides containing the fetal QRS complex, y(t) will be contaminated by electri-
cal interferences, such as muscle artifacts, remainders of the maternal ECG, and
measurement noise. These inferences are represented by an additive noise term
ξt, which will be referred to as the observation noise of the QRS model. Because
ξt is a combination of several signals, including measurement noise, we will as-
sume ξt to have a zero-mean Gaussian distribution with variance λt. Given the
location of the k+ 1-th R-peak, µk+1, we can write y(t) during the k+ 1-th QRS
complex as:

y(t) = G(t,µk+1, z) + ξt ξt ∼ N(0, λt). (4.2)
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Since for each (regular) heartbeat the electrical activity of the fetal heart prop-
agates in a similar way through the heart, the electrical activity will be similar
across heartbeats. However, the electrical activity measured by the abdominal
electrodes can vary over time due to fetal movement with respect to the elec-
trodes. Assuming that during a ventricular contraction the fetal orientation re-
mains constant, we can express the model parameters of the k+ 1-th QRS com-
plex as

zk+1 = zk +ηk ηk ∼ N(0,Σk). (4.3)

Here, variations in zk are assumed to be described by a zero-mean Gaussian
random walk process ηk, with [4× 4] covariance matrix Σk. We refer to ηk as
the process noise of the QRS model.

Time-varying autoregressive FHR model

To describe the fetal HR, we use a p-th order time-varying autoregressive
(TVAR) model [153, 154]. In the TVAR model the k + 1-th RR-interval wk+1
is described as a linear combination of p previously detected RR-intervals
wk = [wk,wk−1, ...,wk−p+1]T . Since wk+1 = µk+1 −µk, we can use this model
to predict the location of µk+1, given previous RR-intervals and µk. The order
of the TVAR model was empirically determined and set to p = 6. The TVAR
model is written as

wk+1 = wTkθ+ vk+1 vk+1 ∼ N(0,Rk+1), (4.4)

with θ = [θ1, ...,θp]T the TVAR model parameters. In Eq. 4.4, any variation in the
FHR that cannot be captured by the linear TVAR model is represented by vk+1.
We refer to vk+1 as the observation noise of the FHR model and it is assumed to
be zero-mean Gaussian with variance Rk+1.

Because variations in the FHR are regulated by the autonomic nervous sys-
tem and the autonomic regulation varies over time (e.g. due to changes in fetal
behavioral states [87]), parameters θ are also time-varying. We will assume that
variations in θ can be modeled by a zero mean Gaussian dk, with [p× p] covari-
ance Qk:

θk+1 = θk +dk dk ∼ N(0,Qk). (4.5)

The noise term dk is referred to as the process noise of the FHR model.

4.2.3 Hierarchical Bayesian framework

Given µk and the estimated k+ 1-th RR-interval ŵk+1, we will look for the next
R-peak µk+1 within a predefined search window. The search window is limited
to the interval t = µk+ ŵk+1± T2 , with T the width of the search window (set to
400 ms). The search window is further limited by a minimum and maximum RR-
interval (RRmin and RRmax, respectively), that are defined based on a range of
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Figure 4.4: Schematic overview of the hierarchical model.

the FHR between 50 and 210 beats per minute (bpm) [1]. The observation noise
in yk+1 is described by ξk+1, with covariance Λk+1. Notice that with respect to
Eq. 4.2, we have changed from scalar to vector notation.

Based on this description of yk+1 and 4.4 we can define a state-space model
for the k+ 1-th QRS complex:

µk+1 = µk +w
T
kθk+1 + vk+1 vk+1 ∼ N(0,Rk+1)

yk+1 = G(t,µk+1, zk+1) + ξk+1 ξk+1 ∼ N(0,Λk+1),
(4.6)

Given yk+1, we are interested in estimating the new R-peak location µk+1. The
uncertainties in the state-space model in Eq. 4.6 suggest that a probabilistic ap-
proach can be used to solve the estimation problem for µk+1. To find a tractable
solution for inferring µk+1, we propose a hierarchical probabilistic framework
that consists of three inference levels:
Level 1: State estimation. In this level, we estimate µ, while assuming that θ, z,
and covariances Q, R, Σ, and Λ are known.
Level 2: QRS and FHR model estimation. In this level, we estimate θ and z,
while assuming µ, Q, R, Σ, and Λ to be known.
Level 3: Noise estimation. In this level, we estimate Q, R, Σ, and Λ, while as-
suming µ, θ, and z to be known.

A schematic overview of the inference is presented in Fig. 4.4. Note that we
used different inference strategies to estimate the model parameters (as summa-
rized in Table 4.1), hence our hierarchical model is not fully Bayesian.

4.2.4 Level 1: State estimation

Given the estimated model parameters after observing the k-th QRS complex
and new observation yk+1, we want to predict the location of the k+ 1-th QRS
complex. Using Bayes’ rule we can describe the posterior probability density func-
tion for µk+1 as

p(µk+1|yk+1,Φk) =
p(yk+1|µk+1,Φk)p(µk+1|yk,Φk)

p(yk+1|yk,Φk)
, (4.7)

[ March 26, 2018 at 22:26 – classicthesis version 4.2 ]



48 hierarchical framework for r-peak detection

Table 4.1: Model parameters (Φ) and inference strategy.

Parameter Estimation strategy

µ MAP
z EKF
θ KF
Σ empirically determined
Λ from signal
Q maximum likelihood
R empirically determined

with Φk = {µk, zk,θk,wk,Σk,Λk,Qk,Rk} our prior information about the
model parameters from the previous iteration.

Because p(yk+1|yk,Φk) is a normalization factor that is independent of µk+1,
the maximum a posteriori (MAP) estimate for µk+1 can be written as:

µ̂k+1 = argmax
µk+1

(
lnp(yk+1|µk+1,Φk) + lnp(µk+1|yk,Φk)

)
, (4.8)

where the use of the log-posterior is justified by the monotonic behavior of the
logarithm, which will not influence the MAP solution. In the next levels µ̂k+1 is
used to estimate the model parameters and noise covariances.

4.2.5 Level 2: QRS and FHR model estimation

Given observation yk+1 and the location of the k+ 1-th R-peak at µ̂k+1, we want
to update our model parameters θ and z. We will assume that the FHR does not
influence the QRS waveform, and consider θ and z to be independent.

Extended Kalman filter to estimate QRS model

Using the QRS model that is explained in section 4.2.2, we can describe the
waveform of the k+ 1-th QRS complex by the following state-space equations:

zk+1 = zk +ηk ηk ∼ N(0,Σk)

yk+1 = G(t, µ̂k+1, zk+1) + ξk+1 ξk+1 ∼ N(0,Λk+1).
(4.9)

A tractable approximation for the MAP estimate ẑk+1 for zk+1 of this non-linear
state-space model can be calculated using an Extended Kalman Filter (EKF) [140].
In the EKF formalism, a first order approximation is used to describe the non-
linear function G(t, µ̂k+1, zk). Note that the EKF provides the minimum mean
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square error estimate, which is not necessarily identical to the MAP estimate in
case of a non-linear model. The EKF update equations are given by [140]:

ẑk+1 = ẑk +K
QRS
k+1 (yk+1 −G(t, µ̂k+1, ẑk)) (4.10)

Pk+1 = Pk +Σk −K
QRS
k+1 J

T
k+1(Pk +Σk) (4.11)

K
QRS
k+1 = (Pk +Σk)Jk+1(J

T
k+1(Pk +Σk)Jk+1 +Λk+1)

−1, (4.12)

with Pk the [4× 4] covariance in zk, KQRSk+1 the [4× T ] Kalman gain of the QRS

model, and Jk+1 the [4× T ] Jacobian matrix Jk+1 = ∂G
∂z

∣∣∣
(z=ẑk)

.

Kalman filter to estimate FHR model

Using the FHR model that is explained in section 4.2.2, the k+ 1-th RR-interval
can be described by the following state-space equations:

θk+1 = θk +dk dk ∼ N(0,Qk)

wk+1 = wTkθk+1 + vk+1 vk+1 ∼ N(0,Rk+1).
(4.13)

Following a similar derivation as in [143], it is possible to show that the MAP
estimate θ̂k+1 for θk+1 can be calculated using the linear Kalman filter update
equations:

θ̂k+1 = θ̂k +K
HR
k+1(wk+1 −w

T
kθ̂k) (4.14)

Vk+1 = Vk +Qk −K
HR
k+1w

T
k(Vk +Qk) (4.15)

KHRk+1 =
(Vk +Qk)wk

wTk(Vk +Qk)wk + Rk+1
, (4.16)

where Vk is the [p× p] covariance of θk and KHRk+1 is the [p× 1] Kalman gain for
the FHR model.

4.2.6 Level 3: Noise estimation

Process noise Σk+1 of QRS model

Variations in the QRS waveform due to e.g. fetal movement are described by
the process noise Σk+1. We assume identical and uncorrelated process noise
for all QRS model parameters a = [a1, ...,a3]T . The process noise variance
σ2a is assumed constant, and is defined as a fraction of the maximum of the
squared average QRS complex in the initialization phase (see section 4.2.8): σ2a =

camax |QRS|2, where fraction ca is empirically determined. Furthermore, al-
though the width of the fetal QRS complex can vary during pregnancy, fetal
movement will have little effect on the width. Hence the width is assumed to re-
main constant throughout a recording. Therefore, we assume zero process noise
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for parameter b, which means that b is estimated recursively. The process noise
Σk+1 for zk+1 is thus described as

Σk+1 = Σ =


σ2a 0

σ2a
σ2a

0 0

 . (4.17)

Observation noise Λk+1 of QRS model

To estimate the covariance Λk+1, we will assume that the observation noise
is uncorrelated and constant for observation yk+1. Note that since ξk+1 also
describes correlated physiological noise (i.e. muscle activity) this assumption is
only approximately true. The covariance matrix can then be written as Λk+1 =

λk+1IT . with IT the [T × T ] identity matrix.
The estimation of λk+1 is based on the variance in yk+1. Typically, the dura-

tion of the fetal QRS complex is about L = 40 ms [138], which is about 10% of
a fetal ECG complex (assuming a heart rate of 150 bpm). In the state estimation
in level 1 (where the location of µk+1 is estimated), the contribution of the QRS
complex to the variance of yk+1 is accounted for by omitting the top 10% of the
values of yk+1. For the estimation of zk+1 in level 2 we update our estimate
of λk+1 by omitting samples of yk+1 within the region µ̂k+1 ± L2 . The value of
λk+1 is determined as the variance in yk+1 over the remaining samples.

Process noise Qk+1 of FHR model

In a hierarchical Bayesian model, the likelihood function at a particular level is
equal to the evidence at the next higher level [143]. This means that by maxi-
mizing the evidence of the FHR model in level 2 we can obtain the maximum
likelihood solution for Q.

The evidence of the FHR model is given by:

p(wk+1|yk+1,Φk) = N(wk+1|w
T
kθ̂k,wTk(Qk +Vk)wk + Rk+1). (4.18)

The value of Q̂k+1 can be calculated by differentiating Eq. 4.18 with respect to
Q and equating it to zero. If we assume that Qk+1 = qk+1Ip and define the
residual error of the FHR model as rk+1 = wk+1 −w

T
kθ̂k, it can be shown that

the maximum likelihood estimate for qk+1 is [143]:

q̂k+1 =


r2k+1−E[r2k+1|qk+1=0]

wT
kwk

if qk+1 > 0

0 otherwise
(4.19)

Here E[r2k+1|qk+1 = 0] = wTkVkwk + Rk+1, is the covariance of rk+1 if we
assume that qk+1 = 0. Eq. 4.19 implies that, if rk+1 is larger than the predicted
variance, the value of qk+1 increases. If qk+1 increases, the Kalman gain KHR

also increases and a new estimate of θ will depend more on incoming data.
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Observation noise Rk+1 of FHR model

Following discussions on HRV, we know that variations in the heart rate often
cannot be fully described by a linear model [95]. This means that even in case
we have optimally inferred θ, we can only approximate a new RR-interval up to
a certain degree. Any stochastic or non-linear variation in the FHR is described
by Rk+1.

Since the value of Rk+1 defines how well we expect our linear model to de-
scribe the FHR, we will assume that Rk+1 = R0 is constant. A low value of R0
leads to relatively high values of Q through Eq. 4.19. This means that θ will be
adapted even for a small residual error. A large value of R0 leads to relatively
low values of Q. In this case adaptation of θ is reduced, which allows for larger
discrepancies between the predicted FHR and the observed FHR. The value for
R0 was empirically determined.

4.2.7 R-peak prediction

We can use our estimates for zk and θk at the k-th iteration to predict the R-peak
location at the k+1-th iteration. Accounting for the covariances in our estimation
of zk and θk (denoted by Pk and Vk, respectively), and making use of the state
space model in Eq. 4.6, we can write:

p(µk+1|yk,Φk) = N(µk+1|µ̂k + ŵk+1, ΓHR), and (4.20)

p(yk+1|µk+1,Φk) = N(yk+1|ŷk+1, ΓQRS), (4.21)

with

ŵk+1 = wTkθ̂k, (4.22)

ΓHR = wTk(Vk +Qk)wk + Rk+1, (4.23)

ŷk+1 = G(t,µk+1, ẑk), and (4.24)

ΓQRS = JTk+1(Pk +Σk)Jk+1 +Λk+1. (4.25)

Hence, the log-posterior for µk+1 in Eq. 4.8 can be written as:

L = const. −
(µk+1 − µ̂k − ŵk+1)

2

ΓHR

− (yk+1 − ŷk+1)
TΓQRS

−1
(yk+1 − ŷk+1). (4.26)

Notice that ŷk+1 depends on µk+1 through the function G(t,µk+1, ẑk). Further-
more, L can be multimodal and is necessarily not Gaussian.

Regardless of the signal quality, it is always possible to find a µ̂k+1 that max-
imizes L. However, in case of poor signal quality µ̂k+1 might be inaccurate,
leading to mis-detections of the R-peak. To prevent mis-detection, a sanity check
is performed during which we compare the probability that µ̂k+1 is the location
of an R-peak to the probability that µ̂k+1 is not the location of an R-peak.
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Focusing on the samples during a QRS complex i = µ̂k+1± L2 , we can compare
the likelihood for yi = y(i) in case µ̂k+1 is an R-peak to the likelihood for yi
in case µ̂k+1 is not an R-peak. If µ̂k+1 is an R-peak, the likelihood for yi is
p(yi|µ̂k+1 = R-peak) = N(yi|ŷi, ΓQRS). If µ̂k+1 is not the location of an R-peak,
the likelihood for yi is p(yi|µ̂k+1 6= R-peak) = N(yi|0,Λk+1). This means that:

µ̂k+1

{
= R-peak, if (yi − ŷi)TΓ

QRS−1

k+1 (yi − ŷi) < y
T
i Λ

−1
k+1yi

6= R-peak, otherwise
(4.27)

If according to Eq. 4.27 µ̂k+1 is the location of an R-peak, we use µ̂k+1 in
levels 2 and 3 to estimate the model parameters and noise covariances. In case
µ̂k+1 is not the location of an R-peak according to Eq. 4.27, the model parame-
ters and noise covariances are not updated. Instead, we extrapolate an R-peak
location based on the FHR model and continue to predict µk+2 given the prior
information Φk (i.e. predict p(µk+2|yk+2,Φk)). In case more than five consecu-
tive detected peaks were no R-peaks according to Eq. 4.27, the entire algorithm
is re-initialized (see section 4.2.8).

4.2.8 Parameter initialization

In the (re-)initialization phase, a segment of 10 seconds is used to obtain es-
timates for Φ0 = {µ0, z0,θ0,w0,Λ0,Σ,Q0,R}. During initialization, the QRS
model described by Eq. 4.1 is used as a frequency bandpass filter with a peak
frequency of 42 Hz[150]. After filtering, a simple local maximum search is used
for peak detection, where each search window is defined based on a previous
maximum.

The detected peaks within the segment are used to calculate an average QRS
complex, from which initial estimates z0 are obtained using a least-squares ap-
proach. Furthermore, RR-intervals are calculated from the detected peaks and
RR-intervals outside a range of RRmin to RRmax are removed. On the remain-
ing RR-intervals a Yule-Walker method is used to obtain initial estimates θ0. The
first R-peak is used as µ0 and the first p RR-intervals were used as w0.

Initial covariances of the QRS model Σ and Λ0 are calculated as described in
Section 4.2.6 and 4.2.6, and we initialized P0 = 3Σ. Initial covariances of the FHR
model were set to Q0 = 10−4max |θ0|2, R = R0, and V0 = Q0.

If forward prediction fails (i.e. more than five consecutive detected peaks
were no R-peaks according to Eq. 4.27) and new parameters were found in re-
initialization, we can use future information to obtain smoothed estimates of
any missed (or mis-detected) R-peaks in the period before the start of the re-
initialization. In essence, backwards prediction is similar to forward prediction,
with the difference that the FHR and QRS model are trained in the backwards
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direction. By combining the information of our forwards prediction and back-
wards prediction we obtain smoothed estimates for µk+1:

p(µk+1|yk+1,yk+2,Φk,Φk+2) ∝ p(µk+1|yk+1,Φk)

· p(µk+1|yk+2,Φk+2). (4.28)

4.2.9 Multichannel extension

As described before, the abdominal ECG is commonly recorded from multiple
channels. Because the ECG signals are correlated, recording the ECG on multiple
channels can be exploited to improve the signal to noise conditions.

The model in Eq. 4.9 can be extended toM electrodes by training a QRS model
to each channel. Assuming that the noise in each channel is uncorrelated, we can
write

y
(1)
k+1 = G(t, µ̂k+1, z(1)k+1) + ξ

(1)
k+1 ξ

(1)
k+1 ∼ N(0,Λ(1)

k+1)

...

y
(M)
k+1 = G(t, µ̂k+1, z(M)

k+1) + ξ
(M)
k+1 ξ

(M)
k+1 ∼ N(0,Λ(M)

k+1), (4.29)

with z(m)
k+1 = [a

(m)
k+1,b(m)]. Since the width of the QRS complex is similar for all

channels, we only need to estimate one width parameter b = b(1), ...,b(M).
We can write a similar state-space model as the single channel ECG in Eq. 4.9

for the multichannel ECG:

zak+1 = zak +ηak ηak ∼ N(0,Σak)

yak+1 = G(t, µ̂k+1, zak+1) + ξ
a
k+1 ξak+1 ∼ N(0,Λak+1).

(4.30)

Here, we defined the multichannel state and observation vectors as:

zak = [a
(1)
k , ...,a(M)

k ,b]T and (4.31)

yak+1 = [y
(1)
k+1, ...,y(M)

k+1]
T , (4.32)

and the multichannel noise covariances as:

Σak =


σ2aI3 0

. . .
σ2aI3

0 0

 and (4.33)

Λak =


Λ

(1)
k 0

. . .

0 Λ
(M)
k

 . (4.34)

A similar approach can be used as the one discussed in section 4.2.5 to calculate
the MAP estimate ẑak+1 for zak+1.
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4.2.10 Algorithms from the literature

The performance of our algorithm is compared to the performance of the algo-
rithms of Varanini et al. [126] and Behar et al. [127], both scored high in the
Challenge and have source codes that were online available. Besides algorithms
from the Challenge, we also implemented the algorithm of Biglari et al. [50], be-
cause they used similar (fixed) templates for peak detection as our QRS model
presented in Eq. 4.1.

Our pre-processing for maternal ECG suppression is equal to the one used
by Varanini. After maternal ECG suppression and ICA, Varanini performs fetal
R-peak detection on all individual channels and the channel with the best fetal
RR-series is selected. Varanini uses a two step fetal R-peak detection. In the first
step, potential fetal R-peaks are detected using a derivative filter. In the second
step a forward and backward TVAR model is trained on the RR-series from the
first step, starting from an RR-interval that is closest to the mode RR-interval.
The forward and backward TVAR model are then used in combination with the
derivative signal to detect the fetal R-peaks. After R-peak detection, the channel
with the best RR-series is selected based on some statistical features of the RR-
series.

For the algorithm of Biglari we used the same maternal ECG suppression as
the one proposed by Varanini. After maternal ECG suppression, Biglari uses
predefined templates for fetal R-peak detection that are based on most common
fetal QRS morphologies. Fetal R-peaks are detected in each channel separately.
First, each channel is passed through the matched filters using normalized cross-
correlation. From the cross-correlated signals, the vectorcardiogram amplitude
(VA) [44] is calculated per channel, which is then used to detect the fetal R-peaks
with a local search algorithm over a sliding window [44]. Finally, channels were
ranked according to the robust weighted average [155] and the R-peaks from the
channel with the highest rank were stored.

The algorithm of Behar uses a combination of template subtraction techniques
and BSS techniques to suppress the maternal ECG and enhance the fetal ECG
after maternal ECG suppression [127]. Then, fetal R-peak detection is performed
on all generated signals using an adapted version of the Pan and Tomkins al-
gorithm [156] and a quality index is used to select the best RR-series. Finally,
a smoothing step is performed to remove extra detected fetal R-peaks and fix
missed fetal R-peaks. Note that we unchecked the cinc-match option, since this
reduced the performance of the algorithm of Behar.

4.3 Data acquisition and evaluation
We used simulations to evaluate the flexibility of our algorithm for changing
conditions of the fetal ECG morphology due to fetal movement. We assumed
that the maternal ECG was already suppressed and used the model presented
in [44] to simulate the fetal ECG. This model assumes that the electrical activity
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of the heart (at far-field) can be approximated by a single dipole field vector.
The three-dimensional path that is described by this vector over time is called
the vectorcardiogram (VCG). The ECG is a projection of the field vector onto
electrode leads. We simulated a full rotation of the fetus within the abdomen by
changing the position and orientation of the VCG with respect to a vertical and
horizontal electrode lead (as shown in Fig. 4.5a). Similar to [44], non-stationary
noise was generated based on real noise signals (muscle artifacts and electrode
movements) that can be obtained in the MIT-BIH non-stress test database [157].
Note that we did not consider baseline wander, because this would be removed
by high-pass frequency filtering in maternal ECG suppression [126].

To evaluate our method we used the set-A of the 2013 Physionet/Comput-
ing in Cardiology Challenge [149]. The database consists of 75 abdominal ECG
recordings, measured with four channels at a sampling rate of 1000 Hz. For set-
A, the reference fetal R-peaks are provided. Recordings a33, a38, a52, a54, a71,
and a74 were excluded due to partially missing annotations [126, 127], leaving
69 recordings for evaluation.

The performance of the R-peak detection is evaluated by comparing the de-
tected fetal R-peaks to the annotated peaks. As evaluation metrics we used the
accuracy (Ac):

Ac =
TP

TP + FN + FP
. (4.35)

Here, TP is the number of correctly detected fetal R-peaks, FN is the number of
missed R-peaks, and FP is the number of falsely detected R-peaks. A detected
R-peak is considered a TP if it falls within a window of 50 ms from an annotated
peak [125, 127].

To determine the performance for different SNR conditions, we calculated an
average SNR for each recording and split the data-set into three groups: record-
ings with low SNR (lowest 10%), median SNR (middle group), and high SNR
(highest 10%). We calculated the SNR in the signals after maternal ECG sup-
pression and ICA, because these are the signals that were used for fetal R-peak
detection. For each annotated R-peak in each IC, the SNR was calculated as:

S = 10 log10
( Ps
Pn

)
, (4.36)

with Ps the power of the QRS complex and Pn the power of the noise. Ps was
calculated as the variance in a window of ±20 ms surrounding the annotated
R-peak and Pn as the variance in a window of [-150:-20 20:150] ms surrounding
the annotated R-peak. The average SNR was calculated for each IC and the SNR
of a recording was defined as the maximum average SNR.

Note that we did not consider evaluation metrics for heart rate estimation
(e.g. mean-squared-error (MSE) between detected and annotated heat rate). Post-
processing techniques such as those proposed in [125] or [127] could be used to
improve the FHR estimation, but this is outside the scope of this study. For the
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Table 4.2: Performance (Ac) for varying ca and R0.

R0 (ms2)
1 4 25 100 400

10−1 39.8 64.9 82.8 92.9 96.4

ca (a.u.)
10−3 49.1 82.5 88.1 94.7 97.6
10−5 94.8 98.8 99.2 99.6 99.1
10−7 96.0 98.7 99.3 99.6 99.4
10−9 96.1 98.0 99.1 99.4 99.2

other sets of the Challenge (B and C), no evaluation of peak detection is possible,
only on heart rate estimation.

4.4 Results
The process noise of the QRS model (Σ, determined by ca) and the observation
noise of the FHR model (R, determined by R0) were empirically determined.
Table 4.2 are shown for varying the value of ca between 10−1 to 10−9 and R0
between 1 to 400 ms2. Based on these results, we set ca = 10−5 and R0 = 100

ms.
The simulated fetal ECG signals of a verticale and horizontal lead for a full

rotation of the fetus are shown in Fig. 4.5. The fetal ECG with and without
noise are shown in Fig. 4.5b and 4.5c, respectively. The QRS complexes that were
estimated by our algorithm (ŷ) are shown for both leads in Fig. 4.5d.

In Fig. 4.6, examples for the log-posterior L are shown of a signal with good
and a signal with poor quality. Note that the Independent Components (IC’s)
after maternal ECG suppression and ICA are presented. In Fig. 4.7, an example
is shown with fetal ECG visible in multip IC’s and with SNR that varies over
time. The detected fetal R-peaks are indicated by the vertical lines.

The detection performance for the set-A of the Physionet/Computing in Car-
diology 2013 Challenge is shown in Table 4.3. Mean Ac is presented for different
SNR regions. The mean Ac of the total dataset was 99.6% for our algorithm,
and 98.6%, 92.9%, and 54.5% for the algorithms of Varanini, Behar, and Biglari,
respectively.

4.5 Discussion
Fetal R-peak detection in abdominal fetal ECG recordings is challenging due to
the low SNR and the non-stationary nature of the fetal ECG waveform in the ab-
dominal recordings. Although important processing steps have been developed
for suppression of the maternal ECG, less attention has been paid to fetal R-peak
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(a) Simulation setup.
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(b) Simulated ECG without noise.
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(c) Simulated ECG with noise (y).
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Figure 4.5: Simulation of a full fetal rotation. In (a), ’x’ indicates electrodes and the black
dot indicates the location of the fetal heart at the start of the simulation. The
vector that originates from the fetal heart represents the direction of the main
electrical activity at that position (third dimension is not displayed). The circle
shows the path over which the fetal heart rotates.
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(a) Good signal quality.
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(b) Poor signal quality.

Figure 4.6: Example of good (a) and poor (b) quality signal. The verticale line show the
location of the annotated R-peak. In case of good quality, the QRS model dom-
inates the posterior, while in case of poor quality the FHR model dominates
the posterior.
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Figure 4.7: Example of a signal with varying SNR in the IC’s. The fetal ECG is visible in
IC2 and IC3. The annotated R-peaks are indicated by the verticale lines, and
the detected peaks by the downward triangles. Correctly detected R-peaks are
indicated by the black triangles and mis-detections by gray triangles. Detected
peaks using a single IC are shown in (a) and detected peaks using all IC’s are
shown in (b).

detection. In this paper we present a hierarchical Bayesian framework for fetal
R-peak detection that combines predictive models of the ECG waveform and
FHR.

4.5.1 QRS and FHR model

For the QRS model we made the assumption that the fetal orientation remains
constant throughout the period of a QRS complex. In reality, fetal movement
also occurs during the period of a QRS complex, but since the period of the QRS
complex is relatively short (approximately 40 ms), we expect the effect on the
QRS waveform to be limited. This assumption allows us to estimate the model
parameters z over L samples instead of only one sample, making the estimation
more robust against noise.

Although our QRS model requires a relatively small number of parameters,
we expect that the model is able to describe the QRS complex for most normal
abdominal fetal ECG recordings [50]. The simulation in Fig. 4.5 confirm that the
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Table 4.3: Average Ac for set-A.

algorithm All Low Median High
SNR (%) SNR (%) SNR (%) SNR (%)

this work 99.6 99.4 99.6 99.9
Varanini et al. [126] 98.6 93.5 99.1 99.8
Behar et al. [127] 92.9 59.7 96.3 99.8
Biglari et al. [50] 54.5 41.5 53.7 74.2

QRS model is flexible and that changes in fetal ECG morphology due to fetal
movement can be described by our model. However, if our model is unable to
describe the QRS complex (e.g. in case of a congenital defect) the performance
might be reduced due to the sanity check in Eq. 4.27. Moreover, since the model
is limited to describing the QRS complex, it cannot be used for ECG waveform
analysis.

For the FHR model we used a linear autoregressive model. A more complete
description of the FHR could be obtained by a point-process model [158]. Be-
sides, a linear model might be insufficient to fully describe the heart rate, as
several studies in the literature have identified non-linear dynamics in the heart
rate [95]. However, as noted in [158], a stochastic parameter estimation of a lin-
ear model can still lead to an accurate description of the heart rate under normal
conditions. During labor it could be interesting to extend the FHR model to a
non-linear model (e.g. such as the one proposed in [159]) to describe complicated
accelerations or decelerations.

In the presence of cardiac arrhythmias we expect the performance of our al-
gorithm to decrease. This can either be due to abnormal variations in the ECG
waveform, abnormal variations in the FHR or both. Since our model is devel-
oped to detect normal sinus rhythms, for future work it could be interesting to
extend our model for arrythmia detection and classification at periods where
R-peak detection fails.

4.5.2 Noise models

To allow for an analytically tractable solution, we have made assumptions that
the observation and process noise in the QRS and FHR model have a zero-mean
Gaussian distribution.

The process noise covariance of the QRS model (Σ) is assumed constant, mean-
ing that the QRS waveform is allowed to vary similarly throughout a recording.
In reality, variations in the QRS waveform are mainly caused by fetal movements
or arrhythmias, which do not occur continuously over time. Hence, adaptive esti-
mation of Σ seems more appropriate. For adaptive estimation of Σ, the residual
error between the estimated QRS waveform and the observed signal could be
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used (similar to the method used for estimating the process noise of the FHR
model). However, because the estimated QRS waveform is also used to identify
mis-detections through Eq. 4.27, this approach reduces the performance. Despite
having a fixed process noise covariance, the QRS model is still capable to adapt
in case of fetal movement, as shown in Fig. 4.5.

For the estimation of the observation noise covariance of the QRS model (Λ),
we assumed the observation noise to be uncorrelated. However, also correlated
physiological noise (e.g. muscle activity) is described by the observation noise
of the QRS model. Although a whitening filter could be implemented as a pre-
processing step, it is not straightforward to develop such a whitening filter for
ECG recordings since the correlation in the signal varies over time. In [142], it
was shown that even in case the observation noise is not white the Kalman filter
provides the optimal mean squared error solution.

For estimation of the process noise of the FHR model (Q), the observation
noise R plays an important role. If the value of R is overestimated, the pro-
cess noise will be underestimated and the FHR model becomes less capable at
adapting its model parameters to dynamical FHR variations that are caused by
changes in autonomic regulation. On the other hand, underestimating R leads to
overestimation of the process noise and overfitting of the parameter estimation.
For future work it might be interesting to estimate R dynamically.

4.5.3 R-peak detection

New R-peaks are detected as the MAP estimate for the state-space model in
Eq. 4.6. The log-posterior is the sum of the estimation of the QRS and FHR
model, weighted by the uncertainties in the respective models. If the quality of
the recorded signal is high, the QRS model dominates the posterior distribution,
as is shown in Fig. 4.6a. Conversely, if the signal quality is poor, the FHR model
dominates the posterior distribution, as is shown in Fig. 4.6b.

An MAP solution for R-peak detection was also proposed in [160]. However,
the model that is used in [160] is designed for fiber-optic signals, from which it
is not possible to detect the actual R-peaks locations due to differences in timing
between audible and electrical activity of the heart. In [160], different detection
methods are combined in an MAP estimate of the (ECG) R-peak location, that
accounts for the delays and uncertainties in each of the methods with respect to
true R-peak locations. This multimethod approach is not required in our case,
because we measure the ECG and can detect actual R-peak locations.

In Fig. 4.7 an example is shown where ICA is unable to separate the fetal
ECG information in a single IC. In this example the SNR of the IC’s varies over
time, which reduces performance for algorithms that detect R-peaks on individ-
ual channels, as demonstrated in Fig. 4.7a. In the multichannel extension of our
model all channels are used for R-peak detection, which improves the perfor-
mance in case of varying SNR conditions (Fig. 4.7b).
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The performance of our algorithm has been evaluated for set-A of the Chal-
lenge. We compared performance of our algorithm to the performance of the al-
gorithms of Varanini et al. [126], Behar et al. [127], and Biglari et al. [50]. Varanini
and Behar obtained the best scores for the Challenge. It should be noted that for
set-B of the Challenge Andreotti et al. [125] and Lipponen et al. [128] achieved
slightly better scores compared to Varanini and Behar in terms of FHR estima-
tion. Since these algorithms were not publicly available we did not include them
in our comparison.

Highest overall Ac was achieved by our algorithm (99.6%). The lowest perfor-
mance was obtained by the algorithm of Biglari (54.5% overall Ac). Reasons for
the relatively low performance of the algorithm of Biglari could be that Biglari
uses fixed templates for R-peak detection and that R-peaks are detected on the
individual channels. The algorithms of both Varanini and Behar achieved good
overall Ac (98.6% and 92.9%, respectively). However, from Tabel 4.3 it becomes
clear that the performance of these algorithms is reduced for low SNR conditions
(93.5% for Varanini and 59.7% for Behar). In contrast, our algorithm achieved
99.4% for the recordings with low SNR, indicating that our algorithm works
well even for low SNR conditions.

4.6 Conclusion
In this study, a hierarchical Bayesian framework was developed for fetal R-peak
detection. The developed method combines predictive models of the ECG wave-
form and heart rate, and can be used for multichannel recordings. The developed
method outperforms other methods that have been proposed in the literature in
terms of detection accuracy.
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5 U S I N G U T E R I N E A C T I V I T Y T O I M P R O V E F E TA L
H RV A N A LY S I S F O R D E T E C T I O N O F A S P H Y X I A
D U R I N G L A B O R

Abstract - During labor, uterine contractions can cause temporary oxygen deficiency for
the fetus. In case of severe and prolonged oxygen deficiency this can lead to asphyxia. The
currently used technique for detection of asphyxia, cardiotocography (CTG), suffers from
a low specificity. Recent studies suggest that analysis of fetal heart rate variability (HRV)
in addition to CTG can provide information on fetal distress. However, interpretation of
fetal HRV during labor is difficult due to the influence of uterine contractions on fetal
HRV. The aim of this study is therefore to investigate whether HRV features differ during
contraction and rest periods, and whether these differences can improve the detection of
asphyxia. To this end, a case-control study was performed, using 14 cases with asphyxia
that were matched with 14 healthy fetuses. We did not find significant differences for
individual HRV features when calculated over the fetal heart rate without separating
contractions and rest periods (p > 0.30 for all HRV features). Separating contractions
from rest periods did result in a significant difference. In particular the ratio between
HRV features calculated during and outside contractions can improve discrimination
between fetuses with and without asphyxia (p < 0.04 for three out of four ratio HRV
features that were studied in this paper).1

1 This chapter is based on the paper published as Warmerdam G.J.J., Vullings R., Van Laar J.O.E.H., Van
der Hout-Van der Jagt M.B., Bergmans J.W.M., Schmitt L., Oei S.G., "Using uterine activity to improve
fetal heart rate variability analysis for detection of asphyxia during labor", Phys. Meas. 2016, 37: 387-400.
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5.1 Introduction
During labor, uterine contractions can cause temporary oxygen deficiency for
the fetus. Although a fetus is generally well-equipped to handle brief periods
of oxygen deficiency, if oxygen deficiency is severe and prolonged it can result
in asphyxia which is associated with neonatal morbidity and mortality [2]. It is
therefore important that clinicians can timely intervene before asphyxia devel-
ops.

Currently, cardiotocography (CTG) is the most often used method for detec-
tion of asphyxia. CTG simultaneously records the fetal heart rate (FHR) and
uterine activity (UA). The CTG is interpreted visually, based on standardized
guidelines [161]. Despite these guidelines, CTG interpretation has a high inter-
and intra-observer variability [10]. Furthermore, the specificity of CTG is low,
leading to a high false alarm rate [9]. To reduce the number of unnecessary oper-
ative deliveries, additional information is required when the CTG is abnormal.

Recent studies have shown interest in analysis of fetal heart rate variability
(HRV) to aid in the detection of asphyxia [31, 32, 36–39]. Because variations in
the heart rate are regulated by the autonomic nervous system (ANS), various
HRV features have been developed that attempt to quantify different aspects of
the cardiac autonomic regulation [30]. Most of these features have been devel-
oped for adults, but they might also provide diagnostic information about fetal
distress. Note that HRV features are usually defined for the analysis of inter-
beat interval (R-R interval) signals and HRV features should thus not be applied
directly to the FHR signal in beats per minute (BPM). Instead FHR should be
recalculated to R-R intervals first.

Reviews of HRV features can be found in [33, 37, 94, 95]. Features describing
the statistical properties of a FHR signal have been used in [34] and [36] for detec-
tion of fetal asphyxia. In [31], spectral analysis was used to examine the effect of
fetal asphyxia on the regulation of the sympathetic and parasympathetic branch
of the ANS. Since the sympathetic and parasympathetic nervous system control
the heart rate in different frequency bands, spectral analysis is able to separate
regulation by these two branches [29]. In [31] it was shown that for fetuses with
asphyxia normalized low frequency power increased while normalized high fre-
quency power decreased, indicating a predominance of sympathetic regulation.

Spectral analysis is based on a linear model to describe the relation between
ANS regulation and variations in the heart rate. Besides spectral analysis, other
HRV features have been developed that quantify variations that cannot be ex-
plained by this linear model. FHR signals were analyzed using HRV features
that quantify the complexity in a time series in [36, 162–164]. Furthermore, frac-
tal analysis has also been employed to describe the FHR signal during labor [38,
165].

To improve the predictive capacity of HRV features, several studies have com-
bined multiple HRV features by using classifiers such as support vector ma-
chines [35, 37] or neural networks [39].
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Despite these efforts, it remains difficult to interpret HRV features calculated
from a FHR signal during labor, since most HRV features have been developed
for adults. Unlike for adults, changes in the fetal cardiovascular system during la-
bor cannot be controlled and they are strongly influenced by uterine contractions.
There are several ways by which contractions can influence the fetal cardiovas-
cular system [1]. The rise in external pressure can directly change the fetal blood
pressure, which activates a baroreceptor reflex. Contractions can also indirectly
influence the fetal cardiovascular system, by blocking the oxygen supply to the
fetus (e.g. due to umbilical cord occlusion or reduced maternal blood flow to
the placenta), activating a chemoreceptor reflex. After a contraction, some time
is needed for the fetal blood gases to recover. In addition, labor can be divided
into different stages and the influence of contractions on the fetus changes over
time. The first stage is a period of progressive cervical dilation, followed by the
second stage of active pushing where the fetal head descends into the birth canal.
As a result of this uncontrolled environment, HRV features are often calculated
over highly non-stationary FHR signals.

This is also indicated by [52] and [51], who showed that for healthy fetuses
spectral power is significantly higher during contractions as compared to rest
periods (i.e. the periods in between contractions). The increase in spectral power
indicates a capability of the ANS to react to uterine contractions. Calculating
HRV features over the entire FHR signal, without consideration of contractions,
averages this effect over the rest periods.

The aim of this study was therefore to examine whether separating contrac-
tions from rest periods can improve HRV analysis for the detection of asphyxia
during labor. To this end, a case-control study was used to examine the value of
several conventional HRV features in discriminating between fetuses with and
without asphyxia.

5.2 Methods

5.2.1 Data acquisition

Data for this study was obtained at the Máxima Medical Center in Veldhoven
and the University Medical Center in Utrecht over the period 2001 to 2008. All
registrations were recorded on a Neoventa STAN® system. We used beat-to-beat
FHR signals that were recorded using a scalp electrode. The UA was measured
either via a tocodynamometer or via an intra-uterine pressure catheter (IUPC).

Registrations were included from healthy mothers who had an uncomplicated
pregnancy of at least 36 weeks of gestation and did not use any medication.
Pregnancies complicated by intra-uterine growth restriction or fetal congenital
anomalies were excluded. Furthermore, we only included registrations with at
least 15 minutes of FHR signal during the second stage of labor. Contractions
were annotated by a clinical expert based on the UA trace, who was blinded to
the FHR signal and any other patient or medical information, including the fetal
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Table 5.1: Clinical characteristics of included fetuses.

Clinical features fetuses without fetuses with
asphyxia asphyxia

(cases n=14) (cases n=14)

Gestational age (days) 284 ± 10 284 ± 9
Birth weight (g) 3773 ± 587 3601 ± 442
1-minute Apgar score 9 ± 1 7 ± 2
5-minute Apgar score 10 ± 0 8 ± 2
Cord arterial pH 7.26 ± 0.06 6.99 ± 0.06
Cord arterial base excess (mmol/l) −5 ± 2 −17 ± 3
Length second stage of labor (min) 58 ± 27 71 ± 49
Start before birth (min) 17 ± 3 25 ± 11

a Values are expressed as mean and standard deviation.

outcome. Only registrations with good quality UA trace were used, defined as
registrations where the expert was able to distinguish the contractions.

Fetal outcome was based on the umbilical arterial acid-base status; a pH above
7.20 was defined as healthy, and a pH below 7.05 and base excess below -12 as
asphyxia [1, 22]. Out of the 1232 registrations, 14 cases of fetuses with asphyxia
remained for analysis, that were matched with the registration of 14 healthy
fetuses that were randomly selected from the available data. Besides the inclu-
sion criteria mentioned in the previous paragraph, no further criteria were used
to match the two populations. The main clinical characteristics of the included
fetuses is shown in Table 6.1.

5.2.2 Signal processing

HRV features were calculated on R-R interval signals that were extracted from
Neoventa STAN® recordings. Since beat-to-beat R-R intervals can only be deter-
mined when a heartbeat occurs, the R-R intervals are not equidistantly sampled.
To obtain an equidistantly sampled signal, a sample and hold technique was
used [166]. To obtain a smooth function, the resulting signal was convoluted
with a square function of width 0.5 s and sampled at a rate of 4 Hz.

When the difference between two successive R-R intervals was more than 25
BPM or more than 200ms, both R-R intervals were considered as artifacts. The
reason we also used 200 ms as criterion is that, in case of very low heart rate,
it can occur that the difference between successive beats is more than 200 ms
but less than 25 BPM. Artifacts were corrected by linear interpolation from the
previous correct R-R interval to a new segment of 5 consecutive R-R intervals
with less than 10 BPM difference between them [35]. For each registration, we
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analyzed the 15 minutes closest to birth, where there was no loss of UA signal
and less than 20% interpolation of the FHR signal.

5.2.3 HRV features

For each 15 minute FHR signal, conventional HRV features were calculated that
describe different properties of the heart rate. Since there are several reviews on
HRV features in the literature (e.g. [37, 94, 95]), this section only briefly discusses
the underlying physiological model and implementation of the HRV features
used in this study.

Statistical features

The standard deviation (SD) and the root mean square of successive differences
(RMSSD) were calculated as statistical features. SD is a measure for the overall
variability in the heart rate and it reflects both sympathetic and parasympathetic
regulation. Since RMSSD is sensitive to beat-to-beat variations, it mainly reflects
parasympathetic regulation [97].

Let x[n] be the resampled FHR signal for n = 1, ...N, with N the length of the
signal. Then SD and RMSSD are defined as

SD =

√√√√ 1

N− 1

N∑
n=1

(x[n] − x̄)2 (5.1)

RMSSD =

√√√√ 1

N− 1

N∑
n=2

(x[n] − x[n− 1])2, (5.2)

with x̄ the mean heart rate.

Frequency domain features

Spectral analysis accounts for correlation in a signal. The use of spectral analysis
to analyze the heart rate is based on the observation of periodic variations in
the heart rate that can be related to different regulatory mechanisms of cardio-
vascular control [29]. Since regulation of the sympathetic nervous system is slow
compared to regulation of the parasympathetic nervous system, low frequency
oscillations are related to both sympathetic and parasympathetic regulation, and
high frequency oscillations are only related to parasympathetic regulation.

Spectral analysis was performed by the Continuous Wavelet Transform (CWT)
with a fifth order symlet wavelet [166]. In contrast to the traditional Fourier
Transform, CWT enables a simultaneous time and frequency analysis, making
CWT suitable for analysis of the non-stationary frequency content of a FHR
signal. Since in this study we are only interested in the average spectral power,
results of the CWT are comparable to other approaches for spectral analysis
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that account for non-stationarity in a signal, such as the Short Term Fourier
Transform (STFT) used in [31] or the Welch method used in [36]. However, unlike
STFT and Welch method, CWT allows for a multi-resolution time frequency
analysis. Since artefact correction in the FHR signal mainly affects the higher
frequencies, having a higher time resolution for these frequencies will reduce
the influence of artefact correction [166].

The CWT compares the FHR signal (x[n]) to an analyzing wavelet function
ψ. A wavelet is defined as a mother wavelet function ψ[n], with a family of
scaled and time-shifted daughter wavelets ψ[n−τs ]. The CWT coefficients W[s, τ]
can be obtained by continuously varying the scale parameter s and the position
parameter τ. For real discrete signals, as is the case for the FHR signal, W[s, τ]
can be calculated according to

W[s, τ] =
1√
s

N∑
n=1

x[n]ψ[
n− τ

s
]. (5.3)

To correct for the convolution of the beat-to-beat FHR signal with a square
function that was used for smoothing (as explained in section 5.2.2), W[s, τ] is
first divided by the coefficients of the wavelet transform of this square function.
From the corrected wavelet coefficients (W̃[s, τ]) the power at each time instant
at a certain scale is calculated as

P[s, τ] =
1

Cg

(
W̃[s, τ]
s

)2
, (5.4)

where Cg is the admissibility constant. Since each daughter wavelet is related
to a certain frequency, the total power in a frequency band is then calculated by
integrating P[s, τ] over the scales within that frequency band and by averaging
over time. Note that unlike the discrete wavelet transform, the CWT is not lim-
ited to a dyadic decomposition of a signal in the time-frequency plane [167]. The
scale is a continuous parameter and can be selected such that it corresponds to
a frequency within a certain frequency band.

The low frequency band was set to 0.04-0.15 Hz and the high frequency band
to 0.4-1.5 Hz [31, 32]. Scales corresponding to the frequencies between these
bands (0.15-0.4 Hz) were discarded. Besides absolute low frequency power (LF)
and high frequency power (HF), also normalized LF (LFn) and normalized HF
(HFn) power are calculated by dividing LF and HF by the total power (TP, 0.04-
1.5 Hz) [31].

The minimum length of FHR signal that is required to calculate LF (and TP)
is determined by the largest wavelet of the LF band. Therefore, a segment of at
least 50 seconds is required to reliably calculate LF [168]. Similarly, calculation
of normalized frequency powers (LFn and HFn) also requires 50 seconds.

[ March 26, 2018 at 22:26 – classicthesis version 4.2 ]



5.2 methods 71

Complexity features

Although spectral analysis provides information about regulation mechanisms
of the cardiovascular system, variations in the heart rate often cannot be ex-
plained by spectral analysis alone. Since many factors can cause blood pressure
changes (e.g. changes in external pressure or through chemoreceptor reflex),
blood pressure often shows complicated and irregular fluctuations. Because ad-
justing the heart rate is one of the main tools of the ANS to stabilize these blood
pressure fluctuations, also the heart rate can show complicated and irregular
fluctuations. The occurrence of irregularities in the heart rate is therefore indica-
tive of healthy blood pressure control by the ANS.

A measure that is often used to quantify the complexity of very short signals
in terms of randomness is Sample Entropy (SampEn) [99]. SampEn estimates
the conditional probability that when patterns are similar for length m− 1, they
will also be similar for length m. This probability is small in case the heart rate
is complex and large in case the heart rate is not complex.

To calculate SampEn, the FHR signal is divided vectors u of length m

u[i] = {x[i], x[i+ 1], ..., x[i+m− 1]}. (5.5)

Two vectors u[i] and u[j] are similar if the maximum distance between the el-
ements of u[i] and u[j] is less than tolerance parameter r. Let us define Cmi [r]

as the number of vectors u[j] that are similar to u[i] (for j 6= i), normalized by
the total number vectors of length m. The probability (Φm) of finding similar
vectors of length m is then calculated as the average of Cmi [r]

Φm[r] = (N−m+ 1)−1
N−m+1∑
i=1

Cmi [r]. (5.6)

SampEn is the natural logarithm of the conditional probability in the limit
N→∞

SampEn[m, r] = lim
N→∞− ln

Φm+1[r]

Φm[r]
. (5.7)

The embedding dimension m was set to m = 2 and the tolerance to r = 0.2SD,
similar to [36, 37, 163]. For finite time series, SampEn can be approximated
reliably with N > 100 samples [99].

Fractal features

Besides examining how the heart rate is controlled at certain specific time scales
(e.g. LF and HF band for spectral analysis), for adults, fluctuations in the heart
rate show self-similarity on different time scales [\cite ]Goldberger2002. In this
context, self-similarity means that structure of the heart rate on long time scales
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is resembled at shorter time scales. Fractal analysis describes the scaling proper-
ties of the heart rate. In [38], fractal analysis was used to investigate the scaling
properties of the FHR during labor.

In our study, the variability at different time scales is described by the scaling
exponent α, which is obtained by Detrended Fluctuation Analysis (DFA) [169,
170]. To calculate α, first an integrated version of the original time series is ob-
tained:

y[k] =

k∑
n=1

(x[n] − x̄). (5.8)

Next, y[k] is divided into equally spaced segments of length a and the linear
trend of each segment (ya[k]) is determined. The characteristic fluctuation F at
each scale a is computed as the root mean square (RMS) deviation between y[k]
and its trend:

F[a] =

√√√√ 1

N

N∑
k=1

(y[k] − ya[k])2. (5.9)

If a linear relation exists between log(F[a]) and log(a), the heart rate is said to
show self-similarity, such that variability at long time scales is related to variabil-
ity at shorter time scales in a power-law fashion (F[a] ∼ aα). The slope α of the
relation between log(F[a]) and log(a) characterizes the type of the time series
(e.g. α = 0.5 for white noise and α = 1.5 for Brownian noise). Also note that α is
related to the Hurst exponent used in [38] as H = α− 1 [171].

Similar to [38], α was computed over the scales ranging from 1 to 60 seconds,
which corresponds to the physiological range of the baroreflex.

5.2.4 HRV analysis during contractions and rest periods

For calculation of HRV features during contractions and rest periods separately,
the expert annotations of the contractions were used. To calculate HRV features
during contractions, values based on R-R intervals measured during rest pe-
riods were excluded. Similarly, to calculate HRV features during rest periods,
values based on R-R intervals measured during contractions were excluded. In
our study, we also considered the ratio between HRV features calculated during
contractions and rest periods.

It is important to note that in the second stage of labor the duration of con-
tractions and rest periods is often less than one minute. Since computation of LF,
LFn, HFn, and α requires approximately one minute of consecutive FHR signal,
we could not extract these HRV features during contractions and rest periods
separately.

Our study of HRV features during contractions and rest periods was thus
limited to SD, RMSSD,HF, and SampEn. Besides calculating these HRV features
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Figure 5.1: Boxplots of the ratio between HRV features calculated during contractions and
rest periods. The central mark and the edges of the box indicate the median
and inter quartile range. The whiskers correspond to the most extreme values
that are not considered outliers (where outliers are defined as ±2.7σ, with σ
the standard deviation).

during contractions and during rest periods, we also examined the ratio between
HRV features calculated during contractions and rest periods.

5.2.5 Statistical methods

A Wilcoxon ranksum test was used to determine for each HRV feature whether
the median of the distribution of the healthy group was significantly different
from the median of the distribution of the group with asphyxia [172]. Statistical
significance was set at a p value of less than 0.05.

5.3 Results
The HRV features discussed in the previous section were calculated from the
15 minute FHR signals. Results are shown in tables 5.2-5.5 as median and inter
quartile range. An example of a CTG registration of a healthy fetus and that of
a fetus with asphyxia is displayed in Fig. 6.2.

Table 5.2 shows the results for HRV features that were calculated over the
entire FHR signal. No significant difference in median was found between the
group with and without asphyxia for any of the individual HRV features. HRV
features calculated during contractions are compared for fetuses with and with-
out asphyxia in Table 5.3, and HRV features calculated during rest are compared
for fetuses with and without asphyxia in Table 5.4. No significant difference was
found between fetuses with and without asphyxia either during contractions
or during rest periods. Finally, Table 5.5 shows the results of the ratio of HRV
features calculated during contractions and HRV features calculated during rest
periods. For SD (p = 0.01), RMSSD (p = 0.02), and SampEn (p = 0.03) the ratio
was significantly lower for the group with asphyxia compared with the healthy
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Table 5.2: HRV analysis over the entire FHR signal.

HRV features fetuses without fetuses with Significance
asphyxia asphyxia (p-value)

SD 78 [ 56-116] 96 [ 52-122] 0.80
RMSSD 7.7 [ 4.0-8.9] 6.7 [ 4.8-7.8] 0.37
LF 817 [ 202-1147] 478 [ 201-1290] 0.45
HF 24 [ 11-54] 20 [ 12-31] 0.60
LFn 0.78 [ 0.73-0.83] 0.80 [ 0.73-0.85] 0.32
HFn 0.06 [ 0.05-0.10] 0.06 [ 0.03-0.08] 0.48
SampEn 0.17 [ 0.09-0.24] 0.16 [ 0.11-0.22] 0.98
α 1.40 [ 1.21-1.55] 1.43 [ 1.37-1.56] 0.37

Table 5.3: HRV analysis during contractions.

HRV features fetuses without fetuses with Significance
asphyxia asphyxia (p-value)

SD 78 [ 55-123] 72 [ 49-121] 0.54
RMSSD 9.5 [ 4.6-11.6] 7.2 [ 3.9-8.7] 0.16
HF 38 [ 13-72] 27 [ 9-47] 0.30
SampEn 0.22 [ 0.16-0.30] 0.20 [ 0.13-0.26] 0.30

Table 5.4: HRV analysis during rest periods.

HRV features fetuses without fetuses with Significance
asphyxia asphyxia (p-value)

SD 54 [ 39-80] 83 [ 50-117] 0.22
RMSSD 4.3 [ 3.0-7.4] 5.7 [ 4.3-6.3] 0.60
HF 11 [ 4-29] 17 [ 8-21] 0.66
SampEn 0.11 [ 0.07-0.18] 0.11 [ 0.08-0.16] 0.57

Table 5.5: HRV analysis: ratio between contractions and rest periods.

HRV features fetuses without fetuses with Significance
asphyxia asphyxia (p-value)

SD 1.6 [1.1-2.0] 1.0 [0.9-1.2] 0.01
RMSSD 1.7 [1.4-2.3] 1.4 [1.1-1.6] 0.02
HF 3.0 [1.8-5.9] 2.1 [1.3-2.6] 0.16
SampEn 1.8 [1.5-3.0] 1.4 [1.1-1.7] 0.03
a Values in Tables 5.2-5.5 are expressed as median [inter quartile
range].
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Figure 5.2: Example of a FHR signal of a healthy fetus (a) and a fetus with asphyxia (b).
For the healthy fetus, the ratios between HRV features during contractions
and rest periods are: SD = 3.4, RMSSD = 2.8, HF = 10.5, and SampEn = 4.5.
For the fetus with asphyxia, the ratios are: SD = 1.0, RMSSD = 1.6, HF = 2.1,
and SampEn = 1.7.

group. Although the median ratio for HF was also lower for the group with as-
phyxia, this difference was not significant. Complementary to results in Table
5.5, the distributions of the ratio of HRV features are shown as boxplots in Fig.
5.1.
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5.4 Discussion
There are many factors that determine the response of the fetus to a temporal
loss of oxygen caused by uterine contractions. Therefore, CTG registrations often
display a large variety of complicated patterns, making it difficult to interpret
them. Automated analysis of fetal HRV attempts to support clinicians in their
interpretation by providing additional quantitative information on the cardio-
vascular system. However, existing HRV features have been mainly developed
for adults and do not account for the strong influence of uterine contractions on
the cardiovascular control. When calculating these HRV features over the entire
FHR signal, the effect of contractions is averaged with rest periods. The goal of
this study was to show that separating contractions from rest periods improves
HRV analysis for the detection of fetal asphyxia.

Despite the relatively large number of available registrations, only 14 cases
with pH below 7.05 could be included for the analysis. This is partly due to the
low incidence of asphyxia (between 0.6% [173] and 3.5% [174]), but also because
of the strict inclusion criteria we used. We required a good quality UA trace, so
that the expert could clearly identify contractions. In clinical practice, however,
it frequently occurs that the UA trace is of poor quality [175]. A potential solu-
tion might be the use of electrohysterography for the registration of UA [176].
Note that in our dataset the number of registrations that measured UA with
tocodynamometer or with IUPC was the same for both the healthy group and
the group with asphyxia (10 with tocodynamometer and 4 with IUPC). Since we
only included registrations with good quality UA trace, we expect that the use
of tocodynamometer or IUPC did not influence our results.

For some recordings we were unable to analyze the final minutes before birth,
either due to loss of FHR signal or insufficient quality of UA trace (Table 6.1).
As a result, segments for the healthy group were selected closer to birth than
for the group with asphyxia. Because it has been reported that, in absence of
sudden catastrophic events, asphyxia in term fetuses develops within a period of
at least 90 minutes [177], we can assume that fetuses in the group with asphyxia
were already under more stressful conditions than fetuses in the healthy group.
We expect the effect of asphyxia to increase as labor progresses and differences
between healthy fetuses and fetuses with asphyxia to be even more pronounced
during the final minutes before birth.

5.4.1 HRV features over the entire FHR signal

We did not find a significant difference between the healthy group and the group
with asphyxia for individual HRV features when calculated over the entire FHR
signal (Table 5.2). This could partly be explained by the small number of record-
ings and large inter-patient variability of the HRV features.

For absolute LF and HF, our results are similar to the findings in [36] and
[31], despite the different method they used for spectral analysis (Welch method
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and STFT respectively, versus CWT used in this study). Although in our study
normalized LF was higher for the group with asphyxia, in line with [31], this
difference was not significant. Furthermore, in contrast to the findings in [36],
SampEn was not statistically different. These differences in results obtained
in our study and [36] and [31], might be because [36] and [31] calculated the
HRV features over short segments of FHR signal (5 minutes). As discussed in
[36], HRV analysis could be more efficient when performed on shorter segments.
However, we used longer segments because in shorter segments a bias could be
introduced due to an unbalance in the presence of contractions and rest peri-
ods within the segment. The use of shorter segments can therefore lead to large
intra-patient variability of HRV features over time.

In our study also no difference was found between healthy fetuses and fetuses
with asphyxia for the scaling exponent α. Recently [165] showed promising re-
sults calculating the scaling exponent using a wavelet based scattering transform.
This might improve the fractal analysis.

5.4.2 HRV features during contractions and rest periods

Similar to [51] and [52], we found that for healthy fetuses HF was significantly
increased during contractions with respect to rest periods (p = 0.01). This result
has not been shown explicitly, but can be seen by comparing the left columns
of tables 5.3 and 5.4. The increase in HRV features during contractions relative
to the HRV features during rest periods indicates that a stronger cardiovascular
control is required to stabilize the blood pressure during contractions. The rise
in external pressure due to contractions can activate a combination of barorecep-
tor and chemoreceptor reflexes, leading to relatively high HRV during contrac-
tions. This finding was confirmed by the observed increase in RMSSD (p < 0.01)
and SampEn (p < 0.01). In contrast to the results of the healthy group, for the
group with asphyxia HRV features were not significantly different during con-
tractions with respect to rest periods (all p > 0.12, obtained by comparing the
right columns of Table 5.3 and 5.4).

Despite this increase in HRV features during contractions for the healthy
group, no significant difference was found when comparing HRV features of
the healthy group to the group without asphyxia either during contractions or
during rest periods, as shown in tables 5.3 and 5.4 respectively. A possible rea-
son why no significant difference was observed between the two groups (either
during contractions or during rest periods) might be the large inter-patient vari-
ability in obtained values for the HRV features and the relatively small dataset.

5.4.3 HRV features: ratio between contractions and rest periods

When considering the ratio between HRV features calculated during contractions
and rest periods, SD, RMSSD, and SampEn were all significantly lower for the
group with asphyxia than for the healthy group (Table 5.5). Also the ratio for
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HF was lower (as can be seen in Fig. 5.1), but this was not significant due to the
large spread in the distribution.

For healthy fetuses, a high ratio of HRV features during contractions and rest
periods might indicate a response of the fetal ANS to stabilize the cardiovascular
system. On the one hand, during contractions HRV features are high because the
fetus needs to adapt its cardiovascular system to changes in external pressure
[51, 52]. On the other hand, during rest periods little cardiovascular control is re-
quired because in the second stage of labor fetal movement is reduced [178]. Fur-
thermore, after a contraction has ended, a healthy fetus has not suffered much
from indirect effect of contractions on the cardiovascular system (i.e. umbili-
cal cord occlusion or reduced maternal blood flow). Therefore, healthy fetuses
quickly recover from contractions and HRV features will be low during rest pe-
riods. As a result, a high ratio is observed for HRV features during contractions
and rest periods. Note that if a fetus is not compromised by contractions, HRV
features will be similar during contractions and rest periods, leading to a low
ratio rather than a high ratio. However, the case where a fetus does not suffer at
all is relatively simple to recognize by a clinician based on the FHR signal (e.g.
when there are no decelerations in the FHR trace).

Unlike healthy fetuses, a fetus with asphyxia is not able to adequately adapt
its cardiovascular system during contractions. Therefore, HRV features during
contractions are relatively low for fetuses with asphyxia compared to healthy
fetuses (although not significant, as shown in Table 5.3). Even after a contrac-
tion has ended, the oxygen concentration of the fetal blood is still low due to
aforementioned indirect effects of contractions on the fetal cardiovascular sys-
tem. The fetus thus also needs to adapt its cardiovascular system during rest
periods, which can lead to decelerations that last until after contractions or even
start after contractions have ended [1]. HRV features during rest are thus higher
for fetuses with asphyxia compared to healthy fetuses (although not significant,
as shown in Table 5.4). As a result, the ratio of HRV features during contractions
and rest periods is lower for fetuses with asphyxia than for healthy fetuses.

An example of a registration of a fetus with and without asphyxia is shown
in Fig. 6.2. For the healthy fetus, decelerations occur on top of contractions and
a stable heart rate is observed during rest periods. The ratios of HRV features
during contractions and rest periods are therefore high (SD = 3.4, RMSSD =

2.8, HF = 10.5, and SampEn = 4.5). For the fetus with asphyxia, decelerations
are prolonged and last until after the contractions have ended. The ratios of
HRV features during contractions and rest periods are therefore low (SD = 1.0,
RMSSD = 1.6, HF = 2.1, and SampEn = 1.7).

5.4.4 Future perspective

Our results are promising and show that distinguishing contractions from rest
periods improves HRV analysis for detection of asphyxia. However, we only
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used a small dataset. To determine the diagnostic value for clinical practice, fur-
ther study is required using a larger dataset. Besides, we only examined the
effect on individual HRV features. In [35, 37, 39, 179], it was shown that combi-
nations of multiple HRV features using classifiers can improve the detection rate
of fetal asphyxia. It is therefore interesting to combine multiple HRV features
calculated over the entire fetal heart signal with HRV features calculated during
contractions and rest periods. Furthermore, it might also be interesting to mon-
itor changes in HRV features over the course of labor as was done in [31, 165,
180].

5.5 Conclusion
Analysis of fetal HRV provides information on fetal asphyxia. Results in our
study suggest that separating contractions and rest periods improves HRV anal-
ysis for the detection of asphyxia during labor. In particular, using the ratio
between HRV features calculated from contractions and rest periods improves
the ability of the HRV features to discriminate between healthy fetuses and fe-
tuses with asphyxia. Further studies are required to determine the diagnostic
value in clinical practice.
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6 D E T E C T I O N R AT E O F F E TA L D I S T R E S S U S I N G
C O N T R A C T I O N - D E P E N D E N T F E TA L H E A RT R AT E
VA R I A B I L I T Y A N A LY S I S

Abstract - Objective: Monitoring of the fetal condition during labor is currently per-
formed by cardiotocography (CTG). Despite the use of CTG in clinical practice, CTG
interpretation suffers from a high inter- and intra-observer variability and a low speci-
ficity. In addition to CTG, analysis of fetal heart rate variability (HRV) has been shown
to provide information on fetal distress. However, fetal HRV can be strongly influenced
by uterine contractions, particularly during the second stage of labor. Therefore, the aim
of this study is to examine if distinguishing contractions from rest periods can improve
the detection rate of HRV features for fetal distress during the second stage of labor.
Methods: We used a dataset of 100 recordings, containing 20 cases of fetuses with ad-
verse outcome. The most informative HRV features were selected by a Genetic Algorithm
and classification performance was evaluated using Support Vector Machines. Results:
Classification performance of fetal heart rate segments closest to birth improved from a
geometric mean of 70% to 79%. If the classifier was used to indicate fetal distress over
time, the geometric mean at 15 minutes before birth improved from 60% to 72%. Conclu-
sion and significance: Our results show that combining contraction-dependent HRV
features with HRV features calculated over the entire fetal heart rate signal improves the
detection rate of fetal distress.1

1 This chapter is based on the paper published as Warmerdam, G.J.J., Vullings R., Van Laar J.O.E.H.,
Van der Hout-Van der Jagt B., Bergmans J.W.M., Schmitt L., Oei S.G., "Detection rate of fetal distress
using contraction-dependent fetal heart rate variability analysis", in Phys. Meas., 2018.
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6.1 Introduction
The introduction of cardiotocography (CTG) in the 1960s, has enabled continu-
ous monitoring of the fetal heart rate (FHR) and uterine contractions. In current
obstetric units, CTG has become the worldwide standard for detection of fetal
distress during labor. However, the CTG is interpreted visually and the inter-
and intra-observer variability is high [10]. Furthermore, despite a high sensi-
tivity of CTG interpretation, the specificity is poor [7]. As a result of the low
specificity, the rate of unnecessary operative interventions has increased since
the introduction of CTG in the clinic [9]. To detect if the fetus is in distress,
additional information is therefore often required when the CTG is abnormal.

In recent studies, analysis of fetal heart rate variability (HRV) has been shown
to provide information on fetal distress [31, 32, 36–39, 179, 181]. Since the auto-
nomic nervous system (ANS) regulates the heart rate, variations in the heart rate
reveal autonomic regulation and might indirectly provide information on fetal
distress. To quantify changes in HRV, several features have been developed in
the literature that describe different aspects of HRV. For overviews of the most
commonly used HRV features the reader is referred to [95] or [94].

Most HRV features have been developed and validated for adults in controlled
experiments. However, unlike for adults, changes in the exterior of the fetus can-
not be controlled during labor. Uterine contractions can lead to a temporary
reduction of oxygen supply to the fetus (e.g. due to umbilical cord occlusion
or reduced maternal placental blood flow). Besides, uterine contractions can
cause large fluctuations in the intrauterine pressure, directly influencing the fe-
tal cardiovascular system. As labor progresses into a stage of active pushing, the
strength and influence of contractions increases.

In [51] and [52], it was shown for healthy fetuses that HRV was significantly
higher during contractions as compared to rest periods (i.e. the period in be-
tween contractions). Moreover, [180] used an input-output model to describe the
relation between the uterine activity (UA) and FHR signal, and showed that fea-
tures extracted from this model provided information about fetal distress. The
change in FHR during contractions could indicate a healthy response of the fetal
ANS to stabilize the cardiovascular system. In a recent study we showed that the
differences between HRV features during contractions and rest might be used to
improve the detection of fetal distress [181].

In [35, 37, 39, 179] it was shown that the detection of fetal distress can be
improved by classifying combinations of multiple HRV features. Therefore, in
this paper we examine whether the detection of fetal distress can be improved
by combining HRV features that were calculated over the entire heart rate with
HRV features that were calculated separately during contractions and during
rest periods. To determine the most informative subset of HRV features, both
with and without the additional contraction-dependent HRV features, we used
a Genetic Algorithm (GA) [182]. Furthermore, the classification performance of
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Figure 6.1: Flowchart of signal processing.

these subsets for detection of fetal distress was evaluated over time, using Sup-
port Vector Machines (DSPs) [183].

The rest of this paper is organized as follows; Section 6.2.1 discusses the data
acquisition and pre-processing. In Sections 6.2.2 and 6.2.3 we summarize the
implementation of the used HRV features. Feature selection, classification, and
validation are explained in Sections 6.2.4-6.2.6. Results and discussion are pre-
sented in Sections 6.3 and 6.4.

6.2 Methods
This section describes the different HRV features, feature selection, and the clas-
sification that was used in this paper. The overall classification procedure is pre-
sented in Fig. 6.1.

6.2.1 Data acquisition and pre-processing

We used FHR and UA signals that were recorded on a Neoventa STAN® (Möl-
ndal, Sweden) in the Máxima Medical Center in Veldhoven, the University Med-
ical Center in Utrecht, and registrations collected in Sweden in the context of
STAN evaluation over the period 2001-2008. Registrations of at least 36 weeks
of gestation were included. Pregnancies complicated by intra-uterine growth re-
striction, fever, fetal congenital anomalies, or use of ritodrine were excluded. We
used beat-to-beat FHR signals that were recorded by a scalp electrode. UA was
recorded with either a tocodynamometer or intra-uterine pressure catheter. Con-
tractions were annotated by a clinical expert that had no knowledge of the FHR
signal or fetal outcome.

Because the beat-to-beat R-R intervals are determined when a heartbeat occurs,
the R-R intervals are not equidistantly sampled. We used linear interpolation to
obtain an equidistantly sampled FHR signal, sampled at a rate of 4 Hz. If an R-R
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Table 6.1: Clinical characteristics of included fetuses.

Clinical features healthy fetuses fetuses with
(cases n=80) adverse outcome

(cases n=20)

Gestational age (days) 280 ± 10 283 ± 8
Birth weight (g) 3551 ± 471 3560 ± 467
1-minute Apgar score 8.6 ± 1.1 6.3 ± 2.0
5-minute Apgar score 9.5 ± 0.5 7.8 ± 2.0
Cord arterial pH 7.25 ± 0.03 7.00 ± 0.04
Cord arterial base excess (mmol/l) −5.8 ± 2.3 −16.0 ± 2.2
Length second stage of labor (min) 58 ± 24 62 ± 24

a Values are expressed as mean and standard deviation.

interval changed by more than 25 BPM or more than 200 ms with respect to the
adjacent R-R interval, the R-R interval was considered an artifact. Artifacts were
corrected by linear interpolation.

Each registration was divided into segments of 10 minutes, with five minute
overlap. If a segment contained less than 20% loss of FHR signal and at least
annotation of two contractions and two rest periods, the segment was used for
further analysis. We only included FHR signal during the second stage of labor
(stage of active pushing), since during this stage contractions have a strong effect
on the fetus. Besides, because we expect that the effects of oxygen deficiency in-
crease as labor progresses, we only considered FHR segments up to maximally
45 minutes before birth. Since we are also interested in the classification per-
formance over time, only registrations were included with at least 3 usable 10
minute segments within the final 45 minutes before birth.

The fetal outcome was based on the umbilical arterial acid-base state. Adverse
outcome was defined as a pH below 7.05 and base excess below -12 mmol/l, and
healthy as a pH above 7.20 [1]. Out of 1232 registrations, our dataset contained
44 cases with adverse outcome. Of these 44 cases, 6 cases were excluded due to
either intra-uterine growth restriction, fever, fetal congenital anomalies, or used
of ritodrine. Another 6 had to be excluded because no information was available
on the onset of the second stage of labor. Of the remaining 32 cases, 20 cases had
sufficient quality FHR and UA signal, and were used for further analysis. The
20 cases with adverse outcome were matched with 80 healthy cases (1-to-4 ratio
between the size of both groups). We have attempted to match the prevalence
of certain medications that can cross the placenta and influence fetal HRV (e.g.
anti-hypertensives or pain killers) in accordance with the difference in size of the
two groups. The main clinical characteristics of the included fetuses is shown in
Table 6.1.
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Table 6.2: HRV features.

HRV features Abbreviation

Standard deviation SD

Root mean square of successive differences RMSSD

Low frequency power LF

High frequency power HF

Total power TP

Normalized low frequency power LFn
Normalized high frequency power HFn
Sample entropy SampEn

Scaling exponent α

Deceleration capacity DC

6.2.2 HRV analysis

For each 10 minute FHR segment, conventional HRV features were calculated
over the resampled FHR signal. The HRV features used in this paper have been
described in detail in our previous study [181] and only the implementation is
discussed here. The used HRV features are listed in Table 6.2. In the rest of this
paper we will denote the resampled FHR signal by x[n], for samples n = 1, ...,N,
with N the length of the signal.

As shown by [166], artifact correction by interpolation influences the HRV
analysis. Excluding these periods for the computation of HRV features reduces
the error made in the HRV analysis [166]. This section also describes how we
reduced the influence of artifacts for each HRV feature.

Statistical features The standard deviation (SD) and the root mean square of
successive differences (RMSSD) were calculated as statistical features. For the
calculation of SD and RMSSD all artifact corrected samples were excluded.

Frequency domain features Spectral analysis was performed to examine the
heart rate at specific frequency bands that are related to sympathetic and parasym-
pathetic activity [30]. Frequency bands for analysis of fetal HRV differ from fre-
quency bands for analysis of adult HRV [184]. Power in the low frequency band
(LF, 0.04-0.15 Hz) is related to both sympathetic and parasympathetic activity,
and power in the high frequency band (HF, 0.4-1.5 Hz) is related to parasym-
pathetic activity only. Besides absolute LF and HF, also normalized frequency
powers were calculated (LFn and HFn), by dividing LF and HF by the total
power (TP, 0.04-1.5 Hz).

Spectral analysis was performed by the Continuous Wavelet Transform (CWT)
with a fifth order symlet wavelet [166, 181]. In this study, we used the complex
CWT [167]. Because the complex CWT also provides phase information, it is
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possible to calculate the spectral power at each sample, leading to more reliable
calculation of LFn and HFn. Note that resampling of the beat-to-beat FHR signal
to an equidistant signal may cause some distortion of the spectral analysis [185].
Yet, we expect that the influence of this distortion on the outcome is limited since
resampling was performed for all registrations.

CWT compares x[n] to a family of analyzing wavelet functions ψ[n−τs ], where
s is a scaling parameter and τ the position parameter of the wavelet. The CWT
coefficients W[s, τ] can be obtained by varying the scale parameter s and the
position parameter τ. The power at each time instant and scale is proportional to
the square of the CWT coefficients. The total power in a frequency band is then
calculated by integrating the power over the scales within the frequency band of
interest and averaging over time.

Each wavelet ψ[n−τs ] has a support width that is related to the scaling param-
eter s. Similar to [166], we considered one-third of support width of ψ[n−τs ] as
the effective support width. A CWT coefficient was excluded for the calculation
of HF if one or more samples within the effective support width was artifact
corrected. To calculate LF, we excluded CWT coefficients when more than five
seconds of consecutive FHR signal was artifact corrected within the effective
support width.

Complexity features The presence of irregularities in the heart rate is seen as
healthy blood pressure control by the ANS. Complexity in short time signals can
be quantified by Sample Entropy (SampEn) [99]. To calculate SampEn, the FHR
is divided into vectors u[i] = {x[i], x[i+ 1], ..., x[i+m− 1]}. SampEn estimates the
conditional probability that if patterns are similar for lengthm− 1, they will also
be similar for length m. A tolerance parameter r is used to define a threshold for
similarity between two patterns. We excluded vectors u[i] from the calculation
of SampEn if any of the samples {i, i + 1, ..., i +m − 1} was artifact corrected.
Similar to [36], [37] and [181], the length of the vectors was set to m = 2 and the
tolerance to r = 0.2SD.

Fractal features To describe the scaling properties of HRV over different time
scales, we used scaling exponent α, which is obtained from Detrended Fluctu-
ation Analysis (DFA) [170]. To calculate α, first the cumulative sum y[n] of the
FHR signal is obtained. Next, y[n] is divided into equally spaced segments of
length a and the linear trend of each segment (ya[n]) is determined. The charac-
teristic fluctuation F at each scale a is computed as the root mean square (RMS)
deviation between y[n] and its trend ya[n].

The scaling exponent α is given by the slope of the relation between log(F[a])
and log(a). Similar to [38], α was computed over the scales ranging from 1 to 60
seconds, which corresponds to the physiological range of the baroreflex.

Artifact corrected samples are excluded from the calculation of the linear trend
ya[n] and the characteristic fluctuation F. Moreover, if the percentage of artifact
correction within a segment of length a is more than 20%, it is excluded entirely.
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Phase rectified signal averaging In addition to the HRV features that were in-
cluded in our previous study [181] and have been described above, we also used
Phase Rectified Signal Averaging (PRSA). PRSA has shown promising results
for the detection of fetal distress [186] and [179]. The basic idea of PRSA is to
account for non-stationarities in the heart rate by aligning heart rate segments
based on predefined events, called anchor points (ν). For analysis of the heart
rate, anchor points are typically defined as decelerations and accelerations in
the heart rate, and PRSA quantifies the average response to a deceleration (the
deceleration capacity, DC) or acceleration (the acceleration capacity, AC). It was
shown by [186] thatDC and AC are highly correlated and that their performance
for detection of fetal distress is similar. Therefore, we only included DC in our
analysis.

PRSA depends on two parameters: a filter parameter T and a window parame-
ter L [187]. Similar to [186] we used T = 5 and L = 45. Artifact corrected samples
were not used as anchor points. Moreover, when there was more than 20% arti-
fact correction within a window ν± L, the anchor point ν was also excluded.

6.2.3 Contraction-dependent HRV features

In addition to calculating HRV features over the entire FHR signal, we also cal-
culated HRV features separately during contractions and rest periods. Using the
expert annotations, the rest period was defined as the period in between two
contractions. No contraction or rest period was defined if the length of a con-
traction or the time between contractions was less than 20 seconds. Note that
the fetus typically requires some recovery time directly after a contraction, but
has enough time to recover before a new contraction. Therefore, if the time be-
tween two contractions was more than one minute, we only considered the final
minute preceding the second contraction as rest period. In Fig. 6.2 an example
is shown of an FHR signal that is recorded during contractions and during rest
periods.

HRV features during contractions were based on R-R intervals that were
recorded during contractions (denoted as featureuc). Similarly, HRV features
during rest periods were based on R-R intervals that were recorded during rest
periods (denoted as featurerest). Also the ratio between HRV features calcu-
lated during contractions and during rest was included (denoted as featureratio =

featureuc/featurerest), as the ratios have shown promising results in our pre-
vious studies [181]. Because the time between contractions or the length of the
contractions was often less than one minute, we could not calculate LF, LFn, HFn,
α and DC separately during contractions and during rest periods. Our analysis
of contraction-dependent HRV features was therefore limited to SD, RMSSD,
HF, and SampEn.

In total, 22 HRV features were used: 10 calculated over the entire FHR, 4 dur-
ing rest, 4 during contractions, and 4 ratio features, as presented in Table 6.3.
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Figure 6.2: Example of an FHR (upper graph) and UA signal (bottom graph) of healthy
fetus. Black lines are rest periods and gray lines contractions.

Table 6.3: HRV feature sets.

Feature set HRV features

S1 ∈ R10 SD, RMSSD, LF, HF, TP, LFn, HFn,SampEn, α, DC

S2 ∈ R12 SDuc, RMSSDuc, HFuc, SampEnuc
SDrest, RMSSDrest, HFrest, SampEnrest
SDratio, RMSSDratio, HFratio, SampEnratio

S3 ∈ R22 S1 ∪ S2

We defined HRV feature set S1 ∈ R10 as the set of HRV features that are calcu-
lated over the entire FHR, without distinguishing contractions and rest periods.
The set of HRV features that contain the contraction-dependent HRV features is
defined as S2 ∈ R12. The set of HRV features that contains both HRV features
that are calculated over the entire FHR signal and contraction-dependent HRV
features is defined as S3 = S1 ∪ S2.

6.2.4 Feature selection

In [188] it was shown that many HRV features that are described in Section 6.2.2
are correlated and might therefore contain redundant information. Besides, our
dataset is relatively small, with only 20 cases of fetuses with adverse outcome.
As a consequence, there is a risk of overfitting when too many HRV features are
used for classification. Therefore, we used a GA to select the best combination
of HRV features. GA has the advantage that it can effectively explore the entire
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Table 6.4: GA settings.

Parameter Value

Population size 100
Number of elite children 2
Crossover fraction 80%
Mutation function single point
fitness value SVM performance
fitness function rank
Genotype selection roulette system
Maximum number of features in genotype 5
Maximum iterations with same fitness value 10
Maximum iterations 200

feature space, without running through all possible combinations of features and
it has successfully been used for detection of fetal distress by [179].

A schematic overview of GA is presented on the right side of Fig. 6.1. GA itera-
tively creates populations of candidate feature subsets (genotypes) by randomly
combining and mutating genotypes of the population in a previous iteration, un-
til certain convergence criteria are reached. In each iteration, the genotypes of the
current population are scored by a fitness function. Genotypes are then selected
at random to generate a new population with a probability that is proportional
to their fitness value. Each new population consists of elite children (best per-
forming genotypes that are guaranteed to survive to the next iteration), children
that are produced by random mutations of a single genotype, and children that
are produced by random crossover between pairs of genotypes.

For the implementation of GA, we used ga from the standard Global Optimiza-
tion Toolbox of Matlab® (The Mathworks, Inc. Natick, MA). As fitness function,
we used the performance of an SVM classifier, which is explained in Section 6.2.5.
Based on the ranking in fitness value, genotypes are selected using a roulette sys-
tem [182]. Genotypes with equal scores were given equal rank and only the best
50% was used to generate the next population. Similar to [179], the population
size was set to 100, two elite children were used, and the crossover fraction was
set to 80%. The remaining 20% for the new population was obtained by single
point mutation. If two equal genotypes were selected for crossover, single point
mutation is used instead to generate the child. To prevent GA from reaching a
local minimum with a relatively large number of selected features, the number
of selected features of a genotype was restricted to a maximum of five features.
The GA was terminated if the best fitness value of the population did not im-
prove for 10 iterations or in case 200 iterations were done. The settings for GA
are summarized in Table 6.4.
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Table 6.5: SVM settings.

Parameter Value

Kernel function rbf
Kernel width (σ) 1
Penalty factor (C) 1
Optimization metric g

Misclassification cost majority class 0.25
Misclassification cost minority class 1

6.2.5 Classification

We used SVMs to classify healthy fetuses and fetuses with adverse outcome.
SVMs are supervised learning models that construct a set of hyperplanes that
minimize the classification error while maximizing the distance between the hy-
perplanes and its nearest data points [183]. We used a Gaussian radial base func-
tion (rbf) to allow for non-linear decision boundaries. To implement the SVMs,
we used the standard implementation fitcsvm in the Statistics and machine learn-
ing toolbox of Matlab®. We used the default settings of the SVM for the width
of the Gaussian kernel function (σ = 1) and the penalty parameter for misclassi-
fication (C = 1).

The imbalance in the distribution of the two classes in our dataset causes the
SVM to be accurate for classification of the majority class (healthy fetuses) but to
perform poorly for classification of the minority class (fetuses with adverse out-
come) [189]. To prevent poor classification of the minority class, we defined a cost
function based on the imbalance in the class distribution: the cost for misclassifi-
cation of the minority class was thus four times higher than misclassification for
the majority class. The SVM settings are summarized in Table 6.5.

6.2.6 Validation

In case of an imbalanced dataset, the accuracy (Acc) is not the best metric to
evaluate the classification performance [189] and [35]. Instead, we used the ge-
ometric mean (g) as metric to train the classifier and as fitness function for the
feature selection in GA. The metric g provides a balance between the classifica-
tion accuracy of the majority class (specificity, Sp) and the classification accuracy
of the minority class (sensitivity, Se), and is defined as g =

√
Sp · Se [189]. The

SVM rbf is a soft-type classifier, meaning that the output of the classifier can be
a continuous value. Changing the threshold settings of the classifier will vary Se
and Sp. Receiver operating characteristic (ROC) curves can be used to evaluate
how the classifier performs for various classification threshold settings. The area
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under the ROC curve (AUC) can be used as a metric to evaluate the classification
performance for various classification threshold settings.

For feature selection, the FHR segments of all registrations were used that
were closest to birth. We used the 10-fold cross validation performance of the
SVM as fitness value in GA. Note that for feature selection we only used the 10
minute FHR segment of each fetus that was closest to birth, meaning that from
each fetus only a single FHR segment was used. The 10 minute FHR segment
was either included in the training or in the test partition, but never in both.
Using 10-fold cross validation ensures that the fitness value for genotypes is
not overestimated. Due to our relatively small dataset, containing only 20 cases
of fetuses with adverse outcome, feature selection and classification could be
influenced by the location where the dataset was split into ten fold. To obtain
a more objective result, feature selection was repeated 50 times, starting from
different data splits. Hence, we generated 50 subsets of HRV features with 50
outcome measures for sets S1, S2, and S3.

Besides classification performance for the FHR segments closest to birth, we
are also interested in the classification performance over time. To this end, a
classifier was trained for each generated feature subset on the FHR segments
closest to birth. Then, the trained classifiers were used to classify if a fetus was
in distress or not for all FHR segments within a registration, starting from 45
minutes before birth up to the time of birth. Since the purpose of the classifier
would be to initiate an intervention in case an FHR segment is classified as fetal
distress, all remaining FHR segments of that registration up to the time of birth
were also indicated as fetal distress.

At each time instant the g, Se, and Sp for a classifier were calculated. Note
that since not all registrations have 45 minutes of active pushing, the outcome
measures were calculated with respect to the total number of registrations with
at least one FHR segment up to that time (as shown in Fig. 6.3). Furthermore, for
some recordings we were unable to analyze the final minutes before birth, either
due to loss of FHR signal or insufficient quality UA signal. For these recordings,
we retained the classification value of the final available segment up to the time
of birth.

6.3 Results
Figure 6.4 show boxplots of the HRV features that were calculated separately
during contractions and rest periods (SD, RMSSD, HF, and SampleEn) for the
entire dataset. The correlation matrix of the HRV features used in this study is
presented in Figure 6.5. Figure 6.6 shows the HRV features that were selected
in the 50 runs by GA. From S1 (only HRV features that are calculated over the
entire FHR segments), TP, LFn, HFn, and DC were most frequently selected. In
case of S2 (only contraction-dependent HRV features) SDratio and RMSSDuc
were most frequently selection. In case of S3 (combined set of HRV features in
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Figure 6.3: Percentage of registrations with at least one FHR segment up to that time.

Table 6.6: Average 10-fold cross validation performance for classification of the FHR seg-
ments closest to birth.

Feature set g (%) Se (%) Sp (%) Ac (%) AUC

S1 70 66 76 74 69
S2 76 75 76 76 78
S3 79 81 77 78 80

S1 and S2), SDratio and HF were most frequently selected. The average size of
selected subsets from S1 was 3.0, from S2 2.6, and from S2 3.5 HRV features.

The average cross validation performance for classification of the FHR seg-
ments closest to birth is shown in Table 6.6. The average g for S1, S2, and S2
were g = 70%, g = 76%, and g = 79%, respectively. Finally, Fig. 6.7 shows the
classification performance over time.

6.4 Discussion
Analysis of fetal HRV provides information on fetal distress. Most HRV fea-
tures have been developed and validated for adults in controlled experiments.
However, during labor the fetal cardiovascular system is strongly influenced by
contractions. As can be seen in Fig. 6.4, HRV features are higher during contrac-
tions compared to HRV features during rest periods. In this study we showed
that separating contractions from rest periods improves HRV analysis for the
detection of fetal distress during labor.
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6.4.1 Data acquisition

Out of the relatively large number of available registrations, we could only in-
clude 20 cases of fetuses with adverse outcome. This is partly due to the low
incidence of fetuses with pH below 7.05 and partly due to our strict inclusion
criteria. Moreover, we required a good quality UA signal to be able to clearly
identify contractions. Because in clinical practice the UA signal is often of poor
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Figure 6.6: Results feature selection by GA.
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Figure 6.7: Average performance classification over time.
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quality, this requirement limits the application of contraction-dependent HRV
features. A potential solution to improve the quality of the UA signal might
be to use electrohysterography to record the UA instead of a tocodynamometer
[176] and [115]. In addition to good quality UA signal, less than 20% loss of FHR
signal was allowed. To minimize the influence of artifact correction of the FHR
signal, periods with artifact corrected FHR were excluded from the calculation
of HRV features.

In this study we only focussed on FHR segments during the second stage of
labor. During the second stage, contractions generally have a strong effect on the
fetus. In contrast, during the first stage of labor (stage of cervical dilation), the
effect of contractions is less pronounced. Therefore, a classifier that is trained on
FHR from the second stage of labor might be less predictive during the first stage
of labor. For future work it would be interesting to also examine the classification
performance during the first stage of labor.

Because the goal of this study was to examine whether separating contractions
from rest periods can improve the HRV analysis, we limited our dataset to two
groups that are well separated in terms of fetal outcome and did not consider
registrations with pH between 7.05 and 7.20. However, this approach simplifies
the classification task and does not represent true clinical conditions. Before a
classifier can be used in clinical practice, future study should use a dataset that
contains registration with all pH values.

6.4.2 Feature selection

Fig. 6.5 shows that several of the HRV features that were used in this study
were correlated. In particular, HRV features calculated on the entire FHR signal
were correlated to their counterpart that was calculated during contractions or
during rest periods (e.g. SD was correlated to SDrest and Suc). To select the
best combination of HRV features for detection of fetal distress we used GA. The
average size of selected subsets from S1, S2, and S3 (3.0, 2.6, and 3.5, respectively)
was smaller than the maximum number of five features that was allowed for GA,
indicating that larger feature subsets would not have improved classification.

Because GA uses the classification performance to score candidate subsets, se-
lected HRV features could perform differently for other classifiers. Furthermore,
since feature selection could be influenced by splitting the dataset in the 10-fold
cross validation, GA was repeated fifty times using different data splits. The in-
fluence of splitting the dataset on feature selection can be seen from Fig. 6.6 by
the number of HRV features that were selected multiple times.

The most frequently selected HRV feature for S1 was TP, and the most fre-
quently selected HRV feature for S2 and S3 was SDratio. Although TP was
selected most of the time from S1, TP was only selected a few times for S3, as
shown in Fig. 6.6. Since both TP and SDratio are related to the presence of decel-
erations, these HRV features contain similar information. SDratio also contains
information about how well the fetus is able to recover from contractions: a high
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SDratio indicates that the fetus quickly recovers from a contraction and is able
to stabilize its cardiovascular system during the rest periods. On the other hand,
a low ratio indicates that the variability during contractions and rest periods is
similar, meaning that the fetus is unable to recover during the rest periods. In
case SDratio is selected, the information of TP becomes redundant.

Other HRV features that were often selected for S1 were LFn, HFn, and DC.
In [31] it was also found that normalized spectral powers were predictive of
fetal distress. Since changes in normalized spectral powers are not masked by
changes in the total power, normalized spectral powers can give better insight in
cardiovascular control than absolute spectral powers.

Interestingly, although HFn was frequently selected for S1 it was not often se-
lected for S3. Instead, for S3 HF was often selected in combination with SDratio.
Since SDratio is related to the presence of decelerations and the total power, it
could be that the combination of SDratio and HF also contains the information
in HFn, since SDratio is related to TP. In line with the selection of HF for S3 is
the selection of RMSSDuc and HFrest for S2, as the combined information of
RMSSDuc and HFrest is similar to the information of HF.

To gain more insight in cardiovascular control, it would be interesting to ex-
amine HFn and LFn during contractions and rest periods. However, the length
of contractions or rest periods was often less than the required length to cal-
culate LFn and HFn, and we were unable to calculate HFn and LFn separately
during contractions and rest periods. Besides LFn and HFn, in this study DC
was also frequently selected from S1, similar to findings in [179]. Since DC con-
tains information about decelerations, it contains similar information as SDratio
and was not frequently selected from S3. In our results, scaling exponent α was
selected less often. Recently, [165] obtained promising results for detection of
fetal distress by calculating scaling exponents using a wavelet based scattering
transform. In [38] it was shown that the influence of decelerations on the scatter-
ing transform is limited and using the scattering transform might improve the
fractal analysis.

6.4.3 Classification

Many factors can influence the response of the fetus to contractions. There are
clinical parameters that can influence the FHR, such as gestational age [190], be-
havioral states [184], or medication [191]. Furthermore, uterine contractions can
directly influence the fetal cardiovascular system through a rise in intrauterine
pressure, or indirectly by blocking the oxygen supply to the fetus (e.g. umbilical
cord occlusion) [192]. As labor progresses, the effect of contractions on the fetal
cardiovascular system increases. As a consequence, in the literature many dif-
ferent FHR patterns have been described with different characteristics, several
of which have been related to fetal distress (e.g. late decelerations, bradycardia,
sinusoidal patterns, or saltatory patterns) [1]. The relatively low number of cases
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with adverse fetal outcome in combination with the large variation in FHR pat-
terns makes training of a classifier challenging.

We did not compare our classification performance to visual CTG interpreta-
tion, because the inter- and intra-observer variability of CTG interpretation is
generally high [10]. Besides, in the final minutes before birth the CTG is typi-
cally abnormal in most registrations. Hence, results obtained from visual CTG
interpretation might in this case not be representative.

The average 10-fold cross validation performance for classification of the FHR
segments closest to birth improved from g = 70% for S1 to g = 76% for S2, and
g = 79% for S3. The difference is less pronounced in terms of Ac (Acc=74% for
S1, Acc=76% for S3, and Acc=78% for S3), because Ac is mostly determined by
correct classification of the majority class. Note that the classifier was trained to
optimize g, which is a balance between Se and Sp. Depending on the use of the
classifier in clinical practice, it would be more appropriate to train a classifier that
is either more sensitive to misclassification of the minority group (and increase
Se) or misclassification of the majority group (and increase Sp). This can be
achieved by changing the penalty parameter for misclassification or the SVM
threshold settings. As AUC is higher for S2 and S3 compared to S1 (AUC=69%
for S1, AUC=78% for S2, and AUC=80% for S3), using S2 and S3 will perform
better for varying settings for the penalty parameter or classification threshold.

The earlier a prediction, the more useful the information for clinical interven-
tion. For classification over time, the performance of S2 and S3 were similar,
although performance of S3 was slightly better. The average g over time for S3
increased by 12% with respect to the average g of S1 (57% for S1, 68% for S2,
and 69% for S3). At 15 minutes before birth, the classification performance for
S1 was g = 60%, for S2 g = 69%, and for S3 g = 72%. For all sets S1, S2, and
S3, classification performance over time was lower than the classification perfor-
mance for the FHR segments closest to birth. It should be noted that fetal distress
develops gradually over time [177]. Since it is unclear at which point the fetus
is no longer capable of handling the stress, the relatively low Se at 35 minutes
before birth (Se=31% for S1, Se=52% for S2, and Se=48% for S3) could be be-
cause at that time some of the fetuses with adverse outcome were still relatively
healthy. Further study using a larger dataset is required to gain more insight
into which combination of HRV features is the most informative and to improve
the classification.

6.5 Conclusion
Fetal HRV analysis provides information on fetal distress. Combining HRV fea-
tures calculated over the entire fetal heart rate with contraction-dependent HRV
features improves the classification performance during the second stage of la-
bor. Further studies are required to gain more insight in the which combination
of HRV features is most informative.
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7 F E TA L H E A RT R AT E VA R I A B I L I T Y D U R I N G
P R E G N A N C Y

Abstract - Objective: Non-invasive spectral analysis of fetal heart rate variability is
a promising new field of fetal monitoring. To validate this method properly, we studied
the relationship between gestational age and the influence of fetal rest–activity state on
spectral estimates of fetal heart rate variability. Design: Prospective longitudinal study.
Setting: Tertiary care teaching hospital. Population: Forty healthy women with an un-
eventful singleton pregnancy. Methods: Non-invasive fetal electrocardiogram measure-
ments via the maternal abdomen were performed at regular intervals between 14 and
40 weeks of gestation (wG) and processed to detect beat-to-beat fetal heart rate. Simul-
taneous ultrasound recordings were performed to assess fetal rest–activity state. Main
outcome measures. Absolute and normalized power of fetal heart rate variability in the
low (0.04–0.15 Hz) and high (0.4–1.5 Hz) frequency band were obtained, using Fourier
Transform. Results: 14% of all measurements and 3% of the total amount of abdominal
data (330 segments) was usable for spectral analysis. During 21–30 wG, a significant
increase in absolute low and high frequency power was observed. During the active state
near term, absolute and normalized low frequency power were significantly higher and
normalized high frequency power was significantly lower compared with the quiet state.
Conclusions: The observed increase in absolute spectral estimates in preterm fetuses was
probably due to increased sympathetic and parasympathetic modulation and might be a
sign of autonomic development. Further improvements in signal processing are needed
before this new method of fetal monitoring can be introduced in clinical practice.1,2

1 Results in this chapter were obtained with signal processing methods that date back to 2012. With
the methods presented in chapters 3 and 4, the percentage of recordings with usable fetal heart
increases from 14% to 66%.

2 This chapter is based on the paper published as Van Laar J.O.E.H., Warmerdam G.J.J., Verdurmen
K.M.J., Vullings R., Peters C.H.L., Houterman S., Wijn P.F.F., Andriessen P., Van Pul C., Oei S.G., "Fetal
heart rate variability in frequency-domain during pregnancy, obtained from noninvasive electrocardiogram
recordings". Acta Obstet Gynecol Scand. 2014, 93: 93-101.
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7.1 Introduction
Cardiotocography (CTG) is the widespread method for fetal monitoring, despite
its poor diagnostic value in detecting fetal distress [9]. The poor specificity of this
method has resulted in increased rates of operative deliveries without a signifi-
cant improvement in long-term fetal outcome [9]. Additional ST-waveform anal-
ysis of the fetal electrocardiogram (ECG; STAN®, Neoventa Medical, Mölndal,
Sweden) and fetal scalp blood sampling, applied in the case of a non-reassuring
CTG, have a limited capability of improving neonatal outcome or reducing un-
necessary interventions [9, 26, 27]. Besides, these techniques can only be used
during labor at term due to their invasiveness. Therefore, there is an urgent
need to develop non-invasive methods that provide complementary information
on fetal well-being and that can be used intra- and antepartum during the term
and preterm period.

The analysis of variations in beat-to-beat heart rate is an established non-
invasive technique for investigating the autonomic cardiac control system [30]. In
human adults, heart rate variability (HRV) estimated by spectral analysis reflects
the modulation of the sympathetic and parasympathetic limbs of the autonomic
nervous system [30]. The low frequency cardiovascular fluctuations are ascribed
to the baroreceptor reflex and are under sympathetic and parasympathetic con-
trol, whereas high frequency fluctuations are associated with respiration and are
under parasympathetic control only [29, 30].

As in human adults, quantifying the variations in beat-to-beat fetal heart rate
(FHR) by spectral analysis can be used to monitor autonomic nervous system
modulation and may provide an early diagnostic tool for detection of fetal dis-
tress [193]. Spectral analysis during labor was previously performed on beat-to-
beat heart rate, obtained from direct fetal ECG recordings by scalp electrode [31,
32, 184, 193]. Our previous studies during labor showed that spectral estimates
are associated with severe metabolic acidosis at birth [31] and might predict fetal
distress in an early stage [32]. In addition, spectral estimates are related to fetal
behavioral state and weeks of gestation (wG) during labor at term [184].

Before using spectral analysis for fetal monitoring, more insight needs to be
gained into normal autonomic development. However, at present, limited re-
search has been done on human fetal HRV in the frequency-domain during the
second and third trimester of pregnancy, and thus during the development of
autonomic reflex mechanisms [78, 79]. To measure spectral estimates during ges-
tation, beat-to-beat FHR should be obtained non-invasively. Previous studies are
limited considering developmental aspects either because no longitudinal fol-
low up was performed during pregnancy or because the studies did not take
into account fetal movement during the third trimester. Changes in fetal HRV
due to fetal rest–activity state occur after 30 wG [85]. Since spectral estimates
of fetal HRV are known to be associated with rest–activity states at term gesta-
tion [79, 184], it is difficult to interpret spectral values without classifying fetal
movements.
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By measuring low frequency power (LF) and high frequency power (HF) at
regular time intervals during gestation, the development of the fetal autonomic
cardiac control can be examined. We developed a new method to obtain the fetal
ECG non-invasively from the maternal abdomen [45]. This method allows for
beat-to-beat detection of the fetal R-waves and provides fetal beat-to-beat heart
rate and spectral estimates non-invasively.

The first objective of the current study is to present a non-invasive method
for fetal ECG and beat-to-beat heart rate detection, and to evaluate its clinical
feasibility. The second objective is to study the relationship between wG and
spectral estimates of fetal HRV and to study the influence of fetal rest–activity
states on spectral estimates after 30 wG.

7.2 Material and methods
A prospective longitudinal study was performed in a tertiary care teaching hos-
pital. The study protocol was approved by the institutional review board at the
Máxima Medical Center (reference number 0650). Participants were recruited
consecutively from a healthy population, undergoing routine pregnancy follow-
up during one of the first outpatient visits. Only healthy women with an un-
eventful singleton pregnancy, not taking medication other than iron tablets or
vitamins, were asked to participate before 12 wG. Excluded were women under
the age of 18 years. Participants were included after a written informed consent
form was signed. Pregnancy duration was determined from the last menstrual
period and confirmed by crown–rump length at 10–12 wG. Only pregnancies
which progressed uneventfully, resulting in the delivery of a healthy infant with
a birth weight above the 10th percentile corrected for wG, maternal parity and
fetal sex [194], were included in the data analysis.

7.2.1 Data acquisition and signal processing

Non-invasive fetal ECG measurements were repeatedly performed antenatally. A
non-invasive electrophysiological monitor for obstetrics (NEMO; Fig. 7.1a) was
used to record and store the data. The device has less than 5 µV root mean
square noise. The NEMO system was approved by the Medical Technical Ser-
vice Department of the Máxima Medical Center. Recordings were performed at
approximately 14, 18, 22, 24, 26, 30, 34, 36, 38, and 40 wG. Measurements were
performed non-invasively using eight self-adhesive electrodes, one reference and
one ground electrode on the maternal abdomen (Fig. 7.1b). Each recording ses-
sion took place between 8:00 h and 18:00 h, with the woman lying comfortably
in a bed in semi-recumbent position. During this time period, no important
fluctuations in fetal HRV were expected [195]. The duration of recordings was
approximately 45 min. Simultaneous ultrasound recordings were performed to
assess the fetal rest–activity state.
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(a) (b)

Figure 7.1: (a) Prototype of the NEMO system. (b) Electrode configuration for antepartum
fetal ECG recording. ECG, electrocardiography; GN, ground electrode; REF,
reference electrode.

The abdominal data were analyzed off-line. The eight input signals were
recorded with a sample frequency of 1000 Hz. The signals were band-pass fil-
tered between 1.5 and 70 Hz and a 50-Hz notch filter was used. The maternal
ECG waveform was estimated and subtracted from the signals. This was done by
means of weighted averaging of maternal ECG segments [120]. Fig. 7.2a shows
an example of a filtered abdominal signal of a 24-week pregnant woman, con-
taining both maternal and fetal ECG. Fig. 7.2b shows the signal after subtracting
the maternal ECG. The eight resulting fetal ECG traces were processed to detect
the beat-to-beat FHR. The signal-to-noise ratio of these signals is enhanced by
spatially combining the signals [196]. The fetal ECG in the combined signal is
further enhanced by using the length transformation [197]. R-peaks are detected
in the transformed signal as peaks that exceed an adaptive threshold and the
detected R-peaks are then used to create the fetal beat-to-beat heart rate signals
[196].

Spectral information about fetal beat-to-beat heart rate was obtained using a
Fourier Transform. Based on previous studies [106], as well as the physiologi-
cal range of fetal heart and respiratory movement rate, the following frequency
bands were chosen: total power (TP): 0.04– 1.5 Hz; LF: 0.04–0.15 Hz; HF: 0.4–1.5
Hz. Beat-to-beat RR-intervals were re-sampled at 4 Hz to obtain equidistantly
distributed heart rates. To prevent aliasing, the Fourier Transform was calcu-
lated in intervals of 64 s (based on 0.04 Hz, the lowest frequency of interest)
[87]. The direct current component was subtracted before calculating the Fourier
Transform. To reduce spectral leakage, the signal was multiplied with a Parzen
window function. After calculating the spectral power of fetal HRV, normalized
values were calculated by dividing LF and HF by TP (denoted as LFn and HFn,
respectively).
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(a) (b)

Figure 7.2: Filtered abdominal signal. (a) Signal that contains both the maternal and fetal
ECG. (b) Fetal ECG after subtraction of the maternal ECG.

To prevent incorrect RR-intervals from dominating the spectrum, an RR-interval
was automatically excluded if it exceeded the range of 0.2–1.3 s (46–300 beats
per minute) or deviated more than 12% from preceding successive RR-intervals
[32]. These incorrect RR-intervals were removed from the dataset and replaced
by linear interpolation between the last preceding and the first succeeding cor-
rect RR-interval. From the beat-to-beat FHR data, 64-s segments were selected
consecutively. To minimize the effect of artifact correction on the calculated spec-
tral estimates, only segments with less than 5% artifact correction were included
for analysis [168]. Visual inspection by an expert was performed to check for
remaining artifacts, originating from mis-detection of fetal R-peak. When a seg-
ment still contained an artifact, it was excluded from further analysis.

For each selected 64-s segment of FHR data, the corresponding ultrasound seg-
ment was analyzed. All segments were divided into quiet sleep and active sleep.
Assessment of fetal rest–activity states was based on the presence or absence
of fetal body movements. When, after 34 wG, the fetal rest–activity state could
not be determined by ultrasound, the behavioral state was determined based on
visual inspection of the FHR pattern [87]. In healthy fetuses from this wG, the
relationship between fetal movements and CTG pattern was so strong that the
different states could be assessed reliably by visual identification of heart rate
patterns alone [85].

7.2.2 Statistical methods

Statistical analysis were performed using SPSS software version 19 (IBM Corp.,
Armonk, NY, USA). For each woman, for all available 64-s segments of heart
rate data per wG group, median values were calculated for the absolute and
normalized spectral power in the LF and the HF band. It is known that fetal
ECG measurements are extremely difficult to obtain around 30 wG due to the
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presence of the vernix caseosa, which electrically shields the fetus from its sur-
roundings [106]. Since changes in fetal HRV due to fetal rest–activity state only
occur after 30 wG [85], data were analyzed separately for the periods below and
above 30 wG. The median spectral estimates were plotted as a function of wG.
Simple linear regression was used to study changes in spectral estimates over
wG. For the group above 30 wG, analysis was repeated, restricted to fetal rest
and activity to examine the effect of fetal rest–activity state on the relationship
between spectral estimates and wG. In addition, for the group above 30 wG, the
mean values of the median spectral estimates were compared during the active
and quiet fetal state. An independent t-test was used to compare the active and
quiet state. Statistical significance was assumed at an a-level of 0.05.

7.3 Results
A total of 40 women were studied longitudinally during pregnancy. Measure-
ments were performed from January 2007 to August 2009. From the 40 partic-
ipants under study, three women were excluded because pregnancy was com-
plicated by pregnancy-induced hypertension. In addition, two women were ex-
cluded because of preterm labor. From the remaining data, 14% of all measure-
ments contained one or more suitable data segments that could be used for spec-
tral analysis. In total, 330, 64-s, segments of beat-to-beat heart rate data were
retrieved, accounting for 3% of the data. Fig. 7.3 shows the percentage of usable
segments for the different wG groups. The period until 21 wG was excluded
for further analysis, since only five 64-s segments of heart rate data could be
retrieved. Furthermore, no segment could be retrieved in the period between
30 and 34 wG. From the included 35 women, 10 were then excluded because
good-quality fetal beat-to-beat heart rate could not be retrieved from the abdom-
inal recordings. For the remaining 25 women included for analysis, a total of
213 abdominal measurements were performed, from which 325 segments could
be used for analysis. The mean number of measurements per woman was nine
(standard deviation, SD, 1.6). The mean duration of each measurement was 42
min (SD 9). All mothers delivered at term, and all neonates had a birth weight
above the 10th percentile. All neonates had an Apgar score of at least 8 at 1 min
and at least 9 at 5 min. All neonates had an umbilical artery pH>7.05 and an
umbilical artery base deficit 610. The characteristics of the women are given in
Table 7.1.

Fig. 7.4 shows absolute LF and HF as a function of wG, for the period of
21-30 and 34-41 wG. Fig. 7.5 shows LFn and HFn as a function of wG, for the
period of 21–30 and 34–41 wG. From the available segments below 30 wG, fetal
rest–activity state could be determined based on ultrasound recordings for 85
segments (43%). Of these segments, 86% were retrieved during the active state
and 14% during the quiet state. In the group of 34-41 wG, rest–activity state
could be classified based on ultrasound recordings for 69 segments (54%). For

[ March 26, 2018 at 22:26 – classicthesis version 4.2 ]



7.3 results 105

Table 7.1: Characteristics of the patients included for analysis.

% or mean±STD

Maternal body mass index before pregnancy 23.6±4.0
Nulliparous 64%
Maternal age at birth (years) 32±4
gestational age at birth (days) 279±10
Birthweight (gram) 3561±543
Apgar score at 5 minutes 10±0.3
Umbilical artery pH at birth 7.22±0.08
Umbilical artery base deficit at birth 7.3±2.7

Gestational age group (weeks)
13-17   17-21    21-23    23-25   25-28   28-32    32-35   35-37    37-39  39-41 
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Figure 7.3: Percentage of 64-s segments of beat-to-beat FHR data, that could be retrieved
for Fourier Transform for each wG group.

the remaining 58 segments (46%), the state was assessed based on FHR pattern.
From the selected segments, 38% were retrieved during active sleep and 62%
during quiet sleep. Table 7.2 displays the percentage of the selected segments
in active sleep and quiet sleep for the different groups after 34 wG. Table 7.3
shows the mean values of median LF, HF, LFn, and HFn, for the active and quiet
state, for 34–41 wG. To guarantee no bias was introduced by assessment of fetal
rest–activity state by FHR pattern, the analysis was repeated for segments for
which rest–activity state was solely assessed based on ultrasound. The results
(data not shown) were highly comparable and remained significant. To study
the effect of fetal behavior on spectral estimates, the association between spectral
estimates and wG was studied for rest and activity separately, for the period
above 34 wG. Fig. 7.6 shows the LF and HF as a function of wG for the active
and quiet state.
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Figure 7.4: The association between LF and HF and wG, for the period of 21-30 and 34-41
wG. (a) R2: 0.20 (P = 0.009), (b) R2: 0.08 (P = 0.26), (c) R2: 0.37 (P = 0.0004),
and (d) R2: 0.12 (P = 0.15).
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Figure 7.5: The association between LFn and HFn and wG, for the period of 21-30 and
34-41 wG. (a) R2: 0.04 (P = 0.28), (b) R2: 0.06 (P = 0.31), (c) R2: 0.003 (P = 0.76),
and (d) R2: 0.09 (P = 0.21).
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Table 7.2: Percentage of segments with the fetus in the active state and in rest, for the
groups after 30 wG.

wG (weeks) Active sleep (%) Quiet sleep (%)

34-36 70 30
36-38 43 57
38-40 32 68
40-41 28 72

Table 7.3: Mean values of the median LF, HF, LFn and HFn for the active and quiet sleep
state for the period of 34 to 41 wG.

Active sleep Quiet sleep P-value

LF (ms2) 555 151 0.002
HF (ms2) 62 38 0.090
LFn 0.77 0.59 0.005
HFn 0.10 0.26 0.002

Gestational age (weeks) Gestational age (weeks)

A
b

so
lu

te
 L

F
 p

o
w

er
 (

m
s2

)
A

b
so

lu
te

 H
F

 p
o

w
e
r 

(m
s2

)

150

100

50

0
34 35 36 37 38 39 40 4134 35 36 37 38 39 40 41

34 35 36 37 38 39 40 4134 35 36 37 38 39 40 41

150

100

50

0

1200

1000

800

600

400

200

0

1200

1000

800

600

400

200

0

Active sleep Quiet sleep

ba

c d

Figure 7.6: The association between LF and HF and wG, for the active and quiet sleep
state, for the period of 34-41 wG. (a) R2: 0.08 (P = 0.41), (b) R2: 0.04 (P = 0.44),
(c) R2: 0.23 (P = 0.14), and (d) R2: 0.10 (P = 0.22).
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7.4 Discussion
Our group developed a new method for non-invasive fetal ECG measurements
[120, 196]. This new method can be used during periods in pregnancy, in which
other (invasive) techniques cannot be used for monitoring. Although Doppler
ultrasound can also be used to obtain FHR non-invasively, ultrasound typically
provides a FHR that is averaged over a few cardiac cycles. This averaging affects
the spectral information in the high frequency domain, virtually yielding only
reliable information for the low frequency domain [33]. In addition, ultrasound
is sensitive to maternal and fetal movements and is therefore less suitable for
prolonged measurements.

Our results in this study group showed that it is possible, although difficult, to
retrieve fetal beat-to-beat heart rate from non-invasive abdominal fetal ECG mea-
surements. Spectral analysis was feasible in 14% of all measurements; however,
only 3% of the abdominal data was applicable for analysis. Due to the relatively
large number of measurements without good-quality heart rate segments, we
were unable to statistically analyze the development of the spectral estimates
on a case-based level. Thus, it is evident that further improvements in signal
processing need to be made. The signal quality was independent of body mass
index (BMI), since no significant difference (p = 0.9) was found between BMI
of women included in our analysis (Table 7.1; 23.6, SD 4.0) and BMI of women
excluded due to poor signal quality (23.3, SD 5.2). We were not able to retrieve
fetal beat-to-beat heart rate from the abdominal measurements before 18 and
between 30 and 34 wG. Before 18 wG, this was probably due to the small size of
the fetal heart. This results in a very low amplitude of the fetal ECG, rendering
it undetectable on the maternal abdomen. Between 30 and 34 wG, the presence
of the vernix caseosa, which electrically isolates the fetal heart [106], probably
caused significant attenuation of the ECG signal. During the early preterm pe-
riod (21–28 wG), approximately 5% of data was suitable for spectral analysis. At
term, approximately 7% of data was suitable for spectral analysis. Probably, the
disappearance of the vernix caseosa and the relatively large fetal heart, made
it easier during the term period to detect the fetal signal from the combined
fetal–maternal signals measured on the maternal abdomen.

For the early preterm period, we observed a significant increase in LF and
HF of fetal HRV with progressing pregnancy. We hypothesize that this increase
was due to increased sympathetic and parasympathetic modulation of the fetal
heart, resulting from maturation of the fetal autonomic nervous system. This is
in accordance with animal studies that showed an increase in sympathetic and
parasympathetic cardiac modulation in premature fetuses, compared to imma-
ture fetuses [83].

It is unlikely that the observed changes in spectral estimates before 30 wG
were due to changes in fetal breathing movements or rest–activity state. Al-
though fetal breathing movements occurred as early as 10 wG [198], the HF
peak that was observed during breathing at term [199] could not be observed
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at 26 wG [200]. In addition, the incidence of fetal breathing movements did not
change between 24 and 28 wG [201]. The incidence of fetal movements decreased
as pregnancy progresses [202]. From 24 to 28 wG, a healthy fetus on average
made 150–200 movements each hour [202]. Therefore, it was expected that most
selected 64-s segments of heart rate data below 30 wG were measured during
fetal activity, as was confirmed by our analysis of the corresponding ultrasound
measurements. In addition, LF was high in term fetuses during the active state
compared with quiescence [184]. Although short rest–activity cycles were first
noticed at 23 wG, fetal HRV was similar during fetal activity and rest up to 30
wG [85] and behavioral states could not be observed [203].

The observed increase in absolute LF and HF was not reflected in the normal-
ized values during the early preterm period. This might be due to a comparable
relative increase in both LF and HF.

For the (near) term fetuses, a non-significant decrease in LF and a non-significant
increase in HF were observed. A decrease in LF after 30 wG was also described
by David et al. [79]. Fetal activity is known to increase fetal HRV from approx-
imately 30 wG onwards [85], and a decrease in fetal movements with wG was
reported [202]. Therefore, a LF decrease after 30 wG is expected to occur due to
a decrease in fetal movements. Later in pregnancy, starting in the 34th week of
gestation, fetal behavioral states appear [86]. As these states are partly defined
on the basis of HRV, it seems relevant to consider them in the interpretation of
HRV measures.

Furthermore, LF and LFn were found to be significantly higher and HFn sig-
nificantly lower during fetal activity compared with at rest. A non-significant
increase in HF was observed during the active state. These results were similar
to those obtained with invasive measurements during labor at term [184].

If analysis was repeated with restriction to periods of fetal rest and activity (as
shown in Fig. 7.6), LF increased non-significantly as a function of wG during ac-
tivity, whereas LF decreased non-significantly during rest. Since for the selected
segments the time spent in rest increased with wG during the (near) term pe-
riod (as shown in Table 7.2), a decrease in fetal activity might explain the overall
decrease in LF as pregnancy progresses.

In post term fetuses, an increase in both HF and HFn was found in our pre-
vious studies with invasive measurements, in relation to the near term group
[184]. We observed a similar trend towards increased HF and HFn near term in
the present study. Because this trend was independent of fetal rest–activity state,
it cannot be explained by changes in fetal behavior. This trend might suggest
continuing parasympathetic maturation during the term period and increasing
influence of the vagal system. This is in line with Assali et al. [83] who found
a marked rise in parasympathetic tone during the neonatal period, up until the
adult state.
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7.5 Conclusions
Our non-invasive fetal ECG method enables us to measure fetal HRV in frequency-
domain during the early preterm and term period. Our results are in accordance
with those seen in animal studies and with the previous literature regarding in-
vasive measurements during labor. This is the first study that measures spectral
estimates longitudinally and relates spectral estimates to fetal behavioral state.
Further progress in signal processing will enable improved study of the relation-
ship between spectral estimates and wG, allowing for longitudinal analysis.
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8 T H E I N F L U E N C E O F B E TA M E T H A S O N E O N F E TA L
H E A RT R AT E VA R I A B I L I T Y

Abstract - Background: Betamethasone is widely used to enhance fetal lung matura-
tion in case of threatened preterm labor. Fetal heart rate variability is one of the most
important parameters to assess in fetal monitoring, since it is a reliable indicator for
fetal distress. Aim: To describe the effect of betamethasone on fetal heart rate variability,
by applying spectral analysis on non-invasive fetal electrocardiogram recordings. Study
design: Prospective cohort study. Subjects: Patients that require betamethasone, with a
gestational age from 24 weeks onwards.Outcome measures: Fetal heart rate variabil-
ity parameters on day 1, 2, and 3 after betamethasone administration are compared to
a reference measurement. Results: Following 68 inclusions, 12 patients remained with
complete series of measurements and sufficient data quality. During day 1, an increase
in absolute fetal heart rate variability values was seen. During day 2, a decrease in
these values was seen. All trends indicate a return to pre-medication values on day 3.
Normalised high- and low-frequency power show little changes during the study pe-
riod. Conclusions: The changes in fetal heart rate variability following betamethasone
administration show the same pattern when calculated by spectral analysis of the fetal
electrocardiogram, as when calculated by cardiotocography. Since normalised spectral
values show little changes, the influence of autonomic modulation is minor.1,2

1 Results in this chapter were obtained with signal processing methods that date back to 2012. With
the methods presented in chapters 3 and 4, the percentage of recordings with usable fetal heart
increases from 60% to 86%.

2 This chapter has been accepted for publication as Verdurmen K.M., Warmerdam G.J.J., Lempersz C.,
Hulsenboom O., Renckens J., Dieleman J., Vullings R., Van Laar J.O.E.H., Oei S.G., "The influence of
betamethasone on fetal heart rate variability, obtained by noninvasive fetal electrocardiogram recordings".
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8.1 Introduction
Cardiotocography (CTG) is used for fetal monitoring worldwide. One of the
most important parameters to assess in CTG monitoring is fetal heart rate vari-
ability (HRV). Normal fetal HRV is a reliable indicator of fetal wellbeing, while
decreased fetal HRV is associated with poor neonatal outcome (acidosis, low
Apgar score and death) [204]. The fetal heart rate (FHR), and thus HRV, is regu-
lated by a complex interplay of the sympathetic and parasympathetic branches
of the autonomic nervous system [66]. Spectral analysis of fetal HRV can be
used to quantify these changes in autonomic regulation [31, 32, 184, 193, 205].
Low frequency power (LF) reflects baroreceptor reflex activity, and is both sym-
pathetically and parasympathetically mediated [30]. High frequency power (HF)
is associated with fetal respiration, and is solely parasympathetically mediated
[30].

Antenatal betamethasone administration plays an important role in the clin-
ical management of threatened preterm delivery between 24 and 34 weeks of
gestation (wG). It enhances fetal lung maturation and results in a significant
reduction in, amongst others, neonatal mortality and respiratory distress syn-
drome [206]. However, betamethasone can easily cross the placenta [207] and
influence fetal autonomic modulation and thus fetal HRV. Since fetal HRV is an
important marker for fetal distress, knowledge on the influence of betametha-
sone on autonomic regulation is needed to avoid misinterpretation of changes
in fetal HRV following betamethasone administration, and therefore prevent un-
necessary iatrogenic preterm delivery.

Results of previous studies describing the effect of betamethasone on fetal
HRV indicate that fetal HRV increases during the first day, followed by a de-
crease during days 2-3 [191]. Values returned to baseline during day 4. However,
these studies were performed using CTG and measured the FHR by Doppler-
ultrasound. With CTG, the FHR is averaged over several heartbeats and there-
fore beat-to-beat information is lacking. As a consequence, it is not possible to
perform reliable spectral analysis.

The aim of this study is to quantify the effects of maternally administered
betamethasone on spectral values of fetal HRV. To perform a reliable calcula-
tion of LF and HF we extracted beat-to-beat FHR information from non-invasive
abdominal fetal ECG recordings [208].

8.2 Materials and Methods
We performed a prospective, longitudinal cohort study at the Máxima Medical
Center, Veldhoven, the Netherlands. This is a tertiary care teaching hospital for
obstetrics. The study protocol was approved by the Medical Ethical Committee
of the Máxima Medical Center. Participants were included after written informed
consent.
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8.2.1 Study population

As described in our study protocol, we aimed for at least 50 inclusions and
expected to end with 10-20 complete sets of measurements due to the antic-
ipated loss to follow-up in this study group. We were not able to perform a
power calculation, since this is the first study describing a five-day follow-up
period following betamethasone administration with non-invasive abdominal
fetal ECG recordings. From March 2013 until July 2016, women with a singleton
pregnancy, at risk for preterm delivery and admitted to the Obstetric High Care
unit were asked to participate in this study. All women requiring betametha-
sone (Celestone Chrondose®, Schering AG, Berlin, Germany; 2 doses of 12mg
intramuscularly, 24 hours apart) as part of standard clinical management were
eligible to participate. In case of threatened preterm labor, co-administration of
tocolytic drugs was allowed. Nifedipine was used to attenuate uterine contrac-
tions, occasionally complemented by indomethacin in case of continuous uterine
contractions when betamethasone administration was not yet completed. In case
of preterm prelabor rupture of membranes, patients also received antibiotics
(erythromycin 250mg 4 times daily during 10 days) as part of the standard treat-
ment protocol. Women were excluded in case of maternal age <18 years, multiple
pregnancy, fetuses with a known congenital malformation, signs of intra-uterine
infection or fetal growth restriction (defined as the estimated weight of the fetus
below the 5th percentile for gestational age).

The following data were gathered prospectively: maternal gravidity and parity,
indication for betamethasone administration, obstetrical and general medical his-
tory, gestational age at inclusion and administered medication during the study
period. Follow-up measurements of study participants lasted from the date of in-
formed consent until five days after the first measurement, discharge or delivery,
whichever occurred first. Postpartum, neonatal charts were checked for any in-
dications of congenital anomalies that might have influenced the measurements
and for missed cases of growth restriction defined as birth weight below the 5th
percentile (corrected for gestational age, parity and sex of the neonate).

8.2.2 Measurements

We performed series of measurements as visualised in Fig. 8.1. Recordings were
obtained while the patient was lying in a semi-recumbent position, to prevent
supine hypotension syndrome. To reduce the influence of diurnal variations, the
timing of measurements within a series was fixed for each patient (between 20
and 28 hours after the previous measurement). In order to respect the patient’s
night rest, no measurements were performed between 24.00h and 7.00h.

Most patients were transferred from secondary care hospitals in the region.
Since for these patients betamethasone treatment was initiated prior to transport,
they had no baseline measurement (0-measurement, on day 0). Former research
showed that all changes in FHR and fetal HRV returned to baseline values from

[ March 26, 2018 at 22:26 – classicthesis version 4.2 ]



114 betamethasone and fetal heart rate variability

Patient presenting with threatened preterm delivery

Day 0

Administration of 

betamethasone, transport from 

secondary to tertiary care 

hospital

Day 1: Betamethasone 1st dose + 24hrs

Day 2: Betamethasone 1st dose + 48hrs

Day 3: Betamethasone 1st dose + 72hrs

Day 4: Betamethasone 1st dose + 96hrs

Day 5: Betamethasone 1st dose + 120hrs 

Administration of betamethasone 

in tertiary care hospital

Figure 8.1: Flowchart of patient inclusion and timing of measurements.

day 4 onwards (96 hours after the first dose of betamethasone) [191]. Therefore,
we included transferred patients if we were able to conduct a measurement dur-
ing day 4 or 5 following the first dose of betamethasone. We used the median
value of the measurements during day 0, and/or day 4, and/or day 5 as the
“reference measurement”. By means of a full range plot, we verified whether
our reference measurement was comparable with the real 0-measurement in a
separate subset of patients. Included cases with good quality measurements on
day 0, and day 4, and/or day 5 were selected.

Complete series were defined as series including a reference measurement
and measurements during at least days 1, 2, and 3. In case one or more of these
measurements was missing, the patient was excluded. The duration of a mea-
surement was approximately 30 minutes. The total measurement was divided in
segments of 60 seconds, and per segment HRV parameters were calculated. The
median value of all available segments was used for statistical analysis.

8.2.3 Data acquisition and signal processing

The fetal ECG was recorded on six channels, using a fixed configuration on
the maternal abdomen as illustrated in Fig. 8.2. The abdominal signals were
recorded by two non-invasive electrophysiological monitoring devices; the Nemo
fetal monitor (Nemo Healthcare BV, Eindhoven, the Netherlands) and the Porti
system (TMSi, Enschede, the Netherlands), operating at sampling rates of 500 Hz
and 512 Hz, respectively. Both devices were approved by the Medical Technical
Service Department of the Máxima Medical Center.

The recordings were analyzed offline. Recordings were first pre-processed to
suppress the maternal ECG using a dynamic template subtraction technique
[120]. The signals remaining after maternal ECG suppression were spatially com-
bined to enhance the signal-to-noise ratio of the fetal ECG with respect to remain-
ing electrophysiological interferences (e.g. muscle activity) [196, 209]. Finally, a
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Figure 8.2: The six channel fetal electrocardiogram is recorded with electrodes on the
maternal abdomen, placed in a fixed configuration. The ground (GND) and
reference (REF) electrode are placed near the belly button. The electrodes are
connected to a battery operated data acquisition system (Nemo Healthcare
BV), which filters, amplifies, and digitises the data for further processing. This
system is connected to a computer.

wavelet-based R-peak detection was performed to obtain a beat-to-beat FHR
[150]. In case no R-peaks were detected using all six channels, channels with
good quality fetal ECG were selected manually to avoid negative effects on the
spatial combination of those channels that were dominated by interferences.

Prior to HRV analysis, the obtained heart rates were automatically analyzed
for incorrect RR-intervals. RR-intervals shorter than 0.3 seconds or longer than
1.2 seconds (<50 or >200 bpm) were assumed to be incorrect [150]. Furthermore,
if an RR-interval deviated more than 12% from a running average RR-interval, it
was also assumed to be incorrect [168]. The incorrect RR-intervals were replaced
by linear interpolation. To ensure reliable spectral analysis, only heart rate seg-
ments of 60 seconds were included with less than 20% interpolation and less
than five seconds of consecutive interpolation [168]. We only included measure-
ments with at least three segments that met the quality criteria.

8.2.4 Heart rate variability analysis

Fetal HRV was quantified using both time-domain features (short-term variabil-
ity, STV , and long-term variability, LTV) and features from spectral analysis (LF
and HF). The obtained heart rates were resampled at 4 Hz by linear interpolation,
since spectral analysis requires equidistantly distributed signals.

Spectral analysis was performed using a continuous wavelet transform [166].
Based on previous studies, the following frequency bands were selected: 0.04-1.5
Hz for the total power (TP), 0.04-0.15 Hz for LF, and 0.4-1.5 Hz for HF [30, 32,
184, 210, 211]. LF and HF were expressed in absolute units (ms2) and normalised
units (LFn = LF/TP, HFn = HF/TP).
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In addition to spectral powers, STV and LTV were calculated to compare our
results to prior research performed with CTG measurements. LTV was calcu-
lated as the difference between the maximum and minimum RR-interval in ev-
ery 60 seconds segment [34, 212]. STV was calculated as the mean of absolute
differences between consecutive RR-intervals in every 60 seconds segment [34].
Note that in CTG (ultrasound) monitoring, STV is defined based on epochs (e.g.
1/16th of a minute) because FHR is not acquired beat-to-beat. However, since
the gold standard for STV is beat-to-beat variation [212], we used the aforemen-
tioned ECG-based STV calculation.

8.2.5 Statistical analysis

Descriptive statistics were used to describe the study population and outcome
measures. No further statistical analysis was performed. For each fetus a differ-
ent number of segments were available during the study period, mainly due to
variations in ECG signal quality. The result on each day was compared to the
reference measurement.

8.3 Results
The inclusion process is depicted in Fig. 8.3. Initially, 68 women were included
in this study. Three patients requested withdrawal from the study because of
poor prognosis for an extreme premature child (1), technical issues (1) and in-
convenient timing of measurements for the patient (1). In one patient unexpected
intra-uterine fetal death occurred during the study period. Extensive evaluation
revealed no evident cause. In 28 patients we were able to obtain a complete set
of measurements, of which 16 were excluded due to insufficient data quality
(less than three good quality segments per measurement) in one or more of the
measurements. Eventually, 12 patients were included with a complete set of suf-
ficient data quality. Table 8.2 shows the patient characteristics of the included
cases. The amount of available segments for analysis is displayed in Table 8.1.

Measurements during day 0, and/or day 4, and/or day 5 were compared in
five patients. In Fig. 8.4, LF, HF, LFn, and HFn are displayed. As expected, the
absolute fetal HRV values showed some inter- and intra-patient variation, which
can mainly be explained by variation in the segments that were recorded during
active and quiet states and by variation in gestational age of the fetuses. LFn and
HFn show better comparability during day 0, 4, and 5, since these normalised
values are not masked by changes in total power. For instance, these values are
not influenced by fetal activity states.

Our outcome of interest was fetal HRV. Descriptively, in Fig. 8.5 we see an
increase in LTV and STV on day 1, and a decrease on day 2 and 3 as compared
to the reference measurement. For LF and HF, we see the same trend. For LFn
and HFn we see little changes during the study period.
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68 inclusions

Exclusions: 19
- Congenital anomaly 4

- Cardiac arrhythmia 1

- Fetal growth restriction 1

- No betamethasone administration 6

- Measurements* 7

Drop-out: 21
- Preterm labour 10

- Discharged 7

- Withdrawal 3

- Stillbirth 1

28 complete series 

of measurements
16 series with insufficient data quality

12 series with sufficient data quality

*Patients were excluded if the measurements were not performed within the time window (between
20 and 28 hours after the previous measurement), had one or more missing measurement in the
series, or were insufficient in data quality.

Figure 8.3: Overview of the inclusion process.

Table 8.1: Amount of segments available for analysis.

Segments for analysis/ Percentage of
total segments segments for analysis

Reference measurement
Day 0a 103/110 94%
Day 4 201/305 66%
Day 5b 162/278 58%

Day 1 332/580 57%
Day 2 214/403 53%
Day 3 223/407 55%

a Day 0: measurements performed in 3 out of 12 patients.
b Day 5: measurements performed in 9 out of 12 patients.
On the other study days, measurements were performed in all 12 patients.
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Table 8.2: Patient characteristics and pregnancy outcome.

case Maternal Indication Relevant history wG at Medication wG at Birth weight Apgar NICU
gravidity, inclusion (not betamethasone) delivery percentilea score admission
parity 1/́5´

1 G1P0 TPL - 24+4 Nifedipine,indomethacin, 25+4 50 7/8 Yes
LMWH

2 G1P0 PE May-Turner, 33+4 LMWH,methyldopa 34+3 5-10 9/10 No
thrombosis,

3 G2P1 VBL Gestational diabetes 31+1 Progesterone (vaginal), 33+5 50-80 9/10 No
nifedipine, augmentin

4 G2P1 PPROM - 33+0 Nifedipine, erythromycin 34+1 50-80 8/9 No
5 G2P1 TPL - 26+2 Nifedipine, 39+5 50-80 5/9 No
6 G1P0 TPL LEEP 29+2 Nifedipine, 40+1 80 9/10 No
7 G1P0 VBL - 25+2 - 38+1 20-50 9/10 No
8 G2P1 TPL Pre-existent 26+1 Nifedipine,labetalol, 36+6 50-80 8/10 No

hypertension magnesium sulphate,
indomethacin

9 G2P1 TPL - 25+6 Nifedipine, progesterone 40+4 50 9/10 No
(vaginal)

10 G2P1 VBL - 33+0 Iron tablets 37+5 90-95 9/10 No
11 G1P0 TPL - 30+6 Nifedipine 32+6 >97 9/10 No
12 G1P0 VBL LEEP 26+6 - 33+5 50-80 ?/10 No

a Birth weight percentile: percentiles are corrected for parity, gestational age at delivery and sex, and apply to the Dutch population.
Source: Perined.
Abbreviations: LEEP = loop electrosurgical excision procedure of the cervix, LMWH = low molecular weight heparin, NICU = neonatal
intensive care unit, PE = pre-eclampsia, PPROM = premature prelabor rupture of membranes, TPL = threatened preterm labor, VBL
= vaginal blood loss.
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Figure 8.4: Verification of the reference measurement. Median value and full range plot of
LF, HF, LFn, and HFn on days 0, and/or day 4, and/or day 5 for five patients.
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Figure 8.5: Changes in fetal HRV parameters during the study period. The x-axis shows
the number of days after the first administration of betamethasone. Day 0 is
the median value of the measurements during day 0, and/or day 4, and/or
day 5. The outcomes are depicted as median values with interquartile ranges.
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8.4 Discussion
Up to our knowledge, this is the first study on the influence of betamethasone
on spectral estimates of fetal HRV measured by non-invasive fetal ECG record-
ings with electrodes on the maternal abdomen. As we anticipated, over 80% of
our inclusions could not be used in the final analysis; we aimed for at least 50
inclusions and expected to end with 10-20 complete sets of measurements. This
was mainly due to loss to follow-up and insufficient data quality. Insufficient
data quality is a general problem encountered when studying HRV with spec-
tral analysis [185, 190]. We applied a high standard for good signal quality; only
measurements containing at least three segments with good signal quality per
measurement were selected. Since we preferred data quality over data quantity,
only a limited number of series (12) were available eventually. Therefore, we
decided to describe our study results and not perform any statistical analysis.
Hence, our study results should be interpreted with appropriate caution.

8.4.1 Heart rate variability outcomes

We found a similar trend in LTV and STV with fetal ECG analysis as compared to
previous studies that used CTG analysis [191]. A more accurate way to evaluate
autonomic modulation is spectral analysis of the beat-to-beat FHR. LF and HF
are absolute spectral estimates, that relate to LTV and STV . As expected, the
same trends are seen during the study period for these parameters.

Due to normalisation, relative changes in LF and HF are not masked by
changes in total power. Both LFn and HFn show little changes during the study
period. This indicates that the influence of autonomic modulation is minor.

8.4.2 Considerations

We defined the reference measurement as the median value of the measurements
during day 0, and/or day 4, and/or day 5. Although relatively good compara-
bility was seen for fetal HRV values, this remains second best with regard to a
true baseline measurement.

The high number of measurements that had to be excluded due to poor sig-
nal quality, can mainly be explained by presence of vernix caseosa. This fatty
layer surrounds the fetus and results in an electrical isolation, which diminishes
the signal amplitude of the fetal ECG. Especially between 30 and 34 wG, this
layer causes a poor signal-to-noise ratio [109, 190]. We do not expect any other
major influencing factors on signal quality. Analysis of the data was mainly per-
formed computerised. It is possible that failed registration results in selection
bias, although the influence is expected to be minor.

As shown in Table 8.1, the mean amount of available segments per day was
always more than 50%. One has to bear in mind that this is in selected series
with sufficient quality of the performed measurements. There are no obvious
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differences between the measurement days; the amount of available segments is
steady between 52% and 57%. Only the measurements performed on day 0 show
a higher percentage of available segments. However, only 3 out of 12 patients
were eligible for a measurement during day 0.

By including patients receiving other pregnancy-related drugs rather than be-
tamethasone, we aimed to obtain information that is applicable in daily clinical
practice. Nifedipine and indomethacin seem to have no clinically important ef-
fect on fetal HRV, while magnesium sulphate can cause decreased fetal HRV and
cases of bradycardia have been described [104]. In one case, magnesium sulphate
was administered during days 1, 2 and 3 of the study period. Since magnesium
sulphate was not administered during the reference measurement, this might
have had some influence on the study results. In one case labetalol was adminis-
tered to the patient; this was already started prior to the measurements and no
changes in dosage occurred during the study period. Therefore, it is not likely
that this had major influence on the study results. It is unlikely for amoxicillin-
clavulanic acid, low-molecular weight heparin, methyldopa and progesterone to
have any influence on fetal HRV parameters due to their mechanism of action.

Apart from pathological conditions, two major factors that one should con-
sider when assessing FHR patterns are gestational age and fetal behavioural
states [97]. Previous studies show that gestational age significantly affects the fe-
tal HRV power spectrum, with a gradual increase in LF and HF during gestation
[77, 79, 190]. In this study, the included fetuses had a gestational age varying
from 24 to 33 wG. Since we studied fetuses on successive days and were inter-
ested in relative changes in fetal HRV parameters, the influence of the increase
in LF and HF during gestation is likely to be minor. This study demonstrated an
increase in time spent in the quiet state following betamethasone administration.
This might be caused by disturbance of the maternal glucose metabolism [213],
which is a known side effect of corticosteroids.

Fetal HRV and fetal movements are two parameters associated with fetal well-
being. The reduction in both, due to betamethasone administration, can be mis-
interpreted as fetal deterioration and can therefore possibly lead to unnecessary
iatrogenic preterm delivery [214, 215]. Most likely, the reduction in fetal move-
ments is a direct effect of corticosteroid administration, possibly by occupying
the glucocorticosteroid receptor in the central nervous system, suppressing neu-
ronal activity and therefore reducing physical activity in the fetus [191]. No
other signs of fetal hypoxia, like decelerations or abnormalities in Doppler flow
velocity waveforms, have occurred after corticosteroid administration [214–218].
In addition, Shenhav et al. [219] demonstrated that reduced fetal HRV was not
related to the fetal acid-base balance at birth when delivery occurred <48 hours
following betamethasone administration. This study confirms these results, since
the influence of autonomic modulation was found to be minor (reflected as no
evident changes in normalised spectral powers during the study period). How-
ever, in fetal monitoring it is important to be aware of the side-effects, such as
reduced fetal HRV and fetal movements.
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8.5 Conclusion
The changes in fetal HRV following betamethasone administration show the
same pattern when calculated by spectral analysis of the fetal ECG, as when
calculated by Doppler-ultrasound CTG. Since normalised spectral values show
little changes, the influence of autonomic modulation is minor.
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9.1 Discussion
Monitoring of the fetal condition and early recognition of fetal distress are of
vital importance to ensure timely intervention. One of the most important fea-
tures to assess in fetal monitoring is fetal heart rate variability (HRV) [7]. Since
the autonomic nervous system (ANS) controls the fetal heart rate (FHR), changes
in fetal HRV are indicative of ANS regulation and can indirectly provide infor-
mation about fetal distress [29, 30]. Recent studies have shown interest in com-
puterized analysis of fetal HRV for detection of fetal distress [31–39]. However,
most clinicians currently use Doppler ultrasound (US) to monitor the FHR. Since
FHR from Doppler US can only provide an averaged FHR, its use for computer-
ized analysis of fetal HRV is limited. Instead of the averaged FHR from Doppler
US, a beat-to-beat FHR can be obtained from the fetal electrocardiogram (ECG).
Besides accurate FHR information, the fetal ECG also provides additional mor-
phology information that could be used to assess the fetal condition [13, 15, 19,
47]. Unfortunately, in clinical practice the fetal ECG is currently only available
via invasive measurement using a scalp electrode. Hence, the fetal ECG can only
be obtained during labor after sufficient cervical dilation and after the fetal mem-
branes have ruptured.

The fetal ECG can also be recorded non-invasively with electrodes on the
maternal abdomen. However, the non-invasiveness comes at the expense of typ-
ically low signal to noise ratios (SNR) of the fetal ECG. In the first part of this
thesis we focused on improving signal quality and reliability of FHR detection.
In addition to these technical challenges, it is also necessary to study the physi-
ological context in which the acquired FHR can be used for computerized HRV
analysis. In the second part of this thesis we focused on the application of com-
puterized analysis of fetal HRV for detection of fetal distress.

Before FHR detection can be performed, it is required to suppress the power
line interference (PLI) from the abdominal recordings. Although PLI suppression
is a mature domain, filtering PLI from ECG recordings remains a challenging
task due to the overlap of the PLI frequency and the frequency content of the
ECG [112]. Filtering PLI with classical fixed-bandwidth notch filters results in
a ringing effect in the ECG [131]. Especially for the fetal ECG, ringing leads to
significant distortions of the ECG waveform, because the frequency content of
the fetal ECG is relatively high and it strongly overlaps with the PLI frequency.
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Ringing distortion in the fetal ECG waveform may result in inaccuracies if the
waveform information is used for further analysis, e.g. for morphology analysis
or for the FHR detection that was described in Chapter 4. In Chapter 3 a Kalman
smoother with adaptive noise estimation was presented to suppress the PLI. All
non-PLI signals (a.o. the ECG) in the Kalman smoother are represented by the
observation noise term. During an ECG complex, the parameter adaptation of
the Kalman smoother is reduced because the observation noise increases as the
ECG amplitude increases. The combination of an adaptive smoothing filter and
adaptive noise estimation resulted in minimal distortion of the ECG waveform.
The proposed method outperformed other methods in the literature in terms of
PLI suppression and step response settling time.

The abdominal signals that remain after PLI suppression contain the fetal ECG
and interferences such as the maternal ECG, abdominal muscle activity, and ac-
tivity from the uterine muscle [45]. The low amplitude of the fetal ECG with
respect to these interferences makes FHR detection difficult. Moreover, the fetal
position and orientation can change with respect to the abdominal electrodes
during a recording. As a consequence, the fetal ECG waveform that is measured
at the abdomen can vary, which further complicates FHR detection [48–50]. In
Chapter 4 a method was presented for FHR detection that uses predictive mod-
els of the fetal ECG waveform and the FHR. In this method the information
of the FHR model is used to update an ECG waveform model. The informa-
tion of the waveform model is subsequently used to detect the FHR and update
the FHR model. To overcome a possible lack of convergence due to circular
reasoning, the ECG waveform and FHR models are combined within an hierar-
chical Bayesian framework. As the fetal ECG is typically recorded by an array of
electrodes that covers the maternal abdomen, the model is extended to a multi-
channel approach. The developed method outperforms state-of-the-art methods
that have been proposed in the literature in terms of detection accuracy. Our
method works well even under low and varying SNR conditions.

In the second part of this thesis we focused on some of the challenges in us-
ing fetal HRV analysis for detection of fetal distress. Although several studies
have shown that computerized analysis of fetal HRV provides information on
fetal distress, these studies do not account for the strong influence of uterine
contractions on the cardiovascular control and hence on fetal HRV, which limits
the performance in these studies. In Chapter 5 we hypothesised that separat-
ing contractions from rest periods improves the HRV analysis for detection of
fetal distress during labor. To test our hypothesis, we used a case-control study
in which we compared HRV features of 14 healthy fetuses to that of 14 fetuses
with asphyxia. Several conventional HRV features were calculated that describe
different properties of cardiovascular control. We did not find a significant differ-
ence for HRV features that were calculated without separating contractions and
rest periods. In contrast, separating contractions from rest periods did result in
significant differences for HRV features between cases and controls.
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In Chapter 6 we examined whether detection of fetal distress can be improved
by combining HRV features that were calculated without distinguishing contrac-
tions and rest periods with contraction-dependent HRV features. In this study
we also examined whether using contraction-dependent HRV features could
lead to earlier detection of fetal distress. A dataset was used of 100 recordings,
containing 20 cases of fetuses with asphyxia. We used a Genetic Algorithm to
determine the most informative subset from an extensive set of HRV features.
The classification performance of these feature subsets for detection of fetal dis-
tress was evaluated with Support Vector Machines (SVMs). We showed that
combining HRV features calculated without distinguishing contractions with
contraction-dependent HRV features improves the detection rate of fetal distress.

From the studies in Chapters 5 and 6, it appeared that in particular the ratio
between HRV features calculated during contractions and during rest periods
improved the HRV analysis. For healthy fetuses, the HRV features during con-
tractions are relatively high, indicating a healthy response of the cardiovascu-
lar system to changes in external pressure. During rest periods a healthy fetus
quickly recovers and the HRV features are relatively low. In contrast to healthy fe-
tuses, distressed fetuses are unable to adequately respond to changes in pressure
caused by contractions and the HRV features are relatively low during contrac-
tions. Besides, the oxygen concentration in the fetal blood is low after a contrac-
tion has ended and cardiovascular control is also required during rest periods,
leading to relatively high HRV features during rest periods. As a consequence,
we observed that the ratio of HRV features calculated during contractions and
rest periods is higher for healthy fetuses compared to fetuses in distress.

In the studies in Chapters 5 and 6 we focused on term fetuses and we did
not consider the influence of medication on fetal HRV. Effects of maturation and
medication on fetal HRV should, however, be accounted for before computer-
ized fetal HRV analysis can be used in clinical practice. Non-invasive fetal ECG
recordings are required to study the effects of maturation and medication on
beat-to-beat fetal HRV, because for measurements in these studies the fetal mem-
branes are still intact and invasive recording of FHR is impossible. In Chapter
7 we examined the influence of maturation on fetal HRV using a longitudinal
study with measurements performed every two weeks. It was found that fetal
HRV increases with gestation age, probably due to increased sympathetic and
parasympathetic modulation because of maturation of the ANS. In Chapter 8
the influence of administration of corticosteroids on fetal HRV was examined.
Corticosteroids are often used in case of threatening preterm labor to expedite
fetal lung maturation. A cohort study was performed with measurements dur-
ing five successive days after administration of corticosteroids. During day 1 an
increase in fetal HRV was seen, followed by a decrease during day 2. After day
3, HRV values returned back to normal. The change in fetal HRV following cor-
ticosteroid administration is likely to correspond to changes in quiet and active
state of the fetus.
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9.2 Future directions
The first documented attempt to record the fetal ECG was performed by Cremer
in 1906 [43]. Since then, developments in fetal ECG monitoring lost momentum
due to difficulties to extract a good quality fetal ECG. In the 1960s, the fetal
ECG regained interest after the introduction of the invasive fetal ECG [13, 15,
19, 47, 102]. However, several drawbacks restrict its use in clinical practice, i.e.
invasiveness and only single lead ECG information [103]. To overcome these
limitations, a renewed interest has been shown in the non-invasive fetal ECG.
With improvements in computational power, new processing techniques have
become available that allow for more reliable extraction of the fetal ECG from
the non-invasive recordings.

In spite of the efforts to enhance the signal quality of the non-invasive fetal
ECG, there is still a lot to gain in this area. We hope that the methods that have
been developed in this thesis will increase the chance that the non-invasive fetal
ECG becomes a standard monitoring technique. Several improvements need to
be made before our methods can be used in clinical practice. The most critical
points are discussed below for each chapter.

The model that was used to describe the PLI in Chapter 3 assumes that vari-
ations in PLI phase and frequency are small. In most developed countries this
approximation holds because the PLI is relatively stable. To use the method in
countries where the PLI is less stable, it is necessary to extend the model to a
non-linear model that also estimates the PLI phase and frequency. Another as-
sumption of the PLI model is that the observation noise is white. However, the
observation noise represents all non-PLI signals and thus also consists of corre-
lated physiological noise. A whitening filter could be implemented to ensure that
the observation noise is uncorrelated. The design of the whitening filter should
account for the non-stationary frequency content of the observation noise (e.g.
because the frequency content of the ECG varies over time).

One of the critical improvements for the FHR detection method in Chapter 4
is to adapt the method for online applications. Although the method works well
even under low and varying SNR conditions, it can only be used for offline ap-
plications or for applications where a delay of at least one minute is allowed. For
online bedside monitoring a delay of one minute would be too long for detec-
tion of fetal distress. Moreover, for online use the computational complexity of
the method needs to be reduced. Besides improvements for online applications,
the models used for the fetal ECG waveform and FHR are developed for normal
conditions. The performance of the method is expected to reduce in case of an
abnormal ECG waveform (e.g. congenital abnormalities) or abnormal FHR (e.g.
during premature cardiac contractions or strong decelerations). For future work
it would be interesting to extend our ECG and FHR model to include abnormal
conditions.

In Chapters 5 and 6 we showed that combining contraction-dependent HRV
features with regular HRV features improves the classification performance
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for detection of fetal distress. To calculate the contraction-dependent HRV fea-
tures we used visual annotation of uterine contractions. Not only is this a time-
consuming process, it can also suffer from inter-observer variability. To use
contraction-dependent HRV features in clinical practice, uterine contractions
should be detected automatically. Besides, the number of cases with asphyxia
that was used in these studies was relatively small, mainly due to the low inci-
dence of fetuses with adverse outcome. To gain more insight into which combina-
tion of HRV features is the most informative, further study using a larger dataset
is required. If a larger dataset is available, it would be interesting to use other
clinical information in addition to the FHR as input for the classifier (e.g. ges-
tational age, maternal age, or administered medication). In case (non-invasive)
fetal ECG recordings are used, information from the fetal ECG waveform could
also be included in the classifier. Finally, it would be interesting to explore the
use of more model-based approaches such as point-process models to describe
the FHR and fetal HRV.

From Chapters 7 and 8 it becomes clear that one of the major challenges to
overcome for the non-invasive fetal ECG is the low percentage of data that is
available for HRV analysis. It should be stressed that these studies were con-
ducted with older signal processing methods and not with the methods that are
presented in this thesis. When the recordings are analyzed with our newly devel-
oped methods the percentage of recordings with usable FHR for HRV analysis
increases from 14% to 66% for the longitudinal study and 60% to 86% for the
corticosteroid study. The percentage of usable recordings for the longitudinal
study is lower because this also includes recordings that were performed before
20 weeks of gestation. With more available FHR data, the studies in Chapter 7
and 8 can be repeated, which hopefully leads to more conclusive results. Despite
improvements in signal processing, it should be noted that in the period between
28 and 34 weeks of gestation the signal quality is reduced due to the presence
of the vernix caseosa. Hence, further technological developments are required to
improve the signal quality of the non-invasive fetal ECG during this period.

In recent years, the non-invasive fetal ECG has developed from a technique
that was mostly used by researchers in controlled settings to a commercially
available monitoring technique. Developments in both hardware and software
have resulted in non-invasive and wireless applications. Currently, several com-
mercial non-invasive fetal ECG monitors have found their way to the market.
Yet, commercial applications for the non-invasive fetal ECG monitors are still in
their infancy and we hope that the methods that were developed in this thesis
will bring the non-invasive fetal ECG one step closer to clinical use.
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