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1 Introduction

In this technical report, the proof of Theorem 1 can be found. Sections 2-4 are copies of the
Sections 2-4 of the American Control Conference paper. Section 5 presents the proof of Theorem
1.
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2 Extremum-seeking control problem for time-varying out-

puts

Consider the following multi-input-multi-output nonlinear plant:

Σp :
{ ẋ(t) = f(x(t),u(t),w(t))

e(t) = g(x(t),u(t),w(t)),
(1)

where x ∈ R
nx is the state of the plant, u ∈ R

nu is the input of the plant, e ∈ R
ne is the output

of the plant, w ∈ R
nw are disturbances, and t ∈ R is time. In the context of extremum-seeking

control, the input u is a vector of tunable plant parameters, the output e is a vector of measured
performance variables, and w are (time-varying) disturbances, for which we adopt the following
assumption.

Assumption 1 The disturbances w(t) are piecewise continuous, defined and bounded on t ∈ R.
Moreover, there exists a constant ρw ∈ R>0 such that w(t) ∈ W for all t ∈ R, with W = {w ∈
R

nw : ‖w‖ ≤ ρw}.

In addition, we adopt the following assumption on the plant.

Assumption 2 The plant Σp in (1) is globally exponentially convergent1 for all constant inputs
u ∈ U , where U ⊂ R

nu is a compact set.

Remark 1 Assumption 2 guarantees that, for any constant u ∈ U and any w(t) ∈ W, there
exists a unique globally exponentially stable (time-varying) steady-state solution. This assumption
is the time-varying analogue of the common assumption in extremum-seeking literature on the
plant exhibiting globally asymptotically stable equilibria. In many (nonlinear) control problems,
for example tracking, synchronization, observer design and output regulation problems, the con-
vergent system property that all solutions of a closed-loop system converges to some steady-state
solution and thus "forget" their initial condition plays an important role. Moreover, this property
is immediate for asymptotically stable linear time-invariant systems with inputs.

From Assumptions 1 and 2, it follows that for all constant inputs u ∈ U and all disturbances
w(t) ∈ W there exists a unique steady-state solution of the plant Σp, which is defined and
bounded on t ∈ R and globally exponentially stable (GES). The steady-state solution is denoted
by x̄w(t,u), emphasizing the dependency on time-varying disturbances w(t) and constant inputs
u, and satisfies

˙̄xw(t,u) = f(x̄w(t,u),u,w(t)). (2)

In addition, we adopt the following assumption.

Assumption 3 The steady-state solution x̄w(t,u) is twice continuously differentiable in u and
satisfies

∥

∥

∥

∂x̄w

∂u
(t,u)

∥

∥

∥
≤ Lxu, (3)

for all t ∈ R, all u ∈ U , and some constant Lxu ∈ R>0.

Furthermore, it follows from Assumption 2 that there exists a unique steady-state output of
the plant Σp in (1), denoted by ēw(t,u), which is given by ēw(t,u) = g(x̄w(t,u),u,w(t)). It
is the task of the designer to define a bounded cost function, denoted by Z, that quantifies
the performance of interest for the plant under study. Then, the corresponding measured plant
performance is given by

y(t) = Z(e(t),u(t)), y ∈ R. (4)

For all constant inputs u ∈ U and all (time-varying) disturbances w(t) ∈ W , the steady-state plant
performance ȳw(t,u) is given by ȳw(t,u) = Z(g(x̄w(t,u),u,w(t)),u). Our aim is to find the
constant input values u that minimize the measured steady-state plant performance ȳw, yielding

1For definitions of convergent systems the reader is referred to Section 2.2 in [19].
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the optimization of the steady-state plant output ēw. In the context of extremum-seeking control,
ideally the measured steady-state plant performance ȳw is constant for constant inputs u; this
forms one of the basic assumptions in the extremum-seeking literature [2], [7]. However, due to the
time-varying nature of the disturbances w(t) in (1), in general, the measured steady-state plant
performance ȳw is time-varying in nature (also for constant u).

To deal with time-varying plant outputs, consider the series connection of the plant Σp as in
(1), the cost function Z as in (4), and additionally a filter, denoted by Σf , which reads

Σf :
{ ż(t) = αzh(z(t), y(t))

l(t) = k(z(t)),
(5)

where αz ∈ R>0 is a tuning parameter, z ∈ R
nz is the state of the filter, y ∈ R is the input of

the filter defined by (4), and l ∈ R is the output of the filter. Intuitively, the filter Σf acts as
an averaging operator on y(t), utilized to quantify performance of the plant similar to the use of
exponentially weighting filters [9], [17]. Basically, if we tune αz small, the solution of z(t) will
vary "slowly" in time, i.e., the output of the filter l(t) will be quasi-constant and determined
predominantly by the average of y(t).

The series connection of the cost function Z in (4) and the filter Σf in (5), we call the dynamic
cost function. We adopt the following assumption on the dynamic cost function.

Assumption 4 The dynamic cost function consisting of the cascade of Z and Σf , given by (4)
and (5), respectively, is exponentially input-to-state convergent2 for all constant inputs u ∈ U and
all αz ∈ R>0.

The series connection of the nonlinear plant Σp in (1), the user-defined cost function Z in (4),
and the to-be-designed filter Σf in (5) is referred to as the extended plant Σ and is schematically
depicted in Fig. 1. The dynamics of the extended plant is given by

Σ :

{ ẋ(t) = f(x(t),u(t),w(t))

ż(t) = αzh(z(t), Z(g(x(t),u(t),w(t)),u(t)))

l(t) = k(z(t)).

(6)

We adopt the following assumption on the extended plant regarding the smoothness of functions.

Assumption 5 Functions f and g in (1) are twice continuously differentiable in x and u and
continuous in w. Function Z in (4) is twice continuously differentiable with respect to both argu-
ments. Functions h and k in (5) are twice continuously differentiable with respect to all arguments.

Remark 2 The smoothness of the functions f and g in Assumption 5 is a common assumption
in the extremum-seeking literature, see, e.g., [2], [7]. The smoothness of the functions Z, h, and
k can easily be satisfied by design.

By similar arguments as in the proof of Property 2.27 in [19], we can conclude from Assumptions
2 and 4 that the extended plant Σ in (6) is globally exponentially convergent for all constant
inputs u ∈ U and disturbances w(t) ∈ W . As such, there exists a unique steady-state solution
of Σf , induced by the extended plant, which is defined and bounded on t ∈ R and GES. This
steady-state solution is denoted by z̄w(t,u, αz), emphasizing the dependency on time-varying
disturbances w(t), constant inputs u, and the tunable parameter αz, and satisfies

˙̄zw(t,u, αz) = αzh(z̄w(t,u, αz), ȳw(t,u)). (7)

In addition, we adopt the following assumption.

Assumption 6 There exists a twice continuously differentiable function qw : Rnu → R
nz , re-

ferred to as the constant performance cost, such that

lim
αz→0

z̄w(t,u, αz) = qw(u), (8)

2For the definition of input-to-state convergent the reader is referred to Definition 2.18 in [19].
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Σp Z Σf
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u
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Σ

Figure 1: The extended plant Σ, i.e., series connection of the nonlinear plant Σp, the user-defined cost
function Z, and the to-be-designed filter Σf .

for all t ∈ R and all u ∈ U and w(t) ∈ W. Moreover, there exist constants δw ∈ R≥0, related to
the disturbances w(t) and the extended plant Σ, and Lz1 ∈ R>0, such that

‖z̄w(t,u, αz)− qw(u)‖ ≤ αzδw, (9)

and
∥

∥

∥

∂z̄w

∂u
(t,u, αz)− dqw

du
(u)
∥

∥

∥
≤ αzLz1, (10)

for all t ∈ R, all u ∈ U and all 0 < αz ≤ ǫz for some ǫz ∈ R>0.

Hence, by Assumption 6, under steady-state conditions of the plant Σp, the cost function Z,
the filter Σf , the limit αz → 0, and for constant inputs u ∈ U , we have that the parameter-
to-steady-state performance cost of the plant can be characterized by the static input-to-output
map

Fw(u) := k(qw(u)), ∀ u ∈ U . (11)

We refer to the map Fw as the objective function. To minimize the steady-state plant performance
ȳw, we aim to find the plant parameter values for which the objective function in (11) is minimal.
We further assume that the dynamic cost function Z + Σf is designed such that there exists
a unique minimum of the objective function Fw on the compact set U for any (time-varying)
disturbance w(t) ∈ W satisfying Assumption 1, where the minimum of the map Fw corresponds
to the optimal plant performance. This assumption is formulated as follows.

Assumption 7 The objective function Fw : Rnu → R in (11) is twice continuously differentiable
and exhibits a unique minimum in the interior of the compact set U . Let the corresponding optimal
input u∗ be defined as

u
∗ = argmin

u∈U

Fw(u). (12)

Furthermore, there exists a constant LF1 ∈ R>0 such that

dFw

du
(u)(u− u

∗) ≥ LF1‖u − u
∗‖2, ∀ u ∈ U . (13)

From Assumption 7, it follows that the vector of tunable plant parameters u will converge to
optimal input u∗ if we are able to design a controller that drives the tunable plant parameters u

in opposite direction of the gradient of the objective function in (11). However, since the steady-
state solutions of the plant in (1) and the filter in (5) and the objective function Fw are unknown,
we typically cannot design such a gradient-descent controller. Information of the objective function
can only be obtained through measured outputs l of the extended plant in (6). The measured
output differs from the objective function Fw in two ways; i) due to the dynamics of the plant in
(1) and the filter in (5) not being in steady-state, and ii) due to the presence of (time-varying)
disturbances w(t) and the design parameter αz which, in the presence of time-varying disturbances
w(t), is typically designed to be small, but still non-zero and positive. Nevertheless, we aim to
steer the inputs u to their performance optimizing values u∗ by using the measured extended
plant output l(t) as feedback to an extremum-seeking controller that is introduced in the next
section.

3 Extremum-seeking controller

The controller design proposed here follows from the one in [12, Ch. 2]. In Section 3.1, a dither
signal design is presented, in Section 3.2, a model of the input-to-output behavior of the plant is
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presented to be used as a basis for gradient estimation, in Section 3.3, a least-squares observer
to estimate the state of that model (and therewith the gradient) and a normalized optimizer
to steer the plant parameters u to the minimizer u∗ are presented, and, in Section 3.4, tuning
guidelines are provided for the closed-loop system composed of the extended plant Σ in (6) and
the extremum-seeking controller.

3.1 Dither signal

To estimate the gradient of the objective function and use this estimated gradient to drive u

towards u∗ by an optimizer, we define the following input signal:

u(t) = û(t) + αωω(t), (14)

where αωω is a vector of perturbation signals with amplitude αω ∈ R>0, and û is referred to as
the nominal input to be generated by the extremum-seeking controller. The vector ω is defined
by ω(t) = [ω1(t), ω2(t), ..., ωnu

(t)]⊤, with

ωi(t) =

{

sin
(

i+1
2

ηωt
)

, if i is odd,
cos
(

i
2
ηωt
)

, if i is even,
(15)

for i = {1, 2, ..., nu}, where ηω ∈ R>0 is a tuning parameter. The purpose of the perturbation signal
is to provide sufficient excitation to accurately estimate the gradient of the objective function. The
nominal plant parameters û can be regarded as an estimate of the minimizer u∗.

3.2 Model of input-to-output behavior of the extended plant

To obtain an estimate of the gradient of the objective function, we model the input-to-output
behavior of the extended plant in (6), that is, from the nominal input û to the measured output
of the extended plant l, in a general form. Let the state of the model be given by

m(t) = [Fw(û(t)) αω
dFw

du
(û(t))]⊤. (16)

From Taylor’s Theorem and (14), Fw can be written as

Fw(u(t)) = Fw(û(t)) + αω
dFw

du
(û(t))ω(t)

+ α
2
ωω

⊤(t)

∫ 1

0

(1− σ)
d2Fw

dudu⊤
(û(t) + σαωω(t))dσω(t).

(17)

The dynamics of the state in (16) is governed by

ṁ(t) = A(t)m(t) + α
2
ωBs(t)

l(t) = C(t)m(t) + α
2
ωv(t) + r(t) + d(t),

(18)

with the matrices A, B and C defined as

A(t)=

[

0
˙̂u⊤(t)
αω

0 0

]

, B=

[

0
I

]

, C(t)=
[

1 ω
⊤(t)

]

, (19)

and the signals s, v, r, and d defined as

s(t) :=
d2Fw

dudu⊤
(û(t))

˙̂u(t)

αω

,

v(t) :=ω
⊤(t)

∫ 1

0

(1− σ)
d2Fw

dudu⊤
(û(t) + σαωω(t))dσω(t),

r(t) :=k(z(t))− k(z̄w(t,u, αz)),

d(t) :=k(z̄w(t,u, αz))− k(qw(u(t))). (20)
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e y l

Σo
m̂

û

α!!
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extremum-seeking controller

_̂
u

Figure 2: The closed-loop system composed of the extended plant Σ, the observer Σo, the optimizer Σr,
and the dither signal αωω.

The signals s, v, r and d can be interpreted as unknown disturbances to the model. The influences
of s, v, r and d on the state and output of the model in (18) are small if i) û is slowly time varying,
if ii) αω is small, if iii) the states x of the plant in (1) and the states z of the filter in (5) are close
to their steady-state values, and if iv) αz is small.

The state m in (16) contains an estimate of the gradient of the objective function, scaled by
the perturbation amplitude αω. Hence, an estimate of the gradient of the objective function can
be obtained from an estimate of the state m. Based on this gradient estimate, an optimizer can
steer the plant parameters u to the minimizer u∗. In the next section, a least-squares observer
and an optimizer for this purpose are proposed.

3.3 Controller design

We introduce an extremum-seeking controller that is composed of a dither signal as in (14), a
least-squares observer to estimate the state m of the model in (18), and an optimizer that uses
the estimate of the state m of the observer, denoted by m̂, to steer the nominal plant inputs û

to their performance optimal values u∗.
The least-squares observer, denoted by Σo, is given by

Σo :



















˙̂m(t)=
(

A(t)− ηmσrQ(t)D⊤D
)

m̂(t)

+ηmQ(t)C⊤(t)(l(t)−C(t)m̂(t))

Q̇(t)= ηmQ(t) +A(t)Q(t) +Q(t)A⊤(t)

−ηmQ(t)(C⊤(t)C(t) + σrD
⊤D)Q(t),

(21)

where D = [0 I], and ηm, σr ∈ R>0 are tuning parameters related to the observer, referred to as
a forgetting factor and a regularization constant.

The optimizer, denoted by Σr, is given by

Σr : ˙̂u(t) = −λu

ηuDm̂(t)

ηu + λu ‖Dm̂(t)‖ , (22)

with λu, ηu ∈ R>0 being tuning parameters related to the optimizer. Normalization of the
adaptation gain in (22) is done to prevent solutions of the closed-loop system of the extended
plant and the extremum-seeking controller from having a finite escape time if the state estimate
m̂ is inaccurate [12, Ch. 2]. The closed-loop system, composed of the extended plant Σ in (6),
the observer Σo in (21), and the optimizer Σr in (22), is depicted in Fig. 2.

3.4 Tuning guidelines

For the closed-loop system to operate properly, we have design guidelines that guarantee time-scale
separation:

1) The convergence of the solutions of the plant dynamics in (1) to its steady-state operation
is assumed to be fast,

2) The tuning parameter αz of the filter in (5) is chosen small such that the difference between
the time-varying steady-state solution of the extended plant Σ and the performance cost is
small (see Assumption 6), however sufficiently large such that convergence of solutions of
the filter dynamics is on a medium-to-fast time scale,
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3) The dither frequencies parameterized by ηω are chosen slower than the filter dynamics to
provide sufficient excitation, admitting a medium time-scale,

4) The observer should use a sufficiently long time history of the perturbation signals and
measurement signal to be able to accurately extract the state of the model [12, Ch. 2]; the
observer dynamics and its design parameter ηm should be associated with a medium-to-slow
time scale compared to the dither signal,

5) The nominal plant parameters û, induced by the optimizer, should be slowly time varying
with respect to the observer by proper design of the design parameters λu and ηu, admitting
a slow (optimizer) time-scale.

4 Stability analysis

In this section, we will provide a stability result for the closed-loop system described in the previous
sections. Due to the perturbation of the tunable parameter u, the optimizer state û will in general
converge to a region of the performance-optimal value u∗. The next result states conditions on
tuning parameters and initial conditions under which the extremum-seeking scheme guarantees
that û converge to an arbitrarily small set around the optimum u∗.

Theorem 1 Under Assumptions 1-7, there exist (sufficiently small) constants ǫ1, ..., ǫ6 ∈ R>0,
and initial conditions x(0) ∈ X0, symmetric and positive-definite Q(0) ∈ Q0, û(0) ∈ U0, z(0) ∈
Z0, and m̂(0) ∈ M0, where X0 ⊂ R

nx , U0 ⊂ R
nu , Q0 ⊂ R

nu+1×nu+1, Z0 ⊂ R
nz , M0 ⊂ R

nu+1

are compact sets, such that the solutions of the closed-loop system consisting of the extended plant
in (6) and the extremum-seeking controller (consisting of the dither signal in (14), the observer Σo

in (21), and the optimizer Σr in (22)) are uniformly bounded for all αz, αω, ηu, λu, ηm, ηω ∈ R>0

and all σr ∈ R≥0 that satisfy αz ≤ ǫ1, ηω ≤ αzǫ2, ηm ≤ ηωǫ3, αωλu ≤ ηmǫ4, ηu ≤ αωηmǫ5,
and σr ≤ ǫ6. Moreover, the solutions û(t) satisfy

lim sup
t→∞

‖ũ(t)‖ ≤ max
{

αωc1,
ηω

αz

c2,
αzδw

αω

c3

}

, (23)

for some constants c1, ..., c3 ∈ R>0, with ũ(t) = û(t)− u∗.

Proof of Theorem 1 The proof can be found in Section 5. �

Remark 3 Tuning guidelines. Under the conditions of Theorem 1, it follows that, if we are
dealing with constant (or no) disturbances w(t), i.e., δw = 0, the optimizer state û converges to
an arbitrarily small region of the performance-optimal value u∗ if the dither parameters αω and ηω
are chosen sufficiently small for an arbitrary bounded αz. To make the region to which û converges
arbitrarily small in case we are dealing with time-varying disturbances w(t), i.e., δw > 0, see (23),
we subsequently tune αω small to make the first term in the right-hand side of (23) arbitrarily
small, tune αz small to make the third term in the right-hand side of (23) arbitrarily small, and
finally tune ηω small to make the second term in the right-hand side of (23) arbitrarily small.
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5 Proof of Theorem 1

The proof of Theorem 1 is partially inspired by the one in [12, Ch. 2]. To prove Theorem 1, we
introduce the following coordinate transformation:

x̃(t) = x(t)− x̄w(t,u(t)),

z̃(t) = z(t)− z̄w(t,u(t), αz),

m̃(t) = m̂(t)−m(t),

Q̃(t) = Q−1(t)− Ξ−1 − ηm
ηω

n(t),

ũ(t) = û(t)− u∗,

(24)

with

n(t) =

t
∫

0

ηω

[

0 ωT (τ )
ω(τ ) ω(τ )ωT (τ )− 1

2
I

]

dτ (25)

and

Ξ =

[

1 0
0 2

1+2σr
I

]

. (26)

Let us define the following vector fields:

f̃(t, x̃,u) := f(x̃+ x̄w(t,u),u,w(t))− f(x̄w(t,u),u,w(t)),

h̃(t, z̃,u, αz) := h(z̃ + z̄w(t,u, αz), ȳw(t,u))− h(z̄w(t,u, αz), ȳw(t,u)).
(27)

Furthermore, let us consider all variables on compact sets, i.e., let us define positive constants
Lx, Lu, ρx, ρQ, Lz, ρz, ρu, ρm ∈ R>0 and the following compact sets:

X = {x ∈ R
nx : ‖x̃‖ ≤ Lx},

U = {u ∈ R
nu : ‖u− u

∗‖ ≤ Lu},
X0 = {x ∈ R

nx : ‖x̃‖ ≤ ρx},
Q0 = {Q ∈ R

nu+1×nu+1 : ‖Q̃‖ ≤ ρQ},
Z = {z ∈ R

nz : ‖z̃‖ ≤ Lz},
Z0 = {z ∈ R

nz : ‖z̃‖ ≤ ρz},
U0 = {û ∈ R

nu : ‖û− u
∗‖ ≤ ρu},

M0 = {m̂ ∈ R
nu+1 : ‖m̃‖ ≤ ρm}

(28)

Loosely speaking, the analysis of the stability properties of the closed-loop system can be divided
into three temporal stages, where we defined some finite time instances t1 and t2:

• for 0 ≤ t < t1 the solutions x̃ and Q̃ converge to a neighborhood of the origin and remain
there, the solution z̃ converges but may still be away from a neighborhood of the origin,
while the solutions m̃ and ũ may drift, but remain bounded.

• for t1 ≤ t ≤ t2, the solutions x̃ and Q̃ have already converged to a neighborhood of the
origin, the solution z̃ converges to a neighborhood of the origin, while the solutions m̃ and
ũ may drift, but remain bounded.

• for t ≥ t2, the solutions m̃ and ũ also converge to a neighborhood of the origin.

We first derive bounds on each of the variables in (24) corresponding to these three temporal
stages of convergence.

From the plant Σp in (1) and its steady-state solution that satisfies (2), the coordinate trans-
formation in (24), and the vector field defined by (27), it follows that the dynamics of x̃ for
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constant inputs u is governed by

˙̃x(t) = ẋ(t)− ˙̄xw(t,u)

= f(x,u,w(t))− f(x̄w(t,u),u,w(t))

= f(x̃+ x̄w(t,u),u,w(t))− f(x̄w(t,u),u,w(t))

= f̃(t, x̃,u).

(29)

To derive a bound on the solutions of x̃(t) for time-varying inputs u(t), a preliminary result is
presented in Lemma 1 on the existence of a Lyapunov function for the x̃-dynamics, on a compact
set, for constant inputs u ∈ U in (29), and satisfying Assumptions 1-3 and 5.

Lemma 1 Under Assumptions 1-3 and 5, there exists a function Vx : R × R
nx × R

nu → R, and
constants γx1, γx2, ..., γx5 ∈ R>0, such that the inequalities

γx1‖x̃‖2 ≤ Vx(t, x̃,u) ≤ γx2‖x̃‖2, (30)

∂Vx

∂t
(t, x̃,u) +

∂Vx

∂x̃
(t, x̃,u)f̃(t, x̃,u) ≤ −γx3‖x̃‖2, (31)

and
∥

∥

∥

∥

∂Vx

∂x̃
(t, x̃,u)

∥

∥

∥

∥

≤ γx4‖x̃‖,
∥

∥

∥

∥

∂Vx

∂u
(t, x̃,u)

∥

∥

∥

∥

≤ γx5‖x̃‖, (32)

are satisfied for all t ∈ R, all x ∈ X , all constant u ∈ U , and each (time-varying) disturbance
w(t) ∈ W.

Proof. See Section 6.1. �

From the plant Σp in (1) and its steady-state solution that satisfies (2), the coordinate trans-
formation in (24), and the vector field defined by (27), it follows that the state equation for x̃ for
time-varying inputs u(t) is given by

˙̃x(t) = ẋ(t)− ˙̄xw(t,u(t))

= ẋ(t)− ∂x̄w

∂t
(t,u(t))− ∂x̄w

∂u
(t,u(t))u̇(t)

= f(x(t),u(t),w(t))− f (x̄w(t,u(t)),u(t),w(t))− ∂x̄w

∂u
(t,u(t))u̇(t)

= f(x̃(t) + x̄w(t,u(t)),u(t),w(t))− f(x̄w(t,u(t)),u(t),w(t))− ∂x̄w

∂u
(t,u(t))u̇(t)

= f̃(t, x̃(t),u(t))− ∂x̄w

∂u
(t,u(t))u̇(t).

(33)

A bound on the solutions of the x̃-dynamics for time-varying inputs u(t) in (33) is presented in
Lemma 2.

Lemma 2 Under the conditions of Theorem 1, there exist constants cx1, cx2, βx ∈ R>0 such that
the solutions of x̃ satisfy

‖x̃(t)‖ ≤ max
{

cx1‖x̃(0)‖e−βxt
, αωηωcx2

}

, (34)

for all t ≥ 0, all x(0) ∈ X0, and all time-varying u(t) ∈ U .

Proof. See Section 6.2. �

From the observer in (21), the coordinate transformation in (24), and the model of the input-
output behavior in (18) we obtain that the state equation for Q̃ is given by

˙̃
Q(t) = −ηmQ̃(t)− Q̃(t)A(t)−A

T (t)Q̃(t)−
(

Ξ−1 +
ηm

ηω
n(t)

)

A(t)

−A
T (t)

(

Ξ−1 +
ηm

ηω
n(t)

)

− ηm
ηm

ηω
n(t).

(35)

A bound on the solutions of Q̃(t) is presented in Lemma 3.
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Lemma 3 Under the conditions of Theorem 1, there exist constants cQ, βQ ∈ R>0 such that the

solutions of Q̃ satisfy

‖Q̃(t)‖ ≤ max

{

cQ‖Q̃(0)‖e−ηmβQt
,
1

8

}

, (36)

for all t ≥ 0, all Q(0) ∈ Q0 for which Q(0) is symmetric and positive definite, and all time-varying
u(t) ∈ U .

Proof. See [12, Ch. 2]. �

From Lemma 2 and Lemma 3, we conclude that there exists a finite time t1 ≥ 0 such that
‖x̃(t)‖ ≤ αωηωcx2 and ‖Q̃(t)‖ ≤ 1

8 for all t ≥ t1. These bounds on x̃(t) and Q̃(t) are utilized to
obtain bounds on the solutions of z̃(t), ũ(t), and m̃(t) in Lemmas 5, 6, and 7, respectively.

From the filter Σf in (5) and its steady-state solution that satisfies (7), the coordinate trans-
formation in (24), and the vector field defined by (27), it follows that the state equation for z̃ for
constant inputs u is given by

˙̃z(t) = ż(t)− ˙̄zw(t,u, αz)

= αzh(z, y)− αzh(z̄w(t,u, αz), ȳw(t,u))

= αz

(

h(z, ȳw(t,u))− h(z̄w(t,u, αω), ȳw(t,u))
)

+ αz

(

h(z, y)− h(z, ȳw(t,u))
)

= αzh̃(t, z̃(t),u, αz) + αz

(

h(z, y)− h(z, ȳw(t,u))
)

.

(37)

To derive a bound on the solutions of z̃(t) for time-varying inputs u(t), a preliminary result is
presented in Lemma 4 on the existence of a Lyapunov function for the z̃-dynamics, on a compact
set, for constant inputs u ∈ U in (37), and satisfying Assumptions 4 and 5.

Lemma 4 Under 4 and 5, there exists a function Vz : R × R
nz × R

nu × R → R, and constants
γz1, γz2, ..., γz5 ∈ R>0, such that the inequalities

γz1‖z̃‖2 ≤ Vz(t, z̃,u, αz) ≤ γz2‖z̃‖2, (38)

∂Vz

∂t
(t, z̃,u, αz) + αz

∂Vz

∂z̃
(t, z̃,u, αz)h̃(t, z̃,u, αz) ≤ −αzγz3‖z̃‖2, (39)

and
∥

∥

∥

∥

∂Vz

∂z̃
(t, z̃,u, αz)

∥

∥

∥

∥

≤ γz4‖z̃‖,
∥

∥

∥

∥

∂Vz

∂u
(t, z̃,u, αz)

∥

∥

∥

∥

≤ γz5‖z̃‖, (40)

are satisfied for all t ∈ R, all z ∈ Z, all αz ∈ R>0, all constant u ∈ U , and each (time-varying)
disturbance w(t) ∈ W.

Proof. The proof of Lemma 4 follows similar arguments as the proof of Lemma 1. �

From the filter Σf in (5) and its steady-state solution that satisfies (7), the coordinate transfor-
mation in (24), and the vector field defined by (27), it follows that the state equation for z̃ for
time-varying inputs u(t) is given by

˙̃z(t) = ż(t)− ˙̄zw(t,u(t), αz)

= ż(t)− ∂z̄w

∂t
(t,u(t), αz)− ∂z̄w

∂u
(t,u(t), αz)u̇(t)

= αzh(z(t), y(t))− αzh(z̄w(t,u(t), αz), ȳw(t,u(t)))− ∂z̄w

∂u
(t,u(t), αz)u̇(t)

= αz

(

h(z(t), ȳw(t,u(t)))− h(z̄w(t,u(t), αω), ȳw(t,u(t)))
)

+ αz

(

h(z(t), y(t))− h(z(t), ȳw(t,u(t)))
)

− ∂z̄w

∂u
(t,u(t), αz)u̇(t)

= αzh̃(t, z̃(t),u(t), αz) + αz

(

h(z(t), y(t))− h(z(t), ȳw(t,u(t)))
)

− ∂z̄w

∂u
(t,u(t), αz)u̇(t).

(41)

A bound on the solutions of the z̃-dynamics for time-varying inputs u(t) in (41) is presented in
Lemma 5.
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Lemma 5 Under the conditions of Theorem 1, for any finite time t1 ≥ 0, the solutions of z̃ are
bounded for all 0 ≤ t ≤ t1, all z(0) ∈ Z0, and all time-varying u(t) ∈ U . In addition, there exist
constants cz1, cz2, cz3, βz ∈ R>0 such that the solutions of z̃ satisfy

‖z̃(t)‖ ≤ max{cz1
‖z̃(t1)‖e−αzβz(t−t1), α

2
ωηωαzcz2,

αωηω

αz

cz3} (42)

for all t ≥ t1, all z(0) ∈ Z0, all x(0) ∈ X0, and all time-varying u(t) ∈ U .

Proof. See Section 6.3. �

From Lemma 5 we conclude that there exists a finite time t2 ≥ t1 ≥ 0 such that

‖z̃(t)‖ ≤ max{α2
ωηωαzcz2,

αωηω

αz

cz3}, (43)

for all t ≥ t2 ≥ t1. Moreover, from Lemmas 2 and 3 it follows that ‖x̃(t)‖ ≤ αωηωcx2 and
‖Q̃(t)‖ ≤ 1

8 for all t ≥ t2 ≥ t1. These bounds on x̃(t), z̃(t), and Q̃(t) are utilized to obtain bounds
on the solutions of ũ(t) and m̃(t).

Firstly, consider the ũ-dynamics. From the optimizer in (22) and the coordinate transformation
in (24) it follows that the state equation for ũ for time-varying inputs u(t) is given by

˙̃u(t) = ˙̂u(t) = −λu
ηuDm̂(t)

ηu + λu ‖Dm̂(t)‖

= −λu
ηuD (m̃(t) +m(t))

ηu + λu ‖D (m̃(t) +m(t))‖ .
(44)

A bound on the solutions of ũ(t) for time-varying inputs u(t) in (44) is presented in Lemma 6.

Lemma 6 Under the conditions of Theorem 1, for any finite time t2 ≥ 0, the solutions of ũ are
bounded for all 0 ≤ t ≤ t2, and all û(0) ∈ U0. In addition, there exist a constant cu1 ∈ R>0 such
that the solutions ũ satisfy

sup
t≥t2

‖ũ(t)‖ ≤ max

{

‖ũ(t2)‖, 1

αω

cu1 sup
t≥t2

‖m̃(t)‖
}

(45)

and

lim sup
t→∞

‖ũ(t)‖ ≤ 1

αω

cu1 lim sup
t→∞

‖m̃(t)‖. (46)

Proof. See [12, Ch. 2]. �

Secondly, consider the m̃-dynamics. From the observer in (21), the coordinate transformation
in (24), the model of the input-output behavior in (18), and the state definition in (16) we obtain
that the state equation for m̃ is given by

˙̃m(t) = ˙̂m(t)− ṁ(t),

=
(

A(t)− ηmQ(t)
(

C
T (t)C(t) + σrD

T
D
))

m̃(t) + α
2
ωB (ŝ(t)− s(t))

− ηmQ(t)CT (t)(α2
ω (v̂(t)− v(t))− r(t)− d(t))− ηmσrαωQ(t)DT dFw

duT
(û(t)).

(47)

A bound on the solutions of m̃(t) for time-varying inputs u(t) in (47) is presented in Lemma 7.

Lemma 7 Under the conditions of Theorem 1, for any finite time t2 ≥ 0, the solutions of m̃ are
bounded for all 0 ≤ t ≤ t2, all m(0) ∈ M0, and all time-varying u(t) ∈ U . In addition, there exist
constants cm1, ..., cm7 ∈ R>0 such that the solutions of m̃ satisfy

sup
t≥t2

‖m̃(t)‖ ≤ sup
t≥t2

max

{

cm1‖m̃(t2)‖, cm2
α2
ωλu

ηm
‖ũ(t)‖, cm3α

2
ω, cm4α

2
ωηωαz,

cm5
αωηω

αz

, cm6αzδw, cm7
√
σrαω ‖ũ(t)‖

}

,

(48)
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and

lim sup
t→∞

‖m̃(t)‖ ≤ lim sup
t→∞

max

{

cm2
α2
ωλu

ηm
‖ũ(t)‖, cm3α

2
ω, cm4α

2
ωηωαz ,

cm5
αωηω

αz

, cm6αzδw, cm7
√
σrαω ‖ũ(t)‖

}

,

(49)

Proof. See Section 6.4. �

The dynamics of ũ and m̃ can be seen as feedback-interconnected subsystems for which the
solutions satisfy the bounds in Lemmas 6 and 7, respectively. To verify that this feedback-
interconnected system exhibits uniformly bounded solutions, the cyclic-small-gain criterion in [22]
is employed. The cyclic-small-gain criterion for each simple cycle follows from Lemmas 6 and 7,
and are given by

cu1cm2
αωλu

ηm
< 1,

cu1cm7
√
σr < 1.

(50)

For (sufficiently small) constants ǫ1, ..., ǫ6 ∈ R>0, the cyclic-small-gain criterion for each simple
cycle is satisfied for all αωλu ≤ ηmǫ4, and all σr ≤ ǫ6, rendering the closed-loop system of the
extended plant and the extremum-seeking controller ISS with respect to the dither signal αωω(t).
Therefore, from (45) and (48), we obtain that

sup
t≥t2

‖ũ(t)‖ ≤ max

{

‖ũ(t2)‖,
1

αω

cu1cm1‖m̃(t2)‖, αωcu1cm3,

αωηωαzcu1cm4,
ηω

αz

cu1cm5,
αzδw

αω

cu1cm6

} (51)

and

sup
t≥t2

‖m̃(t)‖ ≤ max
{

cm1‖m̃(t2)‖, α
2
ωλu

ηm
cm2‖ũ(t2)‖, cm3α

2
ω, cm4α

2
ωηωαz,

αωηω

αz

cm5, αzδwcm6, αω

√
σrcm7‖ũ(t2)‖

}

,

(52)

Similarly, from (46) and (49), we have that

lim sup
t→∞

‖ũ(t)‖ ≤ max
{

αωcu1cm3, αωηωαzcu1cm4,
ηω

αz

cu1cm5,
αzδw

αω

cu1cm6

}

(53)

and
lim sup
t→∞

‖m̃(t)‖ ≤ max
{

cm3α
2
ω, cm4α

2
ωηωαz ,

αωηω

αz

cm5, αzδwcm6

}

, (54)

The boundedness of the solutions of the closed-loop system in Theorem 1 follows from Lemmas 2,
3, 5, 6, and 7, the bounds in (51), (52), and the coordinate transformation in (24). The bound in
(23) of Theorem 1 directly follows from (53) and the coordinate transformation in (24).

A final remark has to be made about considering the inputs u on the compact set U . Through-
out Lemmas 1-7 we have considered u(t) ∈ U , where U is a compact set as defined in (28). From
the result of Theorem 1 can be concluded that by subsequently tuning αω, αz, and ηω small, we
can tune the region to which û converges arbitrarily small, such that in the limit for t → ∞ we
have u(t) ∈ U . However, u needs to stay in the compact set U for all time, not only in the limit
for t → ∞.

The condition u(t) ∈ U as used throughout Lemmas 1-7 requires that ‖u(t)−u∗‖ ≤ Lu for all
t ≥ 0, with some constant Lu ∈ R>0. From the definition of ω in (15) it follows that there exists
a positive constant Lω2 ∈ R>0 such that ‖ω‖ ≤ Lω2. As such, from (14) and (24) we have that

‖u(t)− u
∗‖ = ‖û(t)− u

∗ + αωω(t)‖,
≤ ‖û(t)− u

∗‖+ αω‖ω(t)‖,
≤ ‖û(t)− u

∗‖+ αωLω2,

≤ ‖ũ(t)‖+ αωLω2,

(55)
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Basically, if we show that ‖ũ(t)‖ ≤ Lu − αωLω2 for all t ≥ 0, then u(t) ∈ U for all t ≥ 0.
First, we consider 0 ≤ t ≤ t2. From the optimizer in (22) we have that

‖ ˙̃u(t)‖ = ‖ ˙̂u(t)‖ ≤ ηu, (56)

which yields
‖ũ(t)‖ ≤ ‖ũ(0)‖+ ηut ∀ t ≥ 0. (57)

This implies that the bound on ũ(t) in (57) grows with time on the interval 0 ≥ t ≥ t2. Never-
theless, for any initial condition û(0) ∈ U0 ⊂ U and for any finite time t2 ≥ 0, from (57) it follows
that we can tune ηu sufficiently small such that ‖ũ(t)‖ ≤ Lu − αωLω2 for all 0 ≤ t ≤ t2. In
particular, for all û(0) ∈ U0, with U0 as in (28), we should tune ηu ≤ Lu−αωLω2−ρu

t2
, such that

u(t) ∈ U for 0 ≤ t ≤ t2.
Second, consider t ≥ t2. From (51), it follows that we can subsequently choose αω, αz, ηω,

and ηu sufficiently small such that the last four terms and the first term in the right-hand side of
(51) are smaller than Lu − αωLω2. In particular:

• From the third term in (51) it follows that u(t) ∈ U for t ≥ t2 if αω ≤ Lu

(cu1cm3+Lω2)
;

• From the sixth term in (51) it follows that u(t) ∈ U for t ≥ t2 if αz ≤ αω(Lu−αωLω2)
δwcu1cm6

;

• From the fourth and fifth term in (51) it follows that u(t) ∈ U for t ≥ t2 if ηω ≤ (Lu −
αωLω2)min{ 1

αωαzcu1cm4

, αz

cu1cm5

};

• From the first term in (51) it follows that u(t) ∈ U for t ≥ t2 if ηu ≤ Lu−αωLω2−ρu

t2
;

Now it remains to show that the second term in the right-hand side of (51), i.e., 1
αω

cu1cm1‖m̃(t2)‖,
can be upper bounded by Lu − αωLω2. From (171) in Lemma 7 and the comparison lemma we
can deduce that

Vm(m̃(t),Q(t)) ≤ Vm(m̃(0),Q(0))e−
ηm
2

t +
4α2

ω

η2
m

L
2
F2η

2
u sup

t≥0
‖Q−1(t)‖+ 6L2

kα
2
zδ

2
w

+
3

2
α
4
ωL

2
F2L

4
ω2 + 6L2

k sup
t≥0

‖z̃(t)‖2 + 2σrα
2
ωL

2
F2 sup

t≥0
‖ũ(t)‖2 ,

(58)

for t ≥ 0. Using (159) we obtain

‖m̃(t)‖2 ≤ λmax(Q
−1(0))

λmin(Q
−1(t))

‖m̃(0)‖2e−
ηm
2

t +
(4α2

ω

η2
m

L
2
F2η

2
u sup

t≥0
‖Q−1(t)‖+ 6L2

kα
2
zδ

2
w

+
3

2
α
4
ωL

2
F2L

4
ω2 + 6L2

k sup
t≥0

‖z̃(t)‖2 + 2σrα
2
ωL

2
F2 sup

t≥0
‖ũ(t)‖2

) 1

λmin(Q
−1(t))

,

(59)

for t ≥ 0. From (59) we obtain

‖m̃(t)‖ ≤
√

1

λmin(Q
−1(t))

max
{

√

6λmax(Q
−1(0))‖m̃(0)‖e−

ηm
4

t
,

2
√
6LF2

αωηu

ηm
sup
t≥0

‖Q−1(t)‖ 1

2 , 6Lkαzδw,

3α2
ωLF2L

2
ω2, 6Lk sup

t≥0
‖z̃(t)‖, 2

√
3σrαωLF2 sup

t≥0
‖ũ(t)‖

}

,

(60)

for t ≥ 0. From (151) in Lemma 5 we have that

sup
t≥0

‖z̃(t)‖2 ≤ γz2

γz1
‖z̃(0)‖2 + 3γz2z

2
1

γz1γ2
z3

sup
t≥0

‖x̃(t)‖4 + 3γz2z
2
2

γz1γ2
z3

sup
t≥0

‖x̃(t)‖2

+
3γz2z

2
3

γz1α2
zγ

2
z3

α
2
ωη

2
ω (ǫ3ǫ5 + Lω1)

2
,

(61)
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which leads to

sup
t≥0

‖z̃(t)‖ ≤ 2

√

γz2

γz1
max

{

‖z̃(0)‖,
√
3
z1

γz3
sup
t≥0

‖x̃(t)‖2,
√
3
z2

γz3
sup
t≥0

‖x̃(t)‖,
√
3
z3

γz3

αωηω

αz

(ǫ3ǫ5 + Lω1)
}

.

(62)

From (34) in Lemma 2, we have that

sup
t≥0

‖x̃(t)‖2 ≤ max
{

c
2
x1‖x̃(0)‖2, α2

ωη
2
ωc

2
x2

}

, (63)

and
sup
t≥0

‖x̃(t)‖ ≤ max {cx1‖x̃(0)‖, αωηωcx2} . (64)

From the coordinate transformation in (24) we obtain that

sup
t≥0

‖Q−1(t)‖ ≤ sup
t≥0

‖Q̃(t)‖+ ‖Ξ−1‖+ ηm

ηω
sup
t≥0

‖n(t)‖. (65)

From (25) and (26) it follows that there exist constants N1, N2 ∈ R>0 such that ‖n(t)‖ ≤ N1 ∀ t ≥
0 and ‖Ξ−1‖ ≤ N2. Moreover, from the conditions in Theorem 1 follows that ηm ≤ ηωǫ3. Using
this and (36) in Lemma 3 we obtain

sup
t≥0

‖Q−1(t)‖ ≤ sup
t≥0

‖Q̃(t)‖+N2 +
ηm

ηω
N1,

≤ max

{

cQ‖Q̃(0)‖, 1
8

}

+N2 + ǫ3N1,

(66)

From (62)-(64) we obtain

sup
t≥0

‖z̃(t)‖ ≤ 2

√

3γz2
γz1

max
{ 1√

3
‖z̃(0)‖, z1c

2
x1

γz3
‖x̃(0)‖2, z2cx1

γz3
‖x̃(0)‖,

z1c
2
x2

γz3
α
2
ωη

2
ω ,

z2cx2

γz3
αωηω,

z3

γz3

αωηω

αz

(ǫ3ǫ5 + Lω1)
}

.

(67)

Combining (60), (66), and (67), using the conditions in Theorem 1, i.e., ηu ≤ αωηmǫ5 and
ηω ≤ αzǫ2, and assessing ‖m̃(t)‖ at t = t2, the second term in the right-hand side of (51) reads

1

αω

cu1cm1‖m̃(t2)‖ ≤
√

c2u1c
2
m1

λmin(Q
−1(t2))

max
{

√

6λmax(Q
−1(0))

αω

‖m̃(0)‖e−
ηm
4

t2 ,

12Lk

αω

√

γz2

γz1
‖z̃(0)‖, 12Lkz1c

2
x1

αωγz3

√

3γz2
γz1

‖x̃(0)‖2, 12Lkz2cx1

αωγz3

√

3γz2
γz1

‖x̃(0)‖,

αω2
√
6LF2ǫ5

(

cQ‖Q̃(0)‖+N2 + ǫ3N1

) 1

2

,

αω2
√
6LF2ǫ5

(

1

8
+N2 + ǫ3N1

) 1

2

,

6Lk
αzδw

αω

, 3αωLF2L
2
ω2, 12Lk

√

3γz2
γz1

z1c
2
x2

γz3
αωηωαzǫ2,

12Lk

√

3γz2
γz1

z2cx2

γz3
ηω, 12Lk

√

3γz2
γz1

z3

γz3

ηω

αz

(ǫ3ǫ5 + Lω1) ,

2
√
3σrLF2 sup

t2≥t≥0
‖ũ(t)‖

}

.

(68)

By showing that the right-hand side of (68) is bounded by Lu − αωLω2, we have that u(t) ∈ U
for all t ≥ 0. In particular:

• From the last term in (68) it follows that, if we have designed ηu ≤ Lu−αω−ρu

t2
(as discussed

before), and if we design σr ≤ 1
3

(

1
2LF2

)2

we have that the last term is bounded by Lu −
αωLω2, yielding u(t) ∈ U for t ≥ t2.
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• The 5th to 11th term in (68) can be made arbitrarily small by subsequently tuning αω, αz,
and ηω small, such that the last term is bounded by Lu − αωLω2 and yielding u(t) ∈ U for
t ≥ t2.

• From the first four terms it follows that we can not choose arbitrarily (large) initial condi-
tions. For example, we require αω to be small to make some terms small, while given the
first four terms require the initial conditions to be chosen even smaller. Nevertheless, there
exist a (small) set of initial conditions such that the first four terms can be bounded by
Lu − αωLω2, and thus u(t) ∈ U for all t ≥ t2.

Concluding, there exist (sufficiently small) constants ǫ1, ..., ǫ6 ∈ R>0 and initial conditions x(0) ∈
X0, Q(0) ∈ Q0, z0 ∈ Z0, û(0) ∈ U0, and m(0) ∈ M0, with X0, Q0, Z0, U0, and M0 as in (28), such
that i) the solutions of the closed-loop system of the extended plant and the extremum-seeking
controller are uniformly bounded for all αz, αω, ηu, λu, ηm, ηω ∈ R>0 and all σr ∈ R≥0 that satisfy
αz ≤ ǫ1, ηω ≤ αzǫ2, ηm ≤ ηωǫ3, αωλu ≤ ηmǫ4, ηu ≤ αωηmǫ5, and σr ≤ ǫ6, ii) u(t) ∈ U for all
time, and iii) the region to which û converges can be made arbitrarily small. This completes the
proof of Theorem 1. �
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6 Appendix

6.1 Proof of Lemma 1.

The proof of Lemma 1 follows a similar line of reasoning as Theorem 4.14 and Lemma 9.8 in Khalil
(2002). The structure of the proof is as follows. First, it is shown that the inequalities in (30)
hold. Second, it is shown that the inequality in (31) holds. Third, it is shown that the inequalities
in (32) hold.

Since Assumption 2 implies that the system in (29) is globally exponentially convergent for
constant inputs u ∈ U and all (time-varying) disturbances w(t) ∈ W for all t ∈ R, satisfying
Assumption 1, there exist constants µx, νx ∈ R>0 for each pair u and w(t) such that all solution
of the dynamics in (29) satisfy

‖x̃(t)‖ ≤ µ̄x‖x̃(t0)‖e−νx(t−t0), ∀ x̃(t0) ∈ R
nx , t ∈ R, (69)

where µ̄x, νx ∈ R>0 denote the maximum of all µx and minimum of all νx for each pair u and
w(t), respectively.

Let φ(τ ; t, x̃,u) denote the solution of (29) for constant inputs u that starts at (t, x̃); that is,
φ(t; t, x̃,u) = x̃. In other words, φ satisfies the equation

∂φ

∂τ
(τ ; t, x̃,u) = f̃(τ,φ(τ ; t, x̃,u),u), φ(t; t, x̃,u) = x̃. (70)

The notation φ(τ ; t, x̃,u) emphasizes the dependence of the solution on the constant input u.
Moreover, due to the exponentially decaying bound on the trajectories in (69) we can write the
following:

‖φ(τ ; t, x̃,u)‖ ≤ µ̄x‖φ(t; t, x̃,u)‖e−νx(τ−t)
, ∀ τ ≥ t. (71)

Define the function

Vx(t, x̃,u) :=

t+δx
∫

t

φ
⊤(τ ; t, x̃,u)φ(τ ; t, x̃,u)dτ, (72)

where δx > 0 is a positive constant to be chosen. Firstly, we prove that the inequalities in (30)
hold. Using (71), we obtain the following upper bound on Vx:

Vx(t, x̃,u) =

t+δx
∫

t

‖φ(τ ; t, x̃,u)‖2 dτ

≤
t+δx
∫

t

µ̄
2
xe

−2νx(τ−t)
dτ‖x̃‖2 =

µ̄2
x

2νx

(

1− e
−2νxδx

)

‖x̃‖2.

(73)

Next, we construct also a lower bound for Vx. From Assumption 5, it follows that if we consider
x and u on compact sets, i.e., x ∈ X and u ∈ U , there exist constants Lfx, Lfu, Lgx, Lgu ∈ R>0

such that
∥

∥

∥

∂f

∂x
(x,u,w)

∥

∥

∥
≤ Lfx,

∥

∥

∥

∂f

∂u
(x,u,w)

∥

∥

∥
≤ Lfu,

∥

∥

∥

∂g

∂x
(x,u,w)

∥

∥

∥
≤ Lgx,

∥

∥

∥

∂g

∂u
(x,u,w)

∥

∥

∥
≤ Lgu,

(74)

for all x ∈ X , all u ∈ U , and all w ∈ W . In addition, from (29) and the Mean-Value Theorem,
we have

‖f̃ (t, x̃,u)‖ = ‖f(x̃+ x̄w(t,u),u,w)− f (x̄w(t,u),u,w)‖

=

∥

∥

∥

∥

∥

∥

1
∫

0

∂f

∂x
(σx̃+ x̄w(t,u),u,w)dσx̃

∥

∥

∥

∥

∥

∥

≤
1
∫

0

∥

∥

∥

∥

∂f

∂x
(σx̃+ x̄w(t,u),u,w)

∥

∥

∥

∥

dσ ‖x̃‖ = Lfx‖x̃‖.

(75)
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By using (75) and (70) we obtain

∣

∣

∣

∣

∂

∂τ

(

‖φ(τ ; t, x̃,u)‖2
)

∣

∣

∣

∣

=

∣

∣

∣

∣

∂

∂τ

(

φ⊤(τ ; t, x̃,u)φ(τ ; t, x̃,u)
)

∣

∣

∣

∣

= 2
∣

∣

∣
φ⊤(τ ; t, x̃,u)f̃(τ,φ(τ ; t, x̃,u),u)

∣

∣

∣

≤ 2 ‖φ(τ ; t, x̃,u)‖
∥

∥

∥
f̃(τ,φ(τ ; t, x̃,u),u)

∥

∥

∥
,

≤ 2Lfx ‖φ(τ ; t, x̃,u)‖2 ,

(76)

from which we can derive the following bound:

∂

∂τ

(

‖φ(τ ; t, x̃,u)‖2
)

≥ −2Lfx ‖φ(τ ; t, x̃,u)‖2 , (77)

for all τ ≥ t. From the inequality in (77) we obtain

∂

∂τ

(

‖φ(τ ; t, x̃,u)‖2 e2Lfxτ
)

≥ 0. (78)

By integration of both sides with respect to time over the domain [t, τ ], it follows that

τ
∫

t

(

∂

∂s

(

‖φ(s; t, x̃,u)‖2 e2Lfxs
)

)

ds ≥ 0

e
2Lfxτ ‖φ(τ ; t, x̃,u)‖2 − e

2Lfxt ‖φ(t; t, x̃,u)‖2 ≥ 0

‖φ(τ ; t, x̃,u)‖2 ≥ e
−2Lfx(τ−t) ‖x̃‖2 .

(79)

Then we obtain, using (72) and (79), that

Vx(t, x̃,u) =

t+δx
∫

t

‖φ(τ ; t, x̃,u)‖2 dτ

≥
t+δx
∫

t

e
−2Lfx(τ−t)

dt‖x̃‖2 =
1

2Lfx

(

1− e
−2Lfxδx

)

‖x̃‖2.

(80)

The bounds on Vx in (73) and (80) imply that the inequalities in (30) are satisfied with

γx1 =
1

2Lfx

(

1− e
−2Lfxδx

)

, and γx2 =
µ̄2
x

2νx

(

1− e
−2νxδx

)

, (81)

and since Lfx, µ̄x, νx, and δx are positive constants, we have that γx1 > 0 and γx2 > 0.

Secondly, we prove that the inequality in (31) holds. By Leibniz’s rule for differentiation, the
derivative of Vx along the trajectories of the plant is given as follows:

∂Vx

∂t
+

∂Vx

∂x̃
f̃(t, x̃,u) = φ

⊤(t+ δx; t, x̃,u)φ(t+ δx; t, x̃,u)− φ
⊤(t; t, x̃,u)φ(t; t, x̃,u)

+

t+δx
∫

t

2φ⊤(τ ; t, x̃,u)
∂φ

∂t
(τ ; t, x̃,u)dτ

+

t+δx
∫

t

2φ⊤(τ ; t, x̃,u)
∂φ

∂x̃
(τ ; t, x̃,u)dτ f̃(t, x̃,u)

= φ
⊤(t+ δx; t, x̃,u)φ(t+ δx; t, x̃,u)− ‖x̃‖2

+

t+δx
∫

t

2φ⊤(τ ; t, x̃,u)

(

∂φ

∂t
(τ ; t, x̃,u) +

∂φ

∂x̃
(τ ; t, x̃,u)f̃(t, x̃,u)

)

dτ.

(82)
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In order to evaluate the third term in the right-hand side of (82), we integrate both sides of (70)
with respect to time over the domain [τ, t] such that we obtain

φ(τ ; t, x̃,u) = x̃+

τ
∫

t

f̃ (s,φ(s; t, x̃,u),u)ds. (83)

Taking the partial derivative to t and x̃, by Leibniz’s rule for differentiation we obtain

∂φ

∂t
(τ ; t, x̃,u) = −f̃(t, x̃,u) +

τ
∫

t

∂f̃

∂x̃
(s,φ(s; t, x̃,u),u)

∂φ

∂t
(s; t, x̃,u)ds,

∂φ

∂x̃
(τ ; t, x̃,u) = I +

τ
∫

t

∂f̃

∂x̃
(s,φ(s; t, x̃,u),u)

∂φ

∂x̃
(s; t, x̃,u)ds.

(84)

Therefore,

∂φ

∂t
(τ ; t, x̃,u) +

∂φ

∂x̃
(τ ; t, x̃,u)f̃(t, x̃,u) =

τ
∫

t

∂f̃

∂x̃
(s,φ(s; t, x̃,u),u)

(

∂φ

∂t
(s; t, x̃,u) +

∂φ

∂x̃
(s; t, x̃,u)f̃(t, x̃,u)

)

ds.

(85)

By differentiation of (85) with respect to τ , we obtain the following differential equation

∂

∂τ

(

∂φ

∂t
(τ ; t, x̃,u) +

∂φ

∂x̃
(τ ; t, x̃,u)f̃(t, x̃,u)

)

=

∂f̃

∂x̃
(τ,φ(τ ; t, x̃,u),u)

(

∂φ

∂t
(τ ; t, x̃,u) +

∂φ

∂x̃
(τ ; t, x̃,u)f̃(t, x̃,u)

)

,

(86)

with the initial condition (which follows from (84))

∂φ

∂t
(t; t, x̃,u) +

∂φ

∂x̃
(t; t, x̃,u)f̃(t, x̃,u) = −f̃(t, x̃,u) + f̃ (t, x̃,u) = 0. (87)

From the differential equation in (86) and the initial condition in (87), it follows that

∂φ

∂t
(τ ; t, x̃,u) +

∂φ

∂x̃
(τ ; t, x̃,u)f̃(t, x̃,u) = 0, ∀ τ ≥ t, (88)

which renders the third term in the right-hand side of (82) zero.
In order to evaluate the first term in the right-hand side of (82), we use (69) from which it

follows that

φ
⊤(t+ δx; t, x̃,u)φ(t+ δx; t, x̃,u) = ‖φ(t+ δx; t, x̃,u)‖2

≤ µ̄
2
xe

−2νxδx‖φ(t; t, x̃,u)‖2 = µ̄
2
xe

−2νxδx‖x̃‖2.
(89)

By using the results in (88) and (89), the derivative of Vx along the trajectories of the plant in
(82) yields

∂Vx

∂t
(t, x̃,u) +

∂Vx

∂x̃
(t, x̃,u)f̃(t, x̃,u) ≤ −

(

1− µ̄
2
xe

−2νxδx
)

‖x̃‖2. (90)

The bound in (90) implies that (31) is satisfied with γx3 =
(

1− µ̄2
xe

−2ν
x
δx
)

. To show that γx3 > 0,

we choose δx in (72) such that δx > ln(µ̄x)
νx

> 0, where µ̄x, νx ∈ R>0. Without loss of generality,

this implies that
µ̄
2
xe

−2 ln(µ̄x)
> µ̄

2
xe

−2νxδx ≥ 0,

µ̄
2
xe

ln(1/µ̄2
x) > µ̄

2
xe

−2νxδx ≥ 0,

1 > µ̄
2
xe

−2νxδx ≥ 0.

(91)

As such, we have that γx3 > 0.
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To show the validity of the first inequality in (32), consider the derivative of Vx with respect
to x̃:

∂Vx

∂x̃
=

t+δx
∫

t

2φ⊤(τ ; t, x̃,u)
∂φ

∂x̃
(τ ; t, x̃,u)dτ. (92)

Then we obtain
∥

∥

∥

∥

∂Vx

∂x̃

∥

∥

∥

∥

=

∥

∥

∥

∥

∥

∥

t+δx
∫

t

2φ⊤(τ ; t, x̃,u)
∂φ

∂x̃
(τ ; t, x̃,u)dτ

∥

∥

∥

∥

∥

∥

≤
t+δx
∫

t

2 ‖φ(τ ; t, x̃,u)‖
∥

∥

∥

∥

∂φ

∂x̃
(τ ; t, x̃,u)

∥

∥

∥

∥

dτ.

(93)

From (71) it follows that

‖φ(τ ; t, x̃,u)‖ ≤ µ̄xe
−νx(τ−t)‖x̃‖, ∀τ ≥ t. (94)

Moreover, by differentiation of the second equation in (84) with respect to τ we obtain

∂

∂τ

(

∂φ

∂x̃
(τ ; t, x̃,u)

)

=
∂f̃

∂x̃
(τ,φ(τ ; t, x̃,u),u)

∂φ

∂x̃
(τ ; t, x̃,u),

∂φ

∂x̃
(t; t, x̃,u) = I. (95)

Then we obtain the following bound:
∥

∥

∥

∥

∂

∂τ

(

∂φ

∂x̃
(τ ; t, x̃,u)

)∥

∥

∥

∥

≤
∥

∥

∥

∥

∂f̃

∂x̃
(τ,φ(τ ; t, x̃,u),u)

∥

∥

∥

∥

∥

∥

∥

∥

∂φ

∂x̃
(τ ; t, x̃,u)

∥

∥

∥

∥

. (96)

Using the fact that
∂

∂τ

∥

∥

∥

∥

∂φ

∂x̃
(τ ; t, x̃,u)

∥

∥

∥

∥

≤
∥

∥

∥

∥

∂

∂τ

(

∂φ

∂x̃
(τ ; t, x̃,u)

)∥

∥

∥

∥

, (97)

and from (74) we have that
∥

∥

∥

∥

∂f̃

∂x̃
(t, x̃,u)

∥

∥

∥

∥

=

∥

∥

∥

∥

∂x

∂x̃

∂

∂x

(

f(x,u,w)− f(x̄w,u,w)
)

∥

∥

∥

∥

=

∥

∥

∥

∥

∂f

∂x
(x,u,w)

∥

∥

∥

∥

≤ Lfx,

(98)

it follows from (96), (97), and (98) that

∂

∂τ

∥

∥

∥

∥

∂φ

∂x̃
(τ ; t, x̃,u)

∥

∥

∥

∥

≤ Lfx

∥

∥

∥

∥

∂φ

∂x̃
(τ ; t, x̃,u)

∥

∥

∥

∥

. (99)

The inequality in (99) can be rewritten as

∂

∂τ

(∥

∥

∥

∥

∂φ

∂x̃
(τ ; t, x̃,u)

∥

∥

∥

∥

e
−Lfxτ

)

≤ 0. (100)

By integrating both sides with respect to time over the domain [t, τ ] and using the initial condition
in (95), we obtain

∥

∥

∥

∥

∂φ

∂x̃
(τ ; t, x̃,u)

∥

∥

∥

∥

e
−Lfxτ ≤

∥

∥

∥

∥

∂φ

∂x̃
(t; t, x̃,u)

∥

∥

∥

∥

e
−Lfxt

,

∥

∥

∥

∥

∂φ

∂x̃
(τ ; t, x̃,u)

∥

∥

∥

∥

≤ e
Lfx(τ−t)

.

(101)

Using (94) and (101) in (93), we obtain

∥

∥

∥

∥

∂Vx

∂x̃

∥

∥

∥

∥

≤
t+δx
∫

t

2 ‖φ(τ ; t, x̃,u)‖
∥

∥

∥

∥

∂φ

∂x̃
(τ ; t, x̃,u)

∥

∥

∥

∥

dτ,

≤
t+δx
∫

t

2µ̄xe
−(νx−Lfx)(τ−t)

dτ‖x̃‖,

≤ 2µ̄x

νx − Lfx

(

1− e
−(νx−Lfx)δx

)

‖x̃‖.

(102)
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The bound in (102) implies that the first inequality in (32) is satisfied with

γx4 =
2µ̄x

Lfx − νx

(

e
(Lfx−νx)δx − 1

)

. (103)

Given the fact that Lfx, µ̄x, νx, δx ∈ R>0, consider the following two cases:

1) If Lfx > νx, it follows that

e
(Lfx−νx)δx − 1 > 0. (104)

Moreover, since
2µ̄x

Lfx − νx
> 0, it follows that γx4 > 0.

2) If Lfx < νx, it follows that

−1 ≤ e
(Lfx−νx)δx − 1 < 0. (105)

Moreover, since
2µ̄x

Lfx − νx
< 0, it follows that γx4 > 0.

Without loss of generality, we assume that Lfx 6= νx, such that γx4 > 0.

To show the validity of the second inequality in (32), consider the derivative of Vx with respect
to u which reads

∂Vx

∂u
=

t+δx
∫

t

2φ⊤(τ ; t, x̃,u)
∂φ

∂u
(τ ; t, x̃,u)dτ, (106)

from which it follows that

∥

∥

∥

∥

∂Vx

∂u

∥

∥

∥

∥

=

∥

∥

∥

∥

∥

∥

t+δx
∫

t

2φ⊤(τ ; t, x̃,u)
∂φ

∂u
(τ ; t, x̃,u)dτ

∥

∥

∥

∥

∥

∥

≤
t+δx
∫

t

2‖φ(τ ; t, x̃,u)‖
∥

∥

∥

∥

∂φ

∂u
(τ ; t, x̃,u)

∥

∥

∥

∥

dτ.

(107)

Differentiation of both sides of (83) with respect to u and by using (27) we have that

∂φ

∂u
(τ ; t, x̃,u) =

∂

∂u





τ
∫

t

f̃ (s,φ(s; t, x̃,u),u)ds



 ,

=

τ
∫

t

∂f̃

∂u
(s,φ(s; t, x̃,u),u) +

∂f

∂x
(φ(s; t, x̃,u) + x̄w(s,u),u,w)

∂φ

∂u
(s; t, x̃,u)ds.

(108)

Taking the norm, it follows that

∥

∥

∥

∥

∂φ

∂u
(τ ; t, x̃,u)

∥

∥

∥

∥

≤
τ
∫

t

∥

∥

∥

∥

∂f̃

∂u
(s,φ(s; t, x̃,u),u)

∥

∥

∥

∥

+

∥

∥

∥

∥

∂f

∂x
(φ(s; t, x̃,u) + x̄w(s,u),u,w)

∥

∥

∥

∥

∥

∥

∥

∥

∂φ

∂u
(s; t, x̃,u)

∥

∥

∥

∥

ds

(109)

Using (74), Assumption 3, (98), and

∥

∥

∥

∥

∂f̃

∂u
(t, x̃,u)

∥

∥

∥

∥

=

∥

∥

∥

∥

∂f

∂u
(x,u,w)− ∂f

∂u
(x̄w,u,w)

∥

∥

∥

∥

,

≤
∥

∥

∥

∥

∂f

∂u
(x,u,w)

∥

∥

∥

∥

+

∥

∥

∥

∥

∂f

∂u
(x̄w,u,w)

∥

∥

∥

∥

≤ 2Lfu,

(110)
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we obtain the following inequality

∥

∥

∥

∥

∂φ

∂u
(τ ; t, x̃,u)

∥

∥

∥

∥

≤
τ
∫

t

(

2Lfu + Lfx

∥

∥

∥

∥

∂φ

∂u
(s; t, x̃,u)

∥

∥

∥

∥

)

ds,

≤ 2Lfu(τ − t) + Lfx

τ
∫

t

∥

∥

∥

∥

∂φ

∂u
(s; t, x̃,u)

∥

∥

∥

∥

ds.

(111)

By using Grönwall’s inequality, it follows that
∥

∥

∥

∥

∂φ

∂u
(τ ; t, x̃,u)

∥

∥

∥

∥

≤ 2Lfu(τ − t)eLfx(τ−t)
. (112)

Substitution of the exponentially decaying bound on the trajectories in (69) and (112) in (107), it
follows that

∥

∥

∥

∥

∂Vx

∂u

∥

∥

∥

∥

≤
t+δx
∫

t

2‖φ(τ ; t, x̃,u)‖
∥

∥

∥

∥

∂φ

∂u
(τ ; t, x̃,u)

∥

∥

∥

∥

dτ,

≤
t+δx
∫

t

4µ̄xLfu(τ − t)e(Lfx−νx)(τ−t)
dτ‖x̃‖,

≤ 4µ̄xLfue
−(Lfx−νx)t





t+δx
∫

t

e
(Lfx−νx)τ

τdτ − t

t+δx
∫

t

e
(Lfx−νx)τ

dτ



 ‖x̃‖.

(113)

The integrals in (113) are given by

t+δx
∫

t

e
(Lfx−νx)τ

τdτ = e
(Lfx−νx)(t+δx)

(

(Lfx − νx)(t+ δx)− 1

(Lfx − νx)
2

)

− e
(Lfx−νx)t

(

(Lfx − νx)t− 1

(Lfx − νx)
2

)

=
e(Lfx−νx)t

(Lfx − νx)
2

(

e
(Lfx−νx)δx

(

(Lfx − νx)(t+ δx)− 1
)

−
(

(Lfx − νx)t− 1
)

)

,

(114)

and

−t

t+δx
∫

t

e
(Lfx−νx)τ

dτ = − t

Lfx − νx

(

e
(Lfx−νx)(t+δx) − e

(Lfx−νx)t
)

= − e(Lfx−νx)t

(Lfx − νx)
2

(

e
(Lfx−νx)δx(Lfx − νx)t− (Lfx − νx)t

)

,

(115)

respectively. As a result, (113) can be written as
∥

∥

∥

∥

∂Vx

∂u

∥

∥

∥

∥

≤ 4µ̄xLfu

(Lfx − νx)
2

(

e
(Lfx−νx)δx

(

(Lfx − νx)δx − 1
)

+ 1
)

‖x̃‖ (116)

The bound in (116) implies that the second inequality in (32) is satisfied with

γx5 =
4µ̄xLfu

(Lfx − νx)
2

(

e
(Lfx−νx)δx

(

(Lfx − νx)δx − 1
)

+ 1
)

. (117)

Without loss of generality, if Lfx 6= νx and with µ̄x, νx, Lx, Lfu, Lfx, δx ∈ R>0, it can be shown
that γx5 > 0; the fraction in the expression for γx5 is defined and positive whenever Lfx 6= νx.
The expression between brackets is a function of the form q(x) = 1 + ex(x− 1). The derivative of
q(x) with respect to x is given by dq/dx = exx. From this follows that dq/dx = 0 if x = 0 (the limit
x → −∞ is not considered here). For x = 0 it follows that q(0) = 0. Furthermore, dq/dx < 0 for
x < 0, and dq/dx > 0 for x > 0. As such, q(x) is positive for all x 6= 0. As a result, if Lfx 6= νx,
then γx5 > 0. This completes the proof of Lemma 1. �
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6.2 Proof of Lemma 2.

By using the function Vx in Lemma 1 as a Lyapunov function candidate for the x̃-dynamics with
time-varying inputs u(t) in (33) we obtain the following expression for V̇x:

V̇x(t, x̃,u) =
∂Vx

∂t
(t, x̃,u) +

∂Vx

∂x̃
(t, x̃,u) ˙̃x+

∂Vx

∂u
(t, x̃,u)u̇

=
∂Vx

∂t
(t, x̃,u) +

∂Vx

∂x̃
(t, x̃,u)

(

f̃(t, x̃,u)− ∂x̄w

∂u
(t,u)u̇

)

+
∂Vx

∂u
(t, x̃,u)u̇

=
∂Vx

∂t
(t, x̃,u) +

∂Vx

∂x̃
(t, x̃,u)f̃(t, x̃,u) +

(

∂Vx

∂u
(t, x̃,u)− ∂Vx

∂x̃
(t, x̃,u)

∂x̄w

∂u
(t,u)

)

u̇,

(118)

for all x ∈ X , all (time-varying) inputs u(t) ∈ U , for all t, and all (time-varying) disturbances
w(t) ∈ W , for all t. Note that in (118) we have omitted the implicit time-dependency for notational
clarity. Using Lemma 1 and Assumption 3, it follows that

V̇x(t, x̃,u) ≤ −γx3‖x̃‖2 +
(∥

∥

∥

∥

∂Vx

∂u
(t, x̃,u)

∥

∥

∥

∥

+

∥

∥

∥

∥

∂Vx

∂x̃
(t, x̃,u)

∥

∥

∥

∥

∥

∥

∥

∥

∂x̄w

∂u
(t,u)

∥

∥

∥

∥

)

‖u̇‖

≤ −γx3‖x̃‖2 + (γx4Lxu + γx5) ‖x̃‖‖u̇‖,

≤ −γx3‖x̃‖2 +
√
γx3‖x̃‖

(γx4Lxu + γx5)√
γx3

‖u̇‖.

(119)

Using Young’s inequality and from (30) in Lemma 1 we obtain

V̇x(t, x̃,u) ≤ −γx3‖x̃‖2 + 1

2
γx3‖x̃‖2 +

(γx4Lxu + γx5)
2

2γx3
‖u̇‖2,

≤ − γx3

2γx2
Vx(t, x̃,u) +

(γx4Lxu + γx5)
2

2γx3
‖u̇‖2.

(120)

To find an upperbound for ‖u̇‖, it follows from (14) that u̇ = ˙̂u + αωω̇. From (15) we have that
there exists a constant Lω1 ∈ R>0 such that

‖ω̇‖ ≤ ηωLω1. (121)

Furthermore, from (22) we have that ‖ ˙̂u‖ ≤ ηu. Therefore, we obtain an upperbound on ‖u̇‖
which is given by

‖u̇‖ ≤ ηu + αωηωLω1, (122)

which implies that
‖u̇‖ ≤ αωηω (ǫ3ǫ5 + Lω1) , (123)

for all ǫ3, ǫ5 ∈ R>0, all ηm ≤ ηωǫ3, and all ηu ≤ αωηmǫ5. Substitution of (123) in (120) gives

V̇x(t, x̃,u) ≤ − γx3

2γx2
Vx(t, x̃,u) + α

2
ωη

2
ω

(γx4Lxu + γx5)
2

2γx3
(ǫ3ǫ5 + Lω1)

2
. (124)

From the comparison lemma in Lemma 3.4 in Khalil (2002) follows that

Vx(t, x̃(t),u(t)) ≤ Vx(0, x̃(0),u(0))e
−

γx3

2γx2
t
+ α

2
ωη

2
ωγx2

(γx4Lxu + γx5)
2

γ2
x3

(ǫ3ǫ5 + Lω1)
2
(

1− e
−

γx3

2γx2
t
)

≤ Vx(0, x̃(0),u(0))e
−

γx3

2γx2
t
+ α

2
ωη

2
ωγx2

(γx4Lxu + γx5)
2

γ2
x3

(ǫ3ǫ5 + Lω1)
2
,

(125)

for all t ≥ 0, all x(0) ∈ X0, and all time-varying u(t) ∈ U . From (30) in Lemma 1 we obtain

‖x̃(t)‖2 ≤ γx2

γx1
‖x̃(0)‖2e−

γx3

2γx2
t
+ α

2
ωη

2
ωγx2

(γx4Lxu + γx5)
2

γx1γ2
x3

(ǫ3ǫ5 + Lω1)
2
, (126)

such that the bound on ‖x̃(t)‖ reads

‖x̃(t)‖ ≤
√

γx2

γx1
‖x̃(0)‖2e−

γx3

2γx2
t
+ α2

ωη
2
ωγx2

(γx4Lxu + γx5)
2

γx1γ2
x3

(ǫ3ǫ5 + Lω1)
2
. (127)
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The last step is obtain as follows. The inequality in (127) is of the form
√

C2
0 ≤

√

C2
1 + C2

2 , with

C1, C2 ≥ 0. If C1 ≥ C2, then
√

C2
0 ≤

√

2C2
1 ≤

√
2C1. If C2 ≥ C1, then

√

C2
0 ≤

√

2C2
2 ≤

√
2C2.

As a result,
√

C2
0 ≤ max{

√
2C1,

√
2C2}, and thus the bound on ‖x̃(t)‖ reads

‖x̃(t)‖ ≤ max
{

cx1‖x̃(0)‖e−βxt, αωηωcx2

}

, (128)

with

cx1 =

√

2γx2

γx1
, cx2 =

√

2γx2

γx1

γx4Lxu + γx5

γx3
(ǫ3ǫ5 + Lω1) , (129)

and βx =
γx3
4γx2

, which completes the proof of Lemma 2. �
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6.3 Proof of Lemma 5

By using the function Vz in Lemma 4 as a Lyapunov function candidate for the z̃-dynamics with
time-varying inputs u(t) in (41) we obtain the following expression for V̇z :

V̇z(t, z̃,u, αz) =
∂Vz

∂t
(t, z̃,u, αz) +

∂Vz

∂z̃
(t, z̃,u, αz) ˙̃z +

∂Vz

∂u
(t, z̃,u, αz)u̇

=
∂Vz

∂t
(t, z̃,u, αz) + αz

∂Vz

∂z̃
(t, z̃,u, αz)h̃(t, z̃,u, αz)

+ αz
∂Vz

∂z̃
(t, z̃,u, αz)

(

h(z,y)− h(z, ȳw(t,u))
)

+

(

∂Vz

∂u
(t, z̃,u, αz)− ∂Vz

∂z̃
(t, z̃,u, αz)

∂z̄w

∂u
(t,u, αz)

)

u̇

=
∂Vz

∂t
(t, z̃,u, αz) + αz

∂Vz

∂z̃
(t, z̃,u, αz)h̃(t, z̃,u, αz)

+ αz
∂Vz

∂z̃
(t, z̃,u, αz)

(

h(z,y)− h(z, ȳw(t,u))
)

+

(

∂Vz

∂u
(t, z̃,u, αz)− ∂Vz

∂z̃
(t, z̃,u, αz)

(

∂z̄w

∂u
(t,u, αz)− dqw

du
(u) +

dqw

du
(u)

))

u̇

(130)

for all z ∈ Z, all (time-varying) inputs u(t) ∈ U , for all t, all y, ȳw ∈ R satisfying (4), respectively,
and all (time-varying) disturbances w(t) ∈ W . Note that in (130) we have omitted the implicit
time-dependency for notational clarity. Using the inequalities from Lemma 4, Assumption 6, and
the fact that there exists a constant Lq ∈ R>0 such that

∥

∥

∥

∥

dqw(u)

du

∥

∥

∥

∥

≤ Lq, ∀ u ∈ U (131)

it follows that

V̇z(t, z̃,u, αz) ≤ −αzγz3‖z̃‖2 + αz

∥

∥

∥

∥

∂Vz

∂z̃
(t, z̃,u, αz)

∥

∥

∥

∥

‖h(z, y)− h(z, ȳw(t,u))‖

+

∥

∥

∥

∥

∂Vz

∂u
(t, z̃,u, αz)

∥

∥

∥

∥

‖u̇‖

+

∥

∥

∥

∥

∂Vz

∂z̃
(t, z̃,u, αz)

∥

∥

∥

∥

(∥

∥

∥

∥

∂z̄w

∂u
(t,u, αz)−

dqw

du
(u)

∥

∥

∥

∥

+

∥

∥

∥

∥

dqw

du
(u)

∥

∥

∥

∥

)

‖u̇‖ ,

≤ −αzγz3‖z̃‖2 + αzγz4‖z̃‖‖h(z, y)− h(z, ȳw(t,u))‖

+
(

γz5 + αzγz4Lz1 + γz4Lq

)

‖z̃‖‖u̇‖.

(132)

On compact sets, Assumption 5 implies that there exist constants Lhz, Lhy, Lk, LZe, LZu ∈ R>0

such that
∥

∥

∥

∂2Z

∂e∂e⊤
(e,u)

∥

∥

∥ ≤ LZe,
∥

∥

∥

∂2Z

∂e∂u⊤
(e,u)

∥

∥

∥ ≤ LZu, (133)

and
∥

∥

∥

∂h

∂z
(z, y)

∥

∥

∥ ≤ Lhz,
∥

∥

∥

∂h

∂y
(z, y)

∥

∥

∥ ≤ Lhy,
∥

∥

∥

∂k

∂z
(z)
∥

∥

∥ ≤ Lk, (134)

for all x ∈ X , all u ∈ U , all z ∈ Z, and all y ∈ R. By defining ỹ := y − ȳw(t,u) and using the
bounds in (134), it follows that

‖h(z, y)− h(z, ȳw(t,u))‖ = ‖h(z, ỹ + ȳw(t,u))− h(z, ȳw(t,u))‖

=

∥

∥

∥

∥

∥

∥

1
∫

0

∂h

∂y
(z, σỹ + ȳw(t,u))dσỹ

∥

∥

∥

∥

∥

∥

≤
1
∫

0

∥

∥

∥

∥

∂h

∂y
(z, σỹ + ȳw(t,u))

∥

∥

∥

∥

dσ ‖ỹ‖ = Lhy ‖ỹ‖ .

(135)
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By defining ẽ = e− ēw(t,u), using (4) and the bounds in (133), it follows that

ỹ(t) = Z(ẽ+ ēw(t,u),u)−Z(ēw(t,u),u) =

1
∫

0

∂Z

∂e
(σẽ+ ēw(t,u),u)dσẽ

=

1
∫

0

(

∂Z

∂e
(σẽ+ ēw(t,u),u)− ∂Z

∂e
(ēw(t,u),u)

)

dσẽ

+

(

∂Z

∂e
(ēw(t,u),u)− ∂Z

∂e
(ēw(t,u∗),u∗)

)

ẽ+
∂Z

∂e
(ēw(t,u∗),u∗)ẽ

=

1
∫

0

1
∫

0

∂2Z

∂e∂e⊤
(τσẽ+ ēw(t,u))σẽdτdσẽ+

(

∂Z

∂e
(ēw(t,u),u)− ∂Z

∂e
(ēw(t,u∗),u)

)

ẽ

+

(

∂Z

∂e
(ēw(t,u∗),u)− ∂Z

∂e
(ēw(t,u∗),u∗)

)

ẽ+
∂Z

∂e
(ēw(t,u∗),u∗)ẽ

=

1
∫

0

1
∫

0

∂2Z

∂e∂e⊤
(τσẽ+ ēw(t,u))σẽdτdσẽ

+

1
∫

0

∂2Z

∂e∂e⊤
(ēw(t,u∗) + σ (ēw(t,u)− ēw(t,u∗)) ,u)dσ (ēw(t,u)− ēw(t,u∗)) ẽ

+

1
∫

0

∂2Z

∂e∂u⊤
(ēw(t,u∗),u∗ + σ(u− u

∗))dσ(u− u
∗)ẽ+

∂Z

∂e
(ēw(t,u∗),u∗)ẽ

(136)

Then it follows that

‖ỹ‖ ≤
1
∫

0

1
∫

0

∥

∥

∥

∥

∂2Z

∂e∂e⊤
(τσẽ+ ēw(t,u))

∥

∥

∥

∥

σdτdσ‖ẽ‖2

+

1
∫

0

∥

∥

∥

∥

∂2Z

∂e∂e⊤
(ēw(t,u∗) + σ (ēw(t,u)− ēw(t,u∗)) ,u)

∥

∥

∥

∥

dσ ‖ēw(t,u)− ēw(t,u∗)‖ ‖ẽ‖

+

1
∫

0

∥

∥

∥

∥

∂2Z

∂e∂u⊤
(ēw(t,u∗),u∗ + σ(u− u

∗))

∥

∥

∥

∥

dσ ‖u− u
∗‖ ‖ẽ‖+

∥

∥

∥

∥

∂Z

∂e
(ēw(t,u∗),u∗)

∥

∥

∥

∥

‖ẽ‖,

≤ LZe

2
‖ẽ‖2 + LZe‖ēw(t,u)− ēw(t,u∗)‖‖ẽ‖+ (LZuLu + LZ∗) ‖ẽ‖,

(137)

where we have used that u ∈ U , i.e., ‖u− u∗‖ ≤ Lu for all u ∈ U , and with

LZ∗ =

∥

∥

∥

∥

∂Z

∂e
(ēw(t,u∗),u∗)

∥

∥

∥

∥

. (138)

From Assumption 5 and consequently the bounds in (74) it follows that

‖ẽ‖ = ‖e− ēw(t,u)‖ = ‖g(x,u,w)− g(x̄w(t,u),u,w)‖

≤
1
∫

0

∥

∥

∥

∥

∂g

∂x
(σx̃+ x̄w(t,u),u,w)

∥

∥

∥

∥

dσ‖x̃‖ = Lgx‖x̃‖,
(139)

and
‖ēw(t,u)− ēw(t,u∗)‖ = ‖g(x̄w(t,u),u,w)− g(x̄w(t,u∗),u∗

,w)‖
≤ ‖g(x̄w(t,u),u,w)− g(x̄w(t,u∗),u,w)‖
+ ‖g(x̄w(t,u∗),u,w)− g(x̄w(t,u∗),u∗

,w)‖
≤ Lgx‖x̄w(t,u)− x̄w(t,u∗)‖+ LguLu,

(140)
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where we again used that u ∈ U , i.e., ‖u − u∗‖ ≤ Lu for all u ∈ U . From Assumption 3 and
u ∈ U , it follows that

‖x̄w(t,u)− x̄w(t,u∗)‖ ≤ LxuLu. (141)

Substitution of (139), (140), and (141) in (137) yields,

‖ỹ‖ ≤ LZe

2
L

2
gx‖x̃‖2 +

(

LZeL
2
gxLxuLu + LZeLguLgxLu + LZuLuLgx + LZ∗Lgx

)

‖x̃‖, (142)

Substitution of (135) and (142) in (132) yields

V̇z(t, z̃,u, αz) ≤ −αzγz3‖z̃‖2 + αzγz4
LZe

2
L

2
gxLhy‖z̃‖‖x̃‖2+

αzγz4Lhy

(

LZeL
2
gxLxuLu + LZeLguLgxLu + LZuLuLgx + LZ∗Lgx

)

‖z̃‖‖x̃‖

+
(

γz5 + ǫzγz4Lz1 + γz4Lq

)

‖z̃‖‖u̇‖.

(143)

for all 0 < αz ≤ ǫz. The expression in (143) is of the form

V̇z(t, z̃,u, αz) ≤ −αzγz3‖z̃‖2 + αzz1‖z̃‖‖x̃‖2 + αzz2‖z̃‖‖x̃‖+ z3‖z̃‖‖u̇‖. (144)

with

z1 = γz4
LZe

2
L

2
gxLhy,

z2 = γz4Lhy

(

LZeL
2
gxLxuLu + LZeLguLgxLu + LZuLuLgx + LZ∗Lgx

)

,

z3 =
(

γz5 + ǫzγz4Lz1 + γz4Lq

)

,

(145)

where we note that z1, z2, z3 ∈ R>0. Applying Young’s inequality and defining to-be-chosen
positive constants γi > 0, with i = 1, 2, 3, gives

V̇z(t, z̃,u, αz) ≤ −αzγz3

(

1− 1

2γ1
− 1

2γ2
− 1

2γ3

)

‖z̃‖2

+
αzγ1

2γz3
z
2
1‖x̃‖4 +

αzγ2

2γz3
z
2
2‖x̃‖2 +

γ3

2αzγz3
z
2
3‖u̇‖2.

(146)

Choosing γ1, γ2, γ3 equal to 3 yields

V̇z(t, z̃,u, αz) ≤ −αzγz3

2
‖z̃‖2 + 3αzz

2
1

2γz3
‖x̃‖4 + 3αzz

2
2

2γz3
‖x̃‖2 + 3z23

2αzγz3
‖u̇‖2. (147)

To find an upperbound for ‖u̇‖, it follows from (14) that u̇ = ˙̂u + αωω̇. From (15) we have that
there exists a constant Lω1 ∈ R>0 such that

‖ω̇‖ ≤ ηωLω1. (148)

Furthermore, from (22) we have that ‖ ˙̂u‖ ≤ ηu. Therefore, we obtain an upperbound on ‖u̇‖
which is given by ‖u̇‖ ≤ ηu + αωηωLω1 which implies that

‖u̇‖ ≤ αωηω (ǫ3ǫ5 + Lω1) , (149)

for all ǫ3, ǫ5 ∈ R>0, all ηm ≤ ηωǫ3, and all ηu ≤ αωηmǫ5. Using the bound on ‖u̇‖ in (149) and
(38) in Lemma 4 we obtain

V̇z(t, z̃,u, αz) ≤ −αzγz3

2γz2
Vz(t, z̃,u, αz) +

3αzz
2
1

2γz3
‖x̃‖4 + 3αzz

2
2

2γz3
‖x̃‖2

+
3z23

2αzγz3
α
2
ωη

2
ω (ǫ3ǫ5 + Lω1)

2

(150)
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for all 0 < αz ≤ ǫz, all ηm ≤ ηωǫ3, and all ηu ≤ αωηmǫ5. From the comparison lemma and (150)
we obtain

Vz(t, z̃(t),u(t), αz) ≤ Vz(0, z̃(0),u(0), αz)e
−

αzγz3

2γz2
t
+
(3γz2z

2
1

γ2
z3

sup
t≥0

‖x̃(t)‖4 + 3γz2z
2
2

γ2
z3

sup
t≥0

‖x̃(t)‖2

+
3γz2z

2
3

α2
zγ

2
z3

α
2
ωη

2
ω (ǫ3ǫ5 + Lω1)

2
)(

1− e
−

αzγz3

2γz2
t
)

≤ Vz(0, z̃(0),u(0), αz)e
−

αzγz3

2γz2
t
+

3γz2z
2
1

γ2
z3

sup
t≥0

‖x̃(t)‖4 + 3γz2z
2
2

γ2
z3

sup
t≥0

‖x̃(t)‖2

+
3γz2z

2
3

α2
zγ2

z3

α
2
ωη

2
ω (ǫ3ǫ5 + Lω1)

2

≤ Vz(0, z̃(0),u(0), αz)e
−

αzγz3

2γz2
t
+

3γz2z
2
1

γ2
z3

sup
t≥0

‖x̃(t)‖4 + 3γz2z
2
2

α2
zγ2

z3

ǫ
2
1 sup

t≥0
‖x̃(t)‖2

+
3γz2z

2
3

α2
zγ

2
z3

α
2
ωη

2
ω (ǫ3ǫ5 + Lω1)

2

(151)

for all 0 < αz ≤ ǫz, all αz ≤ ǫ1, all t ≥ 0, all z(0) ∈ Z0, all ηm ≤ ηωǫ3, and all ηu ≤ αωηmǫ5.
From (38) in Lemma 4 and (151) we obtain

‖z̃(t)‖2 ≤ γz2

γz1
‖z̃(0)‖2e−

αzγz3

2γz2
t
+

3γz2z
2
1

γz1γ2
z3

sup
t≥0

‖x̃(t)‖4 + 3γz2z
2
2

γz1α2
zγ

2
z3

ǫ
2
1 sup

t≥0
‖x̃(t)‖2

+
3γz2z

2
3

γz1α2
zγ

2
z3

α
2
ωη

2
ω (ǫ3ǫ5 + Lω1)

2
,

(152)

for all t ≥ 0. From Lemma 2 it follows that, for any finite time t1 ≥ 0, the solutions of x̃(t) are
bounded for all 0 ≤ t ≤ t1. As such, we obtain that the last three terms in the right-hand side of
(152) are bounded for all 0 ≤ t ≤ t1, and thus the solutions of z̃(t) are bounded for all 0 ≤ t ≤ t1.

From Lemma 2 it follows that here exists a time instance t1 ≥ 0, such that

‖x̃(t)‖ ≤ αωηωcx2, ∀ t ≥ t1, (153)

From (153) and (152) we obtain

‖z̃(t)‖2 ≤ γz2

γz1
‖z̃(t1)‖2e−

αzγz3

2γz2
(t−t1) +

3γz2z
2
1

γz1γ2
z3

α
4
ωη

4
ωc

4
x2 +

3γz2z
2
2

γz1α2
zγ

2
z3

α
2
ωη

2
ωǫ

2
1c

2
x2

+
3γz2z

2
3

γz1α2
zγ2

z3

α
2
ωη

2
ω (ǫ3ǫ5 + Lω1)

2
.

≤ γz2

γz1
‖z̃(t1)‖2e−

αzγz3

2γz2
(t−t1) +

3γz2z
2
1

γz1γ2
z3

α
4
ωη

4
ωc

4
x2

+
3γz2

γz1α2
zγ

2
z3

α
2
ωη

2
ω

(

z
2
3 (ǫ3ǫ5 + Lω1)

2 + z
2
2ǫ

2
1c

2
x2

)

,

(154)

for t ≥ t1. Similar as in the proof of Lemma 2, we obtain the bound on ‖z̃(t)‖ as

‖z̃(t)‖ ≤ max
{

cz1‖z̃(t1)‖e−αzβz(t−t1), α
2
ωηωαzcz2,

αωηω

αz

cz3

}

(155)

for all 0 < αz ≤ ǫz, all t ≥ t1, all αz ≤ ǫ1, all ηω ≤ αzǫ2, all ηm ≤ ηωǫ3, and all ηu ≤ αωηmǫ5,
with

cz1 =

√

3
γz2

γz1
, cz2 = 3ǫ2

√

γz2

γz1

z1

γz3
c
2
x2,

cz3 = 3

√

γz2

γz1γ2
z3

(

z23 (ǫ3ǫ5 + Lω1)
2 + z22ǫ

2
1c

2
x2

)

(156)

and
βz =

γz3

4γz2
. (157)

The boundedness of the solutions of z̃(t) for 0 ≤ t ≤ t1 follows from (152) for any finite time t1.
The bound in (42) of Lemma 5 follows from (155), which completes the proof of Lemma 5. �
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6.4 Proof of Lemma 7

The proof of Lemma 7 is inspired by, and partially adopted from the one in [12, Ch. 2]. We define
the following Lyapunov function candidate for the m̃-dynamics in (47):

Vm(m̃,Q) = m̃
⊤
Q

−1
m̃. (158)

For notational clarity, from this point on we omit the time argument. We note that

λmin(Q
−1)‖m̃‖2 ≤ Vm(m̃,Q) ≤ λmax(Q

−1)‖m̃‖2, (159)

where λmin(Q
−1) and λmax(Q

−1) are the smallest and largest eigenvalue of Q−1, respectively.
For further details on Q−1, the reader is referred to [12, Ch. 2]. From the observer in (21) and
(47) we obtain the time derivative of Vm as

V̇m(m̃,Q) = m̃
⊤
(

Q
−⊤ +Q

−1
)

˙̃m− m̃
⊤
Q

−1
Q̇Q

−1
m̃

= 2m̃⊤
Q

−1 ˙̃m− m̃
⊤
Q

−1
Q̇Q

−1
m̃

= −ηmm̃
⊤
Q

−1
m̃− ηmm̃

⊤
(

C
⊤
C + σrD

⊤
D
)

m̃− 2α2
ωm̃

⊤
Q

−1
Bs

− 2ηmm̃
⊤
C

⊤(−α
2
ωv − r − d)− 2ηmσrαωm̃

⊤
D

⊤ dFw

du⊤
(û),

(160)

where we have used the fact that Q−1 is real and symmetric, i.e., Q−1 = Q−⊤, and, given A in

(19), that m̃⊤
(

Q−1A−A⊤Q−1
)

m̃ = 0. Furthermore, given C in (19) and D = [0 I] we have

the following inequality

V̇m(m̃,Q) ≤ −ηmm̃
⊤
Q

−1
m̃− ηm ‖Cm̃‖2 − ηmσr ‖Dm̃‖2

−√
ηmm̃

⊤
Q

−1 2α2
ω√

ηm
Bs+

√

2

3
ηm ‖Cm̃‖

√

6ηmα
2
ω |v|

+

√

2

3
ηm ‖Cm̃‖

√

6ηm |r|+
√

2

3
ηm ‖Cm̃‖

√

6ηm |d|

+
√

2ηmσr ‖Dm̃‖
√

2ηmσrαω

∥

∥

∥

∥

dFw

du⊤
(û)

∥

∥

∥

∥

,

(161)

where we have used that −m̃⊤C⊤Cm̃ = −
∥

∥

∥
m̃⊤C⊤Cm̃

∥

∥

∥
= −‖Cm̃‖2 and

∥

∥

∥
m̃⊤C⊤

∥

∥

∥
= ‖Cm̃‖.

Using Young’s inequality we have

V̇m(m̃,Q) ≤ −ηmm̃
⊤
Q

−1
m̃−√

ηmm̃
⊤
Q

−1 2α2
ω√

ηm
B (s)

+ 3ηmα
4
ω |v|2 + 3ηm |r|2 + 3ηm |d|2 + ηmσrα

2
ω

∥

∥

∥

∥

dFw

du⊤
(û)

∥

∥

∥

∥

2

.

(162)

Since Q−1 is real, symmetric and positive definite, we can write Q−1 = LL⊤ for some real, positive
definite matrix L. Then, ‖Q−1‖ = ‖L‖‖L⊤‖ = ‖L‖‖L‖ = ‖L‖2. From this, Young’s inequality
and by using (158), we obtain

V̇m(m̃,Q) ≤ −ηm

2
Vm(m̃,Q)− ηm

2
m̃

⊤
LL

⊤
m̃+

√
ηmm̃

⊤
LL

⊤ 2α2
ω√

ηm
Bs

+ 3ηmα
4
ω |v|2 + 3ηm |r|2 + 3ηm |d|2 + ηmσrα

2
ω

∥

∥

∥

∥

dFw

du⊤
(û)

∥

∥

∥

∥

2

≤ −ηm

2
Vm(m̃,Q)− ηm

2

∥

∥

∥m̃
⊤
L

∥

∥

∥

2

+
ηm

2

∥

∥

∥m̃
⊤
L

∥

∥

∥

2

+
2α4

ω

ηm
‖L‖2‖B‖2 ‖s‖2

+ 3ηmα
4
ω |v|2 + 3ηm |r|2 + 3ηm |d|2 + ηmσrα

2
ω

∥

∥

∥

∥

dFw

du⊤
(û)

∥

∥

∥

∥

2

,

(163)
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which can be written as

V̇m(m̃,Q) ≤ −ηm

2
Vm(m̃,Q) +

2α4
ω

ηm
‖Q−1‖‖B‖2 ‖s‖2

+ 3ηmα
4
ω |v|2 + 3ηm |r|2 + 3ηm |d|2 + ηmσrα

2
ω

∥

∥

∥

∥

dFw

du⊤
(û)

∥

∥

∥

∥

2 (164)

Assumption 7 implies that there exists a constant LF2 ∈ R>0 such that
∥

∥

∥

d2Fw

dudu⊤
(u)
∥

∥

∥ ≤ LF2, ∀ u ∈ U (165)

From (20) and the bound in (165) we obtain

‖s‖ =
1

αω

∥

∥

∥

∥

d2Fw

dudu⊤
(û) ˙̂u

∥

∥

∥

∥

≤ 1

αω

LF2‖ ˙̂u‖.
(166)

From (20), the definition of ω in (15), which implies that there exists a constant Lω2 ∈ R>0 such
that ‖ω‖ ≤ Lω2, and the bound in (165) we obtain

|v| ≤

∥

∥

∥

∥

∥

∥

1
∫

0

(1− σ)
d2Fw

dudu⊤
(û+ σαωω)dσ

∥

∥

∥

∥

∥

∥

‖ω‖2

≤
1
∫

0

(1− σ)

∥

∥

∥

∥

d2Fw

dudu⊤
(û+ σαωω)

∥

∥

∥

∥

dσ ‖ω‖2

≤ 1

2
LF2L

2
ω2.

(167)

From (20) and Assumption 5 it follows that

|r| = ‖k(z)− k(z̄w)‖ = ‖k(z̃ + z̄w)− k(z̄w)‖ ,

=

∥

∥

∥

∥

∥

∥

1
∫

0

∂k

∂z
(σz̃ + z̄w)dσz̃

∥

∥

∥

∥

∥

∥

≤ Lk‖z̃‖.
(168)

From (20) and Assumptions 5 and 6 we obtain

|d| = ‖k(z̄w(t,u, αz))− k(qw(u))‖ ,
= ‖k((z̄w(t,u, αz)− qw(u)) + qw(u))− k(qw(u))‖ ,

=

∥

∥

∥

∥

∥

∥

1
∫

0

∂k

∂z
(σ(z̄w(t,u, αz)− qw(u)) + qw(u))dσ(z̄w(t,u, αz)− qw(u))

∥

∥

∥

∥

∥

∥

≤
1
∫

0

∥

∥

∥

∥

∂k

∂z
(σ(z̄w(t,u, αz)− qw(u)) + qw(u))

∥

∥

∥

∥

dσ ‖z̄w(t,u, αz)− qw(u)‖ ,

≤ Lk ‖z̄w(t,u, αz)− qw(u)‖ = Lkαzδw.

(169)

From the coordinate transformation in (24) and the bound in (165) we obtain
∥

∥

∥

∥

dFw

du
(û)

∥

∥

∥

∥

=

∥

∥

∥

∥

dFw

du
(ũ+ u

∗)− dFw

du
(u∗)

∥

∥

∥

∥

=

∥

∥

∥

∥

∥

∥

1
∫

0

d2Fw

dudu⊤
(σũ+ u

∗)dσũ

∥

∥

∥

∥

∥

∥

≤
1
∫

0

∥

∥

∥

∥

d2Fw

dudu⊤
(σũ+ u

∗)

∥

∥

∥

∥

dσ ‖ũ‖ = LF2 ‖ũ‖ .

(170)
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By combining (164)-(170) and since we have from (19) that ‖B‖ = 1, we obtain

V̇m(m̃,Q) ≤ −ηm

2
Vm(m̃,Q) +

2α2
ω

ηm
L

2
F2‖Q−1‖‖ ˙̂u‖2

+
3

4
ηmα

4
ωL

2
F2L

4
ω2 + 3ηmL

2
k‖z̃‖2 + 3ηmL

2
kα

2
zδ

2
w + ηmσrα

2
ωL

2
F2 ‖ũ‖2 .

(171)

From Lemmas 4 and 6 we have that, for any finite time t2 ≥ 0, the solutions of z̃ and ũ are
bounded for all 0 ≤ t ≤ t2. Moreover, from the proof of Lemma 2.11 in [12, Ch. 2] we have
that Q−1 is positive definite and bounded for all 0 ≤ t ≤ t2. From these facts and ‖ ˙̂u‖ ≤ ηu,
which follows from (22), we obtain that the right-hand side of (171) is bounded for all 0 ≤ t ≤ t2.
Therefore, by applying the comparison lemma we obtain that Vm(m̃(t),Q(t)) will be bounded for
all 0 ≤ t ≤ t2. Because Vm(m̃(t),Q(t)) is bounded for all 0 ≤ t ≤ t2 and Q−1 is positive definite
and bounded for all 0 ≤ t ≤ t2, it follows from (159) that the solutions of m̃ are bounded for all
0 ≤ t ≤ t2.

Let us define t2 ≥ 0. From Lemma 2.11 in [12, Ch. 2] we have that

1

4
I � Q

−1 � 5

4
I (172)

for all t ≥ t2, all ηm ≤ ηωǫ3 and all σr ≤ ǫ6, and ǫ3 and ǫ6 sufficiently small. Moreover, it follows
that

1

4
‖m̃‖2 ≤ Vm(m̃,Q) ≤ 5

4
‖m̃‖2, (173)

for all t ≥ t2, and ‖Q−1‖ ≤ 5

4
for all t ≥ t2. From (16), (22), (24) and ‖D‖ = 1, it follows that

‖ ˙̂u‖ ≤ λu‖Dm̂‖ ≤ λu

(

αω

∥

∥

∥

∥

dFw

du
(û)

∥

∥

∥

∥

+ ‖m̃‖
)

. (174)

Subsequently, from (174) and the bound in (165) we obtain

‖ ˙̂u‖ ≤ λu (αωLF2‖ũ‖+ ‖m̃‖) . (175)

From (173) and (175), it follows that

‖ ˙̂u‖2 ≤ 8λ2
uVm(m̃,Q) + 2α2

ωλ
2
uL

2
F2‖ũ‖2, (176)

for all t2 ≥ 0. We assume that ǫ4 in Theorem 1 is sufficiently small such that we obtain from (171)
and (176) that

V̇m(m̃,Q) ≤ −ηm

2
Vm(m̃,Q) +

20α2
ωλ

2
u

ηm
L

2
F2Vm(m̃,Q) +

5α4
ωλ

2
u

ηm
L
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F2‖ũ‖2

+
3

4
ηmα

4
ωL

2
F2L

4
ω2 + 3ηmL

2
k‖z̃‖2 + 3ηmL

2
kα

2
zδ

2
w + ηmσrα

2
ωL

2
F2 ‖ũ‖2 ,

≤ −ηm

4
Vm(m̃,Q) +

5α4
ωλ

2
u

ηm
L

4
F2‖ũ‖2

+
3

4
ηmα
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ωL

2
F2L

4
ω2 + 3ηmL

2
k‖z̃‖2 + 3ηmL

2
kα

2
zδ

2
w + ηmσrα

2
ωL

2
F2 ‖ũ‖2 ,

(177)

for all t ≥ t2, and all αωλu ≤ ηmǫ4. From the comparison lemma and (177) we obtain

Vm(m̃(t),Q(t)) ≤ e
−
ηm

4
(t−t2)

Vm(m̃(t2),Q(t2))

+

(

1− e
−
ηm

4
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)

4
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(
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2
u
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F2 sup
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2
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2
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F2 sup
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‖ũ(t)‖2
)
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(178)
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Finally, from Lemma 5 it follows that here exists a time instance t2 ≥ 0, such that

‖z̃(t)‖ ≤ max{α2
ωηωαzcz2,

αωηω

αz

cz3}, (179)

By utilizing the bound in (179) and applying a similar approach as in Lemma 5 it follows from
(178) that

sup
t≥t2

Vm(m̃(t),Q(t)) ≤ Vm(m̃(t2),Q(t2)) +
20α4

ωλ
2
u

η2
m

L
4
F2 sup
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4
ω2 + 12L2

k sup
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+ 12L2
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2
zδ

2
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2
ωL

2
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‖ũ(t)‖2 ,

(180)

and as a result it follows that

sup
t≥t2

Vm(m̃(t),Q(t)) ≤ 6 sup
t≥t2
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(181)

and

lim sup
t→∞

Vm(m̃(t),Q(t)) ≤ 6 lim sup
t→∞
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m

L
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3α4
ωL
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,

(182)

From (173) and (181) we have that

sup
t≥t2
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√
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}

,

(183)

Similarly, from (173) and (182) we have that

lim sup
t→∞

‖m̃(t)‖ ≤ 2
√
6 lim sup
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}

,

(184)

The bounds in (48) and (49) of Lemma 7 follow from (183) and (184), respectively, which com-
pletes the proof of the lemma. �
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