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Summary

Data centers are the underlying infrastructure supporting the exponential growth of
cloud applications. Large-scale data centers interconnect more than one hundred
thousand servers with an optical network and they are reaching the economically
feasible limits in terms of power consumption and cost. On top of that, it is
foreseen that future bandwidth demands will require the interconnection of even
more devices. Data center networks play a critical role in the performance of
these complex systems, especially because most of the data center traffic happens
within the data center. This thesis investigates the scalability of optical data
center networks and suggests a number of solutions to improve the scaling of
such networks and interconnect additional devices without incurring extra power
consumption, space, and cost.

The first part of this thesis focuses on the scaling of electronic switches, the
main building block of data center networks deployed at present. Our investigation
follows a research-through-design approach, i.e., we embed the design knowledge
in an artifact that attempts to transform the world from the current state to a
preferred one. Our analysis points out the relevance of shrinking the size and the
power consumption of electronic switches in order to keep increasing the number
of servers in data center networks limited in space and power. In order to achieve
these goals, we suggest the integration of On-Board Optics transceivers (instead
of the typical front-panel transceivers) and the packaging of multiple compact
electronic switches per rack unit (instead of only one at most like in the front-
panel transceiver approach). Our prototype demonstrates the feasibility of the
approach, and the result is one of the most compact 1.28 Tbps electronic data
center switches ever implemented. The single board prototype has only 20 cm
by 20 cm size and integrates 12-port On-Board Optics transceivers responsible
for the electronic-to-optical and optical-to-electronic conversion. The 20-layer
Printed Circuit Board generates all voltages required from a single 12V input power
supply, making the power supply from the rack unit redundant. The extra space
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gained in the rack unit allows integrating four of these prototypes in our packaged
demonstrator, achieving a front plate density of 4 x 128-ports and 5.12 Tbps.
The whole platform is enabled for software-defined networking (SDN) thanks to
the control plane processor included in each switch. Our measurements validate
this approach both in operational temperature range and in power consumption.
Regarding temperature, the rack unit operates below 40°C due to the transceivers
all spread through the rack area and the free space in the front-plate for additional
ventilation. This contrasts with the traditional front-panel transceiver approach,
limited in scaling by the front panel area and in cooling by a front-panel fully
blocked with the transceivers. Regarding power, a single prototype including
transceivers consumes just around 100W, well below other approaches based on
front panel transceivers needing 300W. This difference is obtained because On-
Board Optics transceivers can be placed very close to the electronic switching ASIC,
allowing shorter traces and enabling more energy efficient electrical interfaces with
reduced power consumption. We conclude that devices similar to our demonstrator
enable further upscaling of data centers, interconnecting additional devices without
requiring extra space, cost, or power.

The second part of this thesis focuses on the scaling of hybrid networks, inte-
grating a combination of electronic and all-optical switches. We present a novel
analytic model describing three extensions of the Fat-Tree (FT) topology, namely
Extended Fat-Tree (EFT), Hybrid Fat-Tree (HFT), and Extended Hybrid Fat-Tree
(EHFT) topologies. These architectures explore the introduction of optical switch-
ing and wavelength-division multiplexing technologies in Fat-Tree like topologies
in order to reduce the power consumption and cost while maintaining important
features such as the scalability and full bisection bandwidth. The flexibility of our
model, given by its configuration parameters, allows generating multiple flavours
of the architectures mentioned which include other hybrid topologies found in the
literature lacking a common mathematical framework. On top of that, the equations
included in the model accurately compute the number of switches, transceivers,
and fibers of each topology which enables comparing the architectures in terms of
devices, power consumption, and cost.

EFT explores the introduction of WDM technologies in FT networks in order to
reduce the number of fibers. Our studies on the scaling in a 25G real case scenario
with technologies available at present show that 25% of fibers can be saved with
4-port transceivers. HFT and EHFT topologies integrate also optical switching
technologies and reduce the number of switches, transceivers, and fibers compared
to FT. Our 25G real case scenario investigation concludes that the minimum hybrid
topologies achieve savings of 45% in switches, 60% in transceivers, 50% in fibers,
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55% in power consumption, and 48% in cost. We conclude that the introduction
of optical switching and wavelength-division multiplexing technologies into data
center networks enable further scaling by reducing power consumption and cost.

We experimentally validate the feasibility of the integration of these technolo-
gies by implementing the IPI-TU/e (Institute for Photonic Integration - Technical
University of Eindhoven) hybrid data center demonstrator. It integrates FOX (our
optical core unit), with electronic switches, servers, and an SDN data center con-
troller. FOX is a fast optical switch based on semiconductor optical amplifiers and
integrates the same control plane processor included in our electronic switch in
order to leverage the same control network. The central controller orchestrates the
behaviour of the system and implements E-WDM, a software control technique
meant for hybrid networks with optical switches and wavelength division mul-
tiplexing which may suffer traffic pattern restrictions when the optical switches
provide pure spatial switching. E-WDM leverages the electronic switches present
in hybrid networks in order to recover traffic patterns with granularity at the server
level without requiring wavelength selective switches.

Overall, the results achieved in this thesis demonstrate promising solutions for
the scaling of next-generation data center optical networks.
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Chapter 1

Introduction

1.1 The rise of cloud computing

Traditionally, most applications have resided in the client, including email, photo
and video storage, and office applications. The emergence of popular Internet
services such as web-based email, search engines, e-commerce, and social net-
works plus the increased worldwide availability of high-speed connectivity has
accelerated a trend toward server-side or cloud computing [1]. Cloud computing
is defined by [2] as a model for enabling ubiquitous, convenient, on-demand net-
work access to a shared pool of configurable computing resources (e.g., networks,
servers, storage, applications, and services) that can be rapidly provisioned and
released with minimal management effort or service provider interaction.

The five essential characteristics of cloud computing bring advantages for users
and vendors. From the user perspective, cloud computing provides on-demand
self-service (i.e. a consumer can unilaterally provision computing capabilities,
such as server time and network storage, without requiring human interaction
with each service provider), broad network access (i.e. capabilities are available
over the network and accessed through standard platforms such as mobile phones,
tablets, laptops, and workstations), and rapid elasticity (i.e. capabilities can be
elastically provisioned and released to scale rapidly outward and inward according
to demand). From the vendor’s perspective, it enables efficient use of equipment
with resource pooling (i.e. the provider’s computing resources such as storage,
processing, memory, and network bandwidth are pooled to serve multiple con-
sumers, dynamically assigned and reassigned according to consumer demand), and
measured service (i.e. metering capabilities enable optimal monitoring, control,
and resource allocation for provider and/or consumer).
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Cloud computing has three services models: Software as a Service (SaaS),
Platform as a Service (PaaS), and Infrastructure as a Service (IaaS). They differ in
the degree of control that the consumer has over the applications running or the
resources used in the cloud infrastructure. With SaaS, the consumer can access
provider’s applications running on a cloud infrastructure without having control
over the cloud infrastructure or application capabilities; with PaaS, the consumer
can deploy onto the cloud infrastructure consumer-created applications imple-
mented using programming languages, libraries, services, and tools supported by
the provider; with IaaS, the consumer is able to provision processing, storage,
networks, and other fundamental computing resources where the consumer is able
to deploy and run arbitrary software, including operating systems and applications.

1.2 Problem definition: data centers scaling

Data Centers are the underlying and essential infrastructure supporting the ex-
ponential growth of cloud services. They provide storage, processing time, and
networking capabilities to the growing number of networked devices, users, and
business processes in general. They are basically a collection of servers (providing
the computational and storage capabilities), switches and fibers (providing the
inter-connectivity between the servers and/or the Wide Area Network (WAN)), and
the power and cooling systems required to operate the equipment.

According to Cisco’s Global Cloud Index [3] forecast, reproduced in Fig. 1.1,
the amount of data center traffic will triple from 2015 to 2020, being the traffic
within the data center the main contributor. According to this prediction, the
amount of annual global data center traffic in 2020 will reach 15.3 ZB per year
(1 ZB = 1021 bytes), compared to the 2.3 ZB projected for the total Internet and
WAN networks.
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Regarding the traffic destination, most of the traffic remains within the data
center. 11.8 ZB (77%) are within the data center (e.g. moving data from a develop-
ment environment to a production environment within a data center, or writing data
to a storage array), 2.1 ZB (14%) from data center to user (e.g. streaming video to
a mobile device or Personal Computer (PC)), and 1.4 ZB (9%) from data center to
data center (e.g. moving data between clouds or copying content to multiple data
centers as part of a content distribution network).

The efficient and effective use of data center technologies such as Network
Function Virtualization (NFV) (which decouples the logical requirement of the
computation from the actual physical infrastructure with faithful abstraction) [4],
Software Defined Network (SDN) (which separate the control and forwarding of
data center traffic) [5], and the growing importance of data analytics and Internet
of Things (IoT) are pushing further the growth of data centers. SDN/NFV will be
responsible for 44% of the traffic within the data center by 2020, and big data will
be responsible for 17%. Regarding data center storage, the installed capacity will
grow from 382 EB (1 EB = 1018 bytes) in 2015 to 1.8 ZB in 2020.

With such predictions of increasing demands of storage and computing cloud
resources, data centers are forced to continuously expand in size and complexity,
leading to the development of large-scale cloud data centers called hyperscale data
centers. They are deployed by organizations such as IBM, Microsoft, Amazon,
Facebook and Google, and contain hundreds of thousands of servers stored in
warehouse-scale buildings consuming tens of megawatts of power. These hyper-
scale data centers are foreseen to grow from 259 in number at the end of 2015
to 485 by 2020, as shown in Fig. 1.2. By 2020, they will represent 47% of all
installed data center servers, 68% of all data center processing power, 57% of all
data stored in data centers, and 53% of all data center traffic.
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These hyperscale data centers integrate an increasing number of servers with
high-performance and energy-efficient multicore processors, providing higher pro-
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cessing capabilities. As the workloads become more distributed in nature, there
is an increasing dependence on the networking interconnects between the servers.
Consequently, the data center interconnection network should scale accordingly
because otherwise the overall system performance may be degraded as indicated by
the Amhdal’s balanced system law [6] (i.e. Amdahl’s Law states that in an efficient
computing system there must be a balance between the platform clock speed, the
capacity of main memory, and the bit rate of the input/output bandwidth; if any
one of these three resources becomes constrained, a computation will be forced
to wait). In effect, the interconnects and switching elements should guarantee a
balanced bandwidth performance among the underlying compute nodes [7–9].

However, data center networks usually introduce some degree of oversubscrip-
tion, which limits by construction the performance of these networks [10]. Ideally,
the network fabric including the switches connecting servers in a data center should
provide full bisection bandwidth, i.e., the available bandwidth between two bi-
sected sections equals to the aggregated bandwidth of the servers in one of the
sections. Besides, data center networks are based mainly on electronic switches
with front-panel optical transceivers, which result in power hungry and expensive
devices dominating power consumption and cost of these networks.

From all the above, it is clear the relevance of investigating the scalability of
large-scale, full bisection bandwidth data center networks, especially because most
of the traffic happens within the data center. This thesis presents a number of solu-
tions improving the scalability of such networks based exclusively on electronic
switches (first part of this dissertation), and hybrid data center networks combining
electronic and optical switches (second part of this dissertation).

1.3 Contributions and organization of the thesis

1.3.1 COSIGN project

The project Combining Optics and SDN In next Generation data center Net-
works (COSIGN) was supported by the European Union’s Seventh Framework
Program for Research (EU FP7). COSIGN investigated solutions to address the
emerging demands on data center infrastructures, stressed by data volumes, service
provisioning, and consumption trends. It proposed the use of advanced optical tech-
nologies to demonstrate novel solutions capable of sustaining the growing resource
and operational demands required by next-generation data center networks.
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The COSIGN consortium was composed of a unique combination of expertise:
Technical University of Denmark, Interoute Communications Ltd., Nextworks,
I2CAT, Polatis, University of Bristol, Venture Photonics, Universitat Politecnica
de Catalunya, University of Southampton, Technical University of Eindhoven,
PhotonX Networks B. V., IBM Israel - Science and Technology Ltd., and OFS.

The work of this thesis was developed as part of the work package WP2 -
High-performance optical subsystems and devices, led by Technical University
of Eindhoven, and responsible for developing the enabling technology for future
data center networks by exploiting the latest research and innovation in optical
component technology.

1.3.2 Main contributions

Design and implementation of compact low-power electronic switches with
On-Board Optics transceivers.
At present, electronic switches based on front-panel optical transceivers suffer
from two important bottlenecks: the switching Application-Specific Integrated
Circuit (ASIC) and the front-panel bottlenecks [11]. Both bottlenecks end up
producing devices of at least one rack unit size integrating a single switching ASIC
with 32 front-panel optical transceivers providing a total of 128 ports.

In this work, we analyze how this approach is limiting further scaling of data
center networks, and present the importance of shrinking the size and power con-
sumption of the switches. In order to further scale data centers without extending
the power consumption and space constraints, we suggest it is required the adop-
tion of compact electronic switches, i.e. switches smaller than one rack unit, with
reduced power consumption, and place multiple of them per rack unit.

We demonstrate the feasibility of this approach with a proof-of-concept pro-
totype requiring only one-fourth of the rack space and less than 150 W power
consumption. We package four of these devices in a single rack unit, multiplying
by four the number of ports and bandwidth density per rack unit (4 x 128 ports,
and 4 x 1.28 Tbps). Assuming similar results with the servers, a data center scales
to the double number of devices requiring half the space without needing extra
power consumption.

Analytic model describing electronic and hybrid topologies.
Recently, hybrid topologies integrating a mixture of electronic and optical switches
have been proposed to solve the limitations of data center networks deployed at
present, based on electronic switches. Unfortunately, most of the hybrid topologies
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lack an analytic model describing them accurately in terms of devices, i.e. in
terms of switches, transceivers, and fibers. This fact makes more difficult the
investigation of the scaling of such topologies, and also, the comparison with other
electronic and hybrid topologies in terms of devices, power consumption, and cost.

In this work, we present an analytic model describing a number of electronic
and hybrid topologies with the same model parameters. The topologies follow a
Fat-Tree like architecture, and explore the introduction of Wavelength Division
Multiplexing (WDM) and optical switching technologies into data center networks.
They are named Fat-Tree (FT), Extended Fat-Tree (EFT), Hybrid Fat-Tree (HFT),
and Extended Hybrid Fat-Tree (EHFT).

By making use of the presented analytic model, we analyze and compare the
scaling in terms of devices, power consumption, and cost of these architectures,
concluding that optical switches and wavelength division multiplexing are promis-
ing technologies improving the scaling of data center networks.

Dynamic wavelength assignment to WDM links in hybrid data center net-
works.
At present, Optical Circuit Switches are the only optical switching technology
commercially available providing the large port count required for large data center
deployments. They provide pure spatial switching, and when used in conjunc-
tion with wavelength division multiplexing techniques, they are able to switch
together groups of wavelengths. This brings benefits in terms of scaling since
fewer switches, transceivers, and fibers are required. Unfortunately, switching
together multiple wavelengths restricts the communication patterns and may lead
to underutilized links. The solution to this problem is the dynamic assignment of
wavelengths to the links, which is usually addressed by the integration of some
kind of wavelength selective switches in the network.

In this work, we propose a different approach, a control technique that we name
E-WDM. It leverages the benefits of software-defined networking and exploits the
electronic switches present in hybrid networks to dynamically assign the traffic
to different wavelengths in the high-capacity links of optical circuit switches. We
demonstrate the feasibility of this approach in our ECO-IPI Hybrid Data Center
demonstrator, which integrates electronic switches, servers, a central controller,
and FOX, our fast optical circuit switch.
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1.3.3 Outline of the thesis

The remaining of this thesis is structured as follows. Chapter 2 introduces basic
concepts and related work regarding data center network technologies (i.e. fiber
optics, optical transceivers, electronic switches, and optical switches), and data
center network topologies (i.e. topologies based on electronic switches and hybrid
topologies based on a mixture of electronic and optical switches). Chapter 3
presents our analysis and solution for electronic switches, the main building block
of data center networks deployed at present. Taking Fat-Tree topology as the
driving thread, we analyze the impact on the number of ports, different packaging
approaches, and the relevance of shrinking size and power consumption of the
devices. Furthermore, we present our prototype of compact low-power electronic
switch integrating On-Board Optics transceivers and a packaging demonstrator
including four of these devices in a single rack unit. Chapter 4 introduces the
analytic model governing electronic and hybrid data center networks following a
Fat-Tree like architecture, accurately describing the impact of introducing optical
switching technologies and wavelength division multiplexing techniques to such
topologies. After the definition of the model configuration parameters, and the
analysis of the impact of each one of them, a set of equations defining the topologies
in terms of switches, transceivers, and fibers is presented. Finally, a number of
examples for different configuration parameters is included to demonstrate the
flexibility of the model. Chapter 5 explores the scaling in terms of devices, power
consumption, and cost of the topologies described by the analytic model. Chapter 6
presents our experimental work regarding hybrid data center networks. It includes
FOX (our fast optical circuit switch), the ECO-IPI Hybrid Data Center demonstrator
(integrating a central controller, servers, electronic and optical switches), and E-
WDM (our software control technique to dynamically assign the traffic to different
wavelengths in the high-capacity WDM links of hybrid networks with pure spatial
optical switching). Finally, Chapter 7 presents a summary of the thesis and suggests
a number of directions for further research.





Chapter 2

Background

Data centers are complex systems comprising the power system, the cooling system,
the cabinets with servers, and the network interconnecting them. They are often
classified depending on the reliability of the underlying infrastructure into TierI
to TierIV groups [1]. For instance, data centers may vary from not including any
redundancy in the single power and cooling paths (TierI), to including redundant
components in the two active power and cooling paths, tolerating any single
equipment failure (TierIV). Typical availability ranges from 99.7 % to 99.995%
and above.

The power system transforms the received input medium-voltage, typically
10-20 kV, down to low-voltage, typically 200-600 V. In parallel, emergency diesel
generators may generate similar voltages in case of failure of the main supply
system. Both inputs are fed into the Uninterruptible Power Supply (UPS) units,
which usually integrate batteries to help with the transition from one source to the
other, ensuring the output is always active in case of emergency. The output of the
UPS is connected to a number of Power Distribution Unit (PDU), providing the
required voltage to servers and switches.

The cooling system usually divides the data center floor into hot and cold aisles
because it is more efficient than cooling down the whole data center space. The
racks filled with equipment are placed in the cold aisles, which typically receive
the cold air through openings in the raised floor. The operation of the equipment
situated in the cold aisles generates heat and removes the hot air into the hot aisles.
This hot air is collected by the cooling units, sometimes called Computer Room
Air Conditioning (CRAC), responsible for cooling it down and pumping it back
into the raised floor [12].
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Servers provide the computational capabilities and services of the data center,
and are responsible for answering the requests from clients in a cloud computing
environment. Servers integrate multicore processors, with a number of Dynamic
Random Access Memory (DRAM) modules and hard disks. Large-scale data cen-
ters integrate more than one hundred thousand servers [13–15] which are packaged
in cabinets or racks with forty to fifty rack unit spaces. Typically, they are one rack
unit size (1 U), but there is an ongoing effort to shrink its size to half rack unit and
beyond [16, 17].

Regarding data storage, there are mainly two approaches. The hard-disks
providing the data storage capabilities may be directly attached to the servers, or
directly attached to the network switches. In the first case, data is accessed by a
globally distributed file system, such as Google File System (GFS) or Microsoft’s
Distributed File System (DFS). In the second case, the storage is decoupled from
servers, and is part of Network-Attached Storage (NAS) devices directly attached
to the network using protocols such as Network File System (NFS) on Unix sys-
tems or Common Internet File System (CIFS) on Microsoft’s systems. The first
approach trades off higher write overheads for lower cost, higher availability, and
higher read bandwidth [1]. In this work, we assume the first approach with storage
included in the servers.

Although the power system, the cooling system, and the servers are a crucial
part of data centers, this work focuses in the data center network, the substrate over
which the servers inter-operate and are connected to the WAN. As data centers
continue to scale in size, the critical performance bottleneck has shifted from the
server to the network [8]. Indeed, the data center network should keep pace with
multicore processors advancements because otherwise it will become the system
performance bottleneck, as stated by Amdahl’s Law [6, 9].

The basic building block of the network is the switch (or router) that intercon-
nects the servers or processing nodes according to some prescribed topology. The
past 20 years have seen orders of magnitude increase in off-chip bandwidth span-
ning from several gigabits per second up to several terabits per second today. The
switches are interconnected with optical fiber and deployed according to certain
topology, which must be carefully selected given its important implications on
scalability, cost, and latency and throughput performance.

The remainder of this chapter is organized as follows. First, an overview
of data center network technologies is presented, namely fiber optics, optical
transceivers, electronic switches, and optical switches. Then, a survey of data
center network topologies is carried out, organized in electronic networks (with
only electronic switches) and hybrid networks (with a combination of electronic
and optical switches).
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2.1 Data center network technologies

2.1.1 Fiber optics

Fiber optics plays a critical role as the transmission medium in data centers. With
data rates at 10 Gbps and beyond, passive and active copper cables are impractical
above a few meters of reach due to their bulky size, frequency-dependent loss, and
high power consumption transceivers [18]. With the ever-increasing demands for
speed, the optical interconnects probably will replace the traditional copper-based
solutions even for the links between servers and rack switches [19].

There are mainly two types of fibers in data centers at present: Multi-Mode
Fiber (MMF) and Single-Mode Fiber (SMF). MMF is more expensive to manu-
facture than SMF due to its complex refractive index profile [20]. However, MMF
has substantially larger core diameters (e.g. 50 to 60 microns) than SMF (e.g. 8
to 9 microns). Consequently, MMF offers relaxed alignment tolerances, enabling
low-cost assembly and packaging of VCSEL-based transceivers dominating the
short reach interconnects within data centers [21].

One disadvantage of MMF when increasing the data rates is the decrease in link
reach length due to effects of modal and chromatic fiber dispersion that significantly
distort the signal [22]. For instance, the maximum distance reduces from around
500 m at 1G to around 100 m at 25G [23]. The introduction of lower attenuation
and higher bandwidth optical fibers (from OM3 with maximum attenuation of 3.5
dB/km and 2700 MHz·km bandwidth to OM4 with 3.0 dB/km and 4700 MHz·km)
enables further reach: e.g. at 25G, 100 m with OM3 and 150 m with OM4. Longer
distances typically require SMF together with singlemode lasers [18].

2.1.2 Optical transceivers

Optical transceivers are responsible for the Electronic-to-Optical (E/O) and Optical-
to-Electronic (O/E) conversion. They are required between the electrical interfaces
of the (electronic) switching ASIC and the optical fibers used as the transmission
medium. The basic optical transmitter includes a Laser Driver (LD) and a Vertical
Surface Emitting Laser (VCSEL) or Distributed Feedback (DFB) laser. The basic
optical receiver includes a Photodiode (PD) and a Transimpedance Amplifier /
Limiting Amplifier (TIA/LA) [24]. On top of that, transmitter and/or receiver may
include additional circuits to better overcome the impairments of the transmission
medium, such as Clock Data Recovery (CDR), Feed Forward Equalization (FFE),
and Decision Forward Equalization (DFE) circuits [25].
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Optical transceivers may be classified according to different considerations.
Perhaps the most fundamental classification relies on the type of fiber intended
to be used: Multi-Mode (MM) transceivers are normally based on VCSEL arrays
and dominate Short Reach (SR) interconnections within the data center; Single-
Mode (SM) transceivers are typically based on more expensive, higher-power DFB
lasers, and dominate the Long Reach (LR) connections within the data center. A
number of approaches have been suggested to overcome the inherent reach limita-
tion of MM transceivers. For instance, the integration of a mode filter to reduce the
spectral width of the VCSEL and thereby mitigate the effects of fiber dispersion
demonstrating transmission distances over 500 m at 25 Gbps [26]. Another study
utilizes digital signal processing techniques such as FFE and DFE to recover the
signal integrity loss [27]. Looking forward, the operation of VCSELs at higher
data rates may need more advanced modulation formats such as Pulse-Amplitude
Modulation - 4 levels (PAM4) [28], multicore fibers [29], and/or WDM techniques.

Regarding the use of WDM, optical transceivers typically transmit data at (or
around) one of the three primary wavelengths: 850 nm, 1310 nm, and 1550 nm
(corresponding to the first, second and third transmission windows in optical fiber,
respectively). MM transceivers typically use the first window, and SM transceivers
normally use the second and third windows. In general, the narrower spectrum of
DFB lasers used in conjunction with SMF makes them more suitable for WDM
technologies [19]. Such devices are often classified depending on the channel
spacing: 20 nm channel spacing with Coarse Wavelength Division Multiplex-
ing (CWDM) and 0.8-0.4 nm channel spacing with Dense Wavelength Division
Multiplexing (DWDM). There are also efforts to introduce WDM in MMF [30–
35], called Shortwave Wavelength Division Multiplexing (SWDM). However,
SWDM is limited at present to four wavelengths, distances in the order of hundreds
of meters, and faces challenges for further scaling in the number of wavelengths.

Regarding format factors and placement considerations, data center switches
are dominated at present by front-panel pluggable transceivers. Networks deployed
with 10G technologies integrate SFP+ (1 x 10G) and QSFP+ (4 x 10G) transceivers;
networks deployed with 25G technologies select SFP28 (1 x 25G) and QSFP28 (4
x 25G) transceivers. The QSFP - Double Density (QSFP-DD) standard has been
recently released [36], and it provides eight interfaces at 25G with Non-Return-
to-Zero (NRZ) modulation or 50G with PAM4 modulation. Although there are
other format factors, such as the 100G Form-factor Pluggable (CFP) family [37],
they are not well suited for the high-density interconnects required in data centers
due to its density. For instance, only four CFP2 modules can be integrated into the
front-panel of a rack unit, which is not enough to provide access to the number of
ports and bandwidth of the latest switching ASICs.
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Front-panel pluggable optical transceivers are chosen for data centers at present
probably due to its ease of replacement and the existing standards allowing in-
terchangeable devices from different manufacturers. However, they lead to the
front-panel bottleneck [11] and limit the number of ports and bandwidth that can
be provided per rack unit. In order to overcome this limitation and other important
considerations, it is foreseen that optical transceivers allowing tighter integration
with the switching ASIC will replace the front-panel pluggable devices [11, 38].
Indeed, as the data rate increases, signal distortion in the electrical transmission
lines between optical modules and switching ASIC cannot be ignored. To suppress
the signal distortion, optical modules must be located close to the ASIC and at
high-density given the increase in ASIC bandwidth [39].

One option is the integration of On-Board Optics (OBO) devices. These de-
vices have important advantages compared to front-panel transceivers: they have a
larger port-count and bandwidth density, more energy-efficient electrical interfaces,
and can be placed on the Printed Circuit Board (PCB) closer to the switching ASIC
enabling reduced power consumption [39, 40]. However, they are not as easily
replaced and they lack at present of published standards enabling interchangeable
devices. There are already commercially available versions, such as the FIT Micro-
pod and Minipod [41], Finisar BOA [42], or TE Connectivity Coolbit [43, 44]. As
it will be shown in Chapter 3, we follow this approach to integrate switching ASIC
and transceivers in our compact low-power electronic switch demonstrator.
Other approaches allow even tighter integration of ASIC and transceivers, placing
the transceivers in the same substrate as the ASIC [45–47], or on top of the modules
like in the POWER7-IH system [48].

Unfortunately, all of these approaches have to still overcome standards like the
ones released for front-panel transceivers, making the adoption of such technolo-
gies difficult. In that sense, the Consortium for On-Board Optics (COBO) [49] is
developing a standard for OBO, which will provide eight lanes at 50G using 25G
symbol rate with PAM4 modulation using the IEEE CDAUI-8 electrical interface
[50].

2.1.3 Electronic switches

An Electronic Switch (ES) performs the switching function in the electronic do-
main. The main component of these devices is the switching ASIC. It includes
electronic buffers to store the packets received in the input ports, and also, process-
ing units to decode the packet headers and forward the packets to the corresponding
output ports according to the programmed routing tables.
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Although electronic switches are widely deployed, and it is common to find
them also in home networks, there are important differences between home and
data center switches. The first distinction is that the interfaces in data center
switches are typically optical thanks to the inclusion of optical transceivers, at least
for long distances given the increasing data rates of the interfaces. The second
difference is that the number of ports is significantly larger: e.g. state-of-the-art ver-
sions scale-up to 128 ports with 10G [51] and 25G [52] interfaces. More recently,
switching ASICs with 50G interfaces (2 x 25G with NRZ modulation) [53] have
been released, and with 100G (2 x 50G with PAM4 modulation) [54] interfaces
have been announced. The limitation of the number of ports per ASIC despite the
increasing bandwidth is sometimes referred as to the ASIC bottleneck [11].

Since the switching ASIC has electrical interfaces, it requires the co-integration
of optical transceivers when it interacts with an optical transmission medium. ASIC
and optical transceivers are typically connected through PCB high-speed differen-
tial traces. At present, industry favors front-panel pluggable transceivers because
of its ease of replacement and the available standards enabling interchangeable
modules from different manufacturers. This approach leads to devices occupying
at least one rack unit (1 U) when packaging a single switching ASIC. The layout
of a typical electronic data center switch is visualized in Fig. 2.1. The main com-
ponent is a PCB, which integrates the switching ASIC, the required receptacles for
the front-panel transceivers and the socket for the Central Processing Unit (CPU)
control board. In addition, the rack unit includes a redundant power supply and
hot-air extracting fans located in the back.
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Fig. 2.1 Typical electronic switch based on front-panel pluggable transceivers.

A comparison of commercially available electronic switches [55] is reported in
Table 2.1, with a number of relevant remarks. First, all the switches are packaged



2.1 Data center network technologies 15

with front-panel optical transceivers: SFP+ and QSFP+ are the chosen format
factors for 10G interfaces; SFP28 and QSFP28 are selected for 25G interfaces.
Second, the devices requiring one or two rack units integrate a single switching
ASIC with the corresponding number of optical transceivers. The front-panel in a
single rack unit is limited to a maximum of 36 QSFP - 4x10G (QSFP+) or 36 QSFP
- 4x25G (QSFP28), which is sometimes referred to as the front-panel bottleneck
[11, 38]. This forces the packaging of the BCM56970 ASIC in two rack units
because it needs to accommodate 64 QSFP28 transceivers to provide access to
the 128 50G ports. In Chapter 3 we suggest and demonstrate a solution to the
ASIC and front-panel bottlenecks of electronic switches, based on the integration
of On-Board Optics transceivers and the packaging of multiple ASICs per rack
unit. Our solution, even being based on 10G devices, achieves 4 x 1.28 Tbps
and 4 x 128 ports per rack unit. Third, solutions such as Facebook Sixpack and
Facebook Backpack implement a large switch based on multiple switching ASICs:
e.g. they integrate twelve switching ASICs to implement a device with four times
the number of ports of a single switching ASIC. As these examples illustrate,
and as it will be demonstrated in Chapter 3 for a Fat-Tree topology, this approach
requires three times more switching ASICs and points out the benefits of scaling-
out the number of commodity networking devices [56]. Note that 1 G4 is 13.85
inches high, which is approximately 8 U of 1.75 inches high.

Table 2.1 Commercial electronic switches.

Manufacturer / Switching BW (Tbps) // Ports Optical Size
Product name ASIC per rack unit transceivers

Edgecore Networks BCM56850 1.28 // 128 @ 10G 32 QSFP+ 1 U
AS6712-32X

Edgecore Networks BCM56950 3.2 // 128 @ 25G 32 QSFP28 1 U
AS7712-32X

Edgecore Networks BCM56970 3.2 // 128 @ 25G 64 QSFP28 2 U
AS7800-64X

Facebook 12 BCM56850 2.2 // 85 @ 10G 128 QSFP+ 7 U
Sixpack

Facebook BCM56950 3.2 // 128 @25G 32 QSFP28 1 U
Wedge 100
Facebook 12 BCM56950 4.8 // 64 @ 25G 128 QSFP28 1 G4
Backpack ≈ 8 U
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2.1.4 Optical switches

An Optical Switch (OS) performs the switching function in the optical domain.
Therefore, an important advantage of optical switches compared to electronic
switches is that they do not require optical transceivers to perform the E/O and
O/E conversion. This enables reduced power consumption and cost, and it is
further investigated in Chapter 5. Another important advantage of OSs is that they
are bit-rate and data-format agnostic, ideally suited to switch very high data-rate
signals and multiple wavelengths. Again, this enables more power efficient devices
since they do not require to store-and-forward every bit like ESs [57].

However, OSs face also important challenges, such as the lack of optical buffers
[58]. Indeed, ESs rely on electronic buffers to store-and-forward the packets, en-
abling the ability to cope with contention. This important limitation of optical
switches forces the implementation of some other techniques to deal with con-
tention. A suggested approach is the addition of (fixed) fiber delay lines used as
buffers. However, this adds significant complexity and may cause performance
degradation since they cannot delay the packets for arbitrary amounts of time [58].
Another approach is to move the packet buffering out to the edge points of the net-
work where the data can be buffered electronically [59, 60]. This works well if the
switch fabric configuration can be efficiently controlled by a logically centralized
traffic arbiter and scheduler [57]. Other approaches suggest the introduction of
electronic buffers in the optical switches [61–63].

A number of optical switching techniques have been investigated for data
center applications: optical circuit switching (OCS), optical burst switching (OBS),
and optical packet switching (OPS). In an OCS-based solution, the connectivity
path between the source and destination is established before sending the data. This
is a time-consuming procedure [64], but once the circuit is established, the data
is sent at maximum throughput with minimum delay. In an OBS-based solution,
a burst control header is created and sent towards the destination. The header is
processed electronically at the OBS-routers, which allocate the optical connection
path for the duration of the data transfer [65]. In an OPS-based solution, one or
more electrical data packets with similar attributes are aggregated in an optical
packet and attached with an optical label indicating the destination. The optical
packet switch processes the label and forwards the optical packet to the right output
port [66].

Plenty of technologies have been suggested to implement the optical fabric.
The resulting devices may be classified into slow optical switches and fast optical
switches [67]. Slow optical switches are based on technologies such as Micro-
Electro-Mechanical System (MEMS) [68, 69] or direct fiber-to-fiber alignment
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switches [70], providing large port-count devices with reconfiguration times in
the order of microseconds or milliseconds, respectively. Fast optical switches
with faster reconfiguration times are typically based on Semiconductor Optical
Amplifiers (SOAs) [57, 71, 72] or in a combination of Tunable Lasers (TLs),
Tunable Wavelength Converters (TWCs), and Arrayed Waveguide Grating Routers
(AWGRs) [59, 73–77]. SOA-based fast optical switches are normally based on
broadcast-and-select networks [71, 72], although there are also other approaches
such as the 16-port optical switch implemented with a Clos network of smaller
4-port SOA-based switching elements [57].

Finally, it is important to mention that although optical switching is being
successfully deployed in traditional telecommunication networks, it is still finding
difficulties to fully enter into data centers. This is mainly because the switching
speed and the port count of the optical fabric do not fulfill the requirements for data
center applications yet [73, 77]. Unfortunately, there are not fast optical switches
with large port-count commercially available at present. However, recent advances
in silicon photonics integration are promising [78–80].

2.2 Data center networks topologies

Data Center Network (DCN) topologies describe how to physically connect
switches and servers. The selection of the data center topology has important
implications in terms of scaling, cost, latency, throughput, fault tolerance, path
diversity, power consumption, and many other relevant features [10]. Thus, the
number of proposed architectures for data centers continuously grows [81].

DCN topologies are typically divided into direct and indirect topologies. Direct
topologies connect servers to each switch. Indirect topologies connect the servers
only to certain switches; the rest of the switches are interconnected among them.
Classic examples of direct topologies are mesh, torus, and hypercube networks; a
classic example of indirect topology is a tree [9].

Another manner to classify DCN topologies is in electronic, hybrid, and all-
optical networks. Electronic DCNs are based exclusively on electronic switches,
and up to present, they dominate data center deployments. Hybrid DCNs, integrat-
ing electronic and optical switches, and all-optical DCNs, including only optical
switches, are attracting attention. They may overcome issues as the large power
consumption of electronic switches or the cost of optical transceivers (dominating
power consumption and cost of DCNs, as it will be shown in Chapter 5). This
section presents a brief overview of a number of electronic and hybrid topologies.



18 Background

2.2.1 Topologies based on electronic switches

There are plenty of topologies based on electronic switches. For instance, DCell
[82], BCube [83], and MDCube [84] are server-centric topologies, where servers
are equipped with multiple network ports and act not only as end hosts but also
as relay nodes for traffic forwarding. Scafida [85] and JellyFish [86] topologies
suggest a more random, asymmetric distribution of the network.

We will focus on this section on two topologies: Fat-Tree [14, 56, 87, 88] and
HyperX [89].

Fat-Tree is a well-known topology, deployed in high-performance computers
[90] and data centers (e.g. Google and Facebook) [91–93]. As it will be shown in
Chapter 3 to Chapter 5, we select this topology has the driving thread to evaluate
the scaling of data center networks.

Fat-Tree is an indirect topology with remarkable features and here we present
only a number of them. First, it scales to any number of servers which is especially
relevant in order to support the ever-increasing demands of bandwidth in data
centers. It does so by interconnecting layers of switches with any number of ports.
Other topologies limit the network size depending on the number of ports of the
switches. Second, it provides full bisection bandwidth, i.e, if we partition the
network in two bisections with half the servers, there are enough links connecting
the bisections to communicate the servers at full link speed. This is also remarkable
because other solutions are only able to connect a large number of servers by
introducing oversubscription. Third, it has great path diversity which enables load
balancing and fault resiliency: e.g. the Fat-Tree example of Fig. 2.2 implemented
with two layers of 8-port switches provides four different paths between any pair
of servers.

FAT-TREE

2 2 2 22 2 2 2

HYPERX

ELECTRONIC SWITCH PARALLEL OPTICAL LINKS

Fig. 2.2 Fat-Tree and HyperX topologies.
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HyperX provides the analytic framework describing a number of direct topolo-
gies, where each switch is connected to all of its peers in each dimension and
the number of switches in each dimension can be different. An example of a
three-dimensional HyperX built with 4-port switches is shown in the right diagram
of Fig. 2.2. The HyperX model describes using the same parameters a number
of topologies, such as the one-dimensional fully connected ring, the hypercube,
and the Flattened-Butterfly [94, 95]. Such analytic model is the inspiration for
our Hybrid Fat-Tree model of Chapter 3, which describes a number of hybrid
topologies exploring the introduction of optical switches and wavelength division
multiplexing technologies in Fat-Tree. Although HyperX may provide, like Fat-
Tree, full bisection bandwidth among the servers, it is limited in scaling by the
number of ports of the switches.

2.2.2 Topologies based on electronic and optical switches

Due to the high cost and power consumption of data center networks based ex-
clusively on electronic switches (and optical transceivers), alternative approaches
suggest the combination of electronic and optical switching technologies in hybrid
networks [67, 96–103]. Despite the advantages of optical switching, the combi-
nation of these technologies bring also important challenges, since the temporal
and spatial heterogeneity in data center traffic require supporting dynamic switch
scheduling decisions on aggressive time scales [104].

The hybrid architectures suggested differ in the choice of optical switching
technologies, and also, in the way devices are interconnected. For instance, Helios
[96] and HyPaC [97] architectures include slow optical circuit switches based on
MEMS, as shown in Fig. 2.3.

HELIOS HYPAC

ELECTRONIC SWITCH

SLOW OPTICAL SWITCH 

PARALLEL OPTICAL LINKS

WDM OPTICAL LINK 

Fig. 2.3 Helios and HyPaC topologies.
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Helios substitutes a number of the electronic switches at the core of the network
by optical circuit switches; HyPaC connects the optically switched network directly
to the racks, creating an alternative circuit switched path parallel to the packet
switched network. A number of important cloud applications, including virtual
machine migration, large data transfers, and MapReduce experience significant
performance improvements while running on such a hybrid network with the
potential for much lower cost, deployment complexity, and energy consumption
than purely packet-switched networks [105].

Examples of other hybrid topologies such as Proteus, HOSA, and OpSquare
are shown in Fig. 2.4. Proteus [98] includes a single MEMS-based Optical
Circuit Switch (OCS) to connect all the racks in the network. It also exploits
DWDM technologies and Wavelength Selective Switches (WSSs) in order to
achieve dynamic bandwidth allocation in the high-capacity WDM links. Every
rack switch is connected to the MEMS switch through a multiplexer and a WSS
unit. For instance, a 64-port rack switch has 32 ports with 32 different wavelengths
facing up. These wavelengths are multiplexed into a single fiber, which is divided
into four groups by the WSS, and connected to four ports of the OCS. By using
the dynamic configuration capabilities of the WSS, each one of the four links
may be assigned a capacity between 0 and 32 times the link speed. Unfortunately,
Proteus does not scale to a large number of servers since a single optical switch
connects all the racks. Also, it relies on (still expensive) technologies such as
DWDM and WSS, and includes oversubscription to reduce the cost of the network.
HOSA [67] suggests exploiting slow and fast optical switches at the core of the
network, interconnecting the racks. OpSquare [100–103] employs two parallel
levels of fast optical switches, one for intra-cluster connectivity and the other one
for inter-cluster connectivity.

WSS AND OTHER COMPONENTS

FAST OPTICAL SWITCH 

PARALLEL OPTICAL LINKS

WDM OPTICAL LINK 

ELECTRONIC SWITCH

SLOW OPTICAL SWITCH 

PROTEUS HOSA OPSQUARE

Fig. 2.4 Proteus, HOSA, and OpSquare topologies.
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An important limitation of the mentioned hybrid architectures is that they do
not provide an analytic model describing them in terms of devices. This makes
more difficult the investigation of the scaling of these networks in terms of devices,
power consumption and cost, and the comparison with other electronic topologies.

2.3 Summary

This chapter has introduced a number of basic concepts used in the remaining of
this thesis. The basic architecture of a data center is briefly explained in terms of
the system blocks. Since the focus of this work relies on data center networks, a
summary of technologies available at present to deploy such networks is presented:
fiber optics, optical transceivers, electronic switches, and optical switches. Finally,
a brief survey of a number of electronic and hybrid topologies suggested in the
literature is included, with special attention to Fat-Tree, HyperX, Helios, and
HyPaC architectures.

As it will be shown, Chapter 3 presents a solution to improve the scaling
of electronic switches by integrating On-Board Optics devices instead of the
traditional front-panel optical transceivers, and by placing multiple switches per
rack unit instead of only one. Chapter 4 introduces our analytic model describing
electronic and hybrid topologies. The model, inspired by HyperX, explores the
introduction of optical switches and wavelength-division multiplexing technologies
into Fat-Tree like topologies, which are able to scale to any number of servers with
full bisection bandwidth. Helios and HyPaC architectures are particular examples
of our model. Chapter 5 employs the analytic model to investigate the scaling
of these topologies in terms of devices, power consumption, and cost. Finally,
Chapter 6 presents an experimental demonstration of the feasibility of integration
of these technologies in a hybrid data center scenario by means of an SDN central
controller.





Chapter 3

Electronic Switches with
On-Board Optics

3.1 Introduction

At present, data center networks are mostly based on electronic switches. These
switches perform the electronic switching function in the electronic domain, and
for that reason, they require the integration of optical transceivers to perform the
E/O and O/E conversion to interface the optical fiber transmission medium. Given
the ever-increasing demands for cloud computing, these networks are forced to
continuously expand, integrating a growing number of more powerful devices. The
largest data centers integrate at present more than one hundred thousand servers
which require thousands of racks space, tens of megawatts of power consumption,
and tens of millions of dollars in deployment costs. Further scaling is challenging.

As discussed in Section 2.1.3, electronic switches suffer from two important
bottlenecks [11, 38] in the switching ASIC and the rack-unit front panel. Regarding
the first bottleneck, the switching ASICs of the electronic switches is limited at
present to 128 ports. Even the newer versions with 256 Serializer-Deserializer
(SerDes) still provide only 128 ports. This limitation has a great impact on the
scaling of data centers because large port-count switches are very desirable to
reduce the size and diameter of the network, i.e., large port-count switches enable
flatter data centers. Regarding the second bottleneck, the 128-port switching ASICs
are packaged at present with 32 optical transceivers that completely fill the front
panel area of the rack unit (the newer version with 256 SerDes requires 64 optical
transceivers and two rack units). Thus, the choice of pluggable optical transceivers
limits the scaling of the rack unit because its number of ports and bandwidth is
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constrained by the number and type of optical transceivers that can be fitted in the
front panel area.

The choice of front panel transceivers has other problems associated. An
important disadvantage is that long PCB high-speed traces are required to reach the
front panel. This forces electrical interfaces in ASIC and transceivers to be able to
cope with the associated losses, which increase with the growing data-rates. Thus,
these devices must include additional circuits to overcome the impairments of the
transmission medium, such as CDR, FFE, and/or DFE circuits [25], which traduces
in extra complexity, power consumption, and cost. Another important problem
is related to thermal management because the front panel optical transceivers are
squeezed and stacked in the front panel area. This makes more difficult the air
flow and jeopardizes the performance and reliability of the transceivers, highly
dependent on temperature.

This chapter investigates theoretically and experimentally how to improve the
scaling of the electronic switches, and consequently, the scaling of current data
center networks.

First, in our theoretical analysis, we compile a set of four design principles
for electronic switches by using the analytic model of FT topology as the driving
thread. The first design principle remarks the relevance of scaling-up the port-
count of electronic switching ASICs: the manufacturers should focus on increasing
the number of ports of these devices and the switch designers should select the
ASICs with the largest port-count available. The second design principle points
out that it is more efficient to scale-out the number of commodity switches in
the network based on a single switching ASIC than building larger port-count
devices integrating multiple switching ASICs. Finally, the third and four design
principles indicate that special attention should be taken to reduce the size and
power consumption of these devices as much as possible because these parameters
limit the scaling of data centers with constraints in space and power.

Following these design principles, the second part of the chapter presents an
experimental prototype which overcomes the front panel and ASIC bottlenecks.
The first key decision in the design process is the integration of OBO transceivers
to overcome the front panel bottleneck. OBO devices have a compact size, with
higher port and bandwidth density. They are placed on the PCB surrounding the
ASIC. The result is a front panel area free of transceivers, and very compact devices
with reduced power consumption and improved thermal behavior. Our prototype
requires only one-fourth of the rack unit space, consumes by design less than 150
W, which is half of the corresponding power consumption of similar devices based
on front panel pluggable transceivers, and operates the transceivers below 40° C.
The second key decision in the design process is the placement of multiple compact
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electronic switches per rack unit to overcome the ASIC bottleneck. In effect, we
suggest it is time to start placing multiple switches per rack unit, inspired by similar
approaches placing multiple servers per rack unit or multiple cores per processing
unit [16, 17]. We demonstrate the feasibility of this approach with our packaging
demonstrator integrating four switches in a single rack unit. The result is a rack
unit with four times the number of ports and bandwidth density compared with
similar devices based on front panel transceivers.

The remainder of this chapter is organized as follows. First, Section 3.2
presents an overview of the well-known FT architecture, including an example,
the model parameters, and the analytic model. We extend the model including
additional parameters and equations to compute the number of transceivers and
fibers of the network. This model is used to investigate the scaling of the network
and to infer four design principles in Section 3.3. Then, Section 3.4 reports the
design, implementation, packaging, and characterization of our prototype. Finally,
Section 3.5 concludes the chapter.

3.2 Fat-Tree topology

As discussed in Chapter 2, FT has two interesting features to build large-scale
high-performance data center networks: it provides full bisection bandwidth and it
is not limited in scaling by the number of ports of the switches. In this section, we
present our analytic model of FT, which extends the traditional model by includ-
ing two novel parameters and two novel equations. Our extended model allows
computing the number of devices (i.e. switches, transceivers, and fibers), which in
turns, enables also to calculate the power consumption and cost. It will be used as
the baseline for our investigation of the scaling of electronic and hybrid networks
in Chapter 5. An example of FT topology implemented with 3-layers of 8-port
switches is shown in Fig. 3.1. The example connects 128 servers with 80 switches.
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26 Electronic Switches with On-Board Optics

The analytic description of the FT topology requires the definition of the model
parameters summarized in Table 3.1. The parameters usually found in the literature
[56, 89] are the number of ports in the switches, k, and the number of layers, l. For
instance, the example previously shown in Fig. 3.1 has k = 8-port switches and l =
3 layers.

Table 3.1 Model parameters defining FT topology.

Symbol Description

k ∈ [2,∞) ∈ N number of ports per switch
(k is power of 2)

l ∈ [2,∞) ∈ N number of layers
fP = 1/2n with fraction of the full

n ∈ [0, log2 k/2] ∈ N network implemented
fE NO WDM = 1/2n with reciprocal of the number of ports

n ∈ [0, log2 k/2] ∈ N of NO WDM transceivers
connecting electronic switches

In order to add generality and flexibility to the model, we added two novel
parameters: the partition factor fP and the fE NO WDM factor. fP adjusts the size of
the network in a discrete manner, ensuring that no resources are wasted and that
links are evenly distributed. It allows to overcome the abrupt scaling of FT topolo-
gies with the number of layers; e.g. the network scales from 8192 with two layers
of 128-port switches to 524888 servers with three layers. In addition, it ensures
that the size adjustment of the topologies results in a valid solution. Otherwise,
adjusting the network size to a certain number of servers could result in unused
ports in the switches (wasting resources) or in non-homogeneous connections
(making more difficult deployment and routing decisions). This factor is further
explained in Section 4.3.1. The fE NO WDM factor represents the number of ports
of the NO WDM transceivers. It is useful to compute the number of transceivers
with the corresponding equation added in our extended model. The NO WDM
transceivers are based on parallel optical channels and are thus an exercise in pack-
aging together single channel transceivers into a combined packaged form factor.
In that respect, the increase in the number of ports in a NO WDM transceiver has
no impact on the number of fibers in the system. It may, however, impact the cost
and power as there are small gains to be had by co-integrating multiple single
channel transceivers into a single package.
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The analytic model of FT includes Eq. (3.1), Eq. (3.2), Eq. (3.3), and Eq.
(3.4). They compute the number of servers NFT , switches SFT , transceivers TFT ,
and fibers FFT in the network, respectively.

NFT = 2 · fP · (k/2)l (3.1)

SFT = (2 · l −1) · fP · (k/2)l−1 (3.2)

Eq. (3.3) calculates the number of transceivers as a function of the model
parameters. It can be understood as the number of transceivers with 1/ fE NO WDM

ports required by k-port SFT switches. It can also be expressed as TFT = SFT ·
k · fE NO WDM, or TFT = (2 · l −1) · fE NO WDM ·NFT . The equation includes only
the transceivers required by the switches and it does not include the 1-port NFT

transceivers needed by the servers.

TFT = 2 · (2 · l −1) · fE NO WDM · fP · (k/2)l (3.3)

Eq. (3.4) obtains the number of fibers as a function of the model parameters. It
can also be expressed as FFT = 2 · l ·NFT , since every layer in FT requires 2 ·NFT

fibers.

FFT = 4 · l · fP · (k/2)l (3.4)

The number of switches, transceivers, and fibers required to build 3-layer net-
works with 128-port switches is represented in Fig. 3.2. The curves are obtained
using the equations of the analytic model. The markers of the curves represent a
different value of the partition factor.
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The highest points in the curves represent the full network with fP = 1 and
524288 servers; the second highest points represent a half of the network with par-
tition factor fP = 1/2 and 262144 servers; and so on. For instance, a 131072 servers
network requires 5120 128-port switches, 163840 4-port NO WDM transceivers,
and 786432 fibers.

3.3 Design principles for electronic data center switches

This section summarizes four design principles compiled to improve the scaling
of data center switches, which is limited at present by the ASIC and front panel
bottlenecks as discussed in Section 2.1.3 and Section 3.1. The presentation of
each design principle starts with the introduction of the intuitive idea governing
the principle. Then, the FT topology and its analytic model presented in Section
3.2 are employed as the driving thread to explore analytically and graphically the
impact of each design principle on the scaling of large data center networks.

3.3.1 Principle 1: scale-up port count of switching ASIC

The basic idea behind the first principle is simple: the more ports in the switching
ASICs, the better. These devices are the main piece of hardware required to
implement electronic data center switches and their number of ports is probably
the most important factor in the scaling of data center networks [106]. A large
number of ports in the switching ASICs reduces the number of switches needed
to implement the network. This implies additional reductions in latency, power
consumption, and cost. Unfortunately, the effect of increasing the number of ports
in the switching ASIC does not reduce the number of transceivers and fibers of
the network. For instance, even if only one-half of the switches (with the double
number of ports) is needed to interconnect a certain number of servers, the number
of transceivers and fibers remains constant. This is due to the fact that these half
number of switches with the double number of ports require the double number of
transceivers and fibers.

Analytically, we can consider two networks with the same number of servers
and layers, but built with switches of a different number of ports, i.e., k1 and
k2 = n · k1. According to Eq. (3.1) to Eq. (3.4), the ratio of servers, switches,
transceivers, and fibers in both networks is given by Eq. (3.5) to Eq. (3.8).
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Given the fact that both networks have an equal number of servers, Eq. (3.5)
is reduced to 1 (NFT

∣∣
k=k1

= NFT
∣∣
k=k2=n·k1

). Based on this assumption, Eq. (3.6)
to Eq. (3.8) can be simplified to Eq. (3.9) to Eq. (3.11). While Eq. (3.9) means
that n times more k1-port switches are required to build an equal size network
implemented with k2-port switches, Eq. (3.10) and Eq. (3.11) show that the number
of transceivers and fibers in both networks are equal.
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= n (3.9)
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This conclusion is visualized graphically in Fig. 3.3, that illustrates the benefits
of increasing the port-count in the switching ASIC in order to reduce the number
of switches required. The curves represent three-layer networks implemented with
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64-port, 128-port, and 256-port switches. For instance, a network with 65536
servers requires 5120 64-port switches, 2560 128-port switches, and 1280 256-port
switches.
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Fig. 3.3 Scale-up port count of switching ASIC.

3.3.2 Principle 2: scale-out number of commodity switches

The second design principle points out that it is more efficient to build the network
with commodity switches based on a single switching ASIC than to build the
network using larger port-count switches based on multiple switching ASICs [56].
Note that, while the second design principle deals with scaling-out the number of
switches, the first design principle refers to scaling-up the number of ports of the
switching ASICs.

According to the first design principle, 5120 128-port switches, 2560 256-port
switches or 1280 512-port switches are required in FT to connect 131072 servers.
Since only 128-port switching ASICs are available at present, the last two options
require the implementation of 256-port switches integrating six 128-port switching
ASICs or 512-port switches with twelve 128-port switching ASICs. Thus, the first
option is more efficient because the last two options require the triple number of
devices, i.e., 15360 128-port switching ASICs.

The next lines demonstrate analytically this conclusion. Switches and servers
are related by Eq. (3.12), obtained from the ratio of Eq. (3.1) and Eq. (3.2).

SFT =
2 · l −1

k
·NFT (3.12)

Eq. (3.13) is obtained by particularizing Eq. (3.12) as indicated. It means that
3 ·n switching ASICs with k ports are required to implement an electronic switch
with n · k ports: e.g. six 128-port switching ASICs are required to implement a
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256-port switch and twelve 128-port switching ASICs are needed to implement a
512-port switch.
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= 3 ·n (3.13)

An important remark is that the number of switches computed with Eq. (3.2) is
equal to the number of switching ASICs if and only if these switches are based on
a single switching ASIC. In the case that multiple ASICs are used to implement
a larger switch, the number of switching ASIC of k1 ports required to build S′FT

switches with n · k1 ports is given by Eq. (3.14).

S′FT
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= 3 ·n · (2 · l −1) · fP2 · (k2/2)l−1 (3.14)

Thus, the ratio between the switching ASICs required by switches based on a
single switching ASIC and multiple switching ASICs is given by Eq. (3.15).
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Finally, Eq. (3.16) is obtained from Eq. (3.15) by assuming again that the
networks implemented with both types of switches have the same size, which
implies that Eq. (3.5) equals 1. It means that the triple number of switching ASICs
are required to deploy a network of a certain size if large port-count switches
implemented with multiple switching ASICs are employed.
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The same conclusion is illustrated in Fig. 3.4, which compares the number of
switching ASICs required to build 3-layer networks. The green curve represents the
case requiring fewer switches, which is not possible to implement today because
there are not 256-port switching ASICs available. The red and blue curves display
the options feasible at present: the red curve visualizes the case where 128-port
switches based on 128-port switching ASICs are deployed; the blue curve presents
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the case where 256-port (or 512-port) switches are implemented with six (or twelve)
switching ASICs.
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Fig. 3.4 Scale-out number of commodity switches.

3.3.3 Principle 3: shrink size of electronic switches

The third design principle means that it is relevant to build compact switches (and
servers) to improve the scaling of data center networks. By compact switches we
mean devices smaller than one rack unit (1 U). The current trend implements 1 U
devices (switches and servers, although servers are already starting to be shrunk
[16, 17]). Consecutive increases in the capacity of data centers by adding more
devices of the same size imply that extra space is needed. As a consequence, the
cost associated with the floor space, expensive when the data center is located close
to the user to reduce latency, and with the length of the fibers also increases. We
suggest here that, in order to keep scaling data centers constrained in space, it is
mandatory to start shrinking the devices.

Let’s denominate VD to the volume required by a device (switch or server), and
consider VD = 1 U, 0.5 U, and 0.25 U devices in order to investigate the impact
of compact devices in data centers constrained in space. Let’s denominate VMAX

to the maximum space intended for devices in the data center, measured in rack
units and sufficient to accommodate all switches and servers. Thus, VMAX may be
expressed according to Eq. (3.17) by making use of Eq. (3.12).

VMAX = (SFT MAX +NFT MAX) ·VD =

=
2 · l + k−1

2 · l −1
·SFT MAX ·VD =

2 · l + k−1
k

·NFT MAX ·VD
(3.17)
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Therefore, the maximum number of switches and servers that can be deployed
in a data center of size VMAX is given by Eq. (3.18) and Eq. (3.19). These
equations imply that, by constraining the data center to a certain size, a number
of solutions may not be valid because they require more than the available space.
These equations may provide non-integer solutions and, in that case, they should
be rounded down to the closest integer.

NFT MAX =
k

2 · l + k−1
· VMAX

VD
(3.18)

SFT MAX =
2 · l −1

2 · l + k−1
· VMAX

VD
(3.19)

A constraint of VMAX = 200 kU is selected to investigate the impact of setting
a space limitation in data center deployments. This value of VMAX is chosen in
order to set a value large enough to build a data center with more than one hundred
thousand servers and assuming that this space should be kept constant for future
scaling of the network. This constraint could be set to any other value, and in that
case, the exact values of the following examples would change. Thus, the following
results should be understood just as an example to illustrate the implications of
such constraint; other data centers with different space constraints would lead to
other values; however, the general conclusions are still valid regardless the chosen
value.

Fig. 3.5 is a replica of the left graph in Fig. 3.2, but including the effect of
imposing a space constraint. The vertical lines represent the maximum number
of servers considering 1 U, 0.5 U, and 0.25 U devices, and are obtained with Eq.
(3.18).
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Analogously, the horizontal lines represent the maximum number of switches
considering 1 U, 0.5 U, and 0.25 U devices, and are obtained with Eq. (3.19).
Although the network scales up to 524288 servers, this is only feasible with 0.25 U
devices; with 0.5 U devices the network scales up to 262144 servers, and with 1 U
devices only up to 131072 servers.

Another method to reach the same conclusion is by using Eq. (3.20) to Eq.
(3.23). The first two equations compute the number of racks required by servers
and switches, assuming racks of capacity VRACK deployed with a single type of
device. The last two equations compute the maximum number of racks required
for switches and servers. Note that the first two equations depend on the size of the
devices VD, whereas the last two equations do not. These equations may provide
non-integer solutions and, in that case, they should be rounded up to the closest
integer.

RSERV ERS =
NFT

VRACK/VD
(3.20)

RSWITCHES =
SFT

VRACK/VD
(3.21)

RSERV ERS MAX =
NFT MAX

VRACK/VD
=

k
2 · l + k−1

· VMAX

VRACK
(3.22)

RSWITCHES MAX =
SFT MAX

VRACK/VD
=

2 · l −1
2 · l + k−1

· VMAX

VRACK
(3.23)

These equations are used to generate the curves of Fig. 3.6, corresponding to a
three-layer data center built with 128-port switches. The valid solutions with the
number of racks needed by switches (left graph) and servers (right graph) are below
the horizontal lines; above them, the solutions overtake the space constraint of
VMAX = 200 kU. For instance, it is possible to implement data centers with 131072
servers and 5120 switches with 1 U, 0.5 U, and 0.25 U devices. These solutions
require 128 / 64 / 32 racks for 1 U / 0.5 U / 0.25 U switches and 3277 / 1639 /
820 racks for 1 U / 0.5 U / 0.25 U servers. If the data center scales up to 262144
servers, then only solutions with 0.5 U and 0.25 U devices exist (requiring 128 / 64
racks for 0.5 U / 0.25 U switches and 3277 / 1639 racks for 0.5 U / 0.25 U servers).
Finally, data centers with 524288 servers are only feasible with 0.25 U devices,
and require 128 racks for switches and 3277 racks for servers.
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Fig. 3.6 Number of racks with switches and servers.

3.3.4 Principle 4: shrink power consumption of electronic switches

The fourth design principle points out the relevance of reducing the power consump-
tion of electronic switches (and servers). In order to support the ever-increasing
demands for cloud computing, more devices with improved features in bandwidth
and computational power are interconnected. This implies a growing power con-
sumption in data centers which is already in the order of tens of megawatts in large
deployments. For instance, the challenging target for exascale systems is around
20 MW and a Microsoft’s data center had an initial power source of up to 40 MW
[7].

The large operational costs associated with such values make desirable to set
a maximum power constraint to the data center to keep the consumption below a
certain value. Let’s denominate PMAX to such power constraint and assume that
PMAX is distributed following [1]: 70% for servers (CPU + RAM + disks), 15% for
cooling, 10% for the power distribution network, and 5% for the switches. Then,
the maximum power available for all the switches and the servers of the data center
is given by Eq. (3.24) and Eq. (3.25).

PSERV ERS MAX = 0.7 ·PMAX (3.24)

PSWITCHES MAX = 0.05 ·PMAX (3.25)

Consequently, the maximum power available per switch and per server are
given by Eq. (3.26) and Eq. (3.27).
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PSERV ER MAX =
PSERV ERS MAX

NFT
=

0.7 ·PMAX

NFT
(3.26)

PSWITCH MAX =
PSWITCHES MAX

SFT
=

0.05 ·PMAX

SFT
(3.27)

Let’s select PMAX = 25 MW as an example to illustrate the implications of such
constraint. Other data centers with different power constraints would lead to other
values; however, the general conclusions are still valid regardless the chosen value.
This means that from the 25 MW of our example, a total of 1.25 MW is available
for switches and 17.5 MW is available for servers, as shown in the left diagram
of Fig. 3.7. As a consequence, the constraint in power implies that consecutive
increases in the size of the data center reduce the power available per device, as
shown in the right diagram of Fig. 3.7. For instance, with 65536 servers and
2560 switches, each server has 267.0 W available and each switch has 488.3W. By
duplicating the size of the network to 131072 servers and 5120 switches, the power
available per server reduces to 133.5 W and per switch to 244.1 W. Therefore, it is
possible to conclude that in order to keep scaling the network without requiring
more power it is mandatory to reduce the power consumption of the devices. Note
that, although the 17.5 MW available for all the servers is much larger than the 1.25
MW available for all the switches, the power available per server ends up being
smaller than the power available per switch because of the much larger number of
servers in the network.
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Fig. 3.7 Power distribution in a 25 MW data center and power per device.

Another manner to reach the same conclusion is by computing the total power
required by servers and switches with Eq. (3.28) and Eq. (3.29). These equations
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include the parameters PSERV ER and PSWITCH , which model the power consumption
per server and per switch, respectively.

PSERV ERS = PSERV ER ·NFT (3.28)

PSWITCHES = PSWITCH ·SFT (3.29)

The curves of Fig. 3.8 represent the total power consumption of switches and
servers for different values of PSWITCH (100 W, 200 W, 300 W, and 400 W) and
PSERV ER (50 W, 100 W, 150 W, and 200 W). The horizontal lines are obtained with
Eq. (3.24) and Eq. (3.25), and the curves are obtained with Eq. (3.28) and Eq.
(3.29). The feasible solutions are below the horizontal lines. For instance. it is
possible to implement data centers with 65536 servers and 2560 switches with
all the values of PSERV ER and PSWITCH under consideration. However, it is only
possible to implement data centers with 131072 servers and 5120 switches with
50 W or 100 W servers, and 100 W or 200 W switches. Solutions with 262144
servers and 10240 switches require 50 W servers and 100 W switches. There are
no solutions with 524288 servers and 20480 switches with the values of PSERV ER

and PSWITCH under consideration.
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Fig. 3.8 Restriction of solutions due to power consumption constraint.

Finally, note that although both space and power constraints limit the valid
solutions, one of them may be the limiting factor. For instance, power is the
limiting factor in our examples: 0.25 U devices enable a solution with 524288
servers which is not feasible with 100 W switches and 50 W servers.



38 Electronic Switches with On-Board Optics

3.4 Electronic switch with On-Board Optics prototype

3.4.1 Introduction

We followed the design principles to implement an electronic switch prototype.
According to the first design principle, we selected as switch designers an ASIC
with the maximum number of ports among the commercially available versions,
i.e., 128 ports. At the beginning of the project, the state-of-the-art ASIC provided
10G interfaces and 1.28 Tbps bandwidth. Following the second design principle,
we implemented an electronic switch based on a single switching ASIC; we did
not attempt to build a larger switch based on multiple switching ASICs. Finally,
according to the third and fourth design principles, we designed the electronic
switch to be as compact and low-power consumption as possible with technologies
commercially available at present. The result of applying the design principles
during the design phases was the prototype shown in Fig. 3.9. It has a size of 20 cm
by 20 cm requiring only 0.25 U of rack space and consumes below 150 W of power.
We packaged four of these switches in a rack unit, effectively multiplying the port
and bandwidth density of the rack unit by four while only requiring the double
amount of power compared to similar solutions based on front panel transceivers.

Fig. 3.9 Electronic switch with On-Board Optics.
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The bottom section of the board includes the data plane: switching ASIC and
transceivers. The switching ASIC, in the center, is covered by its fan in the picture.
It is surrounded by the eleven OBO transceivers, placed as close to it as possible
to reduce the size of the system and the length of the high-speed traces. Three
transceivers are placed on the left, another three transceivers on the right, and the
remaining five transceivers are located at the bottom. The top-left section includes
the connectors at the edge and most of the power block. The large electrolytic bulk
capacitors are placed at the 12 V input of the power block and at the output of
every generated voltage (5 V, 3.3 V, and 1 V). The top-right section includes the
CPU control board with an orange heat-sink. The space below the CPU control
board is used to place the remaining electronics and it is better visualized in Fig.
3.12 when presenting the layer 1 layout.

There are two key design decisions that enable these results: the choice of
OBO transceivers and the approach of generating all internal voltages from an
external power supply.

OBO transceivers do not suffer the front panel bottleneck because they are not
located in the front panel area; instead, they are placed on the PCBs occupying the
whole rack unit area. Moreover, the selected version of OBO modules has higher
port and bandwidth density compared to the wide-spread QSFP family form factor:
it requires approximately half the space and provides three times more ports. Thus,
whereas the front panel transceiver approach usually package 32 4-port transceivers
in a rack unit, we package 44 12-port transceivers in the same space. In addition,
these devices are more power efficient and easier to cool down being distributed in
the whole rack unit area.

The generation of all internal voltages from an external 12 V power supply is
inspired by OpenCompute [107], suggesting the introduction of 12 V power rails
in the racks. The traditional approach requires two power supply units per device:
e.g., 272384 power supply units for 131072 servers and 5120 switches. Besides,
although integrating the power supply units in the rack unit may generate some of
the internal voltages, such as the Advanced Technology Extended (ATX) standard
generating 12 V, 5 V, and 3.3 V, they do not completely remove the necessity to
generate voltages in the board. In effect, switching ASICs use lower and lower
voltages to reduce the power consumption: low voltages such as 1 V and large
currents such as 100 A mostly force the generation of these voltages close to the
ASIC. In contrast, our approach has the advantage of providing extra flexibility to
power distribution engineers to optimize the number, characteristics, and location
of the power supply units. More importantly, our approach frees substantial space
in the rack unit that may be used to accommodate additional devices, like our
packaging prototype integrating four switches in the rack unit.
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3.4.2 System overview

The design of an electronic data center switch with 128 10G ports is not a trivial
task. The system is complex, integrating above 2000 components and requiring
more than 250 differential pairs for high-speed signals. The selection and location
of each component must be done carefully in order to reduce size and power as
much as possible according to the third and four design principles. Our system is
logically divided into the eight blocks summarized in Fig. 3.10. The main design
challenges are the power and the switching ASIC blocks.

ELECTRONIC SWITCH WITH ON-BOARD OPTICS TRANSCEIVERS

RESET BLOCK

Ensure system boot-up 
in a known configuration

I2C BLOCK

Provide control interface 
for Power Block and 

OBO Transceivers Block

POWER BLOCK

Generate all internal 
voltages from an external 

12 V power supply

SWITCHING ASIC BLOCK

Perform the switching 
function of the data plane 

in the electrical domain

CPU BOARD BLOCK

Execute operating system 
to run the control plane 
responsible for the data 

plane configuration

OBO TRANSCEIVERS BLOCK

Perform the E/O and O/E 
conversion required 

between switching ASIC 
and optical fibers 

CONNECTORS BLOCK

Provide external access 
to system functionality

CLOCKS BLOCK

Generate clock signals 
required by Switching ASIC 
Block and CPU Board Block

Fig. 3.10 Main blocks of the system.

1) Power Block
The electronic switch requires 12 V, 5 V, 3.3 V, and 1 V to operate: 12 V is used for
the fans and to generate the rest of the voltages with a number of buck-converter
controllers; 5 V is mainly used by the CPU board; 3.3 V is needed for most of the
digital control logic of the electronic switch; 1 V is used by the switching ASIC.
The block includes a power sequencer to ensure that the voltages are powered up
and down in the right timing sequence and order, according to the switching ASIC
specifications. It also integrates the required logic to completely switch off the data
plane and leave the control plane running.

2) Switching ASIC Block
The more than 2400 pins of the switching ASIC block are distributed approximately
in more than 1500 pins for power signals, more than 500 pins for high-speed signals,
and the rest for control interfaces. Such a number of pins implies the need for a
large number of layers in the PCB in order to access all the signals (20 layers in
our case). Besides, each 10G signal requires a differential pair with 100 Ohms
characteristic impedance.
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3) On-Board Optics Transceivers Block
The switch integrates eleven 12-port transceivers providing a total of 132 ports, of
which 128 ports are used and 4 are wasted. The optical side of each transceiver
includes a Multi-fiber Push On (MPO) connector with 24 fibers required for the
twelve 10G channels. The electrical side of each transceiver has 24 pins for the
high-speed electrical interfaces, power pins, and Inter-Integrated Circuit (I2C) pins
for the control and monitoring interface.

4) CPU Board Block
The electronic switch integrates a Mobile PCI Express Module (MXM) connector
for a QA3 form factor CPU board. The selected model integrates an Intel Atom
E3845 quad-core processor, 2 GB Double Data Rate type 3 (DDR3) DRAM, and
4 GB embedded Multi-Media Controller (eMMC) on-board flash. The Unix oper-
ating system runs the software controlling the data plane composed by switching
ASIC and transceivers. The interface with the switching ASIC is a Peripheral
Component Interconnect Express (PCIe) x2 interface and the interface with the
transceivers and the power controllers is an I2C interface. The CPU board includes
other interfaces such as a Gigabit Ethernet (GbE) interface for the control plane
network, Universal Asynchronous Receiver-Transmitter (UART), and Universal
Serial Bus (USB).

5) Clocks Block
This block generates a number of clock signals required by the switching ASIC to
operate: three 25 MHz clocks for the digital core, a 100 MHz clock for the PCIe
interface, and four 156.25 MHz clocks for the high-speed signals.

6) I2C Block
The CPU board uses the I2C interface to monitor and control the transceivers and
the power controllers. Since all the transceivers have the same I2C address interface,
this block includes an I2C hub and two I2C switches to interface each transceiver
without collision. This block also includes other I2C devices such an Analog-to-
Digital Converter (ADC) block to measure the voltages on the board, an Electrically
Erasable Programmable Read-Only Memory (EEPROM) to store identification
information of the switch, and a General Purpose Input-Output (GPIO) block to
generate internal control signals.

7) Reset Block
This block generates the reset signals for the CPU, the switching ASIC, and the
I2C block during power-up, hardware, and software reset events to ensure that the
system operates in a known state.
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8) Connectors block
This block integrates the connectors required to interface with the electronic switch:
e.g. the 12 V input connector, the RJ45 connector, the USB connector, the case
fans and the switching ASIC fan connectors.

3.4.3 Printed Circuit Board design

The PCB is 20 cm by 20 cm size, with 20 copper layers organized as shown in the
layer stack-up of Fig. 3.11. The layers are distributed among low-speed signals,
high-speed signals, and/or power planes.

Layer Stackup. Design: tridentII_board, Designer: gguelbenzu.
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Fig. 3.11 PCB layer stack-up diagram.
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The top and bottom layers (L1 = layer 1 and L20) contain the components:
while most of them are on the top layer, a number of power decoupling capacitors
(required by the switching ASIC) are placed on the bottom layer. L3 and L8 are
used for low-speed signals such as I2C. L6, L12, L14, L16, and L18 are used for
high-speed signals, such as clocks, PCIe, and 10G interfaces. L2, L5, L11, L13,
L15, L17, and L19 are used for ground planes, which apart from providing the
required reference planes for the components also isolate adjacent layers. Finally,
L3, L4, L7, L9, and L10 are used for the power distribution planes.

The layout of three of the twenty layers is shown as an example: L1 with the
components in Fig. 3.12, L4 with a number of the power planes, and L12 with a
number of the high-speed 10G lines.

Fig. 3.12 PCB layer 1 routing.
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The layout of L4, an example of a copper layer used for power distribution
planes, is shown in Fig. 3.13. The power plane including the top-left corner has 12
V; the power plane including the top-right corner has 5 V; the largest power plane
including both bottom corners has 1 V; finally, the small power planes in the center
area power different blocks of the switching ASIC after additionally filtering the 1
V plane.

Fig. 3.13 PCB layer 4 routing.

The layout of L12, one of the four layers used for the 10G high-speed dif-
ferential pairs, is shown in Fig. 3.14. It contains 64 of the 256 differential pairs
required to route the 128 ports of the electronic switch. Each differential pair has a
characteristic impedance of 100 Ohm and connects the corresponding port between
ASIC and transceiver.
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Fig. 3.14 PCB layer 12 routing.

3.4.4 Rack unit packaging

Each one of the compact boards requires only half of the rack width in a 19-inch
rack unit. As a result, two boards are easily accommodated side-by-side in the
rack unit assuming the redundant power supply is maintained. On top of that,
the approach of generating all internal voltages from a 12 V power supply input
allows removing the power supplies from the rack unit and fully populate the space
available with four boards. The picture of our packaging prototype is shown in
Fig. 3.15. The front panel, free from transceivers, accommodates three 2x8 MPO
connectors arrays, resulting in a total of 48 slots to connect the 44 MPO connectors
of our switches. While this design provides four times the bandwidth (4 x 1.28
Tbps) and port density (4 x 128 ports) compared to a switch implementation using
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QSFP+ modules, there is still enough room in the front panel for air openings.
This, together with the additional space in the back panel for extra fans improves
the heat removal from the case.

Fig. 3.15 Packaging of four compact switches in a single rack unit.

There are other differences compared with the traditional packaging of elec-
tronic data center switches previously shown in Fig. 2.1. One difference is that the
rack unit includes a small power distribution board that multiplexes a single 12 V
input into four 12 V outputs that power each one of the four boards. This points out
the flexibility provided by decoupling the power supply units from the rack unit: in
our case, a single (more powerful) unit is used to power all the boards. Another
difference is that the rack unit includes four RJ45 connectors for the control plane
network, one for every switch. Finally, the six fans of the case are shared among
the four switches, with advantages in power consumption and cost.
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The validity of this approach is prepared for future developments given two
advances in technology already happening: first, higher port and bandwidth density
transceivers and switching ASICs will be designed in the future; and second, tighter
integration of these technologies is possible, e.g., with transceivers placed on top
of the ASIC or co-integrated with the ASIC. Thus, it is possible to imagine a rack
unit integrating a larger number of even more compact devices. The rack unit
front panel can accommodate five of these MPO arrays, with a total of 80 MPO-24
connectors providing access for up to 960 ports. In case that the integration goes
even further, up to 80 MPO-72 connectors could be placed in the front panel
area providing access up to 2880 ports. With such a number of ports, the optical
bandwidth of the rack unit could scale up to 28.8 Tbps with 10G ports, 72 Tbps
with 25G ports, and beyond.

3.4.5 Prototype characterization

The prototype is characterized in terms of temperature and power consumption in
order to experimentally validate the feasibility of the approach. By integrating four
switches in a single rack unit, thermal and power considerations should be taken
into careful consideration. Thermal management becomes more critical, especially
because the performance and reliability of passively cooled optical transceivers
are highly dependent on temperature. Similarly, power management becomes also
more critical, since the rack unit includes multiple devices instead of only one.

A number of modifications are introduced in the thermal management system
of the packaging experiment shown in Fig. 3.15 which result in an operating
temperature of the transceivers around 40° C. The main modification consists
of removing the power supplies from the rack case, getting rid of all the heat
generated by them. In addition, without the power supplies, it is possible to install
more fans in the back panel for extra forced cooling, like in our example with
six fans. All this, combined with the fact that also the front panel has some free
area for extra ventilation being not fully populated with fiber array connectors,
explains the sufficient airflow and heat removal of the rack unit. Finally, another
important advantage is that OBO modules are distributed all around the rack case,
and not concentrated in the front panel, so they receive additional benefit from the
improved thermal system of the case.

The thermal simulation results are shown in Fig. 3.16. Temperature and air
velocity of the case are included in the simulation, that predicts a maximum tem-
perature of 35.5° C.
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Fig. 3.16 Simulation of temperature and airflow of the rack unit.

The experimental results are obtained by direct reading the temperature sensors
included in the transceivers of one of the boards and are summarized in Fig. 3.17.
A set of experiments with two, four, and six fans configurations is carried out, con-
cluding that every extra pair of fans reduces the thermal stress in the transceivers,
not only by reducing their maximum operating temperature but also by reducing
the temperature range variation.
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Fig. 3.17 Measured temperature of the On-Board Optics transceivers.

For instance, transceiver six has a maximum temperature of 50.7° C / 40.5°
C / 35.2° C, a minimum temperature of 36° C / 30° C / 27.3° C with 2 / 4 / 6
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fans, resulting in operating ranges of 14.7° C / 10.5° C / 7.9° C respectively. The
measured maximum operating temperature of the transceivers is 51.6° C with 2
fans, 40.5° C with 4 fans, and 36° C with 6 fans. These values are slightly higher
than the results obtained with the thermal simulation due to model approximations.

Regarding power consumption, the prototype switch shown in Fig. 3.9 is
designed for a maximum power consumption of 150 W distributed approximately
as follows: 100 W for the switching ASIC, 40 W for the OBO transceivers, and 10
W for the CPU control board.

The measured results for the power required by a single switch are shown in
Fig. 3.18. The minimum power consumption, around 7 W, is achieved by turning
off the data plane (ASIC and optical transceivers), and leaving the CPU control
board on (phase 1). Potentially, since the switches are SDN-enabled, it is possible
to power down a part of the system to greatly reduce the power consumption of
the network. Once the ASIC and transceivers are switched on, there is a sharp rise
in power consumption that stabilizes after a period (phases 2 and 3, respectively).
Then, a set of tests transmitting packets with the ports loop-backed are executed
(phases 4, 5, 6 and 7). With 24/48/72/96 ports enabled the power consumption
increases to 83.3 W/89.7 W/97.9 W/105.6 W, respectively. The maximum load test
with only 96 ports is due to limitations imposed by the normal operation mode of
the ASIC. The gap between the maximum designed power consumption and the
experimentally measured can be associated with the loading of the CPU, the setting
of the ASIC in over-subscription mode, and the transceivers. Thus, we conclude
that our OBO-based design can operate at a power consumption far below 150 W
which is about half power consumption than a standard 1 U switch.
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3.5 Summary

In this chapter, we have presented our analytic model of FT, which extends the
traditional model by including two additional parameters and two extra equations.
The fP parameter allows partitioning the network in a discrete manner without
wasting resources and ensuring even distribution of links; the fE NO WDM models
the number of ports in the transceivers; the extra equations allow computing the
number of transceivers and fibers in the network.

The analytic model of FT is used to infer four design principles for electronic
data center switches in order to improve the scaling of data center networks. The
first design principle points out the relevance of scaling-up the number of ports
in the switching ASICs in order to reduce the number of switches in the network.
The second design principle remarks that it is more efficient to build the network
scaling-out the number of commodity switches integrating a single switching
ASIC than using large port-count electronic switches implemented with multiple
switching ASICs. Finally, the third and four design principles signal the importance
of shrinking the size and power consumption of electronic switches in order to
further scale data centers constrained in space and power.

An electronic switch prototype has been designed and implemented following
these design principles. Commercially available technologies at present lead us to
the integration of On-Board Optics transceivers, with more efficient behavior in
terms of power consumption and temperature. The result is a compact prototype,
that with a size of only 20 cm by 20 cm is probably one of the 128-ports switch
most compact ever implemented. It overcomes the front panel bottleneck by the
integration of OBO modules, and the ASIC bottleneck by allowing the packaging
of four devices per rack unit owing to a power consumption below 150 W and the
single voltage power supply. As a result, the port and bandwidth density of the rack
unit is multiplied by four and only requiring about the double amount of power.
The prototype is characterized in terms of temperature and power consumption,
validating empirically the feasibility of the approach.

From all the above, we conclude that compact electronic switches integrating
On-Board Optics transceivers improve the scaling of data center networks, and
take the integration of electronic switching ASICs and optical transceivers a step
further.



Chapter 4

Analytic Model of Electronic and
Hybrid Data Center Networks

4.1 Introduction

Data center networks are based at present mostly on ESs. Chapter 3 has intro-
duced a set of general design rules for ESs, the main building block of these
networks. These design rules have been applied to the implementation of a low-
power compact electronic switch. Our prototype has demonstrated the feasibility
of overcoming the front-panel bottleneck and the ASIC bottleneck, which are
limiting the scaling of these devices. The key design decisions are the substitution
of front-panel optical transceivers by another type of transceivers allowing tighter
integration with the switching ASIC, such as On-Board Optics transceivers, and
the packaging of multiple switches per rack unit. As a result, our prototype scales
by a factor four the rack unit port and bandwidth density, requiring half power
consumption. At data center level, and assuming similar achievements with the
servers, these results imply that the double number of servers can be connected
requiring the same power consumption and half the space than solutions deployed
at present.

The topology selected as the driving thread for the analysis of Chapter 3 has
been Fat-Tree. This topology is a well-known and widespread architecture for
building data center networks [14, 56, 87, 88, 91–93]. Among its features, two
are especially relevant for our purposes of building large-scale high-performance
data center networks. First, it scales to any number of servers by interconnecting
switches of any number of ports (just by adding layers of switches). Second, it
provides full bisection bandwidth among the servers, i.e. a partition with half
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of the servers can communicate with the other half partition at full link speed
[108]. However, Fat-Tree requires a large number of switches, transceivers, and
fibers, which implies large power consumption and cost. For instance, a three-layer
Fat-Tree topology with 131072 servers requires 5120 128-port switches, 163840
4-port transceivers, and 786432 fibers.

Such numbers have motivated research efforts to improve the scaling that may
be classified into two main categories. One direction suggests topologies based on
ESs [82–86, 89, 94]. However, they are usually limited in scaling by the number of
ports of the switches or rely on over-subscription to increase the number of servers.
The other direction suggests the introduction of OSs, thus, building hybrid data
center networks [104, 105]. We explore this approach in Chapter 4 and Chapter
5 because OSs are promising technologies overcoming important limitations of
ESs. OSs perform the switching function in the optical domain, consequently not
requiring optical transceivers for the E/O and O/E conversion. This implies savings
in devices, power consumption, and cost. In addition, OSs are transparent, both
bit-rate and data-format agnostic. This is especially suitable for the introduction
of WDM technologies, which are interesting to reduce the number of fibers and
further exploit the capacity available in optical fibers.

We focus our attention on hybrid networks able to provide full bisection band-
width and not limited in scaling by the number of ports of the switches, such as
Helios [96] and HyPaC [97]. Helios is a Fat-Tree network where the core layer can
be totally or partially substituted by OSs. As a result, all or some of the inter-cluster
communication is carried through OSs. HyPaC splits the bandwidth at the rack
level, so part of the intra-cluster and inter-cluster communication is carried through
OSs.

An important limitation of these hybrid networks is that they do not include
a complete set of analytic formulas that links and describes them. This makes it
almost impossible to properly investigate the scaling of these networks in terms
of devices (i.e. servers, switches, transceivers, and fibers), power consumption
and cost. Moreover, a realistic comparison among different electronic and hybrid
topologies is difficult.

In this chapter, we present a novel general analytic model describing electronic
and hybrid Fat-Tree like topologies, not limited in scaling by the number of ports
in the switches and providing full bisection bandwidth. The model includes a set
of equations to accurately compute the number of servers, switches, transceivers,
and fibers of the architectures. It also introduces a set of configuration parameters
modeling relevant aspects of the architectures, which provide great flexibility for
the design of different networks. For instance, the model includes configuration
parameters to adjust the size of the network, to characterize the fraction of ESs
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replaced by OSs, and to select among different types of transceivers depending on
the desire to include WDM technologies on electronic and/or hybrid topologies.
As a result, topologies such as Fat-Tree, Helios, and HyPaC are covered by this
model.

Our analytic model is used in Chapter 5 to investigate the scaling of electronic
and hybrid topologies in terms of devices, power consumption, and cost. It an-
swers questions such as how many devices (i.e. electronic and optical switches,
transceivers, and fibers) are required to build a network of a certain size?, how
much power consumption and cost are required for electronic and hybrid data
center networks? what devices dominate power consumption and cost of such net-
works?, are WDM technologies interesting for electronic and/or hybrid networks
given the extra cost of the required transceivers?, what is the impact on the scaling
in terms of devices, power consumption, and cost of increasing the number of
wavelengths in networks using WDM technologies?

The remainder of this chapter is organized as follows. Section 4.2 briefly
introduces the model parameters defining the four topologies. Section 4.3 explores
in more detail the impact of each parameter. Section 4.4 introduces a set of equa-
tions to calculate the number of servers, switches, transceivers, and fibers for each
topology. Section 4.5 presents a set of validity conditions for the combination
of model parameters. Section 4.6 summarizes a number of relations among the
equations. Section 4.7 visualizes a number of full examples. Finally, Section 4.8
concludes the chapter.

4.2 Model parameters

Examples of the four topologies included in our general model are shown in Fig.
4.1. We name the ES-based topologies FT and EFT, and the corresponding hybrid
versions, HFT and EHFT. The examples are two-layer networks implemented with
128-port switches and connecting 2048 servers. FT and EFT are topologies based
only on ESs. The difference between them is that EFT employs WDM in the core
layer, whereas FT does not. HFT and EHFT are hybrid topologies including a
combination of ESs and OSs. Both of them use WDM in the links going through
OSs. The distinction between them is that EHFT brings WDM into play also
between ESs in the core layer, in a similar manner as EFT does with FT.



54 Analytic Model of Electronic and Hybrid Data Center Networks
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Fig. 4.1 Examples of FT, EFT, HFT, and EHFT topologies.

The parameters describing the four topologies are summarized in Table 4.1.
The only topology requiring all the parameters is EHFT, the more general network
of this model. The impact of each parameter is introduced briefly in the following
lines and is further explored in Section 4.3.

The number of ports per switch (k), the number of layers of the network (l),
and the partition factor ( fP) are common parameters to all topologies and they have
been already introduced in Section 3.2.

The number of hybrid layers (lH) and the optical factor ( fO) are only required
to define the hybrid topologies, HFT and EHFT. lH accounts for the number of
layers substituting a number of ESs by OSs. The fO factor describes the fraction
of this hybrid layer(s) where ESs are replaced by OSs. For instance, in the hybrid
examples previously shown in Fig. 4.1, half of the upper layer of ESs is substituted
by OSs (lH = 1, fO = 1/2). Similarly, in the EHFT example of Fig. 4.2, half of the
two upper layers of ESs is replaced by OSs (lH = 2, fO = 1/2). In case that fO = 1,
then the whole layer(s) is implemented with OSs.

Finally, the fE NO WDM , fE WDM , and fO WDM factors model the different types
of transceivers in the networks: fE NO WDM for NO WDM optical transceivers
connecting ESs, fE WDM for WDM transceivers connecting ESs, and fO WDM

for WDM transceivers connecting ESs to OSs. EHFT has all three types of
transceivers; EFT and HFT have two types of transceivers (modeled by fE NO WDM

and by fE WDM or fO WDM respectively); FT has only one type of transceiver
(represented by fE NO WDM).
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Table 4.1 Model parameters defining FT, EFT, HFT, and EHFT topologies.

Symbol Description

k ∈ [2,∞) ∈ N number of ports per switch
(k is power of 2)

l ∈ [2,∞) ∈ N number of layers
lH ∈ [1, l) ∈ N number of hybrid layers
fP = 1/2n with fraction of the full

n ∈ [0, log2 k/2] ∈ N network implemented
fO = 1/2n with fraction of the hybrid layers

n ∈ [0, log2 k/2] ∈ N populated with optical switches
fE NO WDM = 1/2n with reciprocal of the number of ports

n ∈ [0, log2 k/2] ∈ N of NO WDM transceivers
connecting electronic switches

fE WDM = 1/2n with reciprocal of the number of ports
n ∈ [0, log2 k/2] ∈ N of WDM transceivers

connecting electronic switches
fO WDM = 1/2n with reciprocal of the number of ports

n ∈ [0, log2 k/2] ∈ N of WDM transceivers
connecting elect. and optical switches

These factors are defined as the reciprocal of the number of ports of the
transceivers. The limit values of these factors are 1, representing one port or
wavelength, and (k/2)−1, representing k/2 ports or wavelengths. For instance,
by setting fE NO WDM = fE WDM = fO WDM = 1/4 in the examples of Fig. 4.1 all
transceivers in the switches have four ports. Similarly, by setting fE NO WDM =
fE WDM = fO WDM = 1/2 in the example of Fig. 4.2, all transceivers have two ports.

The parameters reported in Table 4.1 are visualized in Fig. 4.2 with a three-
layer EHFT example. The network implemented with k = 8-port switches has l =
3 layers, from which lH = 2 are hybrid. Only fP = 1/2 of the full network, which
would have 128 servers, is implemented. As a result, the network connects 64
servers. The optical factor is fO = 1/2, and therefore, half of the hybrid layers
substitutes ESs by OSs. All transceivers in the ESs have two ports ( fE NO WDM =
fE WDM = fO WDM = 1/2). The port distribution of the ESs is shown in detail on
the left side diagrams, layer by layer. The edge switches integrate two types of
transceivers: NO WDM transceivers connected to servers and aggregation switches,
and WDM transceivers connected to OSs. The aggregation switches have also two
types of transceivers, but the WDM transceivers are connected to the core ESs.
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Finally, the core ESs have only WDM transceivers facing down to the aggregation
switches.
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Fig. 4.2 Example of EHFT topology, visualizing all model parameters.

4.3 Impact of model parameters

4.3.1 Impact of partition factor fP

The partition factor, fP, allows adjusting the size of the networks to accommodate
the desired number of servers. Without this factor, the networks scale abruptly
with an increasing number of layers: e.g. a network built with 128-port switches
scales from 8192 servers with two layers to 524288 servers with three layers.

This adjustment is possible only in a discrete manner to ensure two important
aspects: a partition of the network uses all the port in the switches to avoid wasting
resources, and the homogeneity of the network is maintained to avoid uneven
distribution of links that difficult routing and deployment. In order to illustrate
these aspects, three examples are shown in Fig. 4.3: a full network in the left
diagram, a valid partition of the network in the center diagram, and an invalid
partition of the network in the right diagram. The full two-layer FT is implemented
with 8-port switches and connects 32 servers.
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Fig. 4.3 Full two-layer network, valid partition, and invalid partition.
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The valid partition has half switches and servers; all the ports in the switches
are used and all the links are evenly distributed. The invalid partition has 20 servers;
all ports in the edge switches are used but some ports in the core switches are not:
e.g. core switches 1 and 3 waste one port, and core switch 2 wastes two ports; the
distribution of the links is uneven.

In our model, the full network is represented by fP = 1 and the smallest network
size by fP = (k/2)−1. The effect of applying three different values of fP in a HFT
network is shown as example in Fig. 4.4, with parameters l = 2, k = 128, fO = 1,
and fO WDM = 1. The left diagram is the full HFT with 8192 servers; the center
diagram reduces the size by 8 with fP = 1/8 and 1024 servers; the right diagram
shows the smallest topology with fP = 1/64 and 128 servers.

An important observation is that the width of the links in the core layer changes
when applying fP in order to maintain the constant bisection bandwidth. In this
example, each edge electronic switch is connected to the optical core switch/es by
1 link fP = 1, with 8 links with fP = 1/8, and by 64 links with fP = 1/64.
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Fig. 4.4 Impact of fP on a two-layer network.

The effect of fP in a three-layer network built with 128-port switches is ex-
plored in Fig. 4.5.
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Fig. 4.5 Impact of fP on a three-layer network.
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The highest point in the curve corresponds to a full network with 524288 servers
and 20480 switches; the second highest point represents a half of the network with
half switches and servers; the lowest point corresponds to the minimum network
size with 8192 servers and 320 switches.

4.3.2 Impact of number of hybrid layers lH

The number of hybrid layers, lH , is a parameter exclusive of hybrid topologies
(i.e. HFT and EHFT). It defines the number of layers where ESs are replaced by
OSs. In two-layer hybrid networks, there is by definition just one hybrid layer. In
three-layer networks, this parameter may be set to be one or two. Examples of
three-layer hybrid networks with one and two hybrid layers are shown in Fig. 4.6
(parameters k = 128, fP = 1, and fO = 1).
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Fig. 4.6 Impact of lH on three-layer networks.

4.3.3 Impact of optical factor fO

The optical factor, fO, is also a parameter exclusive of hybrid topologies. It allows
adjusting the fraction of the lH hybrid layers implemented with OSs. With fO =
1 the whole layer is populated with OSs. Changes in fO do not modify the total
number of switches; it only changes the fraction of these switches that are OSs. As
a result, the fraction of the lH hybrid layers defined by fO carries the communica-
tion through OSs. In two layers hybrid networks, with lH = 1 by definition, at least
part of the inter-rack communication is carried through OSs. In three layers hybrid
topologies with lH = 1 layer, at least a fraction of the inter-cluster communication
is carried through OSs. In three layers hybrid topologies with lH = 2 hybrid layers,
at least a fraction of the intra-cluster and inter-cluster communication is carried
through OSs.

Examples of HFT for three different values of fO for a two-layer network built
with 128-port switches are shown in Fig. 4.7. The diagram on the left has a fully
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optical core layer where all the 64 switches are OSs; the diagram on the center
represents the case where fO = 1/8 and only 8 switches are OSs; the diagram on
the right represents the limit case, where fO = 1/64 and only one OS in the whole
hybrid layer.
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Fig. 4.7 Impact of fO on a two-layer network.

Note that the total number of switches is equal to 192 in the three examples
and equivalent to the number of switches in electronic topologies. The port dis-
tribution of the edge switches is represented in the lowest section of Fig. 4.7. In
these examples, half of the ports are connected to the servers and the other half is
connected to switches. From this half of the ports connected to switches, 64 ports
are connected through OSs in the first case, 8 ports in the second case, and only 1
port in the last case.

The effect of fO in three-layer hybrid networks implemented with 128-port
switches is explored in Fig. 4.8. The graph on the left corresponds to networks
with one hybrid layer and the graph on the right to networks with two hybrid layers.
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Fig. 4.8 Impact of fO on three-layer networks with one and two hybrid layers.
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The total number of switches remains constant in both cases at 20480 switches.
This number is equal to the results obtained for electronic topologies, but in the
case of hybrid architectures is distributed between ESs and OSs. fO adjusts the
fraction of these switches that are optical. fO = 1 yields the maximum number of
OSs since all the switches in the hybrid layer/s are optical (4096 and 12288 OSs,
respectively).

4.3.4 Impact of fE NO WDM, fE WDM, and fO WDM factors

These factors model the different types of transceivers in the networks. The exam-
ples previously shown in Fig. 4.1 are reproduced again in the top section of Fig.
4.9, which includes the port distribution of the edge and core electronic switches in
the bottom section. The 128-port switches have 32 4-port transceivers because in
these examples the parameters are fixed to fE NO WDM = fE WDM = fO WDM = 1/4.
However, every topology includes different type of transceivers.

FT has only NO WDM optical transceivers represented by gray boxes. EFT
includes WDM transceivers at the core, and requires two types of transceivers
represented by gray and green boxes: the edge switches have half of the ports
connected with NO WDM transceivers to the servers and the other half with WDM
transceivers connected to the core switches; the core switches have all WDM
transceivers. HFT has two types of transceivers, represented by gray and orange
boxes, and distributed as shown in the diagrams. Finally, EHFT has all three type
of transceivers.
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Fig. 4.9 Types of transceivers per topology.
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The next two figures illustrate the impact of the fO WDM factor: it reduces
the total number of switches by reducing the number of OSs required. Indeed,
fewer OSs are required when more wavelengths are available (assuming that every
optical port is able to switch the corresponding number of wavelengths). This
feature is illustrated in Fig. 4.10 with three HFT topologies with one wavelength
(left), 8 wavelengths (center), and 64 wavelengths (right). The diagrams at the
bottom of the figure represent the port distribution of the edge switches when
the WDM transceivers have 1, 8, and 64 ports respectively. In this example, the
total number of switches reduces from 192 switches with one wavelength to 129
switches with 64 wavelengths thanks to the reduction of OSs; the number of ESs
remains constant at 128 switches.
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Fig. 4.10 Impact of fO WDM on a two-layer network.

The effect of fO WDM is explored in Fig. 4.11 corresponding to three-layer HFT
with 131072 servers built with 128-port switches. The graph on the left studies
HFT with one hybrid layer and the graph on the right with two hybrid layers.
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Fig. 4.11 Impact of fO WDM on a three-layer network.
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The number of ESs remains constant in both graphs: 16384 ESs and 8192 ESs,
respectively. The number of OSs reduces from 4096 to 64 OSs with one hybrid
layer, and from 12288 OSs to 192 OSs with two hybrid layers.

The impact of each one of these factors on three-layer networks built with
128-port switches is evaluated in Fig. 4.12. By reducing fE NO WDM, the number
of NO WDM transceivers are reduced. In other words, by increasing the number
of ports of the NO WDM transceivers, fewer transceivers are required. However,
the number of switches remains constant since they are simply packaged with
more integrated transceivers, and the number of fibers remains also constant since
they are NO WDM transceivers. An example of the reduction in the number of
transceivers for FT topology is shown in the left graph.

By reducing fE WDM, not only fewer transceivers are required, but also fewer
fibers thanks to the use of WDM. However, the number of switches remains con-
stant because ESs require one port per wavelength. An example of the reduction in
the number of fibers for EFT using WDM links between the aggregation and core
ESs is shown in the center graph.
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Fig. 4.12 Impact of fE NO WDM , fE WDM , and fO WDM on three-layer networks.

By reducing fO WDM, fewer transceivers, fewer fibers, and fewer (optical)
switches are required. The number of transceivers reduces by increasing the
number of ports of the devices. The number of fibers decreases by the use of
WDM. The number of switches scales down because, in contrast with ESs that
require one port per wavelength, OSs are able to switch several wavelengths per
port thanks to its transparency. An example of the reduction in the number of
switches in HFT is shown in the right graph.
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4.4 Model equations

This section presents the equations describing the number of servers (N), switches
(S), transceivers (T ) and fibers (F) for the four topologies. The equations are
derived starting from the simplest case, FT, and finishing with the more general
case, EHFT. Servers and switches are expressed in terms of the model parameters;
transceivers and fibers are presented also in terms of the number of servers (N).

4.4.1 Servers

The four topologies share Eq. (4.1) for the number of servers. In addition to
previous studies [56, 89], it includes the fP factor for the reasons explained before.
An example with 2048 servers for each topology has been previously shown in Fig.
4.1 (with parameters k = 128, l = 2, and fP = 1/4).

N = 2 · fP · (k/2)l (4.1)

4.4.2 Switches

The number of ESs in FT and EFT topologies is given by Eq. (4.2). Again, it
includes the fP factor in addition to previous literature studies.

SFT = SEFT = (2 · l −1) · fP · (k/2)l−1 (4.2)

The total number of switches in hybrid topologies is derived with Eq. (4.3).
The first two terms provide the number of ESs and the last term the number of
OSs. In more detail, the first term is equal to Eq. (4.2) and corresponds to the
number of ESs in the network if all the switches were electronic. The second
term subtracts part of these ESs. It can be visualized as a sub-tree of ESs with
lH layers, from which a fraction is selected with the fO factor. The third term
substitutes the removed sub-tree of ESs by fewer OSs thanks to the additional
fO WDM factor included in this term. Indeed, the use of WDM in OSs effectively
multiplies the number of ports of OSs. As a result, several ESs are replaced by
fewer OSs, reducing the number of switches in our hybrid topologies. This is the
main feature of OSs that we exploit to improve the scaling of our hybrid topologies.
Examples of this advantage have already been shown in Fig. 4.1 and Fig. 4.2. For
instance, in the hybrid topologies of Fig. 4.1, the l = 2 layers tree has 48 switches
(first term). The lH = 1 layer sub-tree has 16 switches from which half of them are
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removed ( fO = 1/2, second term). Then, the 8 ESs switches removed are replaced
by 2 OSs using four wavelengths per link ( fO WDM = 1/4, third term).

SHFT = SEHFT = [(2 · l −1)− (2 · lH −1) · fO+

+(2 · lH −1) · fO · fO WDM] · fP · (k/2)l−1 (4.3)

4.4.3 Transceivers

Equation (4.4) determines the number of transceivers in a FT topology. This
topology has only one type of transceiver, with 1/ fE NO WDM ports, interconnecting
ESs without WDM. The equation can be written also as TFT = SFT ·k · fE NO WDM ,
and visualized as the number of (1/ fE NO WDM)-port transceivers required by SFT

k-port switches.

TFT = (2 · l −1) · fE NO WDM ·N (4.4)

Equation (4.5) provides the number of transceivers in an EFT topology. EFT
substitutes the NO WDM transceivers in the core layer of FT by WDM transceivers.
Thus, it requires two types of transceivers, and consequently, the equation has two
terms. Each layer of FT has N connections requiring 2 ·N 1-port transceivers since
every connection needs two transceivers. EFT substitutes the 2 ·N · fE NO WDM

(1/ fE NO WDM)-port transceivers required by the core layer of FT by 2 ·N · fE WDM

(1/ fE WDM)-port WDM transceivers.

TEFT = [(2 · l −3) · fE NO WDM +2 · fE WDM] ·N (4.5)

Equation (4.6) obtains the number of transceivers in a HFT topology. It has two
types of transceivers and two terms. Since only the ESs require transceivers in a
HFT topology and every ES integrates k 1-port transceivers, a total of [(2 · l−1)−
(2 · lH −1) · fO] ·N 1-port transceivers are needed, according to Eq. (4.3). From
all these transceivers, fO ·N transceivers connect ESs with OSs. The remaining
(2 · l −2 · lH · fO −1) ·N transceivers connect ESs. Therefore, the first term of Eq.
(4.6) provides the number of (1/ fE NO WDM)-port transceivers connecting ESs and
the second term gives the number of (1/ fO WDM)-port transceivers connecting ESs
and OSs.
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THFT = [(2 · l −2 · lH · fO −1) · fE NO WDM + fO · fO WDM] ·N (4.6)

Equation (4.7) calculates the number of transceivers in an EHFT topology.
It is obtained following a reasoning similar to Eq. (4.6). However, in this case,
the (2 · l −2 · lH · fO −1) ·N 1-port transceivers connecting ESs are distributed in
another two terms. One term for the 2 · (1− fO) ·N WDM transceivers connecting
ESs in the core layer. The remaining [(2 · l −3)−2 · (lH −1) · fO] ·N transceivers
interconnect ESs without WDM. Thus, the first term of Eq. (4.7) gives the number
of (1/ fE NO WDM)-port transceivers connecting ESs; the second term expresses the
number of (1/ fE WDM)-port transceivers connecting ESs with WDM links in the
core layer; the third term provides the number of (1/ fO WDM)-port transceivers
connecting ESs and OSs.

TEHFT = [[(2 · l −3)−2 · (lH −1) · fO] · fE NO WDM+

+2 · (1− fO) · fE WDM + fO · fO WDM] ·N
(4.7)

4.4.4 Fibers

Equation (4.8) provides the number of fibers in a FT topology, where every layer
requires 2 ·N fibers.

FFT = 2 · l ·N (4.8)

Equation (4.9) determines the number of fibers in an EFT topology. It replaces
2 ·N fibers required by the core layer of FT by 2 ·N · fE WDM fibers. Thus, l −1
layers have 2 ·N fibers and the last layer has 2 ·N · fE WDM .

FEFT = 2 · (l −1+ fE WDM) ·N (4.9)

Equation (4.10) obtains the number of fibers in a HFT topology. From all the
2 · l ·N fibers required by the full tree (first term), 2 · lH · fO ·N fibers of the optical
sub-tree are removed (second term) and replaced by 2 · lH · fO · fO WDM ·N WDM
links (third term).

FHFT = 2 · [l − lH · fO + lH · fO · fO WDM] ·N (4.10)
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Equation (4.11) calculates the number of fibers in an EHFT topology. FT
requires a total of 2 · l ·N fibers, where every layer has 2 ·N fibers. EHFT substitutes
2 · (1− fO) ·N of the core-layer fibers by 2 · (1− fO) · fE WDM ·N WDM links
between ESs (with 1/ fE WDM wavelengths per link). It also replaces 2 · lH · fO ·N
links by 2 · lH · fO · fO WDM ·N WDM links between ESs and OSs (with 1/ fO WDM

wavelengths per link).

FEHFT = 2 · [l −1− (lH −1) · fO+

+(1− fO) · fE WDM + lH · fO · fO WDM] ·N
(4.11)

4.5 Validity conditions

The factors fP, fO, fE NO WDM , fE WDM , and fO WDM have been equally defined in
Table 4.1. Consequently, they have the same minimum ( fmin = 2/k) and maximum
( fmax = 1) individual values. However, they are interrelated and they must satisfy a
number of conditions in order to provide valid solutions with the previous equations.
These conditions are summarized mathematically in Table 4.2.

The conditions with the largest implications in the scaling of the networks
are (1) and (1’), associated to EFT and EHFT respectively. These conditions
mean that only one wavelength can be used in a full EFT/EHFT ( fP = 1), that
two wavelengths can be used in half EFT/EHFT ( fP = 1/2), and so on. The main
difference between them is that (1’) only applies when the upper layer of EHFT is
not fully optical, and there are WDM transceivers connecting ESs. This restriction
comes by the fact that, in a full EFT/EHFT, every switch is connected to another
switch by a single link, and thus, it is not possible to aggregate links between ESs
with wavelength-division multiplexing. In half EFT/EHFT, the switches in the
upper layer are connected with double links, and therefore, it is possible to bundle
them in a single link with WDM.

Table 4.2 Validity conditions associated to model parameters.

Reference Validity condition Required by

(1) fE WDM ≥ fP EFT
(1’) fE WDM ≥ fP i f fO ̸= 1 EHFT
(2) fO · fP ≥ (2/k)l−1 HFT / EHFT
(3) fO · fO WDM ≥ (2/k) HFT / EHFT
(4) fO · fE WDM ≥ (2/k) EHFT
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In effect, in a half network, the aggregation/core switches are connected to only
half of the core/aggregation switches compared to a full network. In order to keep
the full bisection bandwidth, the core links in half network are doubled, so they
can be bundled together by using transceivers with two wavelengths. For instance,
four wavelengths may be used in the upper layer of the EFT/EHFT examples of
Fig. 4.1 with fP = 1/4. It is worth noting that optical switches do not suffer from
the analogous condition fO WDM ≥ fP.

The validity condition (2) must be fulfilled so Eq. (4.3) provides an integer
number of electronic switches. Validity conditions (3) and (4) are imposed by
physical limitations due to the number of ports of the switches.

The model parameters introduced in section 4.2 and the validity conditions
introduced in this section are shown graphically in Fig. 4.13. EHFT is the more
general topology, requiring all parameters to be defined and all validity conditions
to be fulfilled.
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+fE WDM

(1'),(4)
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(1)->(1'),(2),(3),(4)   

 +fE WDM, lH, fO, fO WDM

(1'),(2),(3),(4)      

Fig. 4.13 Parameters and validity conditions required by each topology.

4.6 Equations relations

The equations of Section 4.4, describing the topologies in terms of switches,
transceivers, and fibers are interrelated. Equation (4.12) to Eq. (4.20) present a
number of these relations. With them, the number of devices of simpler topologies
can be derived from the more general topologies expressions. For instance, ac-
cording to Eq. (4.12), it is possible to obtain the number of switches in electronic
topologies by making the optical factor zero in the expression giving the number
of switches in the hybrid topologies. Intuitively, if none of the ESs is substituted
by OSs in the hybrid topologies, then the number of switches is equivalent to the
electronic topologies.
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4.6.1 Relations between switches equations

SFT = SEFT = SHFT | fO=0 = SEHFT | fO=0 (4.12)

4.6.2 Relations between transceivers equations

TFT = TEFT | fE WDM= fE NO WDM = THFT | fO=0 = TEHFT

∣∣∣ fO=0
fE NO WDM= fE WDM

(4.13)

THFT = TEHFT | fE WDM= fE NO WDM (4.14)

TEFT = TEHFT | fO=0 (4.15)

THFT | fO=1 = TEHFT | fO=1 (4.16)

4.6.3 Relations between fibers equations

FFT = FEFT | fE WDM=1 = FHFT | fO=0 = FEHFT

∣∣∣ fO=0
fE WDM=1

(4.17)

FHFT = FEHFT | fE WDM=1 (4.18)

FEFT = FEHFT | fO=0 (4.19)

FEFT | fO=1 = FEHFT | fO=1 (4.20)

4.7 Model examples

This section presents illustrative examples of FT, EFT, HFT, and EHFT topologies.
All the architectures have three layers and interconnect half network (i.e. 64
servers) with 8-port switches. The low number of ports per switch and the small
size of the networks are selected to enable diagrams including all switches and links.
Analogous examples with 128-port switches are used in Chapter 5 to investigate
the scaling of the topologies in terms of devices, power consumption, and cost.
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Regarding hybrid topologies, four different cases are considered, namely A,
B, C, and D. Cases A and B have one hybrid layer, and cases C and D have two
hybrid layers. Cases A and C have half optical hybrid layer/s, and cases B and D
have fully optical hybrid layer/s. The parameters associated with each case are:
A: fO = 1/2, lH = 1; B: fO = 1, lH = 1; C: fO = 1/2, lH = 2; and D: fO = 1, lH = 2.
These values are selected because they serve as indicators of the maximum savings
achievable by these topologies; lower values of the optical factor fO are possible,
but they result in more moderate savings.

It is worth noting that the choice of replacing a number of ESs by OSs in the
hybrid topologies has a natural consequence. It implies that the traffic routed before
only through ESs is routed now (partially or totally) through OSs. In order to better
illustrate the impact of the selected values for the configuration parameters on the
topologies, the distribution of traffic in the different architectures is summarized
in Table 4.3: E means traffic through ESs and O means traffic through OSs. In
electronic topologies, FT and EFT, all the traffic goes through ESs. In hybrid
topologies, the traffic distribution depends on the network type. In HFT-A / EHFT-
A, half of the inter-cluster traffic is optical; the rest is electronic. In HFT-B /
EHFT-B, all the inter-cluster traffic is optical; the rest is electronic. In HFT-C /
EHFT-C, half the intra-cluster, and half the inter-cluster traffic is optical; the rest
is electronic. Finally, in HFT-D / EHFT-D, all the intra-cluster and inter-cluster
traffic is optical; only the intra-rack traffic is electronic.

Table 4.3 Traffic distribution in topologies under consideration.

Topology Number of Intra-rack Intra-cluster Inter-cluster
hybrid layers traffic traffic traffic

FT / EFT 0 E E E
HFT-A / EHFT-A 1 E E E and O
HFT-B / EHFT-B 1 E E O
HFT-C / EHFT-C 2 E E and O E and O
HFT-D / EHFT-D 2 E O O

The diagrams represent electronic switches as blue boxes and optical switches
as yellow boxes. Besides, the following convention is adopted regarding the
visualization of NO WDM and WDM links. Black lines denote NO WDM links:
a black line without number denotes a link with two fibers, a black line marked
with number 2 denotes two parallel links with four fibers, and so on. Blue lines
represent WDM links: a blue line without number denotes one wavelength and



70 Analytic Model of Electronic and Hybrid Data Center Networks

two fibers, a blue line marked with 2λ represents two wavelengths and also two
fibers, and so on; a blue line marked with 2x4λ means two parallel WDM links,
each one of them with four wavelengths and two fibers. Finally, when all the links
in the layer have the same characteristics, this is marked for clarity just in one (or
two) of the links of the layer with prefix all. For instance, a black line marked with
8 all means that all links in that layer have width 8 and 16 fibers.

4.7.1 FT and EFT examples

A FT example deploying half network (i.e. with only four of the eight pods of the
full network) is shown in Fig. 4.14. Each pod connects 16 servers with 8 switches
arranged in the first two layers. The core switches have two links (and four fibers)
connected to an aggregation switch of every pod. These links require four fibers
because WDM is not used.
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Fig. 4.14 FT example.

An example of EFT is shown in Fig. 4.15, which in contrast with FT includes
WDM links in the core layer to save fibers.
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Fig. 4.15 EFT example.



4.7 Model examples 71

As a result, the double links of the previously shown Fig. 4.14 requiring four
fibers are reduced to two fibers by multiplexing two wavelengths per link. Note
that the use of WDM in EFT is linked to the fP factor, as mentioned in Section
4.5. The full network cannot use WDM because every core switch has connected
just one port to an aggregation switch of every pod. (Properly speaking, the full
network may use WDM with one wavelength per link, but it does not have an
effect when the goal is to save fibers).

4.7.2 HFT and EHFT examples

Examples of HFT-A and EHFT-A topologies are shown in Fig. 4.16 and Fig. 4.17,
respectively. Both networks have a single hybrid layer, replace half of the ESs in
the hybrid layer by OSs, and use WDM links with two wavelengths to connect the
OSs. The difference between them is that EHFT employs WDM links between
the ESs in the core layer too, and therefore, requires fewer fibers than HFT. The
restriction to two wavelengths in these examples is given by the validity conditions
(i.e. condition (3) for HFT-A, and conditions (1’), (3), and (4) for EHFT-A).
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Fig. 4.16 HFT-A example.
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Fig. 4.17 EHFT-A example.
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An example of HFT-B and EHFT-B, with a fully optical core layer, is shown
in Fig. 4.18. In effect, the hybrid topologies are equivalent in cases B and
D. Mathematically, SHFT = SEHFT , THFT | fO=1 = TEHFT | fO=1, and FHFT | fO=1 =

FEHFT | fO=1. Another way to reach the same conclusion is by realizing that the
difference between HFT and EHFT is that the last one substitutes the links between
the ESs in the core layer by WDM links, but in a fully optical core there are no
ESs and both topologies are identical. Note that cases B and D are able to use four
wavelengths in the links of the upper layer/s due to validity condition (3).
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Fig. 4.18 HFT-B = EHFT-B example.

Examples of HFT-C and EHFT-C are represented in Fig. 4.19 and Fig. 4.20,
respectively. Both of them have two hybrid layers where half of the ESs have
been replaced by OSs. The difference between them is that EHFT-C includes also
WDM among the ESs, in a similar manner to case A.
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Fig. 4.19 HFT-C example.
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Fig. 4.20 EHFT-C example.

An example of HFT-D and EHFT-D, with two fully optical layers, is shown
in Fig. 4.21. This is the minimum topology that can be achieved with this model
(and these parameters). It is obtained by maximizing the number of hybrid layers,
which must be fully optical, and the number of wavelengths (in this case, with fO

= 1, lH = 2, and fO WDM = 1/4).
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Fig. 4.21 HFT-D = EHFT-D example.

4.8 Summary

Fat-Tree topology is a well-known and widely deployed data center topology with
two important features: it has full bisection bandwidth and it is not limited in
scaling by the number of ports of the switches. However, being a topology purely
based on electronic switches with (NO WDM) optical transceivers, it scales poorly
in the number of devices, power consumption, and cost.

In this chapter, we have presented our analytic model describing electronic
and hybrid topologies sharing these two important features and exploring the intro-
duction of WDM and optical switching technologies to improve the scaling of the
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networks. EFT includes wavelength division multiplexing in the core layer of FT
in order to reduce the number of fibers. The hybrid topologies, HFT and EHFT,
introduce also OSs in order to reduce the number of switches, transceivers, and
fibers.

Our analytic model describes accurately these topologies by providing a set of
equations to compute the number of servers, switches, transceivers, and fibers. As
a result, it enables to investigate and compare the scaling of the topologies in terms
of devices, power consumption, and cost, as it will be shown in Chapter 5.

The model parameters describing the topologies provide great flexibility to
customize and design multiple architectures. A collection of examples is visualized,
helping to illustrate the flexibility of the model, and providing the basis for the
scaling study of Chapter 5. The number of layers (l), the number of ports in the
switches (k), and the partition factor ( fP) allow sizing the network to the desired
number of servers (in an appropriate manner without wasting resources). The
number of hybrid layers (lH) and the optical factor ( fO) allow selecting the fraction
of optical switches replacing electronic switches in the hybrid networks. Finally,
the transceivers factors ( fE NO WDM, fE WDM, and fO WDM) model different types
of transceivers and enable computing the number of transceivers and fibers in the
networks. Moreover, they also allow investigating the impact of introducing WDM
technologies on electronic and hybrid networks, and the impact of the number of
wavelengths in such transceivers.



Chapter 5

Scaling of Electronic and Hybrid
Data Center Networks

5.1 Introduction

Chapter 4 has presented the analytic model of a total of four topologies: FT, EFT,
HFT, and EHFT. These topologies explore the introduction of OSs and WDM
technologies in Fat-Tree like topologies having two important features: full bi-
section bandwidth and scalability in number of servers not limited by the number
of ports of the switches. FT and EFT are architectures based exclusively on ESs;
HFT and EHFT are hybrid topologies combining ESs and OSs. The difference
between the electronic topologies is that FT does not utilize WDM technologies,
whereas EFT does. The distinction between the hybrid topologies is that HFT uses
only WDM technologies in the links connected to OSs whereas EHFT includes
also WDM links between ESs.

The analytic model comprises a set of equations to compute the number of
servers, switches, transceivers, and fibers for the topologies. The formulas are
expressed in terms of the same configuration parameters, which provide great flexi-
bility to implement a variety of architectures as shown in a number of examples.

This chapter explores and compares the scaling of these networks by using
the novel analytic model. The scaling is investigated in two directions: first, by
studying the scaling of the networks in terms of devices, i.e., in terms of switches,
transceivers, and fibers; second, by investigating the scaling of the architectures in
terms of power consumption and cost.

The first study solves questions such as: how many fibers are saved by intro-
ducing WDM technologies in FT?, how many switches, transceivers, and fibers
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are saved by introducing OSs and WDM in FT? what values of the configuration
parameters provide maximum savings of devices? what are the values of these
maximum savings?, and what is the impact of the number of wavelengths per
transceiver in these savings? We find out that wavelength multiplexing in EFT
reduces the number of fibers by 25% with 4-port transceivers compared with FT.
Minimum hybrid networks with 4-port transceivers reduce the number of switches
by 45%, the transceivers by 60%, and the fibers by 50%. The maximum savings are
achieved with the configuration parameters that maximize the fraction of OSs and
wavelengths in the hybrid networks. The maximum theoretical savings in minimum
hybrid networks with 128-port switches are obtained with 64-port transceivers,
reducing by 59.06% the number of switches, by 97.50% the transceivers, and by
65.63% the fibers. Thus, most of the savings are already possible with four wave-
lengths per transceiver although higher port-density devices reduce the devices
even further.

The second study provides answers to questions such as: how much cost is
saved thanks to the savings in fibers of EFT? how much power consumption and
cost are saved due to the reduction in the number of switches, transceivers, and
fibers of HFT and EHFT? which devices are the main contributors to power con-
sumption and cost? should the whole network be implemented with SM devices, or
by a combination of MM and SM devices? We find out that EFT, despite reducing
the number of fibers, increases cost above 10% due to the increased expense of
WDM transceivers. The topologies more efficient in terms of power consumption
and cost are HFT-D and EHFT-D, with two layers of optical switches, reducing
power consumption by 55.6% and cost by 48.8%. Electronic switches are the main
contributors in the system to the power consumption, whereas optical transceivers
are the main contributors to the cost. Regarding the MM and SM study, the best
choice in terms of power consumption and cost in hybrid networks depends on the
number of hybrid layers: with one hybrid layer the MMS option is more efficient,
in which only the hybrid layer is SM; with two hybrid layers the MSS option is
preferred, in which both hybrid layers are SM.

5.2 Selected values of model parameters

The generality and flexibility of the model presented in Chapter 4 provide a large
set of solutions depending on the chosen values of the configuration parameters.
These parameters allow implementing different flavors of each one of the four
architectures by adjusting the size, the type of optical transceivers, the fraction of
optical switches, and other relevant characteristics.
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In order to provide concrete results, this chapter considers only a subset of
all possible theoretical solutions, summarized in Table 5.1. The number of ports
of the switches is k = 128 in all cases. This is the maximum amount of ports in
ESs, based on a single switching ASIC, commercially available at present: e.g.
there are available versions with 128-ports at 10G [51], 25G [52], and recently
announced versions at 50G [53], and 100G [54]. The number of layers is l = 3
in all cases. Although small data centers with only two layers and up to 8192
servers are also relevant, this study focuses on the scaling of larger data centers
with up to 524288 servers. As a consequence of investigating three-layer networks,
the number of hybrid layers lH in hybrid topologies may be set to be one or two.
Regarding the optical factor fO, fully optical layer/s and half optical layer/s are
examined. These values of fO produce the largest savings in hybrid topologies
so they are chosen to evaluate its scaling. The selected values of lH and fO result
in a total of four different cases for hybrid topologies: A: lH = 1, fO = 1/2; B: lH
= 1, fO = 1; C: lH = 2, fO = 1/2; and D: lH = 2, fO = 1. Thus, the three-layer
networks differ in the number of optical switches included in the hybrid layer/s:
type A networks have a single hybrid layer of switches, from which half are optical
switches and the other half are electronic switches; type B networks have a single
layer of optical switches; type C networks have two layers of switches, from which
half are optical switches and the other half are electronic switches; type D networks
have two layers of optical switches. As it will be shown, the maximum savings are
achieved with case D. Regarding the transceivers, 4-port, 8-port, 16-port, 32-port,
and 64-port devices are considered. 4-port transceivers are common at present,
with standards like QSFP+ (4x10G) and QSFP28 (4x25G). 8-port transceivers will
be soon available with the QSFP-DD standard (8 x 25G with NRZ modulation or
8x50G with PAM4 modulation), required by the latest ASIC developments.

Table 5.1 Selected values of model parameters.

Symbol Values Units

k 128 ports
l 3 layers
lH 1, and 2 hybrid layers
fO 1, and 1/2 —
fP 1/4, 1/8, 1/16, 1/32, and 1/64 —
fE NO WDM 1/4, 1/8, 1/16, 1/32, and 1/64 1/ports
fE WDM 1/4, 1/8, 1/16, 1/32, and 1/64 1/ports
fO WDM 1/4, 1/8, 1/16, 1/32, and 1/64 1/ports



78 Scaling of Electronic and Hybrid Data Center Networks

16-port and 32-port transceivers are included to investigate the impact of a
larger number of ports in these devices; 64-port transceivers are considered to
evaluate the maximum savings that may be achieved. Finally, although the model
provides the flexibility of choosing a different number of ports for the distinct
types of transceivers, this study fixes the same number of ports for all transceivers.
Therefore, fE NO WDM = fE WDM = fO WDM = 1/4, 1/8, 1/16, 1/32 or 1/64.

5.3 Scaling of topologies in terms of devices

This section explores the scaling of the four topologies in terms of devices, i.e.,
in terms of switches, transceivers, and fibers. First, the scaling of EFT, HFT,
and EHFT is compared graphically against FT, one topology at a time. Then,
the scaling of the four topologies is compared numerically for a 131072 servers
network using FT as a baseline.

5.3.1 Scaling of FT and EFT topologies

The scaling of FT (dotted curves) and EFT is compared graphically in Fig. 5.1. The
first important conclusion is that the number of switches and transceivers in both
topologies is equivalent. This is graphically visualized in the overlapping curves of
switches and transceivers, shown in the left and center graphs respectively. Mathe-
matically, both topologies share the same equation for the switches, SFT = SEFT ,
and the number of transceivers is related by the expression TEFT | fE WDM= fE NO WDM

= TFT . The second important conclusion is that EFT saves fibers compared to
FT. Graphically, the EFT curves are below the FT (dotted) curves in the right
graph. Mathematically, FEFT | fE WDM<1 < FFT . Intuitively, EFT introduces WDM
in the core layer of FT, and therefore, achieves savings in fibers, but the number of
switches and transceivers does not change.
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Fig. 5.1 Scaling in number of devices of FT and EFT.
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An important remark is that the savings in fibers can only be achieved in the
upper layer, as it has been discussed in Section 4.5. Hence, the impact of increasing
the number of wavelengths in the transceivers to reduce the number of fibers of
EFT is limited. In effect, the curves for fibers corresponding to 4/8/16-ports are
very close to each other. Finally, as pointed out previously in the same section,
these savings in fibers are possible if and only if the full network is not deployed.
As a result, while FT can scale up to 524288 servers (not shown in the graphs),
EFT can expand only up 131072 servers with 4-port transceivers, up to 65536
servers with 8-port transceivers, and up to 32768 servers with 16-port transceivers.
For instance, in a 1/16 of the full network, with 32768 servers, the total number of
fibers is 196608 in a FT without WDM; in EFT, the number of fibers reduces by
25.0% to 147456 fibers with 4-port transceivers, by 29.2% to 139268 fibers with
8-port transceivers, and by 31.25% to 135168 fibers with 16-port transceivers.

5.3.2 Scaling of FT and HFT topologies

The scaling of HFT-A, HFT-B, HFT-C, and HFT-D is explored graphically in Fig.
5.2, Fig. 5.3, Fig. 5.4, and Fig. 5.5, respectively. One important conclusion from
the figures is that HFT accomplishes savings in switches (left graph), transceivers
(center graph), and fibers (right graph). Indeed, the HFT curves are below the FT
(dotted) curves in each graph. The reduction in switches is due to the fact that the
number of ports of the OSs is effectively multiplied by the number of wavelengths
used in the WDM links, and therefore, fewer OSs are required compared to ESs.
The reduction in transceivers is due not only to the lower number of switches
needed (implying fewer transceivers), but also because OSs do not necessitate
transceivers. Finally, the decrease in fibers is justified by the introduction of WDM,
and because fewer switches and transceivers require fewer fibers to be connected.
Another important conclusion is that the scaling of HFT is not limited as EFT is.
Thus, HFT scale as well as FT (in these examples up to 524288 servers).
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Fig. 5.2 Scaling in number of devices of FT and HFT-A.
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Fig. 5.3 Scaling in number of devices of FT and HFT-B = EHFT-B.
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Fig. 5.4 Scaling in number of devices of FT and HFT-C.
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Fig. 5.5 Scaling in number of devices of FT and HFT-D = EHFT-D.

Finally, by comparing the gap between the curves, it is possible to infer that
solutions A, B, C, and D require increasingly fewer devices. This is explained
because the more ESs are substituted by OSs, the larger are the savings. Cases A
and B replace one half/full layer of ESs, respectively. Cases C and D substitute
two half/full layers of ESs, respectively. For every case, the larger the number
of wavelengths, the larger the savings. Thus, from all the options considered,
the one providing fewer switches, transceivers, and fibers is case D with 16-port
transceivers.
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5.3.3 Scaling of FT and EHFT topologies

As discussed before, HFT and EHFT are equivalent in cases B and D. Thus, the
previously shown Fig. 5.3 and Fig. 5.5 of HFT are also valid for EHFT. However,
cases A and C for EHFT, shown in Fig. 5.6 and Fig. 5.7, have an important
difference in terms of scaling with respect to HFT.
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Fig. 5.6 Scaling in number of devices of FT and EHFT-A.
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Fig. 5.7 Scaling in number of devices of FT and EHFT-C.

Indeed, EHFT is limited by the validity condition (1’) in a similar manner
to EFT being limited by validity condition (1). Thus, the network only scales
up to 131072 servers with 4-port transceivers, up to 65536 servers with 8-port
transceivers, and up to 32768 servers with 16-port transceivers. Apart from this,
the conclusions are similar to HFT.

5.3.4 Scaling of FT, EFT, HFT, and EHFT topologies

A numerical comparison of the savings in devices achieved by EFT, HFT, and
EHFT against FT in networks with 131072 servers is shown in Table 4.3. The
baseline is a FT requiring 5120 128-port switches, 163840 4-port transceivers, and
786432 fibers. The hybrid topologies consider four cases: A: lH = 1, fO = 1/2; B:
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lH = 1, fO = 1; C: lH = 2, fO = 1/2; D: lH = 2, fO = 1. A number of the solutions in
the table correspond to the highest points of a number of the curves of Fig. 5.1 to
Fig. 5.7. Similar conclusions to the graphical analysis are reported in the table.

EFT does not achieve savings in switches or transceivers but reduces by 25%
the number of fibers with 4-port transceivers. EFT does not provide solutions with
transceivers with more than four ports in networks of the considered size because
of the validity condition (1).

HFT provides savings in switches, transceivers, and fibers in all cases. It is
not limited in scaling like EFT or EHFT, and it provides solutions with 8-port,
16-port, 32-port, and (in cases B and D) 64-port transceivers. HFT has equal
savings than EHFT with fully optical hybrid layers (cases B and D). HFT does not
have solutions with 64-port transceivers in cases A and C due to validity condition
(3).

Table 5.2 Savings (%) in devices of EFT, HFT, and EHFT.

Topology Savings in Savings in Savings in
switches (%) trx. (%) fibers (%)

4-port trx. EFT 0 0 25.00
4-port trx. HFT-A 7.50 10.00 12.50
8-port trx. HFT-A 8.75 55.00 14.58
16-port trx. HFT-A 9.38 77.50 15.63
32-port trx. HFT-A 9.69 88.75 16.15
4-port trx. EHFT-A 7.50 10.00 25.00
4-port trx. HFT-B/EHFT-B 15.00 20.00 25.00
8-port trx. HFT-B/EHFT-B 17.50 60.00 29.17
16-port trx. HFT-B/EHFT-B 18.75 80.00 31.25
32-port trx. HFT-B/EHFT-B 19.38 90.00 32.29
64-port trx. HFT-B/EHFT-B 19.69 95.00 32.81
4-port trx. HFT-C 22.50 30.00 25.00
8-port trx. HFT-C 26.25 65.00 29.17
16-port trx. HFT-C 28.13 82.50 31.25
32-port trx. HFT-C 29.06 91.25 32.29
4-port trx. EHFT-C 22.50 30.00 37.50
4-port trx. HFT-D/EHFT-D 45.00 60.00 50.00
8-port trx. HFT-D/EHFT-D 52.50 80.00 58.33
16-port trx. HFT-D/EHFT-D 56.25 90.00 62.50
32-port trx. HFT-D/EHFT-D 58.13 95.00 64.58
64-port trx. HFT-D/EHFT-D 59.06 97.50 65.63
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EHFT also provides savings in devices in all cases. It reduces the fibers even
further than HFT with half optical hybrid layers (cases A and C). However, in these
cases, it does not provide solutions for transceivers having more than four ports
because of validity condition (4).

In general, the more ESs are replaced by OSs, the larger the savings in the
number of switches, transceivers, and fibers. Thus, with one hybrid layer best
results are obtained with a fully optical core (case B). Similarly, with two hybrid
layers, the reduction is maximized when both layers are fully optical (case D). With
4-port transceivers, the number of switches is reduced by 45%, the transceivers
by 60%, and the fibers by 50%. These numbers can be further reduced when
transceivers with higher port-density become available. For instance, by having
8-port transceivers, the number of switches reduces by 52.50%, the transceivers
by 80%, and the fibers by 58.33%. The maximum savings achievable by HFT
and EHFT with 128-ports switches require the availability of 64-port optical
transceivers and reduce the number of switches by 59.06%, the transceivers by
97.50%, and the fibers by 65.63%.

5.4 Scaling of topologies in power consumption and cost

Section 5.3 has explored the scaling of FT, EFT, HFT, and EHFT topologies in
terms of switches, transceivers, and fibers. This section investigates the scaling
of these topologies in terms of power consumption and cost in a 25G real case
scenario that can be deployed at present with commercially available technologies.
The 25G real case scenario is a three-layer data center built with 128-port switches,
4-port transceivers, and 131072 servers (l = 3, k = 128, fP = 1/4, fE NO WDM =

fE WDM = fO WDM = 1/4). Switches and transceivers have 25G interfaces. Again,
cases A, B, C, and D are considered for the hybrid topologies. Cases A and B have
one hybrid layer, and cases C and D have two hybrid layers. Cases A and C have
half optical hybrid layer/s, and cases B and D have fully optical hybrid layer/s.
Besides, three different options are studied in terms of MM and SM devices: MMS,
MSS, and SSS. MMS represents the situation where the first two layers are MM
and the core layer is SM. In the MSS case, only the first layer is MM and the rest
are SM. In the SSS case, all layers are SM. Finally, in a similar manner to the
equations of section 4.4, the graphs do not include the transceivers required by the
servers.
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5.4.1 Assumptions

In order to evaluate the power consumption and cost of the topologies, two addi-
tional items are required: first, a more detailed distribution of switches, transceivers,
and fibers; second, some assumptions about the power consumption and cost of
each component in the system. For instance, once the number of electronic and
optical switches is established, the partial contribution of each type of switch is
obtained as the product of its number by the respective power consumption or cost
of the device. The total power consumption and cost of the system is obtained as
the sum of partial contributions.

Regarding the first point, the equations presented in Section 4.4 provide the
total amount of switches, transceivers, and fibers for all topologies. For the power
and cost analysis, these equations are partitioned into the individual contributions
of each type of component. This allows assigning different power consumption or
cost to these contributions. This partitioning is explained graphically in Fig. 5.8
with a number of three-layer networks built with 128-port switches. In terms of
switches (left graph), the total number of switches is distributed between electronic
and optical switches. All the switches in FT and EFT are electronic (first column).
However, in HFT and EHFT topologies there are electronic and optical switches
(second through to the last column). The total number of switches depends on the
configuration factors, being minimum for case D, in which more ESs are replaced
by OSs. In terms of transceivers (center graph), the total number of transceivers
is partitioned into the contribution of each type. The example corresponds to a
HFT-B topology in the MMS, MSS, and SSS cases. Although the total number of
transceivers is the same for all three cases, the distribution of different types of
transceivers changes in each case. Finally, in terms of fibers (right graph), the total
number of fibers is split into MM and SM. The graph shows also the MMS, MSS,
and SSS cases for a HFT-B topology. Note that the switches are color coded in red,
the transceivers in green, and the fibers in blue. These color codes are maintained
in the next section.
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In relation to the second point, the assumptions taken on the power consumption
and cost of each device are summarized in Table 5.3. The values reported in
the table should be understood as approximations to real values. Moreover, the
numbers may fluctuate with technology evolution and with economy of scale (i.e.
bulk purchasing discount) considerations.

Table 5.3 Additional parameters required for power and cost analysis.

Device Power (W) Cost (US$)

128-ports electronic switch 324 3840
128-ports optical switch 128 12800
4-port MMF NO WDM transceiver 3.5 280
4-port SMF NO WDM transceiver 3.5 600
4-port SMF WDM transceiver 3.5 1100
meter of MM fiber — 0.9
meter of SM fiber — 0.3
fiber length in layer 1 3 m
fiber length in layer 2 100 m
fiber length in layer 3 300 m

Regarding the 128 x 25G ES, it is assumed a power consumption of 324
W. This value corresponds to the maximum power consumption estimated by
[109]. It is distributed as follows: 200 W switching ASIC [52], 84 W fans, 30
W control plane processor, and 10 W for other components. The 112 W power
consumption of the 32 QSFP28 (4x25G) transceivers is considered separately.
The cost of the ES is calculated estimating US$30/port. Regarding OSs, only
optical circuit switches with direct fiber-to-fiber alignment [70] or MEMS-based
[68] are considered. Although our analytic model includes all types of OSs,
these types of switches are the only ones available at present with at least 128
ports. Much larger amount of ports have been reported [69]. For these OSs, the
power consumption considered is 1 W/port and the cost US$100/port. Three
types of QSFP28 transceivers are considered, all of them consuming less than
3.5W according to [110]. The MM version without WDM has a 100GBASE-SR4
electrical interface with MPO connector. It reaches up to 100 m in OM4 MMF and
it is the cheapest option. The SM transceiver without WDM has a 100G PSM4
electrical interface, an MPO connector, and it reaches up to 2 km in SMF. The
more expensive option is the SM transceiver with WDM: it has a 100G CWDM4
interface, an LC connector, and it reaches up to 2 km in SMF. Finally, MMF is
three times more expensive than SMF, and the maximum fiber length of every
layer is 3 m, 100 m, and 300 m, respectively.
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5.4.2 Scaling in power consumption and cost

The scaling of all topologies in terms of power consumption and cost is compared
in Fig. 5.9, Fig. 5.10, and Fig. 5.11. The graphs investigate the MMS, MSS,
and SSS cases respectively. All networks interconnect 131072 servers and are
implemented with three layers of 128-port switches integrating 4-port transceivers.
The legend is only included in the graphs of Fig. 5.9: switches contributions are
color coded in red, transceivers contributions in green, and fibers contributions in
blue.
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Fig. 5.9 Power consumption and cost per topology in MMS case.
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Fig. 5.10 Power consumption and cost per topology in MSS case.
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Fig. 5.11 Power consumption and cost per topology in SSS case.
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The total power consumption is obtained as the sum of partial contributions of
switches and transceivers. ESs clearly dominate over the contributions of OSs and
transceivers. The topologies based only on ESs, FT and EFT, consume 2.2 MW in
all cases. This is because they have the same number of switches, and according
to Table 5.3, all different types of transceivers have equal power consumption.
The hybrid topologies, HFT and EHFT, achieve equal savings in power in the
respective cases for the same reasons. Comparing electronic and hybrid topologies,
case A reduces power consumption by 9.3% to 2.0 MW, case B by 18.5% to 1.8
MW, case C by 27.8% to 1.6 MW, and case D by 55.6% to 991.2 kW. These
reductions are explained because hybrid topologies require fewer switches and
transceivers, as previously concluded in Section 5.3. Note that the MMS case does
not have solutions in the C and D cases, with two hybrid layers, because OSs are
SM devices.

The total cost graphs show the contributions of switches, transceivers, and
fibers. Cost is dominated by transceivers whereas power consumption is dominated
by switches. EFT turns out to be more expensive than FT: despite requiring fewer
fibers than FT, the change of the transceivers in the core layer from NO WDM
to WDM ends up increasing the costs. For instance, FT costs US$134.4 million,
US$139.6 million, US$149.7 million in the MMS, MSS, SSS cases, respectively.
EFT increases these costs by 11.2% to US$149.5 million in the MMS case, by
10.8% to US$154.7 million in the MSS case, and by 10.1% to US$164.7 million in
the SSS case.

In contrast, hybrid topologies decrease cost in all cases. This reduction is
mainly due to the savings in transceivers. In effect, although fewer switches
are required by hybrid topologies, the additional cost of OSs ends up by practi-
cally canceling these savings. However, hybrid topologies also necessitate fewer
transceivers and fibers, which reduces cost. HFT turns out to be the topology
achieving larger savings in all cases. For instance, HFT reduces cost by 8.0% to
US$123.6 million in case MMS-A, by 16.1% to US$112.8 million in case MMS-B,
by 24.4% to US$105.6 million in case MSS-C, and by 48.8% to US$71.5 million in
case MSS-D. EHFT achieves equal savings than HFT in cases B and D. However,
it is more expensive than HFT in cases A and C because of the WDM transceivers
contribution, despite needing fewer fibers.

The relative savings in percentage of power and cost of EFT, HFT, and EHFT
topologies compared to their respective FT are summarized in Table 5.4. The
baseline is a FT with parameters k = 128-port switches, l = 3 layers, fP = 1/4, and
fE NO WDM = 1/4 (requiring a total of 5120 switches, 163840 4-port transceivers,
and 786432 fibers). The conclusions are similar to the graphs.
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Table 5.4 Savings (%) in power and cost of EFT, HFT, and EHFT.

Topology Savings in Savings in
power (%) cost (%)

MMS MSS SSS MMS MSS SSS

EFT 0.0 0.0 0.0 +11.2 +10.8 +10.1
HFT-A -9.3 -9.3 -9.3 -8.0 -6.4 -7.2
HFT-B -18.5 -18.5 -18.5 -16.1 -15.5 -14.5
HFT-C — -27.8 -27.8 — -24.4 -22.8
HFT-D — -55.6 -55.6 — -48.8 -45.5
EHFT-A -9.3 -9.3 -9.3 -2.4 -2.3 -2.2
EHFT-B -18.5 -18.5 -18.5 -16.1 -15.5 -14.5
EHFT-C — -27.8 -27.8 — -19.0 -17.7
EHFT-D — -55.6 -55.6 — -48.8 -45.5

5.5 Summary

This chapter has investigated the scaling of FT, EFT, HFT, and EHFT topologies
by using the analytic model introduced in the previous chapter. The scaling is
studied in terms of devices, power consumption, and cost.

In terms of devices, we conclude that 4-port WDM transceivers available at
present reduce the number of fibers in EFT by 25%. Hybrid topologies, including
both OSs and WDM technologies, reduce the number of switches by 45%, the
transceivers by 60%, and the fibers by 50%. 4-port transceivers already achieve
most of the savings, although larger savings are predicted when higher port-density
transceivers become available. For instance, with 8-port transceivers, the savings
are reduced by 56.25% in the number of switches, by 80% in transceivers, and
by 62.50% in fibers. The maximum savings require the availability of 64-port
transceivers, which predict reduction by 59.06% in the number of switches, by
97.50% in the number of transceivers, and by 65.63% in the number of fibers.

In terms of power consumption and cost, the real case scenario with 25G
technologies available at present, concludes that HFT-D and EHFT-D are the
topologies more efficient. They reduce the power consumption by 55.6% and the
cost by 48.8%. EFT, despite reducing the number of fibers, turns out to be greater
than 10% more expensive due to the extra cost of the WDM transceivers.

Finally, it is worth noting that the analytic model of Chapter 4 is valid for any
type of OS. However, it assumes that ESs and OSs have an equal number of ports.
As explained in Section 5.4.1, this assumption restricts the type of OS at present to
OCSs. Since this type of switches generally provide pure spatial switching, the use
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of WDM technologies implies that a group of wavelengths is switched together,
and this may restrict the traffic patterns. Chapter 6 explores a solution to recover
(at least part of) the lost granularity in the traffic patterns by taking advantage of
the ESs already present in hybrid networks.





Chapter 6

Experimental Demonstrator of
Hybrid Data Center Networks

6.1 Introduction

Chapter 4 has introduced the general analytic model governing electronic and
hybrid Fat-Tree like topologies. A number of examples illustrated how the con-
figuration parameters allow generating multiple architectures taking advantage of
WDM and/or OSs. Chapter 5 has investigated the scaling of these networks in
terms of devices, power consumption, and cost. It has concluded that large savings
are possible in hybrid topologies.

These savings attained by our hybrid topologies rely on an important feature
of OSs: they can switch several wavelengths per port, in contrast with ESs that
switch only one wavelength per port. As a consequence, fewer OSs are required
compared to ESs assuming they have an equal number of ports.

Although our analytic model of hybrid topologies of Chapter 4 is valid for any
kind of OS, it also relies on the assumption that ESs and OSs have an equal number
of ports. Our real case scenario study of Chapter 5 has pointed out that, at present,
this condition is only fulfilled by slow OCSs (such as [68, 70]). Indeed, OCSs
are able to switch groups of m wavelengths among n ports, effectively connecting
m · n devices with an n port switch. This leads to a reduction in the number of
switches, transceivers, and fibers. However, if these groups of m wavelengths are
statically assigned to groups of m servers, the traffic patterns are limited and the
high-capacity WDM links may be underutilized.

This problem is illustrated in Fig. 6.1. The diagram on the left interconnects
16 servers with a 16-port ES, which allow any communication pattern between the
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servers. The diagram on the right also connects 16 servers but employing a 4-port
OS and four wavelengths. The system statically assigns one wavelength to each
server. As a result, the 16 servers are organized into four groups, each one of them
with four servers and four wavelengths. Each one of these groups is connected to
one of the OS ports. Note how the solution based on OS and WDM scales better,
requiring only a 4-port OS (or similarly, 64 servers can be connected with a 16-port
OS and four wavelengths).
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Fig. 6.1 Servers connected with ES or with OS and WDM.

However, the communication patterns are restricted if the OS provides exclu-
sively spatial switching and switches together groups of four wavelengths. The
first traffic restriction avoids the communication among servers belonging to the
same group (intra-group limitation). Indeed, the servers inside each group have a
different wavelength assigned, and thus, cannot communicate with other servers in
the same group. As a consequence, the servers of one group must communicate
with the servers of another group. The second traffic restriction imposes that the
servers can only communicate with other peers having the same assigned wave-
length (inter-group limitation). For instance, it is possible to establish connections
between servers 1-2-3-4 and servers 5-6-7-8. However, it is not possible to connect
servers 1-2-3-4 with servers 8-7-6-5 because they have different wavelengths, or
with servers 9-10-15-16 because they belong to different groups.

The solution to these problems of pure spatial switching exploiting WDM links
is the dynamic assignment of wavelengths to the links. Several approaches have
been suggested, usually presenting a different implementation of a Wavelength
Selective Switch (WSS). This adds the wavelength switching plane to the spatial
switching plane and provides the granularity at wavelength level. For instance, a
common alternative is to build a WSS based on broadcast-and-select networks and
SOA arrays [71, 72]. Another option is to build wavelength switching cards with an
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optical cross-connect and an array of lasers with fixed wavelengths [111]. Others
require Arrayed Waveguide Gratings (AWGs), TWCs, and TLs [59, 73–77].

In this chapter, we demonstrate a different approach to dynamically assign
wavelengths to the WDM links by exploiting ESs already present in hybrid data
centers. Thus, our approach does not require the introduction of additional and
costly WSSs, AWGs, TWCs, or TLs.

We name this technique E-WDM. It is an SDN control technique to dynam-
ically assign the wavelengths of the high-capacity links in hybrid data centers
exploiting WDM. It emulates wavelength switching by tight integration of ESs,
OCSs, and servers by means of a central SDN controller. As a result, the utilization
of the high capacity links is optimized for flexible traffic patterns, overcoming the
intra-group and inter-group traffic limitations.

As a proof-of-concept, we built the ECO-IPI Hybrid Data Center demonstrator,
which integrated a data center central controller, electronic switches, FOX, and
servers. FOX is our SOA-based fast OS operating at 1310 nm. The number of
ports of FOX is effectively duplicated by connecting two wavelengths to each
port. It constitutes the core optical unit of our 10G ECO-IPI Hybrid Data Center
demonstrator and provides 20G WDM links from side-to-side of the ECO-IPI
Hybrid Data Center.

The remainder of this chapter is organized as follows. First, the architecture of
FOX is presented, together with the configuration options and a visualization of
the prototype. Then, a diagram and picture of the ECO-IPI Hybrid Data Center are
visualized. Once the hardware is introduced, the software E-WDM technique is
explained with a number of examples. Finally, a set of experiments with different
traffic patterns demonstrates the feasibility of the approach.

6.2 FOX

FOX, our Fast Optical Circuit Switch, is based on the work done by [100–103].
The data plane, composed of an array of discrete SOA, is practically equivalent.
The only difference is that the chosen SOAs have the center wavelength at 1310
nm instead of 1550 nm. This modification is done in order to be able to integrate
servers in our hybrid data center setup and transmit traffic between them with
WDM. The commercially available QSFP+ CWDM transceivers included in the
ECO-IPI Hybrid Data Center demonstrator have wavelengths at 1270 nm, 1290
nm, 1310 nm, and 1330 nm.

The control plane, on the other hand, is substantially different. It operates the
data plane as an OCS and not as an Optical Packet Switch (OPS). Our approach
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results in a simpler and cheaper implementation of the device (and the system)
because it does not need to include special label generation or label processing
hardware. However, it also implies that the optical switch is not able to take any
more local decisions and relies on a central SDN controller for every reconfigura-
tion event.

A conceptual diagram of FOX is shown in Fig. 6.2. The device is logically
divided into three main blocks: the power and cooling block, the data plane block,
and the control plane block.

FOX
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CONTROL PLANEPOWER AND COOLING

SOAs ARRAY AND POWER DIVIDERS/COMBINERS

SOA 
CURRENT DRIVER

+ 
TEMPERATURE
CONTROLLER
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GPIO I2C EXPANDER

CPU BOARD

RJ45 INTERFACE

FANS

ATX POWER SUPPLY

Fig. 6.2 FOX diagram.

The power and cooling block includes an ATX power supply unit that generates
the internal voltages (3.3 V, 5 V, and 12 V) from a 220 AC input, and two fans.
The data plane provides two optical ports. It consists of an array of four discrete
1310 nm SOAs and four optical power dividers/combiners. Each input port is split
into two branches with an optical power divider. Each one of the resulting four
branches is fed into one of the SOAs. The outputs of one of the SOAs of each
input port are combined again with a power combiner.
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By controlling each one of the four SOAs it is possible to decide to which
output port is sent the corresponding input port. All possibilities are summarized
in Table 6.1. For instance, it is possible to send the input port in1 (or in2) to output
port out1, out2, out1 and out2, or to none of them. The configurations where both
input ports are sent to the same output port must be avoided to prevent contention.
This is represented in the table as “in1+in2 (!)”. The worst case happens when all
SOAs are active and there is contention in both output ports.

Table 6.1 FOX data plane configuration options.

SOA1 SOA2 SOA3 SOA4 OUT1 OUT2

off off off off — —
off off off on — in2
off off on off in2 —
off off on on in2 in2
off on off off — in1
off on off on — in1+in2 (!)
off on on off in2 in1
off on on on in2 in1+in2 (!)
on off off off in1 —
on off off on in1 in2
on off on off in1+in2 (!) —
on off on on in1+in2 (!) in2
on on off off in1 in1
on on off on in1 in1+in2 (!)
on on on off in1+in2 (!) in1
on on on on in1+in2 (!) in1+in2 (!)

The data plane also includes a current driver and a Thermo Electric Cooler
(TEC) controller for each SOA. The current driver allows adjusting the current
injected into each SOA, which in turns allows controlling the SOA optical gain.
As a result, the optical signal can be amplified by setting adequate values to the
SOA current driver and recover the lost optical power in the optical power dividers.
An adequate current value is set during the assembly and integration of FOX in the
ECO-IPI Hybrid Data Center demonstrator. Later on, it is only necessary to switch
the current driver on and off to control the behavior of the SOA.

The TEC controller controls the behaviour of the TEC integrated into each
discrete SOA. It cools down the SOA to ensure that it operates in a safe temperature
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range, avoiding overheating that will decrease the performance, and eventually,
damage the SOA.

The FOX control plane board integrates a Qseven form factor processing unit,
integrating an Intel Atom E3845 quad-core processor, 2GB DDR3 DRAM, and
4GB eMMC on board flash. It executes a Unix operating system, that connects to
the data center controller through an RJ45 interface using the Internet Protocol (IP)
control plane network. Its main function is to command the data plane according
to the instructions received from the data center central controller. In order to do
that it is connected to the central controller using a socket; when it receives a new
configuration command from the central controller, it uses the I2C interface to
control a GPIO expander. This expander controls the status of the current driver
associated to each SOA, and therefore, its state.

A picture of FOX is shown in Fig. 6.3. The device is packaged in a 19-inch
rack unit with a transparent cover. The back plate of the unit gives access to the
ATX power supply, two fans, and the RJ45 connector for the control plane network.
The ATX power supply generates 12 V for both fans and 5 V / 3.3 V for the data
and control plane boards. The front plate gives access to the switch ports. The data
plane board, on the left, has the SOA array, the current drivers, and the temperature
controllers. The potentiometers shown in the picture allow adjusting the optical
gain of the SOAs by injecting the corresponding current. The control plane board,
on the right, includes the central processing unit and the mentioned interfaces.

Fig. 6.3 FOX picture.
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6.3 ECO-IPI hybrid data center demonstrator

Our ECO-IPI Hybrid Data Center demonstrator integrates a data center central
controller, eight servers, six electronic switches, and FOX according to the diagram
shown in Fig. 6.4.

FOX  
Fast OCS 

EPS  
Tier 

Central 
Controller 

10G MMF Link Control Link 20G SMF Link 

2 1 4 3 6 5 8 7 

Fig. 6.4 ECO-IPI Hybrid Data Center demonstrator diagram.

The diagram represents the control network with dotted arrows and the data
plane network with 10G-red and 20G-yellow links. The control plane network uses
copper as transmission medium whereas the data plane network utilizes optical
fiber. The 10G links of the data plane network are based on MMF and VCSEL-
based MM transceivers; in contrast, the 20G links are based on SMF and SM
CWDM transceivers. Both control and data plane networks are IP-based networks
and send IP packets. The control plane network connects the data center controller
to all servers and switches. The data center controller employs this network to
orchestrate the behavior of switches and servers, setting paths and traffic by config-
uring the devices accordingly. The data plane network transports the data packets
between servers, traversing the selected switches depending on the configured path.

The eight servers are (virtually) organized in four racks. Each rack has a
top of the rack switch and two servers. The servers have 10G Network Interface
Cards (NICs), with Small Form-factor Pluggable - 1x10G (SFP+) MM transceivers
working at 850 nm. The edge switches have 72 10G ports accessed by six 120
Gb/s 12x Small Form-factor Pluggable (CXP) transceivers.
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The second layer of electronic switches aggregates the traffic of two racks
into clusters. As a result, the eight servers of the demonstrator are organized into
two clusters with two racks per cluster and two servers per rack. The aggregation
switches are also responsible for converting the single-wavelength 10G MM links
of the edge switches to double-wavelength 20G SM WDM links. The wavelength
conversion from 850 nm to 1310 nm is required because FOX and the CWDM
transceivers are SM devices working at 1310 nm.

Finally, the third layer integrates FOX, our optical switch, which constitutes
the optical core performing the inter-cluster connections. A more realistic sce-
nario would include more devices (i.e. more servers, racks, electronic and optical
switches); however, this modest setup is sufficient to demonstrate the feasibility of
the integration of these devices and our E-WDM control technique. Our demonstra-
tor is a fully centralized data center where the SDN central controller orchestrates
the behavior of ESs, FOX, and servers.

A picture of the ECO-IPI Hybrid Data Center demonstrator is shown in Fig. 6.5.
The left rack accommodates the electronic switches and the data center controller.
The right rack includes the servers, a screen for local access to the setup, and
(usually) FOX (which lies on the table in the picture).

Fig. 6.5 ECO-IPI Hybrid Data Center demonstrator picture.
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The data plane connections can be seen in the front section of the racks: blue
colored fibers are MM and yellow/orange colored fibers are SM. The control plane
connections cannot be seen in the picture because they are in the rear section of
the racks, together with the power connections.

6.4 E-WDM technique

E-WDM is a software control technique to dynamically assign wavelengths to
high-capacity links in hybrid networks. It is useful for hybrid networks where the
optical switches switch together a group of wavelengths per port without providing
granularity at wavelength level (i.e. optical switches providing pure spatial switch-
ing with WDM links). This is the case, for instance, of OCSs such as [68, 70]
switching together several wavelengths per port. As we have seen in Chapter 5,
this type of optical switches are the only ones available at present providing a large
number of ports and the capacity to switch more than one wavelength per port.
As concluded in Chapter 4 and Chapter 5, these two characteristics enable large
savings in hybrid topologies. However, these technologies working together may
limit the communication patterns as explained in Section 6.1.

The setup to demonstrate the E-WDM technique includes FOX. Our optical
switch can switch two wavelengths per port, effectively duplicating the number
of servers that can be connected. The two-wavelengths constraint is due to the
relatively limited optical bandwidth of the SOAs, and also, to the wide 20 nm
spacing of the CWDM channels of our transceivers. In case of having available
DWDM transceivers, FOX could switch a larger number of wavelengths.

The main idea of E-WDM consists in installing different OpenFlow rules in
the SDN-enabled electronic switches depending on the desired traffic patterns. In
this way, certain wavelengths are dynamically assigned to the traffic between two
servers. For instance, consider the case where certain output port of one of the
aggregation switches is statically assigned wavelength λi. Depending on the Open-
Flow rules installed on the electronic switches, it is possible to direct the traffic
between two servers to that output port, dynamically assigning that wavelength to
that traffic. Later on, the OpenFlow rules can be modified so that wavelength is
reserved for the traffic between other two servers.

Examples of the E-WDM technique are illustrated in Fig. 6.6, Fig. 6.7, and Fig.
6.8. The eight servers are (logically) organized in four racks: rack A for servers
1-2, rack B for servers 3-4, rack C for servers 5-6, and rack D for servers 7-8. The
FOX configuration is maintained without modification in the following examples.
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A possible initial assignment of the wavelengths in the high-capacity links of
FOX is shown in Fig. 6.6. Servers 1, 3, 5, and 7 are assigned wavelength λ1, and
servers 2, 4, 6, and 8 are assigned wavelength λ2. This assignment is accomplished
by setting the appropriate routing rules in the electronic switches, that direct the
traffic to the corresponding port. In this way, the traffic is initially established
between servers 1-5, 2-6, 3-7, and 4-8.
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Fig. 6.6 E-WDM example: initial wavelength assignment.

Another case is illustrated in Fig. 6.7. It is desired to change the traffic pattern
between the same racks in such a way that servers 1-2 and servers 3-4, connect
with servers 6-5 and servers 8-7, respectively. In order to accomplish this goal,
the wavelength assignment is modified by setting adequate routing rules in the
electronic switches. Servers 2, 4, 5, and 7 are assigned wavelength λ1, and servers
1, 3, 6 and 8 are assigned wavelength λ2. In this manner, the traffic is established
between servers 1-6, 2-5, 3-8, and 4-7.
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Fig. 6.7 E-WDM example: flexible intra-cluster communication.

In the above two examples, the traffic is established between all servers in one
rack and all servers in another rack. With E-WDM, the communication patterns
can be established between the desired pairs of servers. Another case is illustrated
in Fig. 6.8, where it is desired to establish the traffic between the servers of one
rack with the servers of two different racks. It sets the adequate routing rules to
assign wavelength λ1 to servers 1, 2, 5, and 7, and wavelength λ2 to servers 3, 4, 6,
and 8. As a result, the communication is established between servers 1-5, 2-7, 3-6,
and 4-8.
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Fig. 6.8 E-WDM example: flexible inter-cluster communication.

An important remark is that all the previous examples have the same optical
switch configuration. The different traffic patterns are achieved by changing
exclusively the configuration of the electronic switches.

Moreover, the technique is very flexible and allows obtaining equivalent traffic
patterns with different configurations in the electronic and/or optical switches
because every switch in the path adds a degree of freedom. For instance, eight
from all possible configurations of the electronic and/or optical switches achieving
the same communication pattern as in Fig. 6.7 are shown in Fig. 6.9. It is possible
to configure the input or output edge switches, the input or output aggregation
switches, the optical switch, and/or a combination of them.
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Fig. 6.9 Equivalent traffic patterns with different E-WDM configurations.
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One of the challenges of E-WDM is to manage the electronic and optical
switches, which are completely different technologies. In one hand, electronic
switches are packet-based devices with buffers to store and forward the packets.
On the other hand, our optical switch is a circuit-based device without buffers. The
lack of buffers of optical switches and the possibility of contention for some of the
configuration options makes imperative a proper management of the devices to
avoid losing information during reconfiguration events. In our case, we follow a
fully centralized approach represented conceptually in Fig. 6.10.
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Fig. 6.10 Software architecture of the ECO-IPI Hybrid Data Center.

We take advantage of the unified control network in our system. Although the
data plane of electronic and optical switches is radically different, the control plane
is very similar. All switches in the network have the same control processing unit,
running the same operating system, and therefore, with the same capabilities. The
data center controller orchestrates the behavior of servers and switches to ensure
that, for each desired traffic pattern, the switches are configured accordingly to
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avoid contention and lose data. In other words, the desired path is configured in
advance, and once it is set, the data is sent.

The data center controller is connected to all servers and switches through the
copper-based control plane network. The orchestrator sends instructions to an SDN
Ryu controller using a basic Representational State Transfer (REST) interface. The
commands received through the interface are translated into OpenFlow messages
for the electronic switches, and to socket messages for the optical switch and
servers. Each electronic switch has an OpenFlow agent responsible for receiving the
control messages from the orchestrator and transforming them into reconfiguration
commands for the data plane switching ASIC. In addition, the socket opened with
the optical switch allows sending byte streams to FOX. The control plane processor
of FOX transforms these byte streams into I2C commands controlling the SOAs
state. Regarding the servers, the socket connections allow creating processes in the
servers from the data center controller and collect the corresponding data back.

For example, the data center controller can send some OpenFlow messages to
the electronic switches to delete the corresponding flow tables and install the new
rules for certain traffic pattern. Then, it can command the optical switch for the
corresponding SOA configuration according to 6.1. Once the switches are properly
configured and the paths are established, the orchestrator can command the servers
to send traffic with iperf, or measure the Round Trip Time (RTT) with ping.

6.5 E-WDM experimental demonstration

We validate the feasibility of the E-WDM software control technique presented in
Section 6.4 by using the ECO-IPI Hybrid Data Center demonstrator introduced in
Section 6.3. FOX, deployed at the core layer of the demonstrator, switches together
groups of multiple wavelengths per port.

Four different communication patterns among the eight servers are presented
in Fig. 6.11. The diagrams only include the end-points of the traffic patterns.
However, they should be understood in a similar way to Fig. 6.6, Fig. 6.7, Fig.
6.8, and Fig. 6.9. For instance, the first traffic pattern establishes connections
between servers 1-5, 2-6, 3-7, and 4-8; a possible E-WDM configuration is shown
in Fig. 6.6. Similarly, the second traffic pattern performs intra-group swapping to
communicate servers 1-6, 2-5, 3-8, and 4-7; a possible E-WDM configuration is
shown in Fig. 6.7.
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Fig. 6.11 Communication patterns for E-WDM experimental demonstration.

The bandwidth measurements at the servers are reported in Fig. 6.12. For
every traffic pattern the throughput between servers is measured with iperf and, in
all cases, achieve values close to the maximum available with the 10G links.

Fig. 6.12 Measured bandwidth during E-WDM experimental demonstration.

The reconfiguration times of electronic switches, FOX, and servers are shown
in Fig. 6.13. The configuration of the electronic packet switches takes most of
the reconfiguration time. The removal of previous flow rules requires 15 - 20 ms,
and the insertion of new flows in the switches around 35 ms. Hence, important
savings are achieved if these operations are minimized. The central controller
reconfigures FOX in approximately 1.5 ms. The communication is carried through
a permanently established socket, where most of the time is needed by the use of
I2C as the interface to control the SOAs of FOX. Finally, the servers require less
than 15 ms to stop and start the traffic.
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Fig. 6.13 Reconfiguration times of ESs, OSs, and servers.
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6.6 Summary

This chapter has presented our optical switch FOX, our ECO-IPI Hybrid Data
Center, and E-WDM, a software control technique to dynamically assign the wave-
lengths to high-capacity links. FOX is our fast SOA-based optical circuit switch,
which effectively duplicates the number of servers connected by switching together
two wavelengths per port. Our ECO-IPI Hybrid Data Center orchestrates servers,
electronic switches, FOX and WDM technologies under the commands of the
central controller. E-WDM is meant for hybrid data centers with high-capacity
WDM links where the optical switches switch together groups of wavelengths with
pure spatial switching (like slow OCSs or our FOX). It is a flexible technique that
exploits the electronic switches already present in hybrid data centers to dynami-
cally assign the wavelengths of the WDM links to the traffic of different servers.
In this way, the utilization of such links is optimized for flexible communication
patterns.





Chapter 7

Summary and Outlook

7.1 Summary

Data centers are the underlying infrastructure supporting the exponential growth of
cloud services such as Google, Facebook, and Amazon. The ever-increasing band-
width demands imply the need for interconnecting more and more servers, which
supply the computational and storage capabilities of data centers. However, these
complex systems with hundreds of thousands of servers in the largest deployments
are expensive to deploy and maintain, making difficult further expansion.

This work has focused on the scaling of data center networks, which are basi-
cally a collection of switches providing connectivity among the servers. We have
presented a number of solutions improving the scalability of such networks, i.e.,
solutions helping to interconnect more devices while keeping space, power, and/or
cost constraints. We have followed both theoretical and experimental approaches.
The first part of this work has investigated electronic switches, the main building
block of data center networks deployed at present. The second part has focused
on hybrid data center networks, a promising approach to solve the limitations of
networks based exclusively on electronic switches by the integration of optical
switches.

7.1.1 Compact electronic switches with On-Board Optics

Our theoretical analysis of electronic switches has studied a number of design
factors influencing the scaling of such devices and the networks based on them. In
order to illustrate the impact of these factors, Fat-Tree topology was selected as an
example of data center network based exclusively on electronic switches.
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The study has analyzed the impact on the scaling of: 1) the number of ports of
the switches, 2) the integration of one or multiple switching ASICs per electronic
switch, 3) the size of the devices, and 4) the power of the devices. We concluded
that it is relevant to increase the number of ports of the switching ASIC as far as
possible since it is the main factor influencing the number of switches and diameter
of the networks. We also concluded that it is more efficient to implement the
network based on devices including a single switching ASIC than implementing
the network with devices including multiple switching ASIC. Finally, we have also
illustrated the relevance of reducing size and power consumption of the devices in
order to keep scaling data center networks without requiring extra space or power.

Our study showed that electronic switches at present suffer from two important
bottlenecks: the switching ASIC bottleneck and the front-panel bottleneck. The
ASIC bottleneck is limiting at present the number of ports of the switching ASICs
to 128. The front panel bottleneck is limiting at present the number of ports and
bandwidth per rack unit to 3.2 Tbps since only 32 QSFP28 optical transceivers fit
in the face-plate.

We suggested (and demonstrated) that, in order to overcome these bottlenecks,
it is time to: 1) increase the number of devices per rack unit by integrating multi-
ple compact switches, 2) select another type than front-panel optical transceivers
allowing tighter integration of switching ASIC and transceivers, such as On-Board
Optics devices.

Our experimental demonstrator, based on commercially available components,
is an electronic switch requiring only one-fourth of the rack unit space and half
the power than similar electronic switches based on front-panel transceivers. The
main two design decisions taken during its design and implementation were the
integration of On-Board Optics transceivers and the generation of all internal volt-
ages from a single external power supply. Our packaging demonstrator integrates
four of these switches in a single rack unit providing four times the number of
ports and bandwidth per rack unit compared to front-panel transceivers solutions.
Assuming similar results with the servers, a network keeping the same power
constraint duplicates the number of servers and requires only half the space.

7.1.2 Hybrid data center networks

Our study on hybrid data center networks has shown that, although important ef-
forts have been done suggesting the introduction of optical switching technologies
in data centers, most of them lack an analytic model describing the topologies.
Another important limitation found in our research is the assumption that the
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hybrid network contains a single optical switch, or similarly, that a single optical
switch connects clusters with thousands of devices. This assumption is not very
realistic given the large size of the data center networks under consideration, the
number of ports in the optical switches, and the number of wavelengths in the
transceivers available at present. With these important limitations, it is not possible
to accurately evaluate the scaling of hybrid networks in terms of devices (such as
switches, transceivers, and fibers), power consumption, and cost. Moreover, the
comparison with topologies based on electronic switches is also difficult.

Our research effort in the second part of this work has covered these weak-
nesses, providing an analytic model accurately defining a number of hybrid topolo-
gies and assuming a more realistic scenario where the hybrid networks are deployed
with a collection of electronic and optical switches.

The analytic model extends the well-known and widespread fat-tree model to
include optical switches and wavelength multiplexing in hybrid fat-tree topologies.
The model inherits the scalability and full bisection bandwidth features of fat-tree,
and it accurately defines a number of configuration parameters modeling important
factors such as the number of ports of the switches or the number of wavelengths
per transceiver. With these configuration parameters, it is possible to describe a
number of different architectures in a flexible manner. The number of electronic
and optical switches, transceivers, and fibers required to build a network with
a certain number of servers is computed with a set of equations based on these
configuration parameters.

We have employed the analytic model to compare the scaling in devices, power
consumption, and cost of electronic and hybrid data center networks. We concluded
that, in effect, optical switches and wavelength division multiplexing technologies
are promising solutions improving the scalability of data center networks. For
instance, with four wavelengths per transceiver and optical switches available today,
it is possible to reduce the number of switches by 45%, the number of transceivers
by 60%, the number of fibers by 50%, the power consumption by 55.6%, and the
cost by 48.8%. On top of that, our model predicts further savings when transceivers
with higher port-density become available.

Another relevant insight is that power consumption is dominated by electronic
switches whereas cost is dominated by optical transceivers. This points out the
relevance of solutions such as the one presented in our electronic switch demon-
strator, which integrates On-Board Optics transceivers and cuts by half the power
consumption of electronic switches. Also, it signals the importance of including
optical switching technologies within the data center networks, which perform the
switching function in the optical domain and do not require optical transceivers
(except at the edge of the network).
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We also concluded that MM technologies, (i.e. MM transceivers and fibers),
are mainly interesting for short reach interconnections because in this case the
reduced cost of optical transceivers overcomes the larger cost of MM optical fiber.
Larger connections are dominated by the cost of the fibers, and our analysis showed
that SM technologies are more appropriate because the reduced cost of SM fiber
overcomes the extra cost of SM transceivers. Besides, with increasing data rates
and size of the data centers, MM technologies with limited reach do not seem a
solution for the longest connections at least in the near future.

Finally, we experimentally demonstrated the feasibility of integrating all these
technologies in our hybrid data center demonstrator. We implemented FOX, a
fast optical circuit switch with an IP control plane and multiple-wavelength ports.
FOX is deployed together with electronic switches, servers, WDM links, and a
central controller in the ECO-IPI Hybrid Data Center demonstrator. The behaviour
of the network is orchestrated by the central controller by means of software de-
fined networking. E-WDM, a software control technique, demonstrated how to
overcome the restrictions in communication patterns inherent to networks with
pure spatial switching exploiting WDM technologies. The technique enables the
dynamic assignment of traffic to different wavelengths in the high-capacity WDM
links by leveraging electronic switches present in hybrid networks.

7.2 Outlook

Apart from demonstrating promising solutions improving the scalability of data
center networks, our work also opens relevant directions for further research effort.

7.2.1 Future work in electronic switches

Regarding electronic switches, we have demonstrated with 10G devices that it is
possible to multiply by four the port and bandwidth density per rack unit. During
these years of investigation, switching ASIC and transceivers at 25G became
available. It would be relevant to demonstrate that similar results are possible with
25G technologies, despite the increased power consumption introducing additional
challenges. From our experience, this integration should be possible since these
25G devices have the same form factor as the 10G devices integrated into our
demonstrator and On-Board Optics transceivers have excellent performance in
terms of heat dissipation. This direction will also confirm if the shorter traces result
of the tighter integration of On-Board Optics transceivers and the switching ASIC
allow disabling the CDR circuits typically required at these data rates.
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During these years, also a switching ASIC with 128 50G (2 x 25G) interfaces
has become available. It requires at present two rack units in order to package
64 QSFP28 front-panel optical transceivers and it will be needed to wait until
QSFP-DD transceivers become available to package them in a single rack unit.
It would be relevant to demonstrate that it is possible to package such ASIC in a
single rack unit with 25G On-Board Optics transceivers available at present. From
our experience, it should be possible to package two of these devices per rack unit
assuming that similar results to our demonstrator can be achieved at 25G.

Looking further ahead, we suggest here another two paths especially interesting
to continue our research.

First, how can the number of compact switches per rack unit be pushed forward
and how far? We have demonstrated that it is possible to integrate four devices
per rack unit with On-Board Optics transceivers available at present. Tighter
integration of On-Board Optics devices or other approaches such as On-Top-of-
ASIC transceivers will help to achieve higher densities. In principle, a rack unit
could scale up to 80 MPO-72 connectors with a total of 2880 ports, resulting in
bandwidths per rack unit of 72 Tbps at 25G, 144 Tbps at 50G, and beyond.

Second, how can the current ASIC bottleneck, limited at present to 128 ports,
be overcome to produce 256-port devices? In effect, ASICs are still limited to 128
logical ports despite having already 256 physical interfaces; e.g. 256 25G physical
interfaces results in 128 logical 50G ports. To answer this question it is needed
to change the role of switch designers to the role of ASIC designers. Probably,
further improvements in microelectronic integration and design optimization of
the switching ASIC with this goal in mind would be required.

7.2.2 Future work in hybrid data center networks

Regarding hybrid networks integrating optical switching and wavelength division
multiplexing technologies, there are also many challenges still to be solved.

Regarding our analytic model, it would be relevant to work in two different
directions: generalization to other topologies and performance analysis. Regarding
the first point, our analytic model includes Fat-Tree like topologies and it would be
interesting to extend it to include other hybrid topologies enabling a more general
comparative study. The configuration parameters defined in our model, describing
features such as the number of ports of the switches or the number of wavelengths
per transceivers, are valid for other hybrid topologies. However, the derivation
of new equations for other hybrid topologies based on these configuration param-
eters is still required. Regarding the second point, our model allows comparing
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topologies in terms of devices, i.e., in terms of switches, transceivers and fibers.
This enables the investigation of the scaling of the networks in terms of power
consumption and cost. However, the comparison in terms of performance of such
networks is still missing. Thus, it would be interesting to extend the model to
include the performance analysis of the networks. This is not trivial task because
the model should account, among other, for different types of optical switching
technologies, traffic, and control network approaches. A number of attempts have
already been carried out; however, they typically provide solutions restricted to
a certain architecture and lack a general approach enabling the comparison of
different topologies.

Regarding our real case scenario study, it considers exclusively slow optical
circuit switches, since they are the only ones available at present with a large num-
ber of ports. The reconfiguration time of these type of switches implies important
limitations in the traffic patterns and performance of the networks. Thus, it would
be interesting to explore how to design and implement fast optical switches with
a large number of ports. To our understanding, this is the main limiting factor
stopping the introduction of optical switching technologies into data centers.

Finally, our hybrid data center demonstrator has pointed out that control net-
works play a critical role in such networks. We have demonstrated that the in-
tegration of different technologies such electronic packet switches and optical
circuit switches is possible under the commands of a centralized SDN controller.
However, further investigation to implement fast control networks will be key to
ensure adequate performance and scalability of such networks.
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