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This research demonstrates the applicability of building energy simulation 
(BES) for the multi-domain analysis of energy use in data centres (DCs) and 
introduces a new application of a BES tool as a testing environment for 
external control algorithms. These external control algorithms are part of 
“holistic” DC operation, which aims to coordinate and optimize the main 
DC processes at the system-level. Considering the mission critical nature of 
the DC environment, where any possible downtime of DC services results in 
serious financial penalties and reputation loss, any real experiments nec-
essary for the platform development are extremely limited.
However, DC energy modelling and dynamic computational experimenta-
tion represent a safe virtual testing environment for novel control strate-
gies. Successful tests in such a safe environment can accelerate the pro-
cess of implementing new operational strategies in physical DCs. The 
virtual testing environment using BES is a feasible alternative to assess the 
potential of tested control strategies.
This research is also unique in that the first prototype of the virtual DC envi-
ronment was subjected to all phases of the proposed testing workflow from 
development through usability testing to real-world application, where the 
initial version of the holistic operation was tested. The usability of this 
virtual DC environment was endorsed by a wider research consortium of 
industrial and academic partners in the frame of the Genic project funded 
by the European Commission.
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home.  

 Nice memories and great friendship stay in Eindhoven  
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Summary 

As an area of research, Building Energy Simulation (BES) has developed greatly 

over the last 50 years. Originally, BES tools were developed for the analysis of 

energy use in residential and office buildings. However, after BES tools 

demonstrated the ability to solve multi-domain problems and perform system-

level analysis, their range of applicability has been extended to other building 

types. This research demonstrates the applicability of BES for the analysis of 

energy use in data centres (DCs) and introduces a new application of BES tools 

as a testing environment for external control algorithms. 

As the role and size of DCs has grown in recent years, their electricity 

consumption has become a key concern of both DC operators and researchers. 

The rapid innovation of information technologies (IT) and related digital 

infrastructure has led to an exponential growth in global DC electricity 

consumption, which is estimated at 1.7-2.2% of the total world electricity 

consumption, and this growth is expected to continue in the near future. The 

continuing growth of DC energy use calls for the development of advanced 

energy efficiency strategies to ensure sustainability in the DC sector.  

DCs typically consist of three main management pillars: IT workload 

management, thermal management and power supply management. In order 

to arrive at what is called here “holistic” DC operation, this thesis works on 

simulation support for the development and commissioning of the proposed 

operational strategy. Here, the term holistic DC operation denotes the 

coordination of these management fields in conjunction with system-level 

optimization to ensure high-level objectives such as minimizing cost or CO2 

emissions through the integration of renewable energy sources. The main 

obstacle to these goals is the lack of testing possibilities due to the mission 

critical nature of the DC environment, where any possible downtime of DC 

services results in financial penalties and reputation loss. Thus, the complex 
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multi-domain character and the mission critical nature of the DC environment 

makes the development of holistic DC operation very challenging.  

In contrast, DC energy modelling and dynamic computational experimentation 

represent a “safe” virtual testing environment for novel control strategies. 

Successful tests in such a safe environment can accelerate the process of 

implementing new operational strategies in physical DCs. A virtual testing 

environment using BES is a feasible method to indicate the potential of tested 

strategies. In this research, BES models are not directly involved in any 

optimization procedure. However, they are used as a “virtual building 

laboratory”, in this case a so-called “virtual DC environment”, which enables 

interactive testing of external control algorithms for a given DC specification.  

The successful development and application of the virtual DC environment is 

one of the main achievements of this work. Also, a novel workflow of 

simulation-based testing is proposed to support the development of advanced 

control strategies. This workflow introduces simulation-based closed-loop 

testing, where the real operational processes are simulated by using interactive 

communication between the virtual DC environment and external control 

algorithms. 

In order to mimic the real system, the virtual DC environment captures the 

characteristic dynamic energy behaviour of the DC infrastructure, including IT, 

DC space, cooling, power delivery and power supply systems. Capturing the 

full extent of the complex dynamic energy behaviour of the DC systems 

requires adopting a wide scope in the modelling of the DC while addressing 

multiple domains acting at multiple scales. 

Such a simulation-based assessment provides exhaustive information regarding 

the testing of several multi-domain control algorithms and their combination. 

The results demonstrate the importance of detailed, multi-criteria evaluation, 

which aids better decision making during the development phase of holistic 
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control strategies, and furthermore supports the commissioning of the holistic 

control platform for real DCs. 

However, such a BES application goes beyond typical building physics and 

services expertise. It requires a very broad knowledge of multiple systems and 

processes specific for the DCs. Moreover, the virtual DC environment is 

designed for the interactive testing of external control algorithms developed by 

external experts from several different domains. As such, the virtual DC 

environment is necessarily part of a wider simulation tool-chain within the 

framework of a multi-domain team. Accordingly, the collaboration of a multi-

domain team is key for the successful application of a virtual DC environment, 

and ultimately also for the implementation of the holistic DC operational 

platform in real DCs. The current research secured the required multi-domain 

team by embedding itself in the framework of the Genic project, funded by the 

Framework Programme 7 of the European Commission.  

In conclusion, the main advantages of employing a virtual DC environment are 

that it allows interactive closed-loop testing of multiple control algorithms 

from different domains at the same time, and it reduces the risk of failure 

during commissioning. The external partners particularly appreciated the 

repeatability of testing of the same boundary conditions by comparing different 

approaches, and the ability to reduce the time required to conduct 

comprehensive testing in comparison with real experimentation.  

The first prototype of the virtual DC environment for the testing of external 

control algorithms represents a new use of BES. This research is unique in that 

the first prototype developed here was applied in all phases of the proposed 

workflow: from conceptual modelling, through executable model 

development, to a real-world application of an existing DC. The usability of 

the newly developed virtual DC environment was endorsed by a wide 

consortium of industrial and academic partners within the Genic project 
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 Introduction 

 Background and motivation 

As an area of research, building energy simulation (BES) has developed greatly 

over the last 50 years. It now offers sophisticated computational engines 

capable of modelling building physics, indoor environment, building services 

and integrated building energy systems, including renewable systems. BES 

allows for the modelling of heat, air, moisture, light, electricity, pollutants or 

control signal flows within building systems. As such, BES can capture 

numerous aspects of the building’s behaviour and address multi-disciplinary 

problems of building physics and services. In so doing, BES can allow the 

researcher to arrive at a comprehensive understanding of the design and 

operation of a particular building. This knowledge can reveal the consequences 

to the environment of operating the building and can improve the building’s 

performance and reduce its energy demand.  

A review of the literature shows that many powerful and reliable BES tools 

have been developed during the past decades and that they have played an 

important role in all project phases. Examples of the use of BES in various 

phases include energy planning and district energy concepts [1]–[3], early 

design of overall building properties [4]–[6], design of innovative building 

components [7]–[9] and also commissioning and operation of buildings [10]–

[12].  

Originally, BES tools were developed for residential and office buildings. 

However, since BES tools have demonstrated the ability to solve multi-domain 

problems and perform system-level analysis, their range of applicability has 

been extended to other building types. Leading examples of research in this 

area come from the Computational Building Performance Simulation research 
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group at the Technical university of Eindhoven. These examples include the 

application of BES tools for greenhouses [13] and warehouses [14].  

This thesis is focused on the commissioning and operation project phases, and 

the building type of interest is the data centre (DC). As a building type, DCs 

can be understood as highly complex environments that play a critical role in 

the digital infrastructure. The complexity of the environment arises from the 

vast number of systems required to effectively manage the high-density 

electricity demand of the housed Information Technology (IT) equipment and 

associated heat dissipation. The criticality of these environments arises from 

the fact that if a DC fails, crucial information and services will be denied to the 

DCs customers. Therefore, since DCs can be understood to be of a mission 

critical nature, any denial of services represents a severe risk in the digital world 

in which we live. As such, DC operators face severe penalties when their 

service is interrupted. To ensure the desired functioning of each data centre 

environment, the cooperation of IT, cooling and power delivery domains is 

essential. 

The rapid evolution of the digital infrastructure has led to exponential growth 

of global DC electricity consumption, which is estimated at 1.7-2.2% of the 

total world electricity consumption, and this growth is expected to continue in 

the near future [15]. The continuing growth of DC energy use calls for the 

development of advanced energy efficiency strategies to improve sustainability 

in the DC sector. The main obstacle to this development is the lack of testing 

possibilities due to the mission critical nature of the DC environment, where 

any possible downtime of DC services is related with financial penalties and 

reputation loss [16]. Thus, the multi-domain character and the mission critical 

nature of the DC environment makes the development of next generation DCs 

very challenging.  
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Alternatively, DC energy modelling and computational experimentation 

represent a “safe” virtual testing environment for novel control strategies. 

Successful tests in such a safe environment can accelerate the process of 

implementing new strategies in physical DCs. Virtual DC environments using 

BES are a feasible alternative to indicate the potential of tested strategies.  

To further describe the current research, BES is used to create a simulation 

model for commissioning support of “holistic” DC operation. The rationale of 

“holistic” DC operation is based on optimal coordination and supervisory 

control of multi-domain DC processes at the system level. As an advanced 

strategy to achieve DC efficiency, the “holistic” operation requires extensive 

testing support. The virtual testing environment should capture the 

characteristic dynamic energy behaviour within the DC. It is important to note 

here that capturing the full extent of the complex dynamic energy behaviour 

requires a wide scope of research in which expertise of IT, cooling, power 

delivery and power supply must be incorporated. 

It is also important to note that this simulation model will not be directly 

involved in any control or optimization procedure; however, it will be used as 

a “virtual building laboratory”. This general concept of computational 

experimentation has been widely applied in other research areas. The “virtual 

building laboratory” can support the development of individual building 

components as well as complex and multi-domain system-level strategies. A 

computational experimentation framework was designed on the basis of 

experience gained from mentioned research projects within the Computational 

Building Performance Simulation research group [13],[14]. These examples 

demonstrate the efficacy of computational experimentation for various cases.  

The “virtual building laboratory” concept is particularly suitable for problems 

where real experimentation may not be feasible and conventional evaluations 

cannot be performed, as has been noted for DCs. The “virtual building 
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laboratory” in the present case is the so-called “virtual DC environment”, 

which enables simulation-based assessments of holistic operation strategies 

targeting IT workload, thermal and power supply managements. The main aims 

of the thesis are to develop a multi-domain model of the DC environment and 

to demonstrate the model’s usability.  

Such a BES application goes beyond typical building physics and services 

expertise. It requires a very broad knowledge of multiple systems and processes 

specific for DCs. Moreover, the virtual DC environment, presented within this 

thesis, is designed for the testing of external control algorithms developed by 

experts from several different domains. As such, the virtual DC environment 

is necessarily part of a wider simulation tool-chain within the framework of a 

multi-domain team.  Accordingly, the collaboration of a multi-domain team is 

key for the successful application of a virtual DC environment and ultimately 

also for the implementation of the holistic DC operational platform in real 

DCs. 

The current research secured the required multi-domain team by embedding 

itself in the framework of the Genic project funded by the European 

Commission [17], [18]. The Genic consortium is a partnership of leading 

European industry experts in the area of IT systems and services, building 

energy and thermal control systems, construction, and operation of data 

centres, as well as university partners who specialise in the areas of embedded 

network and system design, building modelling and simulation and constraint 

optimisation. The partnership brings together a unique blend of expertise in 

embedded wireless building monitoring (IBM, CIT), building and thermal 

modelling and simulation (IBM, TU/e), building systems and control (UTRC-

I), IT load modelling and optimisation (ATOS, IBM, UCC), building energy 

management (UTRC-I, Acciona), IT system integration (ATOS, IBM), 

management services (UTRC-I, CIT, ATOS), and renewable energy systems 
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(Acciona, UTRC-I). This research utilises a wide project background, which 

enables the joint efforts and expertise of the multi-domain team to be 

exploited. The development of the “virtual DC environment” was conducted 

in consultation with the relevant domain experts and simulation users[17]. 

As mentioned, the development of the virtual DC environment requires an 

understanding of the physical processes from several domains governing the 

DC. The modelling of such a complex system is a very challenging task. Indeed, 

the energy modeller requires a broad overview of DC systems and processes, 

besides energy modelling expertise. Nevertheless, the modeller does not 

necessarily have to be an expert in all of the simulated systems.  

At this point, it should be underlined that the thesis is written from the 

perspective of the energy modeller and developer of the virtual DC 

environment, and not from the perspective of a DC systems specialist or a 

control algorithm developer. Whereas the DC system specialist brings deep 

knowledge of the given system, and the control algorithm specialist focuses on 

optimal control of the DC processes, the main roles of an energy modeller in 

the multi-domain team are (i) to provide conceptual advice regarding energy 

modelling of complex systems, (ii) to develop the testing environment using 

knowledge of BES and from consultation with experts from neighbouring 

fields and, (iii) designing and executing computational experiments including 

guidance for results analysis.  

 Problem statement and research objective 

1.2.1 Problem statement 

The fundamental premise of the wider Genic project is that the energy 

consuming equipment in data centres must be supplemented with sustainable 

energy generation and storage equipment and operated as a complete system 

to achieve an optimal energy and emissions outcome. This vision is centred on 
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the application of hierarchical adaptive supervisory control to operate all of the 

primary data centre components in an optimal and coordinated manner, 

thereby minimizing energy use. 

The advanced “holistic” DC management, which will likely play an important 

role in interfacing DCs with modern city infrastructures, requires advanced 

development and commissioning support. Reliability is the top priority in the 

DC, which means opportunities for testing in the DC environment are 

extremely limited. Any development of the advanced DC management is 

locked in a “trap”, since due to the absolute priority of end-user satisfaction, 

the functionality of any novel approach must paradoxically be proven before 

its deployment with only minimum or no access to the real DC facility. The 

development of the “holistic” DC management requires a safe testing 

environment to execute comprehensive functionality testing at various levels 

of domain acting at multiple scales. Specifically, three main domains can be 

identified within the DC environment: data computing, thermal conditioning 

and DC powering acting across the following levels of scale: chip & server, 

rack, room, building & system and district & cloud.  

1.2.2 Aims and objective 

This thesis aims to develop a testing framework for the simulation-based 

assessment of “holistic” DC management. The objective of this research is to 

develop a multi-scale and multi-domain virtual DC environment enabling 

comprehensive and extensive testing of external control algorithms. 

Specifically, the thesis will include the development of dynamic control-

oriented energy models to estimate and predict the server rack temperature 

distribution and the overall electrical and thermal performance of data centres 

across all primary system components. Then, energy management and control 

algorithms developed by external partners will be evaluated in a simulation 

environment before deployment and validation at the test sites. The primary 
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goal is to assess the feasibility and effectiveness of the control algorithms in 

improving the overall efficiency of the data centre and to determine the energy 

saving potential expressed in terms of environmental impact and power usage 

effectiveness.  

The novel contribution of this research is seen in the development of a multi-

domain “holistic” modelling approach for the data centre building type of 

where a large modelling scope was required. Another area where the current 

research aims to advance beyond the-state-of-the-art is the new application of 

BES tools as a testing environment for external control algorithms. 

 Research methodology  

The research methodology follows the general hypothesis of the modelling and 

simulation process (see Figure 1-1), which is adapted from Sokolowski and 

Banks [19], and is further discussed in chapter 3.  

 

Figure 1-1 Modelling and simulation framework 

The methodology is divided into individual blocks, which can be categorized 

as (i) purpose definition, (ii) computational experiment preparation, such as 

observation, abstraction and model development/selection, (iii) computational 
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experiment definition and (iv) execution and computational experiment 

evaluation. Each block contains several sub-tasks. This general framework can 

support various types of computational experiment. Below, each block of the 

methodology is identified for the specific aim of this thesis.  

(i) The purpose – the simulation-based assessment for commissioning of 

multi-domain “holistic” DC operation was defined based on a literature 

review and requirements of external control algorithm developers.  

• Firstly, the social influences, market types and research challenges are 

identified. The multi-disciplinary character of this work requires an 

understanding of various fields and systems as well as their control. This 

knowledge is obtained through a comprehensive literature review of 

relevant systems. The literature review is also necessary to later analyse 

the state-of-the-art of DC energy modelling approaches in order to 

transform the conceptual model into an executable model. 

• Secondly, the case-study used in this research is selected. The technical 

specification of the case study is collected in the framework of this 

methodology block. Based on technical specifications of a 

demonstration DC and Renewable Energy Source (RES) laboratory, the 

presented virtual DC environment is configured. 

• Last but not least, this methodology block provides a selection of the 

key performance indicators relevant for the purpose of this research.  

(ii) In the computational experiment preparation block the proposal of the 

testing procedure is established. The modelling scope is defined, and the 

conceptual model is developed and validated. The conceptual model is 

then implemented in the selected simulation environment. The process of 

implementation requires careful selection and development of simulation 

sub-models in order to satisfy all requirements of scope and levels of 

abstraction. The final product is the executable model of the virtual DC 
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environment, which can be integrated into the wider simulation tool-chain, 

enabling the testing of the external control algorithms.  

(iii) In the computational execution block, the first step is to specify the 

computational experiment (e.g. simulation inputs, requested outputs, 

simulation period, etc.). Once the computational experiment is fully 

specified, the computational experiments are executed.  

• A first set of experiments must provide a validation of the proposed 

virtual DC environment. In order to assure the quality, the virtual DC 

environment is configured according to the given demonstration case-

study and is simulated without any influence of the external algorithms. 

These results are compared against the available monitored data from 

the real DC system and eventually relevant standards to demonstrate 

the performance of the virtual DC environment. If the external 

algorithm developers are satisfied with the performance, the virtual DC 

environment can be used as a testing environment. Otherwise, the 

virtual DC environment needs to be calibrated or even redefined.  

• A second set of experiments incorporates the interaction of the virtual 

DC environment and external control algorithms. The virtual DC 

environment substitutes a real facility in the control-loop and thus 

supports the commissioning of the external algorithms. In order to 

enable interactive communication with these algorithms, the virtual DC 

environment is integrated into the wider simulation tool-chain 

(iv) The evaluation of the computational experiments consists of post-

processing and analysis of results. Firstly, the computational experiment 

results are reported and endorsed (accredited) with the external partners 

(simulation users). Secondly, in addition to knowledge generated from the 

results, further knowledge was also derived from the novel application of 
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BES models within the Genic project, in which the initial prototype of the 

virtual DC environment was used in the multi-disciplinary pilot study. 

 Thesis outline 

Chapter 1 describes the research background, motivation and aims 

Chapter 2, provides an overview of the DC environment for readers 

unfamiliar with this topic. Since the thesis deals with a multi-disciplinary 

audience, the environmental impact, DC market and description of the overall 

DC system are important for understanding the holistic vision. This holistic 

vision is introduced both for the systems and for their control. 

Chapter 3 proposes a new application of building energy models as a testing 

environment. This chapter introduces the concept of simulation-based closed-

loop testing of the externally developed algorithms. Furthermore, conceptual 

modelling of the virtual DC environment, which enables the simulation-based 

closed-loop testing, is discussed here. 

Chapter 4 deals with selected modelling approaches, required inputs for the 

model and also specifies the wider simulation tool chain. Special interest is paid 

to DC space modelling, since BES rarely supports this modelling at the 

required level of resolution (i.e. 1/3rd of rack). The multi-zonal airflow network 

method is proposed in order to capture the required resolution of the DC space 

modelling.  

Chapter 5 deals with validation and demonstration of the virtual DC 

environment. The previously presented simulation models are configured 

based on a case-study conducted with a demonstration DC and RES 

laboratory. The model performance is validated and demonstrated using 

measured data from both sites of the case-study and from relevant standards. 

Again, since DC space modelling is a relatively new topic for BES research, the 

study emphasises the validation of the DC space model.  
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Chapter 6 demonstrates the usability of the virtual DC environment for the 

given application, where the virtual DC environment is used for the testing of 

externally developed algorithms. Thus, the virtual DC environment is under 

the influence of the tested external algorithms. The virtual DC environment is 

connected to the wider simulation tool-chain to enable the interactive 

communication with the external algorithms, where the simulated outputs are 

provided as “virtual monitoring”. While the tested multi-domain algorithms 

operate the virtual DC environment, the performance data, generated by the 

virtual DC environment, are collected. The recorded results from these 

experiments are analysed and discussed in this chapter. 

Chapter 7 provides evaluation of the usability of the virtual DC environment, 

conclusions from the current research and recommendations for future 

research.



  

 

 
 



  

 

 Understanding the data centre environment  

Chapter 2 provides an overview of the data centre (DC) environment for readers 

unfamiliar with this topic. Since the thesis deals with a multi-disciplinary audience, 

the description of the overall DC system is important for understanding the holistic 

vision. The holistic vision is introduced both for the systems and for their control.  

 Environmental impact, business strategies and future trends  

2.1.1 Data processing environmental impact   

The rapid innovation of information and communication technologies has 

brought about a new digital era of information transfer. Within this new 

paradigm digital information is playing an increasingly important role in both 

the public and business domains. End-users of data centre services comprise a 

broad group of individuals, companies, universities and other educational 

institutions, research laboratories, banks, government installations, etc. [20, Ch. 

1]. In fact, some business sectors can now be described as fully digitalized. This 

ongoing process of dematerialization and virtualization may ultimately lead to 

reductions in total global primary energy use [21]. A key facet of this digital 

revolution is the role of data centres, sometimes referred to as server farms, 

which enable the data processing necessary to run internet-based services. The 

importance of DCs has grown significantly in recent years with the emergence 

of cloud computing, which has enabled a wide range of new services for both 

individuals and businesses. As a result, DCs now routinely have to manage 

numerous services and deal with huge computational demands. 

The electricity consumption related to data processing represents a significant 

share of global energy consumption. However, many users of digital services 
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have little understanding of the relation between energy consumption and 

using every-day services such as email, social networking, picture sharing, web 

applications or multi-media streaming. In other words, there is a general lack 

of understanding of the link between data processing and electricity 

consumption. 

In fact, in 2015, global electricity consumption related to data processing, 

including the local computing of end-user devices, data transfer and remote 

computing in DCs, was estimated to be around 4% of the total world electricity 

consumption [22]. It is also estimated that more than half of this electricity 

consumption is accounted for by computing at the end-user side. The recent 

shift to cloud computing not only offers very convenient services for end-

users, but also transfers the computing demand from end-user devices to DCs. 

Therefore, there is a real need for more efficient DCs, where the data can be 

processed in a professional and sustainable manner.  

Currently, DC electricity consumption is estimated to represent between 1.7-

2.2% of total world electricity consumption [15]. Although DC electricity 

consumption has grown exponentially over the last two decades, it has been 

stagnating in the last 5 years, partially due to the adoption of energy-efficiency 

measures on the DC side and partially due to slowing growth of client demand, 

which is largely related to the saturation of internet coverage in developed 

countries (Europe 79% and North America 74% coverage) [23]. In fact, there 

is a strong correlation between the internet host count and the growth of DC 

energy consumption, which can be observed in literature [15], [24].  

Since worldwide internet coverage is still only around 47% [23], the continuing 

growth of data processing demand can be expected as internet coverage rises 

in developing countries. Moreover, an increasing number of user devices per 

person in developed countries and the expansion of the internet of things (IoT) 



Understanding the data centre environment 

15 

in the near future will require additional computing demand, which suggests 

that the environmental impact will likely grow further still. 

2.1.2 Data centre business classification  

DCs come in various sizes ranging from small server closets to small and mid-

sized datacentres up to hyper-scale internet data centres providing services 

such as those of Google, Facebook or Amazon. The hyper-scale DC 

architecture has experienced recent growth in large part due to the rise of cloud 

computing, as is shown in Figure 2-1. However, as can be seen, although their 

use is decreasing, server closets and small-sized DCs, usually with lower energy 

efficiency than larger DCs, still account for a considerable share (around 25%) 

of the data processing market.  

 

Figure 2-1 Total electricity consumption by space type adopted [15] 

The size of DCs is also related to the main business models in the DC 

environment. These business strategies are briefly introduced because they may 
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influence the applicability of some technical solutions (e.g. cooling) mentioned 

in Section 2.3.  

Three distinct business strategies or a combination of the three can be used to 

obtain data processing services: 

a) ownership of IT hardware and related infrastructure,  

b) colocation of IT hardware,   

c) multitenancy of IT hardware related with cloud computing,  

d) combination. 

Three general actors can also be identified: the DC owner or operator, the 

provider of data processing services and the end-user. The role of each actor 

differs in each business strategy. Figure 2-2 depicts the relationship amongst 

these actors.  

 

Figure 2-2 General actors in the data processing field  

a) The ownership business strategy includes IT hardware, software, 

network connections and other necessary facilities such as uninterrupted 

power supply, cooling, security and fire safety systems, etc. This business 

model is typically applicable for small server closets and server rooms 

providing non-critical data processing services, such as a shared company 

data repository. In this case, all three actors usually belong to one 

enterprise. This type of DC rarely reaches high levels of reliability and 
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energy efficiency due to the high investment required for DC 

infrastructure.  

b) The colocation DC business strategy is a type of DC strategy where 

uninterrupted power supply, cooling capacity, and network connections 

are provided by the DC owner or operator. The colocation business model 

is usually associated with mid and large size DCs and was widely used in 

the previous few decades. The DC owner or operator rents the physical 

space in racks to several data processing providers, which deliver their own 

Information Technology Equipment (ITE) with installed data processing 

services for end-users. This solution allows the spreading of the investment 

cost related to the reliability of the services among several enterprises, 

which makes high quality data processing affordable. The DC space is 

divided into smaller clusters with different owners, data processing 

services, and utilization of ITE. Each DC owner must consider the need 

to increase the amount of physical space and cooling capacity over the life-

time as their business grows. The easy and secure access to ITE and 

convenient manipulation of racks is an important aspect of running the 

colocation DC. Therefore, colocation DCs usually exploit air-based 

cooling, which allows this flexibility. The main drawback of colocation 

DCs is that their configuration usually limits the capability of modern IT 

management techniques, which are discussed in section 2.3. The ITE 

capacity needs to be able to manage peaks. This configuration leads to low 

computation productivity with an average utilization of ITE up to 20% 

[25], J. Glanz stated in the New York Times an even lower range of 

between 6 to 12% [26]. Therefore, this business model is on the decline 

due to the rise of cloud computing, which allows increased productivity of 

ITE. In addition, many colocated DCs began to struggle with physical 

space and lack of power and cooling capacity related to inefficient 
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utilization of IT resources and problems associated with the necessity of 

DCs to be located in urban areas. These problems accelerated the adoption 

of virtualization technologies, and together with the growth of network 

bandwidth, cloud computing has experienced a boom in the last 5 years 

[27]. 

c) The internet-based (cloud) DC business strategy is a type of DC 

strategy that allows for the multi-tenancy of ITE. Multi-tenancy is 

essentially the sharing of IT capacity among several providers. The 

Internet-based DC is usually associated with mid, large and hyper-scale 

sized DCs. The basic cloud service is Infrastructure as a Service (IaaS). The 

DC owner or operator owns the entire DC infrastructure, including ITE, 

and offers virtualized IT machines in the form of computational capacity 

via the internet to the provider or directly to the end-users. Nowadays, DC 

operators have extended their services and they are able to provide the full 

infrastructure including OS platforms. The end-user or service provider 

can develop their own applications using an OS, programming languages, 

libraries and tools supported by the DC operator (Platform as a Service) 

or use some existing software applications (Software as a Service). This 

business model gives more freedom to the DC owners or operators in 

terms of data manipulation within the DC. It allows the full application of 

modern ITE management techniques such as ITE virtualization and 

workload consolidation, described further in section 2.3. Furthermore, the 

multitenancy of the ITE leads to a significant increase of ITE productivity. 

While the average utilization of an individual server may be between 20- 

40% in the co-located DCs, here the utilization of the server is significantly 

higher at around 60-80% of the nominal computational capacity [28]. The 

service provider or end-user directly rents computational resources but no 

longer requires access to the physical hardware. It may open opportunities 
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for wider application of technically complex solutions because providers 

no longer require access to individual hardware (e.g. liquid cooling 

solution). 

As a concluding note, cloud computing and global internet coverage afford the 

end-user greater reach in terms of data processing services, even though the 

physical infrastructure is housed in remote areas in large scale DCs. 

2.1.3 Current trends in data centre environments  

In the recent past, the majority of DCs were small-scale and were located in-

house in computer rooms or closets. Nowadays, however, it is common for 

businesses to outsource their data processing needs to computer warehouses, 

which are buildings containing all necessary facilities from several domains [29]. 

The traditional DC framework is being significantly extended in order to 

integrate the DC environment into modern cities and district infrastructures, 

while the IT management must follow the trend of rising cloud computing. 

Two key factors, modern IT management and sustainability goals and policies, 

are widening the scope of the DC environment, making it even more 

sophisticated and complicated. The extension of the traditional DC framework 

is depicted in Figure 2-3  

 

Figure 2-3 Trends in the three main data centre systems  

The continued rise of “cloud computing”, and the wider application of 

advanced IT workload management such as virtualization techniques, offers 

better services for clients (service provider or directly end-user) and improves 
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the utilization of computational capacity. DC operators guarantee the 

computational capacity and offer their infrastructure for computation 

(Infrastructure as a service) or other additional services such as Platform as a 

Service (PaaS) or Software as a service (SaaS) [30]. 

The virtualization of IT equipment (ITE) driving cloud computation is also 

beneficial for DC operation. The predictive data allocation and workload 

consolidation may allow unnecessary servers to be turned off and idle power 

to be saved [31]. The easier and faster data manipulation via the internet may 

open the possibility of multi-data centre processing. The multi-data centre 

operation may migrate IT workload into regions with a higher ratio of 

renewable energy in the grid [32].  

The whole process of data computing can also become more efficient and 

sustainable through the meaningful utilization of waste heat. Even though the 

DC can produce an enormous amount of heat, this heat is of low quality. In 

particular, the temperature potential of conventional air-based cooling systems 

is very low. The return air may be gathered in the range of 27 to 40°C. Despite 

the enormous amounts of heat dissipation generated in DCs, it is very difficult 

to deliver this heat to waste heat consumers. In fact, the low-quality heat makes 

utilization of waste a heat very challenging task [33].  

The vision for future generation DCs relies on the higher integration of 

renewable energy sources (RES) in order to reduce the carbon footprint 

resulting from the electricity consumption of global data processing. 

Considering the high-density power demand and the high penalty costs 

associated with power outages, the integration of on-site RES systems will 

again be a very challenging process for the DC environment. Moreover, 

investment in RES power supply has not yet made business sense for regular 

DC operators [34]. Only leading companies like Google or Facebook could 

afford to invest in renewable energy, but it could be argued that this investment 
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is largely for the sake of corporate social responsibility and the resulting 

company image. At this point, the possible cost related with DC downtime is 

a much more pressing problem than reducing the cost of energy consumption 

because energy still plays a relatively minor role in the DC’s operating expenses. 

Although the energy cost is continuously increasing, it is still a considerably 

lower expense than the upgrading of servers, server management, and 

administration costs, as shown in Figure 2-4. 

 

Figure 2-4 The worldwide IT spending on Server, Power, Cooling, and Management 

Administration adopted [27] 

In the current situation, DC operators are poorly motivated to invest in 

renewable solutions. However, the situation may soon change because end-

users are increasingly concerned with their own sustainability goals and 

policies. The computational price does not have to be the only criteria in 

market competition. Also, related CO2 emissions may play an important role 

in the business decision making. Therefore, there is a need to develop cost-
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effective renewable energy supply, including storage management that can be 

safely integrated into DCs.  

Another pressing challenge is to integrate the complex DC infrastructure into 

smart cities infrastructures while respecting all of the core DC’s processes. The 

integration into the infrastructure of smart cities requires demand response 

from actors in the district heating networks and especially electrical grids. The 

DC infrastructure may have good potential for demand flexibility because it 

consists of large electrical uninterrupted power supply (UPS) storage, and often 

also thermal storage, and if a service level agreement (SLA) permits, the 

possibility of postponing or migrating non-urgent IT tasks to other DCs [35]. 

The coordination of workload management with thermal and power supply 

management is under-researched. The model-based operation may open the 

way toward multi-domain holistic cooperation and may build the necessary 

interface for smart city infrastructures in the future. At this stage, there are 

strategies such as thermal and power supply aware computation [36]–[38], 

which show promising potential in terms of facilitating coordination of DC 

processes. However, these strategies have only been tested in a very limited 

fashion in real DC facilities and their potential has not yet been proven. The 

main barrier is their need for extensive and comprehensive training, which 

conflicts with satisfying all of the reliability and availability requirements of 

DCs. 

The first commercial data centre infrastructure management (DCIM) 

platforms have also been developed, which are mainly focused on visualization 

and business planning aspects [39]. However, system coordination and holistic 

energy management including RES are largely not addressed by commercial 

DCIM platforms. Moreover, the uptime institute survey for 2015 [25] reveals 

that the commissioning time of commercial DCIM platforms has been longer 

than 6 months in 74% of installed cases. Seemingly, there are several serious 
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obstacles prolonging their realization, such as the cost of advanced 

technologies or licenses, communication difficulties among several experts and 

a lack of testing potential at this level of complexity.  

To conclude, next generation DCs require solutions which go beyond the 

component level. Indeed, there is a need for a holistic DC operational platform 

considering the system level optimization. However, testing and 

commissioning of any advanced control strategy or any novel design concept 

are often slowed down if not even discarded. This is generally due to a lack of 

access caused by the mission critical nature of the DC environment. 

  Data centre infrastructure overview  

The primary functions of the data centre are computing, storing, routing or 

other manipulation of data. Specifically, the services hosted by DCs are web 

and mail services, multi-media streaming, social networking, high-performance 

computation, bank transfers, big data storing and other data processing. 

Nowadays, any activity on the internet is inherently related to data processing. 

The term “data processing services” is used further in the text as a general term 

for all of the aforementioned services provided for end-users.  

In most cases, the service must be satisfied 24 hours a day, all throughout the 

year. Any violation of a SLA, such as denial or delay of the service, may lead to 

significant financial penalties and reputation loss for the DC owner or operator. 

Therefore, it is absolutely key to understand that reliability and availability of 

the data processing services are the most important aspects to consider because 

the downtime cost is very expensive. The issue is that the cost is not only 

related to failure detection, diagnostics, and repair. Actually, these are the minor 

expenses. The downtime cost is mainly related to business disruption, lost 

revenue and end-user productivity [16]. Therefore the requirements for a 

trouble-free data centre operation are very strict. [40, Ch. 14]. 



Chapter 2 

24 

Table 2-1 Description of DC tier levels adopted [41] 

 

The Uptime Institute, a well-known advisory organization on improving the 

performance, efficiency and reliability of business critical infrastructure, 

defined a 4-tier level certification standard for DC reliability and availability 

[41]. According to this standard, DC services must be available between 

99.671% - 99.995% per year with various levels of DC component redundancy 

depending on the tier level, which is briefly described in Table 2-1. To imagine 

99.995% availability and the high requirements for the DC facility (tier 4), the 

DC down time cannot be longer than 26 minutes per year in order to satisfy 

the highest tier level. The reliability of the DC always has top priority and any 

novel solution must respect this. 

In order to satisfy the high standards, the secondary function of the data centre 

is to ensure the reliability of the DC services and to satisfy the required 

operational conditions of the Information technology equipment (ITE) in 

terms of uninterrupted power delivery and required indoor environment 

secured by thermal conditioning of the DC space. 

tier 
level 

requirements 

1 

• single non-redundant distribution path serving the ITE 

• non-redundant site infrastructure capacity components 

• basic site infrastructure with expected availability of 99.671% 

2 
• meets or exceeds all Tier 1 requirements 

• redundant site infrastructure capacity components with expected availability of 99.741% 

3 

• meets or exceeds all Tier 2 requirements 

• multiple independent distribution paths serving the ITE 

• all ITE must be dual-powered and fully compatible with the topology of a site's architecture 

• concurrently maintainable site infrastructure with expected availability of 99.982% 

4 

• meets or exceeds all Tier 3 requirements 

• all cooling equipment is independently dual-powered, including chillers and HVAC systems 

• fault-tolerant site infrastructure with electrical power storage and distribution facilities with 
expected availability of 99.995% 
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The primary data processing and the two secondary processes of thermal 

conditioning and data center powering are depicted in Figure 2-5. This figure 

also shows the source and product of each process and components related 

with these processes. 

Monitoring and visualization of the aforementioned DC processes are crucial 

for effective management of the DC system. The following sections introduce 

the process in detail while possible candidates for monitoring categorized 

according to scale and domain/process are presented in Appendix A. 

 

Figure 2-5 Key processes and related components within DC environments 
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2.2.1 Data processing and IT equipment characteristics 

In general, it should be understood that the given chip technology and related 

ITE architecture may significantly influence the electrical energy performance 

of the server required for a single switch, and thus the overall efficiency of data 

processing [42]. The utilized processor usually consumes 30 to 40% of total 

server electricity demand. Thus, the CPU utilization can in most cases indicate 

the useful work done by the hardware.  

Further, the non-utilized server consumes relatively high idle power for 

auxiliary server components (Fans, Memory etc.), which may account for 20 to 

60% of total server electricity demand [43]. To reiterate, average ITE utilization 

using conventional ITE workload management is only around 6 to 12% [26]. 

In other words, much of the time, the servers consume idle energy while 

waiting for a peak. The server architectures and their innovation are a separate 

discipline requiring deep knowledge of electronics and computer engineering, 

and therefore the chip scale is out of the scope of this thesis. Since this research 

aims to achieve global DC energy management, the characterization of ITE 

described in this section is understood as a given design aspect. 

As energy engineers, our interest usually starts at the server or rack scale. The 

ITE is stored in cabinets or racks with standardized sizes [44], [45]. From a 

physics perspective, 99,9% of the electric energy consumed by the server, 

which is required for the computing - changing low voltage states at chip level 

- is dissipated as heat [46, Ch. 2].  

The ITE can be categorized as classes according their function as (high-) 

computing servers, storage servers and network equipment. The computational 

performance and related heat dissipation vary significantly with respect to 

server configuration, manufacturer or year of release. An example of the 

performance variance for enterprise servers is shown in Figure 2-6. The idle 

power and the standby power levels are also shown in this figure.  
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Figure 2-6 The compute servers’ variance with respect to year of release adopted [43] 

Since the focus of this thesis is on the commissioning and operation phase, the 

DC space arrangement is considered as a given design aspect in this study. The 

performance levels represented by nominal power density per DC floor area 

are listed here in order to understand the range of performance levels and 

related heat dissipation. Nowadays, computing servers may dissipate between 

0.9 to 5 kW per m2  of floor area (up to 10kW per rack), while storage servers 

dissipate about 0.3 to 0.4 kW per m2 of floor area [47]. The dissipation of 

network and routing equipment may be neglected because of its very low 

power density.  

2.2.2 Data centre thermal conditioning  

Over the last decades, the computing efficiency of ITE has significantly 

increased, which correlates to respective increases in the power density per 

floor area and related heat dissipation in DCs. As mentioned above, the heat 

dissipation to the DC space is 10kW per rack on average. However, in the high-

populated racks, it may even reach up to 40kW per rack [48]. This enormous 
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non-uniform heat gain must be removed from the DC space by a cooling 

system in order to ensure the required ITE operational conditions.  

Traditionally, the ITE has been cooled down by air, which is usually 

conditioned for the whole DC room. The air-based solution is popular 

especially since it allows easy access to and physical manipulation of racks, in 

which the hardware is situated. However, air as a cooling medium has physical 

limitations and may not be sufficient for cooling of the high-performance 

electronics that are expected in the near future. The trend towards higher 

computational efficiency has led to the recent rise of liquid-based cooling of 

the ITE or even of individual electronics [50] 

Liquid based cooling offers higher heat removal efficiency due to better 

physical properties of the coolant entering each rack, server or even chip. As a 

coolant, a water glycol mix, refrigerant or oil may be used. Liquid-based cooling 

has been mainly used in research until now due to its technical complexity. 

Nevertheless, its application can already be seen in a limited number of industry 

experiments and demonstration sites [49] 

Although liquid-based cooling may have good potential in the future for use 

with high-performance electronics, its usability is currently limited only to 

specific types of data processing services. In the current situation, the market 

is still dominated by air-based cooling, which is sufficient for most of the 

current needs. Liquid-based cooling covers only 11% of the market [51]. 

Therefore, this thesis is focused only on the more common air-based cooling 

configuration.   

Air-based cooling configuration 

ASHRAE TC9.9 [47] introduces allowable operational conditions for 

standardized classes A1-A4 for volume and storage servers in tightly controlled 

environments, class B for office and home environments and class C for a 

factory environment. Allowable operational conditions are conditions declared 
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by ITE manufacturers. This is not a statement of reliability range, but a testing 

range of performance by ITE manufacturers prior to the official ITE release. 

Therefore, TC 9.9 specifies recommended environmental ranges to ensure the 

reliable environmental conditions valid for classes A1-A4. The recommended 

environmental range is similar to the allowable range defined by intake dry-

bulb air temperature, humidity or maximum dew point or maximum 

temperature rate of change. The recommended environmental ranges to note 

here are the dry-bulb temperature range of 18 to 27 °C, and relative humidity 

range of 30% to 60% [47]. The typical air-based cooling configuration contains: 

DC space air distribution, computer room air-conditioning (CRAC) unit, heat 

rejection circuit, and roof mounted chiller or dry-cooler. The typical cooling 

configuration is shown in Figure 2-7 

 

Figure 2-7 Typical air-based system configuration including monitoring candidates and 

actuation spots 

Air distribution in the DC space has been extensively studied in the last few 

years using measurements or high-resolution simulation [52]. The key finding 

is that it is beneficial to zone the DC space into a cold and hot aisle 

arrangement. The conditioned supply air is delivered to the cold aisle. The most 
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common configuration is air distribution under an elevated floor with 

perforated tiles, which is called under floor air distribution. However, various 

configurations of DC spaces can be found (e.g. overhead air distribution) 

which all follow the cold and hot aisle arrangement [20, Ch. 1]. The conditioned 

air is taken from cold aisle zones by the internal fans of the ITE in order to 

cool down internal electronics. The used warm air is rejected to the hot aisle 

and returned to the CRAC unit, usually via an overhead plenum. 

Since ITE deployment is heterogeneous and supply air distribution is rarely 

controlled, there is a risk of used air recirculation and of the so-called supply 

air bypass phenomena. The recirculation of used air causes dangerous local hot 

spots when the cold aisle temperature rises locally due to infiltration of the 

warm air from the hot aisle. A less dangerous bypass is achieved when supply 

air does not enter the ITE and it is mixed with return air. However, this 

decreases the return air temperature to the CRAC unit and thus reduces the 

cooling efficiency. Both of these phenomena have a negative effect on the 

efficiency of DC cooling. This problem can be solved by design-related 

solutions, such as building a physical barrier between the aisles, known as cold 

and hot aisle containment [53]. In the operation phase, the hot spots can be 

eliminated by so-called thermal-aware computing, described in section 2.3. 

Moving from the room scale to the building & system scale of the cooling 

process, there are many system variants for rejecting the waste heat to the 

outdoor environment. Basically, The CRAC recirculates and adjusts the indoor 

air in the DC space. The heat from the DC space is removed via several heat 

exchangers in the heat rejecting circuit before it is rejected to the ambient 

environment. The heat is transferred to the coolant distribution system and is 

rejected by an external dry-cooler or chiller.  
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The air-based cooling system can be further divided according to the coolant 

used in the heat rejection circuit 

• refrigerant cooling system (mechanical cooling) 

• water-glycol cooling system  

• air handling cooling system  

• combined (air-side or water-side economizer) 

Economizer function 

The function of an economizer is to bypass the costly and energy-hungry 

operation of the compressor unit (refrigerant circuit) in periods when the 

outside temperature is below the required supply temperature and therefore 

the outside temperature can be directly used for cooling. The economizer 

utilization hours differ according to climate and type of economizer. A review 

of economizer system typologies can be found in literature [54] 

The water-side economizer is implemented in the heat rejection circuit, which 

consists of the combined refrigerant and water-glycol distribution system. The 

CRAC unit usually accommodates a second cooling coil for air. When possible, 

it is desirable to exploit air-to-water cooling, as it is more economical than the 

alternative air to-refrigerant cooling. The economizer piping bypasses the 

refrigerant unit and is connected to the rest of the rejection circuit. Then, the 

heat is released in a cooling tower or drycooler to the ambient environment. 

The series of heat exchanges limits the applicable range of outside temperature. 

Typically, the water side economizer is actuated by an outside temperature 

below 13°C [40] and operational hours depend on climate conditions. The 

advantages of such a system are (i) easy implementation in the conventional 

refrigeration system, (ii) no direct influence of outside conditions, and (iii) 

relatively small size of piping and distribution system elements in comparison 

with an air-side economizer. 
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An air-side economizer bypasses the entire heat rejection circuit and directly 

supplies the unconditioned outside air via a computer room air handling unit 

(CRAH). Since the air is directly injected from the ambient environment 

without any additional exchange, the applicable range of outside temperature 

is below 20°C  [40]. This range allows more operational hours of the air-side 

economizer in comparison with the water-side economizer. For colder 

climates, the economizer can totally bypass the refrigeration unit throughout 

the year. Therefore, the air-side economizer can significantly reduce the cooling 

system consumption up to 90% compared to conventional systems using 

refrigeration [55]. However, it should be noted that with the use of outside air, 

strict control of temperature, humidity levels and pollution particles is 

necessary to avoid their infiltration into the DC space. This solution is also 

rarely applicable for a DC placed within the wider building complex because 

the enormous duct size of the air distribution system, which is required to cover 

the high cooling load, is difficult to implement.  

Generally, the current trend for air-based cooling of ITE is to design non-

mechanical cooling of DCs to maximize the operational hours of economizers 

if given climatic conditions permit. Mechanical cooling is still installed as back-

up cooling, or the DC operator may allow the indoor temperature to exceed 

the recommended temperature range and operate in the allowable range for a 

short period of time. In order to utilize non-mechanical cooling even for 

southern climatic zones, the fluctuating external air is not sufficient as a heat 

sink. The ideal source should be stable over the year with a temperature below 

the lower bound of the recommended range (i.e., 13°C and 20°C for water-

side and air-side economizers, respectively). For instance, water or ground 

sources can be used instead of external air. 
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2.2.3 Data centre powering 

An UPS is required for all mission critical equipment in the DC. To ensure 

reliable powering, many DCs are connected to two separate grid sectors in 

order to minimize the risk of a power outage. Moreover, the power supply is 

usually backed up by electric energy storage (i.e. battery arrays) to overcome 

shorter periods of power outage from the grid. Larger DC systems may be 

equipped with an on-site power plant, usually diesel generators, to overcome a 

longer period of outage from the grid.  

In this thesis, the power system is divided into two sub-systems: power delivery 

and power supply systems. Examples of typical power lines can be found in 

the literature [57] and are shown in Figure 2-8. 

 

Figure 2-8 The typical power line scheme adapted [57] 

The power delivery system is defined as all devices required to transform the 

electric energy from the main DC switchboard to individual electronics, 

cooling devices etc. The power delivery system includes all devices handling 
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quality of power, such as transformers, inverters, etc. The related losses of the 

power delivery system are always accounted for as DC energy demand in the 

DC energy balance. The power supply system is defined as all components 

supplying power for the data centre, which may consist of any combination of 

grid supply, off and on-site RES systems owned by the data centre operator or 

owner, emergency diesel generators, etc. The power supply is accounted for as 

DC energy production in the DC energy balance.  

As a side note, the role of some components (e.g. electric energy storage or 

grid) may be changed from the perspective of the DC energy balance. For 

instance, the idle UPS battery array and related power loss can be counted as 

part of the power delivery system. However, in emergency situations the UPS 

battery array acts as part of the power supply system. Similar changes relating 

to the grid may apply when the on-site RES system delivers a surplus. In this 

case, the energy flux is reversed, and energy is exported to the grid.  

Power delivery system 

The data processing and thermal conditioning demand a significant amount of 

electricity in the DC. The third largest part of DC energy consumption (after 

IT and cooling consumption) is power loss related with power delivery and 

UPS system. Another demand is related with lighting and powering of auxiliary 

(e.g. safety and security) systems. The power usage efficiency (PUE), defined 

by a ratio of total DC demand to ITE demand, indicates the efficiency of 

secondary systems required for running primary data processing. The typical 

energy breakdown for conventional (PUE ~2), best practice (PUE ~1.5) and 

state of the art (PUE ~ 1.2) data centres are shown in Figure 2-9 [56].  

While powering individual components, the three-phase power of alternative-

current with 480V, usually supplied from the grid, has to be transformed 

several times in order to reach the required power of direct-current of 12V for 

electronic applications. The power delivery losses related to the electric energy 
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manipulation are usually in the range of 21% to 32% of total DC power 

consumption [43]. The power delivery efficiency is given by the type and 

configuration of the power delivery line. 

 

Figure 2-9 (a) Conventional DC breakdown, (b) Best-practice DC breakdown, (c) 

State-of-the-art DC breakdown  

The power delivery system supplies critical, essential and non-essential loads. 

The critical loads are backed up by UPS systems. The IT devices require power 

transformation by power delivery units (PDU) and Power Supply units (PSU). 

The power delivery efficiency decreases rapidly for partially utilized DCs. The 

nameplate values of individual components significantly influence the part-load 

efficiency curve, which is further discussed in section 4.2.5 as a modeling aspect 

of the power delivery system. All in all, the power delivery system essentially 

cannot be actively operated, and its efficiency largely depends on the design 

choices. Since this work is mainly interested in the commission and operational 

phases, the dynamic behavior of the power delivery system is taken into 

consideration, but the assessment of power delivery systems is out of scope in 

this work. 

Power supply system 

The power supply is generally doubled or tripled in order to satisfy the required 

reliability of the DC. The most reliable DCs (tier IV) are usually connected to 

two independent grid circuits. To reiterate, the power supply is usually backed 
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up by several alternative power sources, such as UPS battery facilities for short-

term outages and on-site diesel power generators for long-term outages. As 

mentioned, the main challenge for next generation DCs is to introduce 

renewable energy systems into already complex and sophisticated 

infrastructure. In fact, Google, the current leader in data processing, has 

committed to power their DCs by 100% renewable energy by the end of 2017 

[58], and other hyper-scale firms such as Facebook, Microsoft or Amazon will 

follow in cutting their consumption of fossil fuels for reasons of good publicity 

and independence from the electricity providers. Seemingly, carbon neutral 

DCs are technically possible. The question remains if the powering by on-site 

renewable sources is also cost-effective and reasonable for small and mid-sized 

DCs, which still amount to around 45% of DC stock [15]. This work is mainly 

focused on current or best practice renewable technologies, which are expected 

to be competitive with fossil fuels in the near future, and to be compatible with 

power grid supply. More specifically, the work is focused on the integration 

support of photovoltaic (PV) systems, wind turbines and biomass electricity 

generation and their combination with electricity storage. The on-site 

renewable system specification is further discussed again in section 4.2.5 as a 

modeling aspect. 

 Holistic data centre operation  

As stated earlier, future DC operation strategies aim at system-level 

optimization. System-level optimization means automated optimization and 

synchronization of setpoints for all components in the DC. The holistic 

operation goes even further and aims to automatically synchronize individual 

domain management via supervisory policies in order to reach high-level 

objectives such as minimizing cost, maximizing on-site RES utilization or 

reducing CO2 emissions. 
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Holistically optimized DC operation is defined as an integrated management 

and control platform for DC wide optimization of energy consumption by 

integrating monitoring and control of computation, communication, data 

storage, cooling, on-site renewable power generation, energy storage, and waste 

heat management. 

The fundamental premise of holistic optimized operation is that the energy 

consuming equipment in the DC must be operated as a complete system, where 

all domains are coordinated to achieve both DC reliability as well as high energy 

efficiency. The DC is preferably supplemented with renewable energy from the 

grid or from its own RES generation facilities to achieve optimal energy use. 

The goal of holistic optimization is to minimize energy use through optimal 

manipulation of local equipment controller setpoints and the provision of 

coordinated control of computing load, cooling distribution, and on-site power 

supply coverage to minimize cost and CO2 emission outcomes [59]. The vision 

of the holistically operated DC is centred on the hierarchal architecture of the 

control platform. The architecture can be divided into individual control levels, 

where the control is delegated from higher-level policy, through system level 

setpoints, to individual component actuation signal. The hierarchal architecture 

is depicted in Figure 2-10.  

The holistic architecture introduces a hierarchy of 4 levels of control: (I) 

monitoring and local control, (II) single-domain management, (III) multi-

domain management and (IV) collaborative management. The hierarchical 

holistic operation aims to achieve optimal coordination of all processes and 

components belonging to level (O). 

The main controlling flow begins with the monitoring of a controlled system 

(processed signal). The individual components are actuated by local controllers 

based on a given setpoint. Based on the monitoring, the management of single- 

domains enables the generation of a prediction and allows setpoints to be 
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varied to reach an optimum at system-level. The prediction is also provided to 

the supervisory management level, which is able to co-ordinate and 

synchronize the domains in order to achieve optimal energy use or emissions 

outcomes. 

Figure 2-10 Hierarchical architecture of holistic operation adapted [59] 

The supervisory management provides policies, which are additional 

constraints considered in the system-level optimization. The optimal setpoints 

given by single domain management consider the supervisory policies, and 

finally the individual controller generates the actuated signal, which results in 

the components/devices being actuated in a holistic manner.  

The Genic project, briefly introduced in Chapter 1, aimed to develop and 

implement such an integrated management and control platform for DC wide 

optimization. The development of control platforms consists of the following 

elements: monitoring, individual domain management, supervision, fault 
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detection and diagnostics, integration framework, graphical user interface and 

also platform development tools such as the virtual testing environment, which 

is the main subject of this work [60]. Further, this section is mainly focused on 

the modules necessary for regular DC operation, which will be later tested via 

a virtual DC environment.  

To reiterate, the holistic DC control platform requires a multidisciplinary 

approach. Several expert groups are necessary for the development of the wide 

or holistic DC optimization and coordination. Besides the limited testing 

possibilities discussed in detail in chapter 3, a multidisciplinary team is crucial 

for the successful platform development. However, the foundation of such a 

team often fails in practice. Usually, the vendors provide control algorithms for 

individual components, but rarely for individual domain management at the 

system level. The DC components are often controlled by independent 

controllers without any coordination of control processes [61].  

The architecture must deal with the multiple domains acting at various scales 

of the DC environment. The communication among multiple services 

developed by these expert groups is absolutely crucial for setting up the entire 

holistic control platform. For that purpose, internet-based communication 

with a modular structure is proposed. A module can be understood here as an 

encapsulated service or algorithm, which is prepared to be deployed to the 

internet-based communication middleware (e.g. monitoring, prediction 

models, actuation, etc.).   In this modular structure, individual modules can be 

easily replaced or removed by alternative or updated control modules. The 

modules communicate via a message-oriented communication middleware, 

RabbitMQ [62], with a predefined I/O structure. The communication 

middleware allows message exchange between various software entities from 

geographically dispersed developers via the internet. Thus, the individual 
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modules can exchange required information to achieve coordinated operation, 

while the confidentiality of each expert group is guaranteed. 

Such a modular structure offers high platform flexibility (e.g. support of 

various coding languages, easy integration of already developed algorithms, 

etc.). Each module is identified by application topic name, functions (measures, 

control, log, model, test, etc.) and available input and required outputs. The 

data exchange frequency also needs to be specified for each module. The 

modules can communicate with each other based on time or an event. The 

time-based communication is a data exchange where the data are provided with 

a given periodicity (e.g. 5 min). The event-based communication is a data 

exchange where data are provided based on predefined event, which can be 

initiated randomly in time (e.g. new update of data)  

The wide optimization process relies on prediction models. Each management 

contains prediction models of related DC processes. In general, the prediction 

models must satisfy the required outputs of decision-making modules 

(actuation or supervision) and provide these outputs in limited computational 

time given by execution time. Thus short-term (i) and long-term (ii) prediction 

models can be identified for holistic operation application.  

The scheme in Figure 2-11 shows the use cases of the short and long-term 

prediction and also the communication data flow between single and multi-

domain (supervisory) managements. 

The flows of information presented in Figure 2-11 consist of the following 

elements: 

1. The monitoring senses processed signal feedback for the next execution 

time. The states of the individual DC process are measured, and the 

monitoring data are provided to the holistic platform with given 

periodicity. For instance, the Genic platform works with a sensing 

periodicity of 5 minutes.  
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Figure 2-11 Use-case of prediction models for holistic DC operation  

2. The long-term prediction models provide trends for every execution time 

of supervisory control (e.g. 1 hour) with a long-term prediction horizon 

(e.g. 24hours) and support high-level optimization and coordination.  

3. The short-term prediction models provide profiles for every execution 

time of system level actuation (e.g. 5 min) with a short-term prediction 

horizon (e.g. 1 hour)  

4. The supervision decision making provides the optimal policy for the next 

execution period to system level actuation in order to reach high-level 

objectives in the long-term horizon. 

5. The system-level actuation provides optimal setpoints for the next 

execution period to local controllers in order to reach the system level 

objectives in the short-term horizon.  

2.3.1 Monitoring and local control  

All system and processes presented in Section 2.2 such as data processing, 

thermal conditioning and powering are monitored for control, fault detection, 
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and visualization purposes. The typical candidates for the monitoring are 

shown in Appendix A. Briefly, the data processing is usually measured based 

on server performance. Nowadays, virtual machine (VM) software offers 

online monitoring of server performance via an internet network. In terms of 

thermal conditioning, the majority of the modern cooling systems have an 

option for an open interface via a local area network (LAN), or another 

specialized network protocol such as Building Automation and Control 

network (BACnet) [63], which can be connected to the internet. Similarly, the 

measurements of the electricity consumption or generation can be done by 

smart meters or smart switchgear, which can provide information regarding 

current, voltage, and power via a LAN. 

The system monitoring is crucial for both lower-level control (i.e. local control 

logic of individual components) and higher-level algorithms (i.e. system-level 

control of overall domain). The local control is very often inseparably 

embedded within individual components (e.g. internal control of compressor 

units, thermostatic valves, server fans, etc.) and therefore it is denoted here as 

lower-level control. The characteristics of the local controllers/actuators needs 

to be taken into account in the higher-level control.  

There are a large variety of controllers such as on-off, programmable logic, 

PID, or advanced model predictive control, which actuate individual 

components (see more in [64]). The internal component actuation can 

significantly influence the behaviour of the overall controlled system and it can 

introduce irregularity into the system behaviour. In the worst case, the 

actuation of the local controller can even disturb the higher-level control. 

However, delegating the actuation to local controllers is often necessary, since 

the development of system level controls already deals with a wide range of 

complexity of the controlled system. The higher-level control usually 
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recommends the optimal set points and delegates the control of components 

to the individual local controller actuators.  

In this research, the local controllers are considered an inseparable part of the 

DC facilities and their energy behaviour, which later in this thesis will be 

represented by a virtual DC environment.  

2.3.2 Single domain management level 

Each single domain management typically belongs to a different level of scale. 

For instance, the IT workload management mainly operates at the server or 

rack scale, while the conventional thermal and power management operates 

more at the room and building scale. When RES or waste heat utilization are 

considered, the scope can be extended even further to the district scale. The 

holistic approach aims to bridge the individual managements. This section 

describes concepts of individual single domain management and the possibility 

for interaction. 

IT workload management 

First, the term IT workload should be clarified. The energy engineers often 

confuse IT workload with IT power load, which is in the end related with 

dissipated heat. It is important to understand that for the same IT workload 

(i.e. the same amount of IT tasks), the IT power outcome may dramatically 

differ based on the given IT workload management strategy (workload 

allocation). The IT workload management determines the final assignment of 

the IT tasks to individual servers with various energy performance. In this 

thesis, the IT workload is always related with end-user’s IT tasks. The schema 

in Figure 2-12 shows the IT workload in relation with end-user tasks, IT power 

load and dissipated heat  

The IT workload management is responsible for monitoring, predicting and 

ensuring the optimal operation of IT workload within the DC (at the server or 

rack scale). Modern IT workload management, such as IT workload 
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virtualization and consolidation, allows the decoupling of IT hardware from 

software applications. The IT tasks can be numerically represented by VMs, 

which contain an estimate of the computational capacity. Thus, incoming IT 

tasks can be analyzed and consolidated with other IT tasks before their 

allocation to the hardware. Hardware requirements e.g. CPU (Central 

Processing Unit), RAM (Random Access Memory) or Hard Drive utilization 

can be predicted in advance. In other words, the application (e.g. web-service, 

file-service, etc.) is not associated with the specific hardware, and the IT 

workload can be migrated and allocated to any server within the virtualized 

cluster. The virtualization provides operational flexibility and leads to higher 

utilization of the individual hardware [28].  

 

Figure 2-12 IT workload management versus ITE power load 

Data centers typically include thousands of physical servers hosting numerous 

VMs for each application or customer. Despite the possibility of consolidation 

leading to the utilization at server and rack scale, the DC electricity attributed 

to the performance of productive computation is still very low from the overall 

DC perspective [25]. The energy aspect of the computing is rarely considered 

in the workload allocation process. The priority of the workload allocation is 

mainly concentrated around satisfying all SLAs of each VM without any 
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disruption, regardless of the energy outcome. Although many VMs can be 

consolidated into a single server, a number of resources used by VMs can vary 

significantly over time and thus all resources are usually active to be able to 

manage possible peaks without any SLA disruption. Therefore, the energy-

aware consolidation and allocation of the IT workload to the individual servers 

is still very challenging. The following energy-aware workload strategies can be 

found in literature. 

• The first strategy of energy-aware workload allocation is to prioritize the 

most efficient servers for workload allocation. This solution requires the 

complete mapping of parameters related to server performance, such as 

maximal and idle power consumption. It should be noted that this strategy 

is not valid for a theoretical case when the DC is occupied by identical 

server types. More information about this strategy can be found in 

literature [31],[65]. 

• The second strategy of energy-aware workload allocation is the “power 

nap” strategy, which saves the idle energy of non-utilized servers by setting 

them to standby mode. Accurate IT workload prediction is necessary to 

activate the servers in advance of a peak to avoid any SLA violation. More 

information about this strategy can be found in literature [31],[65]. 

• The third strategy of energy-aware workload allocation, the so-called 

thermal-aware workload allocation, aims to support the cooling 

performance by the distributing of the workload and related heat 

dissipation based on priorities given by thermal management. This strategy 

aims to avoid dangerous hotspots and to reduce the cooling consumption 

by achieving optimal air temperature distribution across the DC. More 

information about this strategy can be found in literature [37], [66]–[68]. 

• The last energy-aware workload strategy evaluates the available primary 

energy sources. The strategy is based on postponing the workload 
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processing until RES generation is available. This strategy is often in 

conflict with SLA agreement because only very limited types of IT tasks 

can be shifted in time without any SLA violation. More information about 

this strategy can be found in the literature [38],[69]. 

Thermal management  

Thermal management is responsible for monitoring of the thermal DC 

environment and cooling systems, prediction of temperatures and cooling 

power demand, and prediction of the potential for the reuse of waste heat. The 

thermal management optimally coordinates and operates the cooling system’s 

components to reach the recommended operational conditions for the housed 

ITE. This section is focused on thermal operation strategies for conventional 

air-based cooling systems, introduced in the section above.  

The optimal system-level operation cannot usually be provided by simple 

controllers (e.g. rule-based control) and the wider optimization and 

coordination of setpoints requires model-based control. The thermal 

management can be divided into management of the cooling system 

components (the room and building scale) and supply air management within 

the DC space (the rack and room scale). 

• Each component such as the CRAC/CRAH unit, pumps, valves, chiller, 

economizer, cooling tower or dry-cooler, usually operates with constant 

setpoints, which leads to a significant decrease of part-load efficiency. The 

cooling system cannot properly adapt to the part-load IT power demand 

and related heat dissipation. The coordination of the components’ 

setpoints and wide system-level optimization aims to improve the part-

load efficiency. This management assumes variable temperature setpoints 

for the DC inlet temperature and economizer actuation and also actuation 

with variable speed of all fans and pumps in the system. The system-level 

thermal management considers the waste heat utilization. The decision-
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making process is influenced by supervisory management policies such as 

maximum DC inlet temperature, desired heating demand for waste heat 

utilization, and recommended charge/discharge thermal storage profiles 

for long term horizons (e.g. 24 hours).  The algorithm seeks optimal 

component setpoints to minimize the HVAC power while meeting all 

supervisory policies.  

• The scope of the thermal management usually ends at the CRAC/CRAH 

unit settings. These temperature or airflow setpoints are constant for the 

related DC section or overall DC space. The controller usually operates 

based on a single temperature, which is taken as a reference for the whole 

related DC space. In current practice, the return air temperature or an 

average of multiple sensors in the DC space is used for the unit control. 

On the other hand, nowadays racks or even IT devices are often equipped 

with embedded temperature sensors, which can be integrated into the DC 

sensor network and communicate with the control platform [19]. Such a 

sensor network offers high-resolution monitoring of temperatures in the 

DC space. However, the potential of such high-resolution monitoring is 

not fully utilized due to the lack of actuation of thermal management at 

the rack or server level. In other words, thermal air management has very 

limited ability to adjust conditions for individual racks or even servers. 

Despite this, the thermal management is able to analyze the high-resolution 

monitoring data and generate thermal preferences for IT workload 

management allowing for so-called thermal-aware computation explained 

above. By migrating virtual machines (representative of IT workload) to 

thermally preferable hardware, the distribution of dissipated heat can be 

controlled. Thermal-aware computation allows thermal management to act 

at the rack or server level, avoids hot spots and potentially increase the 
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temperature difference and thus also the part-load (operating) efficiency of 

the CRAC/CRAH unit. 

Power supply management 

The power management is responsible for monitoring and prediction of on-

site RES power generation and DC power delivery losses. The power 

management actuates micro-grid devices, on-site controllable power plants and 

electricity storage. The decision-making process is influenced by supervisory 

management policies such as the desired renewable ratio and recommended 

charge/discharge battery profile for long term horizons (e.g. 24 hours).  The 

algorithm seeks optimal component setpoints to minimize the energy demand 

from the grid while meeting all supervisory policies.  

2.3.3 Multi-domain management level  

The multi-domain management can be categorized into two types: (i) 

supervisory management focusing on the coordination of the internal domains 

within the DC environment (e.g. IT workload, thermal and power domains), 

(ii) collaborative management aiming to coordinate the entire DC with external 

domains (e.g. electrical grid). The coordinated DC operation, where data 

exchange amongst the domains is enabled, can improve the overall DC 

efficiency achieving high-level objectives such as minimizing DC energy use, 

cost and CO2 emissions. Furthermore, it can support the integration of the DC 

environment into the modern urban infrastructures.  

At this level, information from the levels below (e.g. monitoring, prediction 

etc.) or external information (e.g. weather forecast, day-ahead market price) is 

collected and processed by a multi-domain management, which provides 

policies for the lower levels to reach the coordinated operation. For example, 

the multi-domain management, which collects information across the domains 

(including external data sources) can be beneficial for automatized decision 

making with long-term prediction horizons (e.g. 24 hours ahead). Such decision 
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making can support both electrical and thermal storage management, heat 

recovery management as well as demand response management using energy 

flexibility of all DC domains.  

Supervisory management  

The supervisory management is responsible for the domain coordination. The 

coordination is provided via optimal IT workload, and thermal and power 

supply policies. The supervisory management generates policies based on (i) 

external data input (e.g. day-ahead grid price service, contribution of RES in 

the grid, heating demand of the waste heat consumer, etc.) and (ii) internal 

long-term energy prediction of individual sub-systems. The supervisory 

management matches the long-term demand and power generation predictions 

of the electricity or heat fluxes and then optimizes the policies in order to 

achieve the desired economic or environmental DC outcome. The decision-

making follows the user-defined settings such as (i) minimization of operating 

cost, or (ii) minimization of total carbon emissions, or (iii) maximization of the 

use of the on-site RES. The algorithm seeks policies which satisfy the user-

defined settings. The high-level policies are sent to each single-domain 

management as additional requirements and constraints on the optimization 

process at the domain-level. If the policies are followed, the overall DC is 

operated in line with supervisory management following the high-level goals 

(minimizing energy use, cost and related CO2 emissions).[36], [59]. As an 

example, the supervisory level can read predictions of DC demand, on-site 

energy and day-ahead market price. After doing so, the supervisory algorithm 

generates policies for the single-management level, which may recommend 

postponing workload processing, relaxing temperature setpoints to allowable 

temperature limits for a short period of time, or recommend a utilization 

profile of energy storage for the following 24hours. 
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Collaborative management  

In the near future, supervisory management may have an additional purpose, 

such as being an interface for the infrastructure of modern “smart cities”. This 

vision is centered on workload operation of DC clusters diversely spread 

around the world (e.g. the concept of RES Aware Service Migration [32]) and 

integration of DCs to smart grids and district heating infrastructures. The rising 

concept of the IoT promises easy information exchange between individual 

physical devices, vehicles, plants and buildings. If the IoT is realised, the 

supervisory interface, which will provide relevant performance indicators on 

behalf of the overall DC system, will be necessary for integration and 

coordination of processes at the larger district level. However, this work aims 

solely at the testing of the operation of an individual DC and this district level 

integration and coordination is not the focus of the current research. The 

collaborative management is considered in the hierarchical architecture in 

order to provide a complete vision, including future trends. 



 

 

 Definition of  computational experimentation  

for commissioning of holistic data centre 

operation 

Chapter 3 proposes a new application of building energy models as a testing 

environment for multi-domain control algorithms developed externally by other 

entities, which were briefly presented in the previous chapter. In addition, the 

requirements and concepts for the modelling of a virtual data centre (DC) 

environment, enabling such a testing, are also discussed in this chapter.  

To summarize the previous chapters, next generation DCs require solutions 

going beyond the component level and coordination of individual DC 

processes. The holistic operation of next generation DCs will likely play an 

important role in satisfying sustainability goals and allow the integration of DC 

infrastructure into the wider framework of smart cities in the future. To 

reiterate, the holistic data centre operation platform is a type of supervisory 

energy management, which aims at system-level control and multi-domain 

coordination. 

Due to lack of testing possibilities related with the stringent requirements for 

trouble-free DC operation, the current DC supervisory management or 

integrated management is usually still restricted only to centralized monitoring 

or data visualization. These requirements complicate the implementation of 

advanced operation strategies. Actually, the survey conducted by the Uptime 

institute in 2015 [24] reveals that the current DC supervisory management or 

integrated management experiences a long installation process of the platform. 
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This process can take longer than 6 months in 74% of cases. So far, purchasing 

of such a DC supervisory management or integrated management provides 

minimal or no return on investment [25]. Thus, most DC operators still rely on 

basic local controllers at the component level, whose installation usually 

requires less effort, even though the performance provided by such control is 

often inefficient and the DC facility cannot adequately adapt to the part-load 

utilization, which results in lower energy efficiency. Moreover, the individual 

DC systems work independently without any coordination.  

Indeed, the current supervisory management and integrated management can 

be extended by adding holistic DC optimization (e.g. the one proposed by the 

Genic project), which aims to achieve cost-effective and sustainable operation. 

However, the challenges are not only in development of the supervisory 

management, which requires significant effort and skills, mentioned by [64], 

but presently a significant challenge also exists in the commissioning process. 

The typical constraints for the commissioning of any advanced building 

operation strategy, identified by [70], are (i) the difficulties in testing 

performance in extreme plant conditions, and (ii) the requirement of a very 

broad knowledge of multiple systems and controller types to carry out tests 

and interpret results. 

These general constraints can be fully applied to the DC case. Actually, the 

situation here is even more difficult. The DC facility consists of multiple 

systems from various domains of expertise. Moreover, the availability of the 

DC facility for any testing is generally very problematic due to the mission 

critical nature of the DC environment. As such, the development and 

commissioning of novel control strategies are often slowed down if not even 

discarded. Therefore, an alternative testing approach is being researched in 

order to support the implementation of modern control strategies.  



Definition of computational experimentation 

53 

 Testing workflow to support commisioning of holistic data 

centre operation 

3.1.1 Concept of simulation-based closed-loop testing  

In contrast to real experimentation, computational experimentation offers a 

“safe” testing environment. Such a testing environment enables a detailed 

evaluation of the algorithm performance in terms of energy saving potential as 

well as extensive and multi-domain testing possibilities for the supervisory 

platform prior to its commissioning. The simulation-based testing of the 

control strategies is centred on the development of the virtual DC testbed, the 

so-called virtual DC environment, which provides the required feedback for 

the testing of the advanced DC operational platform. The closed-loop testing 

concept plays a very important role in the development of modern control 

algorithms, which usually require feedback from the controlled plant. Contrary 

to stand-alone testing, the simulation-based closed-loop testing ensures similar 

testing conditions to real operation since it considers the controlled plant 

dynamics and emulates external disturbances. Moreover, the virtual DC 

environment allows evaluation of various multi-domain aspects and it thus 

captures the energy consequences of tested control actions to multiple 

domains. Figure 3-1 depicts the virtual DC testbed within a typical closed-loop 

arrangement, where the virtual DC testbed sits in place of a controlled plant 

which is usually used in control theory to denote the real facility – the DC 

system in this case.  

Computational experimentation can be a very powerful tool for evaluating 

different control strategies. The application of computational experiments for 

development and commissioning purposes is relatively rare in practice due to 

difficulties in developing a virtual environment, which requires energy 

modelling expertise. Such testing using a virtual testbed is mainly beneficial for 

the supervisory control platform operating at system-level, where real 
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experiments are rarely possible. The DC environment is an example of where 

computational experiments can find wide application due to the mission critical 

nature and limited possibility of real experimentation. Moreover, the test 

subject – the holistic operational platform - aims at several domains and 

systems, which makes real experimentation even more complicated.  

Figure 3-1 Concept of simulation-based closed-loop testing  

A similar concept of operational platform development and commissioning 

application from different fields has been recently applied in several projects 

such as [71], [72]. In our case, the simulation-based closed-loop testing can be 

applied in two main use-cases: simulation-based development support and 

simulation-based commissioning support. Two new use cases are introduced 

as phases which bridge enhanced operational platform development and 

commissioning to a real facility. Figure 3-2 depicts the new phases. 

The phase of the simulation-based development support offers the possibility 

to assess the DC operational platform in a closed-loop with the virtual DC 

testbed. The process can be understood as a virtual operation. At this stage of 
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development, the numerical representation of a general DC typology is usually 

sufficient for the testing of an initial algorithm prototype. Moreover, the 

specific DC configuration may not be available at this stage of development. 

The initial platform prototype is tested in the closed-loop fashion for a given 

testing period and set of boundary conditions. The quality of the control is 

assessed based on the virtual processed signal or on higher-level performance 

indicators relevant to global DC performance. The evaluation is provided to 

the algorithm developer for further tuning or as an independent and advanced 

evaluation of the algorithm performance.  

 

Figure 3-2 New phases: functionality testing, and virtual commissioning 

The main advantages of the closed-loop testing are; that the virtual DC 

environment simulates the feedback as virtual monitoring while receiving the 

tested control signal; the closed-loop testing allows variability of testing 

configurations (e.g. testing various configuration of algorithms at once, testing 

under extreme boundary conditions, etc.); and it allows for repeatability and 

comparability of the testing results (possibility of replication of boundary 

conditions). Moreover, the virtual DC environment using building energy 

simulation tools can be composed from various physics-based sub-models, 

which in most cases can be configured based solely on technical sheets. Such 

an example of building simulation model offers higher autonomy of the virtual 

DC environment because it is not driven by any data, and thus a larger range 

of validity of the model can be expected. In addition, the novel operational 

platforms are often implemented together with a retrofit of the DC facility. 
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The detailed assessment of DC retrofit alternatives or energy efficient measures 

(e.g. cooling system variants, installation of on-site RES) can also be conducted 

in this phase.  

The phase of the simulation-based commissioning support aims at the 

preparation of the operational platform for installation to the real DC facility. 

The process can be understood as virtual commissioning. At this stage of 

development, the specific DC configuration is known, and initial sets of 

measurements are often available for calibration of the virtual DC testbed. The 

numerical model simulates the real monitoring system. The functionality 

testing and the extensive training of the platform can be virtually executed for 

the specific DC case. Once the virtual DC environment follows the agreed data 

format of the real monitoring system, the virtual DC environment can be easily 

removed and substituted by real facilities in a “plug & play” fashion. Similarly, 

as in the previous use case, the final platform prototype is tested in the closed-

loop fashion for a given testing period and boundary condition. The quality of 

the control is assessed based on virtual processed signal feedback and higher-

level performance indicators regarding global DC performance. The virtual DC 

environment may also provide more extensive analysis in this phase. For 

instance, it provides the opportunity for risk assessment of the operational 

platform, such as the testing of missing or faulty inputs, or sensitivity of the 

platform to a predefined uncertainty range of the “virtual monitoring”. The 

setting of the risk assessment (e.g. definition of missing data, or range of virtual 

monitoring error) is determined together with the developer of the external 

algorithm. Thus, the critical or abnormal behaviour of the platform can be 

detected before its installation.  

Besides the above mentioned advantages of the simulation-based testing, the 

added value of virtual commissioning is proper training of the advanced 

operational platforms. Practically speaking, the functionality testing and initial 
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training is performed in a virtual environment before platform installation. The 

virtual commissioning functions to reduce the commissioning time and 

minimize the risk of failure during the commissioning phase.  

3.1.2 Workflow of simulation-based closed-loop testing 

This section describes the main steps required for virtual closed loop testing. 

The proposed workflow is stated based on experience from our main case-

study, the Genic project. The workflow is related with the computational 

experiment preparation block presented in chapter 1, and it specifies the steps 

necessary for the setup of the simulation tool chain and provides guidance for 

the execution of the computational experiment. The workflow can be briefly 

summarized in the following steps:  

1. Data collection and computational experiment definition 

2. Virtual testbed development and quality assurance  

3. Stand-alone (open-loop) testing of individual algorithms 

4. Simulation-based (closed-loop) functionality testing of individual 

algorithms 

5. Simulation-based (closed-loop) functionality testing of the overall 

platform (combination of partner algorithms) 

Each of these five steps is presented in detail in Figure 3-3 and  

Figure 3-4 below. The workflow also shows the roles of computational 

experimenter and control algorithm developer.  

Data collection and computational experiment definition 

Data collection is common for all actors. It is necessary to collect the technical 

specifications consisting of housed servers, DC space geometry and 

arrangement, cooling systems, power delivery and power supply systems, Also, 

initial measurements of the DC system are collected if they are available. The 

experiment definition needs to be agreed by all actors. The testing use case, key 
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performance indicator, baseline setting for benchmark simulation and testing 

scenario definition (boundary condition setup) are usually defined in this step.  

Virtual testbed validation and demonstration 

The virtual testbed development is elaborated in detail in chapter 4. Since the 

main purpose of the computational experiment is to evaluate the performance 

of control algorithms developed by external partner(s), the validation and 

demonstration study (executed in chapter 5) is very important in order to build 

trust between computational experiment executor and external algorithm 

developer. Due to the large scope of this study, the validation and 

demonstration study needs to be decomposed into individual sub-models 

representing the parts of the system. In this case, the model was compared with 

measured data wherever the measured data were available. If there was not 

enough data, the performance of sub-models was demonstrated and compared 

with relevant standards. In the end, all assumptions regarding validation and 

demonstration must be documented and the results must be provided to the 

algorithm developer.  

Initial algorithm training (stand-alone testing) 

This step is done by the external algorithm developers. The stand-alone (open-

loop) testing is standard current practice in the testing of control algorithms, 

and remains the starting point of the workflow. The open-loop testing requires 

training data. Training data can be gathered from previously measured data of 

any DC facility with a similar topology, or this data can be measured directly at 

the particular DC facility. During this measurement process, the DC is 

controlled by the default settings of all local controllers.  

The virtual DC testbed can also support the stand-alone testing by providing a 

set of training data according of the developer’s needs (e.g. data for different 

boundary conditions, behaviour of the system for step response of control 

signal, extreme conditions, etc.). 
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In open-loop testing, the control algorithm is not connected to any actuators 

(real or virtual). The performance of the individual control algorithm is 

assessed based on the quality of the control signal. This is generally sufficient 

for simple controllers. However, more complex control platforms with 

multiple inputs and outputs from several domains are problematic to assess 

based on individual control signal traces. Nevertheless, the stand-alone testing 

still needs to be executed. In this phase, initial information regarding control 

signal variables such as expected variable range, data format, etc. are gathered 

for the next steps.  

Simulation-based closed-loop testing of an individual algorithm 

The enhanced operational platform usually consists of various modules and 

“managements”, as depicted in section 2.3 above. In this step, the operational 

platform is decomposed into individual modules or managements and they are 

connected one by one to the virtual actuators of the virtual DC testbed. The 

virtual actuators receive the control signal and the numerical model of the 

virtual DC provides a simulation of the processed signals of the controlled 

system. The algorithm performance is assessed based on the virtual processed 

signal. The assessment takes into consideration sampled disturbances and 

dynamic behaviour of the controlled system, including local control of 

individual devices (usually given by the manufacturer).  

The closed-loop testing reveals the algorithm performance from a complex 

system-level perspective and indicates consequences to other domains. This 

assessment may detect potential limits or errors of the particular tested 

algorithm. Additionally, the simulation-based testing can provide a 

comparative analysis of competitive algorithms. Competitive algorithms are 

algorithms targeting the same objective in a single domain which but use a 

different approach to reach the objective. The comparative analysis of their 

performance can support a decision-making process.  



 

 

Figure 3-3 Workflow of simulation-based closed-loop testing - part I: single algorithm testing 
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Figure 3-4 Workflow of simulation-based closed-loop testing - part II: multiple algorithm testing 
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Simulation-based closed-loop testing of an overall platform 

 The final step of the workflow is the closed-loop testing of the overall 

operational platform. This step requires the testing of multiple partner 

algorithms against the virtual testbed at the same time. The partner algorithms 

are algorithms that cooperate and actuate the multi-domain system. Each 

algorithm targets its own objective and optimizes its domain of interest (e.g. IT 

workload management or thermal management).  

The holistic control platform acts at several domains and actuates various 

devices. The evaluation based on the processed signal (e.g. energy demand, 

temperature traces) is not sufficient at this level of complexity. In order to 

assess such an enhanced operation, the predetermined key performance 

indicators addressing the performance of the overall system are evaluated. The 

multi-criteria assessment reveals possible conflicts between the actuation of 

partner algorithms and assesses the operational performance of the platform 

as whole.  

 Conceptual modelling of data centre environment to support 

commissioning of holistic operation 

3.2.1 Conceptual modelling within the modelling and simulation 

process 

As stated earlier, the intention behind the development of a virtual DC testbed 

is to realistically quantify the impact of control algorithms on the DC 

infrastructure behaviour and to prepare the ground for their smooth 

installation in a real DC infrastructure. Undoubtedly, the virtual DC testbed as 

a simulation model for development support of advanced holistic operation 

must cover the multi-domain nature of the real DC infrastructure. Since the 

simulated DC system should address the wide scope inherent in the real DC 

system, and because these systems are complex, attention should be paid to 
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conceptual modelling. Moreover, the recent development of simulation tools 

and coding languages allows the use of various libraries of simulation models. 

Nowadays, advanced modelling approaches are available via user-friendly 

interfaces for a wide user group and are not restricted to computer science 

experts. In addition to the continuous increase of computational performance, 

the modelling of complex systems crossing established fields and domains has 

become feasible in the last decade. As Cook [73] concludes, these days, the 

coding of any simulation model is not really a problem, the problem is actually 

what we should simulate. The importance of solid architecture of the 

conceptual model has risen with the current trend of complex multi-domain 

approaches working at several scales of the overall system. The conceptual 

model is defined as a preliminary system representation by either graphical 

diagram, flow chart or simplified pseudo-code [74]. The conceptual model 

represents a studied system or process for communication purposes. 

According to Pace [75], the conceptual model describes how a simulation-

model developer intends to implement the simulation model to satisfy the 

requirements of the simulation user. Therefore, the computational model is 

often used as an agreement between simulation developers and simulation 

users. The conceptual model formulation is always case-dependent.  

The conceptual model formulation can be also understood as a process of 

seeking the optimal conceptual model complexity, which is strongly related 

with purpose definition and problem analysis. Robinson states that “[t]he issue 

in conceptual modelling is to abstract an appropriate simplification of reality... 

The overarching requirement is the need to avoid the development of an overly 

complex model. The aim should be to keep the model as simple as possible to 

meet the objectives of the simulation study” [76]. A good illustration of this 

point can be found in, Hensen and Trcka [77, Ch. 1] who related the model 

complexity with potential error in performance prediction and model input 
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uncertainties in their so-called fit-for-purpose modelling concept. Working 

from a slightly different perspective, Zeigler et al. proposed a definition of 

model complexity as a composition of scope and resolution [78, Ch. 13]. 

model complexity ↔ scope + resolution (3.1) 

The scope refers to how much of the real system (real DC infrastructure) is 

going to be represented. The scope is defined as the number of independent 

sub-systems, which need to be modelled to satisfy the purpose. The scope is 

related with the domain and scale of the real system. The dynamic simulation 

also requires the definition of temporal scope, which means defining a time 

horizon of evaluation (e.g. week, month or year evaluation). 

The resolution is defined as number of variables per sub-system. Generally, the 

resolution can be further divided as resolution of physical abstraction (e.g. 

energy balance, temperature, massflow), spatial resolution (e.g. number of 

temperature nodes per room) and temporal resolution (time discretization).  

The model complexity has often been understood as the “only” level of 

resolution, especially for single domain or component-level oriented studies 

where the scale is relatively narrow. The studies regarding DC energy modelling 

are no exception and they are mostly associated with high-resolution modelling 

of DC space, as is further discussed in section 4.1. Our multi-domain purpose 

requires a dynamic system which considers modelling complexity in both 

“dimensions” of scope and resolution. Finally, equation 3.1 also indicates that 

the highest resolution does not necessarily mean the highest modelling 

complexity in total.  

While the previous flow chart in section 3.1.2 presented the workflow of the 

proposed computational experiment including information exchange between 

algorithm developer and modeller, the schema in Figure 3-5 is focused more 

on modelling and simulation process. The  schema is adapted from Sokolowski 
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and Banks [19] and shows the individual stages of modelling and simulation 

processes and the interaction among these stages. This general framework is 

widely accepted as a fundamental principle of modelling and simulation. 

Moreover, their usability was proven by experience gained in several projects 

of the research group of Computational Building Performance Simulation at 

Eindhoven University of Technology. Based on these experiences, a new block 

entitled “knowledge” was added, as can be seen in the presented schema. The 

rationale behind this addition is that the purpose definition may not necessarily 

lead to new knowledge generation from a scientific point of view. Since the 

modelling and simulation methods are currently commonly used for practical 

purposes without scientific aims, purpose and knowledge generation should be 

distinguished.  

 

Figure 3-5 Modelling and simulation process adapted [19]  

As mentioned in the research methodology in Chapter 1, the modelling and 

simulation process starts with the analysis of purpose definition. At this point, 

the necessity of the application of the simulation techniques needs to be 

justified (available guidelines can be found in literature [79], [80]). As discussed 

in the beginning of this chapter, real DC systems must be numerically 

New addition 
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represented to enable computational experimentation of external algorithms 

prior to their installation. Once the purpose is clarified, the modelling and 

simulation process can take place.  

Generally, the modelling and simulation process can be described in 5 steps, 

which are related to the research methodology stated in section 1.3, and are 

compatible with the testing workflow presented in section 3.1.2.  

(i) The first step is to observe the real-world system and then to decompose 

the system into individual domains, scales and system dynamics. The scope 

of the modelling is defined according to the purpose definition and real 

system observation. The scope can be understood as the real-world items 

of interest and is related with Zeigler’s [78] definition of complexity.  

(ii) The second step is modelling of the real-world items of interest, which 

means real system abstraction. The resolution is defined as a 

complementary part of the scope in the complexity definition and is 

analysed and defined in terms of level of abstraction, and spatial and 

temporal discretization. The product of the real system abstraction is the 

conceptual model. Once the conceptual model is defined and the 

interactions between individual domains, scales, evaluation period and 

model resolution are specified, the model can be validated against the 

scope definition.  Before the next step, the conceptual model is accredited 

by the simulation user (external algorithm developers in our case). 

(iii) The third step is implementation of the conceptual model and 

development of the simulation (executable) model. The implementation 

includes existing tools and simulation model selection. This step may 

include simulation model development, if necessary. The simulation model 

is verified against the conceptual model. 

(iv) The fourth step is the execution of the simulation and the reporting of 

results. This step includes the simulation input specification, such as 
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definition of simulation scenarios and specification of boundary 

conditions. The simulated results are validated against the behaviour of the 

real system within the scope of the conceptual model. Then, the results are 

provided to the simulation user as a solution for the desired purpose, who 

then provides the so-called accreditation.  

(v) The last step is the overall modelling and simulation process evaluation 

including post-processing and analysis of the results obtained from 

experimentation, which leads to knowledge generation.  

In addition, the two types of model complexity should be distinguished (i) 

conceptual complexity, related with the purpose definition and conceptual 

modelling, and (ii) computational complexity, related with computational 

resources and simulation model development. The conceptual and 

computational complexity do not have to necessarily correlate; however, they 

need to be balanced in such a way that both purpose and technical 

requirements are satisfied. Therefore, the modelling process is always an 

iterative process, where technical requirements given by the simulation model 

must meet the purpose definition related to the conceptual model, and vice 

versa.  

3.2.2 Conceptual modelling of data centre environment 

Despite the wealth of previous studies regarding DC energy modelling, few 

have gone further than single domain problems. However, at present, the 

multi-domain nature of the support of advanced holistic DC operation 

development requires wide modelling scope addressing several domains at 

various scales. The wide scope will likely compromise the model resolution in 

order to accomplish the simulation in the limited computational time given by 

the closed-loop concept described in section 3.1. In order to efficiently apply 

the closed-loop concept, a transient and interactive response in a reasonable 

time is required. 
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The real DC system is decomposed into individual sub-systems and sub-

processes related with the DC system. They are: IT equipment (ITE), cooling 

system, power supply system, power delivery system, building and DC space, 

electric grid, waste heat utilization, IT workload processing, outdoor climate 

impact, DC control impact, other ancillary systems (e.g. security and safety 

systems) 

Figure 3-6 shows the DC system decomposition based on simulation objective, 

modelling scope and boundary conditions. In this example, simulation 

objective is the tested holistic operational platform. The testing of the given 

algorithms requires a processed signal feedback from most of the energy 

systems within the DC. Therefore, the modelling scope is relatively large and 

needs to represent the energy behaviour of the IT, DC space, cooling, and 

power supply and power delivery systems. 

The boundary conditions of these dynamic models (e.g. end-user workload 

demand, power grid status, and weather condition, heat demand to heat 

recovery system) are represented by sample data (e.g. real end-user traces, grid 

CO2 equivalent, historical or statistical data). The same boundary conditions 

that affect the virtual DC environment must be provided to the tested 

algorithms during the proposed testing procedure in order to ensure 

consistency of the decision-making when using the virtual testing environment. 

As an example, some of the tested algorithms may require a weather forecast 

for their decision-making. The data of the real weather forecast must be 

substituted by a synthetic weather forecast based on sampled weather data, 

which is shared by the entire wider simulation framework. To do so, all tested 

algorithms and the virtual DC environment work under common boundary 

conditions, which ensures repeatability and comparability of the simulated 

results. 
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Systems which are not considered to be controlled by the tested algorithms, or 

those whose contribution to the total energy use is minor, can be neglected 

(e.g. ancillary systems). Figure 3-6 also shows the relation of individual 

domains/systems mentioned above and indicates the scales of the DC system. 

Server/rack, DC room, building and district scales can be identified within the 

DC environment.  

The next step is the identification of possible model resolution. For each sub-

model the resolution in terms of level of abstraction, spatial and temporal 

discretization needs to be identified in line with the purpose. The resolutions 

vary for each sub-model.  

 

Figure 3-6 Conceptual model: virtual DC environment decomposition  

Modelling resolution of IT equipment 

Firstly, it is worth restating the distinction between IT workload versus IT 

power load in this work. These terms are often confused as they are used 

differently in different fields. While IT workload is understood as the technical 
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characterization of requested IT tasks in terms of CPU utilization, RAM 

utilization, Network utilization, etc., the IT power load is the electrical power 

load consumed by the servers, which is dissipated as heat in the space. This 

section solely describes the modelling of IT power load and related heat 

dissipation into the DC space. The models of IT workload, the so-called 

“virtual machines”, which are often used in modern IT workload management, 

are not the subject of this thesis. 

The range of resolution of ITE model varies in terms of level of abstraction 

and level of spatial discretization. The level of discretization is usually linked 

with the spatial discretization of the DC space model, described in the section 

below. The ITE can be represented for the entire DC space or can be 

represented per section of DC space. More detailed resolution requires spatial 

discretization at the level of a group of servers or at level of an individual server. 

The range of abstraction starts from low level abstraction, where ITE are 

represented in space as IT power load and related heat dissipation. The nominal 

heat dissipation is usually part of the technical specification of any IT 

equipment. The typical values can be found in ASHREA thermal guidelines 

[47]. The nominal heat dissipation can be modulated using a utilization profile 

in order to represent part-load performance. The heat dissipation acts at the 

DC room temperature node as additional heat gain of the room. 

Continuing in the resolution range, the mid-level of abstraction assumes that 

DC space is represented by multiple thermal/air nodes. Thus, the heat 

dissipation related with ITE acts at specific thermal/air nodes in the DC space 

which represents the node of a rack. As such, the heat dissipation is assigned 

in the geometry of the DC space and the heat gain acts at these specific 

thermal/air nodes. This level of abstraction allows the modelling of the 

arrangement of the ITE in the space (e.g. effect of hot and cold aisles 

arrangement). The ITE is represented by nominal power load, idle power load, 
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standby power load or maximal airflow through rack. A utilization profile is 

used to represent the part-load performance of an individual group of servers. 

Examples of such a mode can be found in [43] and further description can be 

found here in Chapter 4.  

The models with the highest level of abstraction extend to the mid-level ITE 

model by representing each individual server and their internal thermal/air 

nodes, such as chip temperature, case temperatures, internal fan speed etc. 

These models operate at such a level that the information from the virtual 

machines can be combined with the thermal performance of the server. 

Examples of these complex models can be found in literature [20] [81]  

Modelling resolution of datacentre space  

Similarly, the modelling resolution of the DC space can be understood in terms 

of levels of abstraction and in terms of levels of spatial discretization. When 

modelling DC space, opting for low spatial discretization generally implies a 

low level of abstraction, and, similarly, opting for high spatial discretization 

implies a high level of abstraction. The range starts from low level of 

abstraction with single zone discretization, where the states are represented by 

enthalpy, temperature and relative humidity. Air distribution is represented by 

an efficiency factor. The range progresses to mid-level of abstraction with 

multi-zonal discretization, where an additional state is relative pressure, which 

is calculated using an airflow network method. The range ends with DC space 

defined by mesh and uses a high-resolution modelling method such as 

Computational Fluid Dynamic (CFD). A review of mentioned building 

modelling methods for “regular” building types is elaborated in detail in [82]. 

Modelling resolution of cooling system  

The resolution of the cooling system model at the system level can differ in 

terms of level of abstraction. The spatial discretization is usually irrelevant for 

the modelling of cooling devices at system level. It is only relevant for a detailed 
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analysis of individual components. However, to some extent, the model 

decomposition, which is necessary for the representation of individual cooling 

system components, can be understood as “spatial discretization”, although, 

this designation would be misleading since the discretization here cannot be 

seen as spatial in the same sense as it is in DC space modelling. Similarly, as for 

the DC space, a resolution range can be found for cooling devices or for 

HVAC systems in general. The resolution range can vary in terms of level of 

abstraction (simulated states) and level of decomposition (number of sub-

models)  

The range starts with a representation of the overall system as one piece. The 

overall system can be represented by an efficiency curve (e.g. curve of COP 

factor), where efficiency varies based on the model’s input (e.g. amount of 

rejected heat), return air temperature and outside air temperature. The next 

level of this range is that the HVAC model is decomposed into the individual 

components (e.g. fans, pumps, heat exchangers, etc.) and then each component 

is represented by an individual model. The simulated states are usually inlet and 

outlet temperature as well as power demand from each component. The range 

ends with a detailed system (e.g. the refrigerant circuit) that is decomposed into 

compressor, evaporator, condenser and expansion valve. The model at high-

level of resolution usually includes a hydraulic calculation. The simulated states 

are then inlet and outlet temperature, power demand and also inlet and outlet 

pressure.  

Modelling resolution of power system 

Like the previously mentioned models, power delivery and supply models exist 

in a range of resolution. These models can also vary in terms of level of 

abstraction and level of system decomposition. The lower level of resolution is 

generally restricted to the level of energy fluxes, and the performance (e.g. 

electrical losses) of individual components is modelled based on their efficiency 
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curve. The higher level of power system modelling includes states such as 

current and voltage, and the efficiency is defined based on component 

properties such as resistance, impedance and capacitance.  The levels of 

resolution for the overall model of the virtual DC environment are further 

summarized in tables below. 

 

Table 3-1 Conceptual modelling: low-level of modelling resolution 
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• model using known DC efficiency profile  

→ decomposition/spatial discretization is not possible 

→ temporal discretization without limits 

→ control strategy cannot be evaluated 

 

• energy conservation equation,  

• simplified single-zone model of the DC space, simplified efficiency-based system models  

→ decomposition/spatial discretization of the system’s sub-models is not possible 

→ temporal discretization without limits  
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Table 3-2 Conceptual modelling: mid-level of modelling resolution 
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• energy conservation equation, momentum conservation 

• multi-zonal modelling with possibility of simplified air distribution model 

• system decomposition, simplified models at component level 

→ spatial discretization for individual zones of the DC space with similar temperatures 

→ temporal discretization without limits suitable for long term evaluation 

 

• energy conservation, momentum conservation, Ohm’s law 

• multi-zonal modelling with airflow network  

→ course spatial discretization for given DC layout  

→ system decomposition, detailed models at component level 

→ the evaluation period can be limited by selected temporal discretization  

Table 3-3 Conceptual modelling: high-level of modelling resolution 
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• finite volume method using Navier-Stokes equations.  

• limited co-simulation with other systems  

→ fine spatial discretization for given DC layout 

→ limited possibility of transient simulation, usually steady-state 
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 Concluding remarks 

In summary, the algorithm developers require the testing of IT workload, 

thermal and power management, and their co-operation and coordination with 

each other. The numerical model must cover a wide range of scope and 

dynamic interaction between each domain. The proposed closed-loop concept 

that enables comprehensive testing requires a numerical model, which can be 

integrated into a wider simulation-tool chain and can provide an “online” 

interactive response in a reasonable time. The wide scope and time constraints 

likely compromise the resolution of selected sub-models.  

The highest resolution class is hardly applicable in our case, because it does not 

support an interactive multi-domain aspect and analysis at system level. The 

operational phase of this project and multi-scale aspect require analysis at the 

component level for most of the systems; therefore, the lowest class can also 

be disqualified for these domains.  

Figure 3-7 Conceptual model: outputs and internal communication of sub-models of the 

virtual DC environment 
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Indeed, the selection of resolution level may vary for each sub-model. For 

instance, the power and thermal systems need to be decomposed and 

represented at the level of individual components to provide full control 

capability of the system. However, the holistic energy management does not 

actuate these components directly but delegates setpoints to the local control 

layer, which is part of the virtual DC environment. Therefore, the power and 

thermal systems can be simplified in some situations (e.g. modelling of the 

hydronic system is usually not required for the representation of cooling 

system). In general, these systems can be modelled at mid-lower level of 

resolution. 

On the other hand, the modern thermal management and in particular the 

thermal aware computation strategy require high resolution temperature 

monitoring of the DC space at the level of 1/3rd of each rack. In order to 

connect the server/rack scale with room/building scale, the DC space model 

requires a mid-higher level of resolution of this domain, which allows for the 

simulation of the DC space for the given geometry and with relatively high 

spatial resolution (1/3rd of rack). Figure 3-7 depicts the final conceptual model, 

considering modelling scope and resolution and indicates the main information 

exchange between each sub-system and required inputs from external data. 



 

 

 Development of  the virtual data centre 

environment 

Chapter 4 presents possible modelling approaches that can be suitable for the 

presented conceptual model of the virtual data centre (DC) environment. As 

described in the previous chapter, the five main systems: IT equipment, DC 

environment, cooling system, power delivery and power supply systems, must be 

numerically represented. This chapter mainly deals with selection and development 

of simulation models. In addition, the required inputs for these models are discussed 

in this chapter.   

 Methods and tools for data centre energy modelling  

As mentioned, the conceptual model is also used for communication between 

simulation developer and simulation user. After agreement on the conceptual 

model, the process of implementation can start to create the simulation 

(executable) model. This section discusses currently available tools which are 

used for data centre or building modelling. 

Although dynamic energy simulation of DC applications appears to have great 

potential, this potential is underutilized due to a lack of awareness across the 

DC community. Typically, DC energy modelling has been focused on 

component-level studies, specifically on DC air-distribution using high-

resolution models such as Computational Fluid Dynamics (CFD). [52]. The 

requirement to understand the DC infrastructure at system-level presents the 

opportunity for an application of other tools.  
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The testing and commissioning of a novel operational platform requires 

reasonable computational time. On the other hand, new generation sensor 

networks allow higher resolution monitoring, which is necessary for advanced 

airflow assessments and indoor environment control in modern DCs [20]. In 

order to satisfy the limited computational time, a minimum number of 

temperature nodes should represent the virtual DC environment. This number 

is related to the spatial resolution of the DC space, where larger numbers of 

computational nodes lead to more demanding computation. An optimal level 

of resolution and corresponding simulation approach need to balance the 

requirements of transient behaviour on one hand and on the other hand enable 

assessment of advanced airflow management driven by high resolution 

monitoring (e.g. indoor temperature monitoring of 1/3rd of a rack). High-

resolution models such as CFD models are commonly used to analyse the 

design of the DC space arrangement in academia as well as in industry. As 

mentioned, numerous research studies have covered high resolution modelling 

of DC airflows and heat transfer [52]. The main outcome of these studies is 

that the arrangement of DC space benefits from the separation of cold and hot 

aisles. In fact, several specialized CFD software programs for DCs are currently 

available for the evaluation of DC space configurations. However, high 

resolution models are solely used for the design of the DC space and mainly 

for steady-state simulation of a few critical cases [83]. This does not match the 

multi-domain scope, nor the operational phase of the current purpose 

definition. The requirements such as transient response and possibility to 

integrate models of different domains (e.g. IT equipment, cooling or power 

supply) are difficult to satisfy with high-resolution models.  

At the other end of the resolution spectrum of the simulation model, there are 

modelling approaches that cover the overall complexity of DC systems from 

the chip to the cooling tower levels [84]–[86] based on approximate or 
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empirical relationships and simplified models. These empirical approaches are 

usually valid only for specific cases and the models are rarely transferable to 

other DC configurations. Therefore, this approach is not compatible with our 

understanding of the virtual DC environment, because the virtual DC 

laboratory would prevent easy adaptation to other DC specifications. 

Moreover, these models are not able to sufficiently represent the temperature 

distribution in the DC space, which is crucial for modern control strategies 

such as thermal-aware workload allocation [37].Transient white box modelling 

approaches fulfil the requirements to create a virtual DC environment for the 

testing of novel enhanced operational strategies. This virtual DC environment 

should be a “stand alone” model with minimum need for preliminary 

measurements. Building Energy Simulation (BES) tools, developed over the 

last 50 years, offer sophisticated computational engines for modelling building 

physics and building services systems. BES tools allow simulation of transient 

behaviours of buildings and HVAC systems, as well as advanced systems such 

as on-site renewable energy systems. In addition to this, there is usually 

sufficient support for co-simulation or integration of user models [6], [77].  

Even though a BES approach satisfies most of the requirements, BES tools 

have rarely been used for DCs. Whilst BES tools are unknown to the majority 

of the DC community, the BES community is aware of their potential. This 

can be demonstrated by the addition of special energy models for data centres 

in Energyplus (version 8.3, released 2015) [87] or the DC library now available 

for Transient System Simulation Tool (TRNSYS, renewIT library,2016) [88]. 

Concerning the application of BES for DC modelling in the past, Phan and Lin 

[89] investigated a multi-zone representation of a DC with cold and hot aisle 

arrangement in Energy Plus. Also, the modelling of airflow in DC space using 

Modelica was recently addressed [90]. Similarly, Salom, Oro et al. [91], 

introduced simplified dynamic modelling of DC space. In addition, the same 
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team [92] also investigated DC modelling to support the integration of 

renewables into the DC using  TRNSYS [93].  

As shown, there are several BES tools that can be used for the defined purpose. 

All of these tools are capable of providing sufficient support for the modelling 

of the virtual DC environment. TRNSYS was selected because it is a well-

established tool that allows the modelling of various type of energy systems 

including building physics, HVAC, electrical and control systems. In addition, 

TRNSYS is compatible with many other simulation environments (e.g. Matlab, 

CONTAM, etc.), where user-defined models or scripts can be co-simulated.  

Modellica could offer similar modelling support. However, many Modellica 

libraries related with building physics and HVAC are still under development. 

Therefore, TRNSYS was found to be the most suitable option. Even though 

energy plus is a well-known tool in building physics modelling, there are some 

limitations in its ability to model systems adequately because the predefined 

configuration of the system often have to be followed. In contrast, TRNSYS 

offers higher flexibility in terms of system modelling. 

Although BES was found to be a suitable approach for testing and 

commissioning of novel control strategies because it allows dynamic energy 

simulation of various systems, the typical discretization of rooms is one 

temperature node per room (zone). This spatial resolution is not sufficient for 

the DC case due to the cold and hot aisle containments and strict temperature 

zoning. The other issue is with representation of bypass and recirculation 

phenomena related with the heterogeneous heat gain profiles across the space 

as a result of IT utilization. Therefore, a DC space model needs to be 

represented by several temperature nodes. A multi-nodal method capable of 

representing the required level of resolution needed to be investigated. Existing 

models of IT, cooling and power supply devices including renewables can be 
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used. The main challenge using BES tools is to achieve accurate representation 

of the temperature distribution in DC space.  

 Modelling of the data centre environment  

4.2.1 Specifics of data centre energy modelling  

The previous section discussed the reasoning and benefits of using BES. BES 

tools were predominantly developed to investigate office and residential 

buildings, but the scope of BES tools has recently been extended for use in 

other building types. While the DC has similar physical phenomena as other 

building types, there are several specific phenomena which must be taken into 

account in DC modelling. Before the individual models are described, the key 

differences between modelling “regular” building types and DCs are 

elaborated.  

Primarily, the DC space is not designed for human occupancy. The DC space 

is mainly occupied by IT equipment; therefore, the indoor environment quality 

requirements differ considerably from houses and office buildings. For 

instance, there is no need for daylight or specific levels of fresh air, thus 

window opening, glazing properties, shading, and window solar gains do not 

need to be considered in the model. Similarly, particle pollution levels are not 

of interest in this study. The pollution level is of course an important aspect of 

DC indoor quality since polluted air can cause serious damage to IT equipment. 

However, assuming proper maintenance, this aspect has minimal consequences 

for DC energy demand, especially in the studied cooling system with air 

recirculation. For the system-level energy modelling presented in this study, the 

pollution level is assumed to always be satisfactory.  

The indoor environment quality for “holistic” system modelling is largely 

determined by the required operational conditions of individual IT equipment 

(ITE) in terms of temperature and humidity ranges, which are to some extent 
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similar to thermal comfort requirements for human occupancy [94]. The 

ASHRAE guideline mentioned in section 2.2 specifies that the recommended 

operational conditions are in the range of 18-27°C for temperature, and in the 

range of 30-60% for relative humidity for all classes of ITE [47]. 

In contrast to “regular” building types, the temperature distribution is very 

different in the DC. While a relatively homogenous temperature distribution is 

required across the whole living or working space, the DC space is strictly 

divided into cold and hot aisle regions by rack arrangement, as also mentioned 

in section 2.2. The temperature difference between these cold and hot regions 

can differ in the range of 5-10°C [53]. Therefore, the DC space cannot be truly 

represented by one temperature node with an assumption of well-mixed air in 

the zone. The DC space must be represented by multiple zones according the 

cold and hot aisle regions. 

Figure 4-1 Office versus DC indoor environment 

 The DC space houses numerous IT equipment. The ITE dissipates an 

enormous amount of heat in comparison with typical office heat gains. For 

instance, the typical office space has internal heat gains in the range of 5.4 to 

21.5 W m-2 , intermittent solar gains of up to 600 W m-2, and related air change 

of up to 4 h-1  [14], where heat transfer is mainly driven by natural convection 

with buoyancy effects.  
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Contrary to typical office spaces, the internal heat gains of DC space are 

relatively constant and in the range of 862-3228 W m-2  [40]. The heat 

dissipation is concentrated around the chip, which is an area of a few 

centimetres, and the heat needs to be mechanically ventilated from the servers. 

The internal airflow of each piece of ITE is usually in the range of 190 - 290 

kg h-1 per kW of heat gain [95]. This heat is rejected from ITE to the DC space, 

where the cooling system must ensure the required operational conditions. 

Thus, the typical air change rate in the DC space is approximately 10 times 

higher than in an office (25-50ACH). The mechanical ventilation of individual 

ITE and the huge air-change rate in the DC room achieved by Computer Room 

Air-conditioning (CRAC) units indicates that the heat transfer is mainly driven 

by forced convection.  

Table 4-1 Main difference between “regular” building and data centre [94], [96],[97] 

parameters “regular” building data centre 

indoor quality requirements  

• temperature range (°C) 

• relative Humidity (%) 

thermal comfort 

21-27 (°C) 

30-60 (%) 

operational conditions 

18-27 (°C) 

30-60 (%) 

heat gain characteristic 

• solar heat gains (windows) 

• occupancy (human) 

• appliances  

• heat transition (walls) 

mixed load 

0 - 600 W m-2 

5 - 11 W m-2 

8 - 12 W m-2 

~ 8-16 W m-2 

appliances dominated load 

NAN 

NAN  

862 - 3228 W m-2    

~ 8-16 W m-2 

air distribution characteristic 

• convection 

• cooling system 

• air change (ACH) 

 

mixed natural/forced 

mixed natural/mechanical 

2-5 (h-1) 

 

forced 

mechanical  

25-50 (h-1)  

internal thermal capacitance 

characteristic 

• max. imposed weight  

• estimated additional internal 

thermal capacitance 

 

190-230 (kg m-2) 

175-210 (kJ K-1m-2) 

 

479 - 958 (kg m-2) 

300-600 (kJ K-1m-2) 
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Another important characteristic for dynamic simulation is the imposed weight 

and related thermal capacitance. While the maximum imposed load in an office 

is usually 239 kg m-2, the imposed load in a data centre can range from 479 to 

958 kg m-2. The related thermal capacitance is estimated based on the imposed 

load and the thermal material properties of housed objects (furniture or IT 

equipment). The differences discussed above are summarized in Table 4-1. 

4.2.2 IT equipment modelling 

One of the main sources for the characterization of the dynamic behaviour 

were measurements conducted in the wider framework of the Genic project. 

The measurements were conducted by one of the partner of the Genic project, 

T.Scherer, (Courtesy of IBM Research, Zurich). Two types of servers, namely 

the IBM System x3250 M4 and the IBM System x3650 M4, were measured. 

The presented measurements illustrate the processes to be modelled. The 

experiment was performed for the IBM System x3650 M4, where the CPU load 

was increased from idle to full load in steps of 20 % CPU utilization and then 

returned to the original idle state in a single step. The inlet air temperature 

remained constant at 18°C during the whole experiment and the CPU 

frequency wass fixed at 3200 MHz. 

The first plot presented in Figure 4-2 shows the relationship between CPU 

utilization and IT power. The average CPU utilization is plotted with a dark 

blue line, while the maximum and minimum values of the individual cores are 

plotted with light blue lines. 

The second plot focuses on system temperatures. The average CPU 

temperature is plotted with red lines, while the minimum and maximum 

temperatures of the individual cores are plotted with orange lines. The data 

from 3 nodes at system outlets are plotted with purple lines and inlet 

temperature is plotted with a blue line.  
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Figure 4-2 Step response of power and temperature to varying CPU utilization for the 

IBM System x3250. 

While a linear relation can be observed between CPU utilization and electrical 

power, a delayed response is likely caused by the thermal capacitance of the 

server, which is observed in the outlet temperature measurements. Figure 4-3 

shows the measured average power consumption for different levels of CPU 

utilization at steady state. For the two considered systems, the power 

consumption increases linearly with the CPU utilization. The linear 

approximation is depicted with a green line. The fan power consumption of 

0.7 W for the x3250 server and 2.0 W for the x3650 server, respectively, is 

included in the idle power consumption. 

The fan speed is controlled based on the measured inlet air temperature. At 

higher inlet air temperatures, the fan speed and consequently the power 

consumption (proportional to the fan speed cubed) increase significantly, as 

illustrated in Figure 4-4.  With a constant inlet air temperature of 18 °C, 



Chapter 4 

86 

however, the fan speed remains constant over the whole CPU operating range, 

i.e. it is independent of the CPU utilization.  

 

Figure 4-3 Power consumption versus CPU utilization  

 

Figure 4-4: Fan speed and fan power consumption as a function of the inlet air 

temperature. 
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It should be noted that for safety reasons, the internal controller would run the 

fans at maximum speed if a defined CPU threshold temperature were 

exceeded. However, at low inlet air temperatures this is not relevant, as the 

CPU temperature remains well below the threshold temperature, even if the 

server continuously runs at maximum load.  

The ITE model is defended based on observed processes and literature [43], 

[98]. A server or even a group of servers, called a “box”, can be represented by 

a model such as that depicted in Figure 4-5. The ITE model can be scaled 

according to discretization requirements of the DC space model. 

 

Figure 4-5 Schema of ITE model 

The model requires parameters such as nominal (maximal) power load Pmax,eq , 

idle power load Pidle,eq, effective thermal capacitance of ITE Ceff,eq and 

definition of control function of the internal fan. The model inputs are 

utilization or actual power Pact,eq of represented servers and inlet temperature. 

The outlet temperature and airflow are calculated as the main output.  

In the recommended inlet temperature range, the actual workload and 

associated heat dissipation can be approximated linearly as a function of CPU 

utilization ut (-). The linear behaviour observed in Figure 4-3 can be described 

by equation 4.1.  

 

 

CTRL
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This relation can also be found in literature [43],[86]. 

(4.1) �����, �	 ≈ ���,�	= (����,�	 − �����,�	) ∙ �� + �����,�	  

The nominal load Pmax,eq can be found in the technical specification of each 

device. The idle load Pidle,eq is not always specified, but it can be estimated at 20 

- 40% of nominal power [43] based on server type and year of release. As 

described in literature [98], the speed and related electricity consumption of 

internal server fans can vary depending on the increase of the  inlet 

temperature. Despite this effect, power consumption of internal fans is 

assumed to be constant and in the recommended range of inlet temperature. 

This item is included in idle load. If the inlet temperature exceeds the upper 

bound of recommend range of inlet temperature, the assumption of constant 

power consumption of the fan is not valid due to quadratic growth. shown in 

Figure 4-4. The actual power needs to be corrected accordingly.  

In the description of each box model, the outlet temperature can be assumed 

to be the temperature of the equipment . Further, when the box is 

integrated into the DC space model, these temperature nodes can vary.  

The temperature behaviour shown in Figure 4-2 can be represented by an 

energy balance described by equation 4.2). 

(4.2) ����,�	
���	
��  =�����, �	 + �� � ∙ ����� − ��	� + � !"",#$ + ⋯ 

The temperature delays on step change of utilization and actual power load are 

modelled using the effective thermal capacitance Ceff,eq (J K-1). This parameter 

can be estimated based on the weight of the box and specific heat capacity of 

the server. The specific heat capacity of the server can be deduced from the 

material decomposition of a typical server shown in Figure 4-6 [99]. The 

specific heat capacity of the server can be assumed to be between 580-630 J kg-

1 K-1 based on the weighted average of material properties.  

teq≈tout
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Again, the server is cooled down by forced convection. The airflow is 

controlled based on the inlet temperature in order to ensure suitable operating 

conditions for the CPU and other embedded electronics. The control logic can 

differ according to type and manufacturer of the IT equipment. Basically, there 

are two typologies of the internal fan control: constant speed and variable 

speed. While control of a constant speed fan is set by the manufacturer of 

individual server, the variable speed is dependent on inlet temperature and 

settings of the internal control function m� i-j= fnctrl(tin). In general, the internal 

airflow is in the range of 190 - 290 kg h-1 per kW of heat gain from ITE [95]. 

In both cases, the internal fan control has an emergency stage, where the 

internal controller runs the fans at maximum speed if a defined CPU threshold 

temperature, which is usually 80°C [100], is exceeded. 

 

Figure 4-6 server material decomposition (based on [99]) 

In summary, the ITE model is integrated into the DC space model, which 

includes not only the described convectional heat transfer, but also additional 

conduction and radiation transfers to the DC space. The energy model of the 

dynamic ITE must pay close attention to two characteristics of the modelled 

process: (i) the ITE brings additional heat capacitance into the space, which 
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causes the delayed change of the temperature in time, and (ii) the ITE often 

has autonomous control mechanisms for temperature regulation related with 

internal airflows. The estimate of internal airflow and its control is important 

for capturing bypass and recirculation phenomena in the DC space. 

4.2.3 Data centre space modelling 

The representation of the DC space is essential for the modelling of widely 

used air-based cooling of IT equipment. Basically, the DC space model 

provides a necessary bridge between the ITE model and the cooling devices 

and power delivery models. This bridging is essential in order to capture a 

higher level of complexity at multiple scales, as discussed in the previous 

chapter. Here, the dynamic DC space model represents the level of the room 

and provides the necessary link between the rack-to-chip levels represented by 

the ITE model, and the models related with the building level such as the 

cooling devices model and power delivery model.  

The efficiency of air distribution in the DC room and the presence of bypass 

and recirculation phenomena significantly influence the efficiency of the 

cooling system and DC as whole. The mixing of the return air with the supply 

air can decrease the cooling efficiency, which may lead to an increase of cooling 

electricity consumption in the range of 20 - 40%, which may in turn result in 

up to a 15% increase in total DC electricity demand [101]–[103]. According to 

literature [101]–[103], the air distribution phenomena have a relatively high 

impact on DC efficiency, and thus the DC space model is also very important 

in the modelling of overall DC processes. 

The efficiency of air distribution in DCs has been extensively studied with CFD 

in the last decade. The findings from several CFD studies have been expertly 

summarized by Rambo and Yogendra [52]. Two key findings of these studies 

are of particular relevance to the present work. First, air distribution within a 

DC space is best managed via a cold and hot aisle arrangement. Second, and 
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related to the first, is that air distribution can be improved by imposing physical 

barriers between the cold and hot regions in the DC space, which is referred 

to as cold and hot aisle containment. These and other findings resulting from 

CFD analysis are now routinely applied in practice. 

However, the application of these high-resolution models is limited by their 

large computational demand. The results from these simulations usually 

capture only one steady-state step in time and do not take into account the 

changes in thermal conditions resulting from other DC systems (e.g. dynamic 

behaviour of IT equipment, variable supply temperature from cooling system 

etc.). Such simulations are commonly used to predict only a few selected 

scenarios in given conditions (e.g. a different layout of the DC), which are 

compared to find the best DC arrangement [83]  

These high resolution models can be simplified due to the forced convection 

environment, which is typical to the DC environment, by using the so-called 

potential flow modelling [104], [105]. This simplified method makes the 

dynamic high-resolution simulation of DC space affordable in terms of 

computation demand. However, this method, and related tools, are still mainly 

focused on air distribution and ITE arrangement, and thus do not typically 

allow dynamic co-simulation with other DC systems, which is necessary in 

order to fulfil the given requirements for the virtual DC environment.  

In contrast to the high-resolution modelling mentioned above, BES tools can 

capture processes and interactions between the multi-domain systems. In terms 

of DC space modelling, BES tools remain on the opposite side of the 

resolution spectrum. While the CFD tools represent the DC space using 

thousands of computation nodes, the typical resolution of BES tools is one 

computational node per room/zone. To reiterate, this resolution is not 

sufficient for the representation of bypass and recirculation phenomena in the 

DC space.  
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A simplified modelling approach representing bypass and recirculation 

phenomena has recently been introduced by Oro and Salom [91]. This 

approach relies on single-zonal representation of the DC space, but the supply 

and return temperature of cooling devices is corrected by constant efficiency 

factors of air distribution (bypass and recirculation mass flow ratio) [106].  

Since the publication of CFD results, it is known that the DC space should be 

divided into cold and hot regions which have considerable temperature 

differences. Furthermore, the supply and return temperatures of the CRAC 

units may differ from the inlet and outlet temperatures of ITE due to 

ineffective DC arrangements and the associated lack of air distribution 

efficiency. Thus, the multi-zonal representation of the DC space is a necessary 

condition for the current research. The cold and hot aisle zoning was first 

applied in BES research in a study by Phan and Lin (2014) [89]. However, this 

study assumes containment of aisles without air mixing, and it does not capture 

wanted recirculation and bypass phenomena related with air distribution 

efficiency. 

This research investigates two different levels of resolution for the DC space 

modelling, which both belong to the category of medium level of resolution. 

Both models use a multi-zonal airflow network approach in order to predict 

the airflow distribution. The multi-zonal airflow network is described in detail 

below:  

• The DC space model with lower mid-level resolution, which is referred to 

hereafter as low-resolution model, is essentially a combination of the 

simplified multi zonal approach presented by Phan and Lin [89] and air 

distribution efficiency approach for a single zone presented by Oro [91]. 

The DC space is sorted into zones according to the temperature potential. 

The zones are defined by volumes, but the exact DC geometry is not 

followed. For this resolution, the DC room is divided into the following 5 
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zones: underfloor plenum, cold aisle, racks, hot aisle and overhead plenum 

space. The zones are connected to an airflow network to predict the bypass 

phenomena. The recirculation cannot be captured by the airflow network 

at this level of resolution. Therefore, the recirculation is given by empirical 

corrections regarding air distribution efficiency. This resolution can 

provide a sufficient representation of the DC space for most of the system-

level applications, such as annual energy analysis of the overall DC system. 

However, this model cannot predict spatial temperature distribution in the 

DC space based on DC geometry and rack arrangement. A greater level of 

detail may be required for the testing of some of the modern DC control 

algorithms.  

• The DC space model with higher mid-level resolution, which is referred to 

as the high-resolution model in this section, represents the DC space at the 

level of 1/3rd of rack. This resolution is in agreement with the resolution 

of modern DC space monitoring, while still allowing for co-simulation 

with other DC systems and external algorithms. This DC space model uses 

the higher spatial discretization of the multi-zonal airflow network method 

[107], enabling characterization of the DC space arrangement. This 

method is inspired by the potential flow approach and works with a similar 

assumption to that of the forced convection pattern in the DC space.  

Both low- and high-resolution models and an application of the multi-zonal 

airflow network method are further described in this section.  

There have been attempts to use the airflow network method for multi-nodal 

office rooms in the past. These attempts concluded that the standard definition 

of the airflow network is not able to fully cover the natural convection 

phenomena for a multi-nodal resolution level. Thus, additional functionalities 

based on empirical data were added [108], [109]. However, again, the 
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characteristics of the DC space differ considerably from those of typical office 

spaces (see in Figure 4-7).  

 

Figure 4-7 Multi-zonal airflow definition: “regular” building versus data centre 

Contrary to typical office spaces, the DC case can take advantage of a multi 

nodal airflow network approach. CRAC units ensure air change approximately 

10 times higher than in an office. Moreover, to reiterate, heat dissipation from 

IT devices placed in racks needs to be mechanically ventilated from servers. 

Ultimately, these observations demonstrate that the DC space is strongly 

driven by forced convection. This conclusion allows for the definition of multi-

zonal airflow networks, where numerous nodal connections are already known 

and given by the ITE or the cooling system models. The potential airflows can 

be predicted even when buoyancy effects are neglected because for such a 

rough spatial discretization there are still enough defined airflow connections 

for each node, and it is possible to estimate unknown bulk airflows based on 

the law of continuity. The method can be divided into two parts: Airflow 

modelling and Energy modelling, which are coupled together. Regarding the 

tools used, airflow modelling is carried out in CONTAM and linked to energy 



Development of the virtual data centre environment 

95 

simulation in the TRNSYS environment [93], [110]. The overall concept will 

be explained using simplified examples for both low- and mid-level models.  

In the lower mid-resolution modelling, the zones are represented with nodes 

with volumes in tens of m3. These zones are grouped according to DC 

environment conditions (e.g. cold aisles, hot aisles etc.), so they don’t 

necessarily follow the DC layout and geometry. In contrast, in the higher mid-

resolution model, the typical volume of nodes is 1 m3 or higher. In the ideal 

case, at least two surfaces (e.g. an external wall and internal surface of a rack) 

should be assigned to each temperature node in order to avoid a large number 

of unknown airflow connections for the airflow network solver.  

(a) Airflow network (b) Heat flux network 

 
 

Figure 4-8: Typical (a) airflow network modelling and (b) heat flux network for multi-

zonal 

Let us imagine a DC with one row of racks. A section of the example DC with 

typical airflow and heat flux network is shown in Figure 4-8. In order to capture 

the room geometry, the networks must be extended to the 3rd dimension. 

However, this multi-zonal method still leads to relatively rough irregular spatial 

discretization with respect to the specific layout of the DC. This means each 
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node (zone) may have a different volume of air depending on the specific 

geometry and arrangement of the DC space. 

Airflow modelling 

The effect of the previously mentioned rough discretization can be 

demonstrated by the example DC section of the airflow network, where the 

airflow network has enough defined connections by internal airflow through 

the IT devices and CRAC unit and all unknown airflows can be calculated 

based solely on the mass continuity formula. 

 If the airflow network is extended across the whole space, additional unknown 

connections are added, and an iterative process is necessary to arrive at a 

numerical solution. Each unknown connection between air nodes is defined as 

a specific airflow crack or opening (representing floor tiles), or as a specific 

power law with the same parameters for “free space connection” [6, Ch. 5]. 

The specific power law is shown in equation 4.3 as a generalized formula for 

the connection description within the airflow network: 

(4.3) 1�2→4 = �(∆�2→4) 6 

Where 1�2→4 (�7�89) is volumetric flow between nodes, ∆�2→4 (:�) is the 

pressure drop, � (� �89��86) is an empirical “permeability” constant and � 

is the power law exponent. The recommended setting for “free connection” is 

C = 0.83 and n = 0.5 [108]. By using equal parameters of the power law for 

each connection, a forced airflow pattern driven by known airflows in the space 

is guaranteed. 

Regarding the preliminary assumptions that the airflow pattern is strongly 

forced and the buoyancy effect is neglected for the given spatial discretization, 

the airflow pattern is calculated for each step as isothermal.  
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The ideal gas law is used for each node in the network to yield equation 4.4 

�2 = ;12 = ; �212 
<=  (4.4) 

Where mi (kg) is the mass of the air in zone i, Vi(m3) volume of air zone i, 

Pi (pa) pressure in zone i, T (K)~const. zone temperature, and R=287.005 (J 

kg-1K-1) is the gas constant for dry air. 

The quasi-steady state airflow between zones has to satisfy the conservation of 

mass (as shown in equation 4.5), which implies that air can neither be crated 

nor destroyed within a zone.  

> �2,4 = 0 (4.5) 

When considering multiple zones, the solution leads to a system of nonlinear 

algebraic equations. The Newton-Raphson method [111] is used to numerically 

solve a defined system in the Contam tool. In 1989 Walton laid the foundations 

for the development of the Contam solver and airflow network analysis [112]. 

The last update of the Contam tool was completed in 2005 [113]. 

To summarize, in this use-case, an airflow network method is used to estimate 

the isothermal air distribution. This calculation is based on the pressure 

potential given by the massive CRAC airflow and also on the internal airflows 

through IT devices. This airflow pattern is passed to the energy model, which 

calculates the temperature distribution for a given time-step. 

The low-resolution model requires a correction for recirculated air. This 

correction is needed due to the averaging of the pressure over the large volume 

of a zone. For instance, the cold aisle zone, where the air is supplied, is always 

over pressurized compared to the average pressure of the other zones at this 

level of resolution. The resolution is not detailed enough to represent the DC 

geometry and related local pressure conditions. Thus, low-resolution does not 

allow the airflow network to capture the recirculation effect. The modelling of 
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recirculation is simplified, and it uses an air distribution efficiency factor. 

Factors such as recirculation mass flow ratio [106] or Supply Heat Index (SHI) 

factor [114] can be used for the correction. Similarly, Oro applied these factors 

for single zone representation [91]. The recirculation factors can be stated 

based on empirical measurements, CFD simulations or values in the literature.  

The depicted airflow network in c for the high-resolution model already has 

sufficient resolution to address the bypass and recirculation phenomena based 

on the given geometrical arrangement. The resolution of 1/3rd of rack is 

detailed enough to represent the pressure level surrounding each rack and the 

potential air flow in the DC space. On the other hand, zones related with 1/3rd 

of rack are still rough enough to predict bulk airflow transfers between zones 

while neglecting buoyancy and stream effects. The multi-zonal airflow network 

does not support as fine a discretization as is possible in CFD analysis, for 

example. At this level of resolution, the airflow network solver does not 

typically contain a computational engine to represent the buoyancy, stream or 

turbulence effects at play.  

Energy modelling of the data centre space 

The energy modelling is similar for both low- and high-resolution models. The 

temperature distribution across the DC space is influenced by several energy 

fluxes. Different characteristics of heat transfer are indicated, which can be 

drawn as an energy flux map, shown in Figure 4-8.  

Below, the individual heat transfer characteristics are briefly described. 

• The heat transfer between DC space and the ambient environment is 

primarily via conduction through external walls. The conductive heat 

transfer is represented by red rectangles in Figure 4-8. In cases where the 

ambient environment is conditioned in a similar temperature range as the 

DC space (e.g. neighbourhood office room), the assumption of an 
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adiabatic boundary condition (i.e. no heat transfer between ambient) can 

be made.  

• The convective heat transfer within the internal zones of the DC space is 

defined by an airflow pattern and difference of air temperatures among 

internal zones. The airflow pattern is calculated using the airflow network 

method described above. The convective heat transfer between internal 

zones is represented by the fan symbol in Figure 4-8.  

• The significant heat dissipation from IT devices may cause larger 

differences in surface temperatures between the racks and external walls. 

The surface temperatures and radiative heat transfer between rack and wall 

surfaces are also calculated within all internal zones. The DC space is 

characterised by longwave radiation and this heat transfer is represented 

by thin wavy arrows in Figure 4-8.  

• Internal heat gain from the heat dissipation of IT (i.e. thick straight arrow 

in Figure 4-8) is applied to the rack nodes. These zones are occupied by a 

large amount of IT devices. Therefore, additional thermal mass (i.e. 

grounding symbol in Figure 4-8) needs to be added to these nodes. 

The fundamental heat balance for each node can be expressed mathematically 

as in equation 4.6. The most significant heat fluxes are included; however, the 

terms of the equation are slightly different for each node.  

�#@@,2
��2
�� = ��2,AB�6" + ��2,C!6D +  ��2,EFB�G + ��2,H�26 + ��2,C!! + ⋯ (4.6) 

Where Ceff,i (J K-1) is the thermal capacitance of zone i, �2 (°C) temperature of 

zone i, � (�) is time, and 
dti
dτ

 is the derivation of zone temperature in time. 

Q�
i,trans(W) is heat transfer through solid constructions. One of the types of 

heat transfer is conduction, which is calculated by the transfer function 

coefficient method [115]. 
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Q�
i,conv(W)=ρV�

j→icp,air ∆tj-i is the convective heat flux from other zones, where 

V� j→i is the results of the airflow network model. 

Q�
i,LGrad (W) is the influence of long-wave radiation between surfaces on zone 

temperatures. This is calculated as a standard Star network model [116]. 

Q�
i,gain(W)~ P� act,eq is the internal heat gain for zone i. In the case of a DC, a 

large majority of heat gain comes from the heat dissipation related to 

computational processes. This heat flux is applicable only for the rack (box) 

zones. The internal heat gains are simulated by the ITE model described above. 

Q�
i,cool(W)= ρV�

CRACcp,air ∆tCRAC-i is heat flux from cooling devices. Where 

V� CRAC and tCRAC are the settings of the CRAC unit, and �2  is node of return 

air temperature. This heat flux is applicable only to zones that are influenced 

by the CRAC unit and is calculated by the cooling devices model. The inlet 

temperature and airflow are simulated by the cooling devices model, which is 

described in the following section.  

Equation 4.6 is not complete. Additional heat fluxes can be taken into account 

according to current conditions, (e.g. direct short-wave radiation entering 

through windows, if applicable). However, the heat fluxes previously 

mentioned are most common for the DC case.  

An example of the results generated by the DC space and embedded ITE 

models with a high level of resolution is shown in Figure 4-9. This figure shows 

a DC layout for four height levels (0.2, 0.6, 1.4, 2,4m) before and after post-

processing of the results. The post-processing applies 3-D linear interpolation 

to represent the temperature gradients between nodes in the DC space. It 

should be noted that the interpolation is used in this thesis only for 

visualization purposes. The computational nodes used for evaluation of results 

are still indicated by black dots.



 

 

(a) Real level of resolution (b) Linear resolution 

 

Figure 4-9 Multi-nodal airflow network level of resolution. (a) Real level of resolution  

(b) Interpolated results (3D linear interpolation) 
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4.2.4 Cooling system modelling 

While the ITE model and DC space model are relatively new for the BES 

community, cooling device modelling is similar to existing HVAC system 

models. An example cooling devices model is depicted in Figure 4-10 and 

Figure 4-11. The cooling system can be configured based on the technical 

specification of a real cooling system. The mathematical reference of the 

individual models is derived from related literature [117].  

The components used to model the cooling system, which are described in this 

section, are grouped into two categories: air-side acting at room scale and 

water-side acting at building scale.  

 

Figure 4-10 Scheme of the model of a cooling system (air-side) 

Modelling of the air-side section  

The supply air coming from the CRAC unit flows underneath the raised floor 

and enters the DC space through perforated floor tiles situated in the cold aisle 

between the two rows of racks. The air moves from the cold aisle through the 

racks, cooling them down. The used air is rejected into the hot aisle. Finally, 
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the used air from hot aisle returns to the CRAC unit. The CRAC unit draws 

the used air from the DC space from just under the celling. The air is 

conditioned (i.e. cooling) in the evaporator coil of the direct expansion (DX) 

unit and is then supplied back to the DC space.  

Modelling of the water-side section 

The condenser of the DX unit is cooled by a mix of water (80%) and glycol 

(20%) circulating in the cooling circuit. This cooling water has the potential to 

be used for heat recovery in order to supply the DC’s waste heat to a nearby 

heating load (e.g. an adjacent office space). The roof-mounted drycooler 

ensures that the water entering the CRAC unit is at the required temperature 

by rejecting heat from the cooling water to the environment, if necessary. The 

components illustrated in Figure 4-10 and Figure 4-11 are listed and described 

in following tables. The mathematical description of the sub-models can be 

found in the mentioned literature based on the component identification 

number, which in the software is called “type”.  

 

Figure 4-11: Scheme of the model of a cooling system (water-side)



 

 

Table 4-2 sub-model’s description of the cooling system model (air-side) 

component description 
component ID 

[117],[118] 

CRAC DX unit 

This component represents a liquid source refrigerant unit (i.e. 

heat pump and mechanical cooling). This model conditions warm 

and moist return air by rejecting the heat to a liquid stream. This 

model works based on a user-supplied data sheet containing 

catalogue data for (i) the normalized total and sensible capacity, 

and (ii) normalized power supply of the DX unit based on the 

entering cooling water temperature, water flow and air flow rates. 

The model requires parameters such as rated cooling capacity, 

power, mass flow rates, etc. The thermal and power output is 

calculated based on inlet conditions and user-defined data sheet.  

multiple-stage 

Type – 919 

single stage 

Type – 1247  

[118] 

 

CRAC Economizer coil  

 

This component represents a fin-tube heat exchanger (air–water). 

The inlet air is conditioned by rejecting the heat to the liquid 

stream. The simplified model uses a fixed value of the overall heat 

transfer coefficient to calculate the coil effectiveness. 

The detailed model outlined by Braun [119] states the coil 

effectiveness based on the NTU method [120] and the 

specification of the coil geometry.  

Since modelling of humidity control is not in the scope of this 

study, the simplified model of humidifier is used for most of the 

applications  

 

Type – 5 

Type – 52 

[117] 

 

 

CRAC fan  

 

This component represents a variable speed fan. The mass flow 

rate is linearly related to the control signal. Therefore, the required 

power for the given mass flow rate can be defined as any 

polynomial expression of the control signal.  

Type – 111 [117] 

 

control 1: cooling source 

actuation

 

This component represents local control of a cooling source (DX 

unit or economizer) and is an N – stage (ON/OFF) controller. 

The cooling source is actuated based on sensing return air 

temperature and defined setpoints. A baseline control is 

represented by constant temperature setpoint.   

N-stage 

Type – 1503 [118] 

2-stage  

Type – 2 [117] 

 

control 2: fan actuation 

 

This component represents a baseline control of the CRAC fan 

that provides a constant control signal to the fan actuator (fan 

component). The control signal can be further modulated by a 

higher level- management (e.g., N-stage or PI controller) based on 

IT inlet temperature. 

N-stage 

Type – 1503 [118] 

2-stage  

Type – 2 [117] 

 



 

 

. Table 4-3 sub-model’s description the cooling system model (water-side): part I 

component description 
component ID 

[117],[118] 

pump  

 

This component represents a variable speed pump. The mass flow 

rate is linearly related to the control signal. Therefore, the required 

power for the given mass flow rate can be defined as any polynomial 

expression of the control signal.  

Type – 110 

[117] 

dry-cooler fan

 

This component represents a variable speed fan. The mass flow rate 

is linearly related to the control signal. The required power for the 

given mass flow rate can be defined as any polynomial expression of 

the control signal. 

Type – 111 

[117] 

dry-cooler coil 

 

This component represents a generic crossflow coil model. This 

simplified model uses the fixed value of the overall heat transfer 

coefficient to calculate the coil effectiveness. 

Type – 5 

[117] 

diversion and mixing 

valve             

This component represents the mixing and diverting of the fluid 

flow. The diverter is controllable.  

Type – 11 

[117] 

heat recovery heat 

exchanger      

A heat recovery potential is estimated only for certain conditions 

given by heat recovery control (see below). The return temperature 

is cooled down in the heat exchanger, which separates the DC 

cooling circuit and a reuse heat circuit. Since the demand for 

reusable heat is unknown, the heat exchange is represented by an 

“auxiliary cooling unit”. This component calculates the potentially 

reusable heat for given conditions at DC site.  

Type – 99 

[117] 

control 3: cooling source 

mode  

 

The 2-stage controller is used to switch between DX and 

economizer mode. The mode is switched based on ambient 

temperature.  A baseline control is defined for constant setpoints 

(e.g. 10°C).  

N-stage, Type – 

1503 [118] 

2-stage , Type – 2 

[117] 

control 4: dry-cooler 

actuation 

 

The local control of a dry-cooler fan is defined as an N – stage 

controller (3-stage). The controller sets 3 levels of airflow based on 

ambient temperature bounds. The ambient temperature bounds 

change with respect to the cooling source mode.  

Type – 1503 

[118] 
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Table 4-4: sub-model’s description of the cooling system (water-side): part II 

component description 
component ID 

[117],[118] 

control 5: pump actuation 

 

A baseline control of the pump provides a constant control 

signal to the pump actuator. The control signal can be further 

modulated by a higher level- management or (e.g, N-stage or PI 

controller) based on supply/return water temperature. 

N-stage, Type – 

1503 [118] 

2-stage , Type – 2  

PID. Type – 23 

[117] 

control 6: heat recovery 

actuation 

 

The heat recovery system is triggered only if the return 

temperature reaches a certain temperature level (e.g. 45°C). This 

limit is defined based on the heat recovery system.  

2-stage , Type – 2  

[117] 

 

To summarize, the modelling of the DC system is specific for each different 

type of economizer, which is described in chapter 2. Attention should be paid 

not only to the representation of the system components, but also to the 

definition of the internal control of the cooling system, which switches between 

mechanical cooling and economizer mode. Indeed, the economizer mode, 

which bypasses the energy-hungry mechanical cooling, can save 50 to 90% of 

the cooling demand throughout the year. The energy consumption 

performance of mechanical cooling and economizer cooling vary significantly. 

Therefore, the internal control of this process is equally important as the 

modelling of the compressor unit or the economizer heat exchanger.  

4.2.5 Power systems modelling 

Power delivery modelling 

The typical power delivery scheme is depicted in Figure 4-12. The power 

delivery line is decomposed into the individual components which represent 
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the power delivery losses (e.g. Power Supply Unit (PSU), Power Delivery Unit 

(PDU) and uninterrupted power supply (UPS)).  

The individual comment models are part of the Green Data Center Library 

developed by the RenewIT project [121]. As mentioned in chapter 2, the power 

delivery system cannot be controlled in a manner similar to the cooling system. 

In the overall virtual DC environment, the power delivery model captures 

power losses related with energy transmission and other power manipulation.  

 

Figure 4-12 Scheme of the model of a power delivery system  

The components illustrated in Figure 4-12 are listed and described in Table 4-5. 

The mathematical description of the sub-models can be found in the 

mentioned literature based on the component identification number, which in 

the software is called “type”. 
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Table 4-5 components description of power delivery system: part I  

component description 
component ID 

[117],[118] 

PSU  

This model represents power losses at the PSU. The power losses depend 

on user-defined characteristics of PSU efficiency versus utilization of 

nameplate power output. The characteristic can be modelled as a 

polynomial expression of the inputted power load. 

Type - 4012 

[88] 

PDU 
This model represents power losses at the PDU. The PDU losses are 

simulated in a manner similar to those of the PSU 

Type – 4002 

[88] 

UPS 
This model represents power losses at UPS. The UPS losses are 

simulated in a manner similar to those of the PSU 

Type – 4001 

[88] 

main 

switchboard  

This model represents power losses at the main switchboard. The 

switchboard losses are simulated in a manner similar to those of the PSU 

Type – 4004 

[88] 

grid transformer  

This model represents power losses at the main building transformer 

connecting the DC with the grid. The Grid transformer losses are 

simulated in a manner similar to those of the PSU 

Type – 4008 

[88] 

 

The efficiency of the system depends on the typology of the delivery time and 

is strongly related with the utilization of the nominal (nameplate) power output 

of the system. The example efficiency curves are shown in Figure 4-13. The 

typical part-load efficiency can vary from 35% to 84% for given levels of the 

part-load utilization range. Also, the performance of each power delivery 

system varies with respect to the applied technology. Thus, each power delivery 

system performs with its own part-load efficiency characteristic. For instance, 

assuming the constant level of part-load utilization of 75%, the efficiency levels 

can vary in the range of 71% - 84% depending on the used power delivery 

system [122]. To reiterate, the typology of power delivery system was modelled 

by using a combination of various components from the renewIT library [88]. 

The final characteristic for the model of the power delivery system is plotted 

in Figure 4-13. 
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Figure 4-13 Typical and modelled part-load characteristics of power delivery system 

adapted from [122] 

Power supply modelling 

The power supply and storage system depicted in Figure 4-14 was developed 

at Acciona Technological Research Center in Alcobendas (Madrid, Spain). The 

configuration of this model follows the specification of the real renewable 

energy source (RES) laboratory located in Madrid. The model can be 

configured according to the given technical specifications of the system. The 

components illustrated in Figure 4-14 are listed and described in Table 4-6. The 

mathematical description of the sub-models can be found in the mentioned 

literature based on the component identification, which in the software is called 

“type”. 

The power supply and delivery models represent not only the power generation 

plant (PV, wind etc.) and power delivery losses, but it is also responsible for 

the simulation of energy storage and grid demand. The model collects power 

outputs from other models and calculates the overall DC electricity fluxes, 

which are shown in equation 4.6. The fluxes terms in the equation are denoted 
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with a positive or negative sign in brackets according to their relationship with 

the modelled system. A positive sign denotes energy production and a negative 

sign denotes energy consumption. 

 

(4.6)  (-)Total DC demand  +  (+) On-site RES production  +  (±) Batt 
dis/charge  +  (±) Grid = 0 

 

Total DC demand consists of IT demand, cooling power demand and power 

delivery losses. On-site RES production consists of photovoltaic (PV), wind 

and the biomass plant. The battery and grid can act as power production 

(energy import/discharge) or power demand (energy export/charge) according 

to the energy matching.  

 

Figure 4-14 Scheme of the model of a power supply system 



 

 

Table 4-6 sub-model’s description of power supply system 

denomination description 
component ID 

[117], [88] 

photovoltaic array  

The model represents the electrical performance of a photovoltaic array based 

on an empirical equation for an empirical equivalent circuit model to predict 

the current-voltage characteristics of a single PV module. The simulated 

performance depends on ambient temperature, level of solar radiation (total, 

direct, diffuse), angle of incidence, etc.  

Type – 94 

[117] 

wind turbine 

The model represents the electrical performance of a wind turbine based on a 

model for a wind energy conversion system (WECS) [123, Ch. 6] The simulated 

performance depends on user-defined characteristics of power generation 

versus wind velocity. The outcome is further corrected based on hub height, 

site shear exponent, turbine power losses etc. 

Type – 90 

[117] 

battery array  

This model represents electricity storage with defined capacity, 

charge/discharge load and efficiency. The electrical performance is corrected 

via empirical characteristics for two types of batteries (Lead-Acid and Li-Ion). 

This model follows the assumptions and limitations of the model developed by 

Tremblay, O. et al. [124] The storage level is controllable based on desired state 

of charge. 

Type4015  

[88] 

inverter 
The invertors of the direct to alternative current and alternative to direct current 

are calculated as electrical transformation with constant power efficiency  

user-defined 

calculation 

biomass   

The biomass generation represents controllable power generation with no 

dynamic modelling of the combustion. The desired power (within a user-

specified range) is assumed to be delivered into the system. Related 

environmental and economic impacts are specified as constant based on type 

of system used. 

user-defined 

calculation 

control 7: power 

supply and storage 

management 

The control logic uses all uncontrollable generation (PV and Wind) first to 

cover the DC demand. The rest of the DC power demand is met by the 

controllable generation and then the grid if necessary. A baseline control of 

storage is based on balance of supply versus demand. If surplus occurs, storage 

is charged, otherwise it is discharged. The logic can be overruled by higher-level 

management.  

user-defined 

logic 

 

 



 

 

Since the power supply and delivery model gathers all electricity fluxes in the 

DC system, this model, if desired, can also carry out calculations of most of 

the performance indicators such as PUE, CO2 emissions and operational 

energy cost etc. 

 Definition of boundary conditions  

This section describes the boundary conditions considered for the virtual DC 

environment. The computational experiments require consistent definition of 

the boundary conditions for each experiment in order to ensure the 

comparability of the results. The boundary conditions of the virtual DC 

environment include requested virtual machines (VMs) representing IT 

workload demand, electrical grid data, weather data and the DC operator 

strategy. 

Requested VMs represent the IT workload demand. The VM traces are 

related to the type of services and end-user behaviour. 

The sample profile of the incoming end-user workload is used as a boundary 

condition for most of the experiments. It is important to understand that the 

end-user workload traces are not direct boundary conditions of the virtual DC 

environment. The workload traces are processed by workload management 

and the workload management then provides the required input in the form of 

the server utilization or workload power demand. Two types of workload 

profiles are Available:  

• VM workload traces from real data centres - these traces were collected at a 

production data centre and reflect the workload seen in a private cloud. In 

more detail, the traces comprise 132 servers, hosting approximately 2400 

different VMs over a period of 30 days. Not all of these VMs are active 

over the entire time period. 
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• Synthetic workload traces - these traces reflect the resource usages of a multi-

tier web service. These traces are based on Mediawiki [125], the 

collaborative editing software used to run the Wikipedia website in a large-

sized DC. The monitored resource utilizations were used to create the 

resource utilization traces and then scaled to the size of the case-study of 

the small-sized DC. These traces exhibit the characteristic day/night and 

week-/weekend-day patterns observed in web services. Furthermore, these 

traces can also be adjusted to define extreme boundary conditions.  

Electrical grid data is related to the electricity market price and the percentage 

share of RES in the grid (i.e. grid CO2 emission intensity). A sample historical 

data-set is used for the computational experimentation. As an example, the 

historical data can be downloaded from the Irish Single Electricity Market 

Operator (SEMO) [126].  

The CO2 factor of the grid is estimated based on data from the International 

Energy Agency for each country [127]. Nowadays, some of the smart-grid 

operators can offer real-time (hourly) monitoring of the grid status (e.g. CO2 

intensity). This data may be recorded and available as input for the model. (e.g. 

eirGrid [128]). The variable CO2 intensity can represent the actual share of RES 

in a grid during the time. However, such data are not yet commonly available 

for all locations.  

Weather conditions are specific to the DC location. Since the typical DC 

envelope rarely includes glazing, the DC space and cooling system is mainly 

influenced by outside air temperature and humidity. The other factors such as 

solar irradiation and wind speed mainly influence the power supply systems 

including on-site RES. Standard typical meteorological year data (TMY2) [129] 

are available for many locations around the world.  

DC operator strategy is defined by setpoints for individual systems and 

components. The evaluation of different operation strategies, which vary with 
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these setpoints, is the main goal of this research. In order to enable the 

proposed closed-loop testing, the virtual DC environment must ensure an 

interface for the tested external algorithm, which allows dynamic (step-by-step) 

access to both the virtual actuators and the virtual monitoring.  

 Integration of the virtual data centre environment  

To reiterate, the virtual DC environment is meant for the testing of external 

algorithms. This task requires a reliable connection between the virtual DC 

environment and the external algorithms. It is rarely feasible for the testing 

algorithm to be delivered in the form of an executable package and embedded 

into the testing environment of the virtual DC. The main barriers are usually 

intellectual property issues and technical feasibility. The technical solution of 

communication between the virtual DC and external control algorithms should 

support geographically spread services and a combination of various 

programming languages. This task requires a sophisticated communication 

framework that can cope with all requirements. The technical solution of the 

communication framework is not part of this thesis because it requires a 

computer science background and goes beyond energy modelling expertise. 

The communication framework has been developed at the consortium level of 

the Genic project. The integration work related with the virtual DC 

environment is conducted to support the given communication interface to 

satisfy I/O requirements of other partners. To understand the main function 

of the virtual DC environment as a testing environment of external algorithms, 

it is important to conceptually explain the communication framework. The role 

of the virtual DC environment in the larger communication framework is 

discussed further below. 

The communication framework is one of the important aspects of the design 

of the Genic project architecture. All components from different developers 
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communicate through the middleware. This allows the control algorithms of 

every component to remain, if desired, private to the developer. It also allows 

a system integrator to use solutions from different manufacturers using various 

programming languages and integrate them into either a real or virtual DC 

system. As long as the interfaces are active and data formats are specified, the 

communication framework can ensure the communication of data. Moreover, 

if the virtual DC system follows the data formats of the real DC system, the 

tested algorithm can be easily switched from one environment to the other. 

4.4.1 Description of the communication framework  

Specifically, the RabbitMQ messaging system [62] was used as the basis of the 

communication framework. All modules of the control platform, most of 

which are briefly explained in section 2.3, are connected via this message-

oriented middleware. The middleware allows the following: 

 

Figure 4-15 Communication framework of the Genic project 
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Geographical distribution of connected modules  

The project partners are allowed to deploy their software components in a 

distributed manner connecting all geographically distributed services through 

the communication middleware. In the scope of the Genic project the main 

demo site is located in Cork, Ireland where the communication, resource 

management and monitoring components (due to latency) are deployed. The 

RES demo sites are located in Seville and Madrid in Spain, while the virtual DC 

environment is located in Eindhoven, Netherlands as is shown in Figure 4-15 

Multi-clients and multi-protocol support  

The platform requires support for multiple programming languages and 

protocols due to the variety of expertise of each partner. The communication 

middleware supports numerous clients, adaptors and tools for different 

programming languages such as JAVA, Ruby, Python, .NET, Perl, C++, and 

Matlab, etc.  

Robustness and reliability  

The communication middleware offers a variety of features to enable tradeoff 

between performance and reliability. These features include persistence, 

delivery acknowledgments, publisher confirmations and also the high 

availability of the services.  

Supporting of different communication patterns 

Two types of communications patterns are used in the communication 

framework: (i) an event-based pattern (publish-subscribe), where the software 

components publish information when it is available and the subscriber 

consumes the data as soon as it is available, (ii) a time-based pattern, where a 

module requires data from another module in a given time periodicity.  

Ability of adding and removing data providers  

Due to the distributed architecture communicating via the middleware, the 

control modules can be updated or substituted for competitive modules of 
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other developers at any point in the development. The plug & play 

manipulation with the modules is satisfied as long as the modules provide the 

predefined input and output formats including the refresh periodicity of the 

previous module. 

4.4.2 The virtual data center environment within the 

communication framework 

To reiterate, from the perspective of the virtual DC environment, the 

messaging occurs every computational timestep of the simulation in order to 

test external algorithms in a closed-loop fashion. The closed-loop fashion 

requires inputs/outputs to be received/sent every computational timestep. The 

interface with the middleware client must be designed to be embedded into the 

BES model structure. Specifically, the virtual DC environment is interfaced 

with the communication middleware by a script written in the Matlab software 

[130]. The dynamic (step-by-step) communication is enabled by TRNSYS type 

155 (described in [117]). The script collects all outputs from the virtual DC 

environment, built primarily in TRNSYS [93], and delivers them to the 

middleware client. At the same time, the Matlab script collects all inputs from 

the middleware client and prepares these inputs to be applied in the simulation 

for the next computational timestep. 

Examples of the input and output formats are listed in Appendix A as 

candidates for monitoring and local control. It is important in computational 

experiments that all modules involved in the testing are synchronized in terms 

of boundary conditions and time. As part of a computational experiment, the 

boundary conditions discussed in section 4.3 above are sampled and provided 

by the modules of the virtual DC environment and workload generator for all 

other modules in the middleware. After the testing, when the control platform 

is deployed, the sample boundary condition data are substituted by monitoring 

(e.g. measurements of outside conditions at the real DC site, incoming 
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workload) or external services from 3rd parties (e.g. meteorological service or 

smart-grid service). The time synchronization is addressed by the ‘simulation 

time’ message published by the Virtual DC environment. A schematic of the 

synchronization process can be seen in Figure 4-16. 

 

Figure 4-16 Interactive communication process of the simulation-based assessment  

This process can be divided into 5 stages; 1 preparation stage and 4 subsequent 

stages that are repeated until the end of the defined simulation period.  

1. Preparation/Initialization 

a. Design of experiment (location, required VMs profile, weather data, 

grid data, baseline control strategy, etc.) 

b. Initialization process of the simulation. At the end of this stage the 

synchronization time is published to allow the initialization of all 

modules within the closed loop. 

2. Calculation of virtual monitoring data for the first simulation step 

k=1(default inputs are used). After publishing, the Virtual DC 

environment awaits the new set points to proceed with the calculation of 

the following timestep  



Development of the virtual data centre environment 

119 

3. The Middleware client collects the synchronization virtual timestamp for 

the first simulation step and all the virtual monitoring data and publishes 

them in the middleware 

4. All modules in the testing loop receive a synchronization virtual time 

stamp and required virtual monitoring data from Virtual DC environment. 

Based on virtual monitoring data, the optimal set points are calculated for 

next simulation step  

5. New set points are published to the middleware from tested components. 

The Virtual DC environment receives all the subscribed inputs necessary 

for the calculation of the next timestep. 

Return to point 2 and continue with the calculation of virtual monitoring data 

for the following simulation step k=n. After publishing, the Virtual DC 

environment awaits the new setpoints to proceed with the calculation of the 

following timestep. Steps 2 - 5 are repeated until the end of the predefined 

simulation period.   

This iterative process is similar to the one that takes place between the control 

platform and the physical DC. The simulation - based assessment acts as the 

last quality control test prior to the full platform deployment in the real DC. 

This approach can also be used by designers of future DC energy management 

systems regardless of whether they comply with the Genic architecture or not. 

The virtual DC environment publishes the virtual time stamp for all of the 

modules that are involved in the computational experiments to be 

synchronized. All time-dependent modules in the testing loop are subscribed 

to this ‘SimulationTime’ topic and execute their calculations based on 

synchronization time. This topic allows computational experiments to be 

significantly faster than would be possible following real-time. For instance, a 

1-day simulation including processing time of testing control modules in the 

loop may take around 2.5 hours, considering that the prototype of the virtual 
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DC environment is installed on a typical personal computer with the following 

parameters: processor 3.40(GHz), RAM 8 (GB) and 64bit operating system. 

Simulation time can also vary with respect to the number of testing 

components in the testing loop. 

In summary, when the virtual DC environment using BES was successfully 

integrated into the wider simulation tool-chain, this proper integration enabled 

the close-loop testing of the external algorithms within the wider simulation 

tool-chain.  

 Concluding remarks 

The conceptual model, which satisfied the purpose of testing of external 

algorithms, required large modelling scope, meaning that multiple systems were 

required to interact with each other. Due to the large modelling scope, careful 

determination was required of the level of resolution for each individual sub-

model in order to keep the overall complexity at a feasible level.  

In general, BES tools were found to be suitable tools to support the current 

holistic vision of DC modelling. This chapter explained the model selection 

and development. In addition, the selected modelling approach offered 

sufficient connectivity with the wider simulation and communication tool-

chains, which ultimately enables the closed-loop testing of external control 

algorithms. Based on our experience in the Genic project, it can be 

recommended that besides the virtual monitoring data, the virtual testbed 

should also provide a synchronization signal and common boundary 

conditions for all tested algorithms within the wider simulation and 

communication tool-chain.  

 



 

 

 Validation and demonstration of  the virtual 

data centre environment  

Chapter 5 presents the first set of computational experiments using the virtual 

data centre (DC) environment. The presented experiments aim to validate and 

demonstrate the capability of the selected modelling approaches to realistically 

capture the multi-domain DC processes acting at several scales. The validation 

and demonstration studies are an important step in the modelling process. These 

studies provide a level of confidence for the energy modeller and assurance for the 

external control algorithm developer. Therefore, these experiments were necessarily 

performed prior to the integration of the virtual DC environment into the wider 

simulation tool-chain, which enables the testing of the external algorithms. In this 

type of computational experiment, the virtual DC environment was configured to 

represent the given DC and renewable energy source (RES) system under default 

control strategies. 

 Technical specification of the case-study  

The case-study conducted for the current research includes a virtual DC 

environment, which represents a university DC of Cork Institute of 

Technology (CIT) located in Ireland and a RES laboratory of ACCIONA 

Company located in Spain. These infrastructures were selected as 

demonstration sites of the Genic project, because they were available for real 

experimentation. 
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5.1.1 The university data centre  

The bespoke data centre has approximately 40 m2 of floor area, and is laid out 

in a cold and hot aisle arrangement without containments, or in other words, 

these aisles are nor separated by any physical barriers. The geometry of the 

room is 5 x 8 x 3 m, which includes the raised floor space with underfloor air 

supply. The nominal load of IT equipment, housed in eight normalized racks, 

is estimated at 30kW. The racks are largely occupied by communications 

equipment for the CIT campus and the main e-mail and DNS servers, serving 

the entire campus community of circa 17,000 users. The layout of the 

demonstration DC is shown in Figure 5-1. 

 

 Figure 5-1 Layout and section of the demonstration DC 

Table 5-1 shows the sum of the nominal IT power load for each 1/3rd of rack 

within the DC space. The nominal load is equivalent to the maximal heat 

dissipation in the DC space. On average, the racks are occupied with servers 

demanding 5kW per rack (excluding racks B1 and B3). The racks B1 and B3 

house network equipment such as switchers or routers with negligible power 
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demand and related heat dissipation. The highest nominal power demand, at 

10,9 kW per rack, can be observed in rack A3.  

 

Table 5-1 Distribution of nominal IT power load (W) within the demonstration DC 

POWER 

LOAD (W)  
A1 A2 A3 A4 B1 B2 B3 B4 

TOP 1460 870 1970 702 0 760 0 0 

MID 4160 457 3790 1640 0 4000 0 1413 

BOT 0 457 5160 2498 0 0 0 778 

TOTAL 5620 1784 10920 4840 0 4760 0 2191 
 

Concerning cooling of the space, the conditioned supply air is distributed 

through the space below the raised doubled floor. The height of the underfloor 

plenum is 0.3 m. The supply air enters the DC space through perforated floor 

tiles in front of the IT equipment (ITE) in the cold aisle region. From there, 

most of the air is forced into the ITE by internal fans. The conditioned air is 

used for the removal of the dissipated heat from the computational processes. 

The warm air is rejected from the ITE to the hot aisle region of the DC space. 

Since no containment of the cold or hot aisles is applied in this DC, 

recirculation and bypass phenomena described in section 2.2 may occur. The 

air returned to the Computer Room Air-conditioning (CRAC) unit is taken 

from the mix of return (i.e. used) and supply (i.e. conditioned) air under the 

ceiling.  

In the physical DC, a monitoring sensor network captures the thermal and 

power processes. The DC space is monitored at 3 height levels as 

recommended by ASHRAE TC 9.9 [40]. The visualization of the temperature 

monitoring of the DC space is shown Figure 5-2. The temperature monitoring 

is visualized for 2 periods before and after application of the tested control 

algorithms.



 

 

(a) average temperatures from 

 period 6-12/8/2015 

(b) average temperatures from 

 period 6-7/1/2016  

  

  

Figure 5-2 Monitoring of DC space – average temperature from periods (a) 6-12/8/2015 and  

 (b) 1-7/1/2016 
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The cooling system consists of a single modular CRAC unit with a nominal 

cooling capacity of 40 kW. (model number: EDPAC DG40BSES [131]). The 

unit is located in an adjacent room and the conditioned air is supplied via the 

previously described underfloor air distribution. The return air is taken from 

under the ceiling via ventilation grills in the wall. In order to condition the air, 

the CRAC unit exploits a parallel arrangement of a direct expansion (DX) unit 

and a water economize. The parallel economizer bypasses the DX unit in 

periods when the outside air temperature is lower than the indoor air 

temperature. In both modes, the heat from the CRAC unit is removed by a 

water circuit that connects the CRAC unit to a roof mounted drycooler, where 

the heat is released to the outdoor environment. Alternatively, If the 

temperature potential of waste heat is sufficient, the waste heat can be stored 

and reused in a neighbouring space or building. A schema of the CRAC cooling 

system is shown in Figure 5-3. 

 

Figure 5-3 Schema of the main DC cooling system (EDPAC unit) 

The DC space is also equipped with an air conditioning (AC) system. This is a 

small split-system with 12.3 kW cooling capacity acting as a backup unit (model 
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number: Mitsubishi PSA – RP125GA [132]). This unit is located in the DC 

space and does not provide supply air via the underfloor air distribution system. 

Supply air from this unit is provided directly to the DC space from the top of 

the unit with return air entering the unit near the floor (at the bottom of the 

unit). A schema of the AC cooling system is shown in Figure 5-4. 

 

Figure 5-4 Schema of the backup DC cooling system (Mitsubishi unit) 

The monitoring of the cooling systems includes the supply and return 

temperatures measured within the overall wireless sensor network (WSN) of 

the DC space, and the overall electricity consumption measured at the main 

switchboard. A sample of the supply and return temperature data for the 

CRAC unit are shown Figure 5-5.  

Since the main system of interest is the CRAC unit, the temperatures are 

plotted for a period of three days (9/7/ -11/7/2015) when the performance of 

the CRAC unit was not influenced by the operation of the backup unit. The 

temperature fluctuation of the supply temperature is caused by the internal 

ON/OFF controller of the unit. The setpoint of the internal controller, which 

regulates the return air temperature, is set at 21°C.  
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Figure 5-5 Supply and return temperature profile of main CRAC unit for 9/7/2015 

– 11/7/2015 

 

The overall DC consumption was captured during the initial energy audit for 

the period of 22/7/2014 – 31/72014. Figure 5-6 shows the breakdown of 

electricity consumption of the individual domains: IT power, cooling power 

and power supply losses.  

 

 

Figure 5-6 Results of energy audit performed in period 22/7/2014 – 31/72014 
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5.1.2 The laboratory of renewable systems 

This section describes the renewable energy test facility sites used for the RES 

demonstration in the Genic project. It gives an overview of the experimental 

plants connected by micro grid facility, which were available for testing. The 

testing facility can physically emulate a predefined electricity load (e.g. total load 

of the DC) and thus test the combination of DC and RES systems. However, 

this testing facility can only support the power management domain. The 

testing of the overall “holistic” platform is not possible. More details regarding 

the RES laboratory are publicly available in project deliverable D5.2 [133]. 

The micro grid, located at the ACCIONA Technological Research Center in 

Alcobendas (Madrid), is a 100% renewables based power generation plant. The 

laboratory facilities can work as an isolated system, providing off-grid 

generation based on renewable energy sources using batteries for storage, and 

can also be connected to the electricity grid.  

The systems that form part of the installation are: 

• Renewable Energy Generation Systems (photovoltaic (PV) and wind 
emulator) 

• Energy Storage System (battery bank) 
• Power Converters (charger module, wind module, photovoltaic 

module and inverter module)  
• Communication and Monitoring System (with custom user interface). 

The micro grid facility is a modular system that has the ability to adapt to the 

different requirements of a given installation. Renewable energy systems and 

power storage systems are directly connected to a direct current bus, and the 

current inverter module turns it into a pure sine three-phase current. This 

inverter module is reversible, which means that it is also able to rectify from 

alternative current to direct current (i.e. the current provided by an extra 

generator), and use this rectified signal to charge the batteries under specific 

conditions.  
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The battery module is responsible for managing the charging and discharging 

of the battery bank. An installation must have at least one main battery charger 

module and, optionally, up to three secondary modules. The battery array has 

a capacity of 10 kWhel with nominal charge and discharge rates of 5 kWel. 

The inverter module generates a pure sine wave three phase voltage, with 

constant amplitude and frequency, adapting the output power to that 

demanded by the installed loads.  

The installed power can be increased by connecting up to a total of four 

inverter modules in parallel. 

The photovoltaic module manages three 15 kWel PV inputs, with an 

independent control. These inputs can be configured to operate in parallel, 

thereby obtaining a single input with a maximum power of 45 kWel. The total 

panel area of this setup is around 84 m2. 

The wind turbine module works as a converter to manage three 15 kW wind 

power inputs. These inputs can be configured to operate in parallel with two 

options: (i) the three inputs in parallel forming a single input with a maximum 

power of 45 kW, (ii) inputs 1 and 2 in parallel forming a 30 kW input and a 3rd 

independent input of 15 kW.  

The biomass plant using an Organic Rankine Cycle (ORC) is used to 

support the solar system. The boiler has a capacity of approximately 100 kWth, 

and allows a maximum temperature output of 203°C. The biomass pellets 

come from a silo or storage pit that feeds the boiler. In order to increase the 

efficiency of the system, the pilot plant has an ORC unit that is fed with the 

high temperature output of the biomass boiler. The ORC is a thermodynamic 

cycle that uses a working organic fluid (instead of water vapor) to produce 

electricity. The unit requires an input heat of approximately 80 kWth with a 

temperature range of 130 -160°C. The nominal electricity output is 7.5 kWel. 

This system is primarily designed as a heat generator, the electricity outcome, 
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used in the DC, is considered here as a by-product of the renewable heat 

generation.  

The operating principle of the system is designed to generate alternative 

current voltage from renewable energy sources. The battery charge and 

discharge status and the backup generator connection and disconnection will 

depend on the energy generated by the renewable sources and the demand of 

the DC. The baseline control strategy aims to store the surplus of the RES 

system. When the RES production is greater than DC demand, the surplus 

energy is stored in the batteries. Once the battery bank is fully charged, it is 

maintained in float status and the power generated is adjusted to meet the 

demand.  

 Measurement uncertainties in model validation and 

demonstration  

All measured data were obtained during regular DC operation. In contrast to 

laboratory conditions, a DC in regular operation presents certain limitations 

and uncertainties in terms of achieving measurements. Since measured data are 

the main input for the validation and demonstration studies, the limitations and 

uncertainties must be known before any experimentation. This section 

describes the limitations and uncertainties of the monitoring data gathered 

during the regular DC operation with additional commentary related to their 

numerical representation.  The limitations and uncertainties can be categorised 

as follows: (i) availability of measured data (ii) uncertainty of the instruments 

(iii) representation of sensor data. It should be noted that the following analysis 

is conducted from the point of view of a building energy modeller. Thus, this 

section does not include a full description of the sensor network configuration 

since this would go beyond the reasonable scope of the current PhD thesis. 

The planning, deployment and management of such a sensor network is a non-
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trivial task that requires expert knowledge and experience that cannot be 

expected from a building energy modeller. 

5.2.1 Availability of measured data  

The multi-domain “holistic” monitoring faces a challenge similar to that of the 

modelling of such a complex system as a DC. The “holistic” monitoring in 

regular operation is confronted with the large complexity of the measured 

system as well as significant financial and technical constraints. The new 

control strategies as well as the validation study of the models must be 

developed in consideration of the limited number of sensors and limited access 

for instrument installation. Monitoring of all possible processes, which would 

be necessary in an ideal “laboratory case”, is rarely possible. Moreover, 

considering the number of involved systems, the construction of such a 

laboratory is not feasible. These technical constrains are discussed below. 

Firstly, there is limited access to some components (hardware accessibility) or 

monitoring data from a system interface (software accessibility).  In some cases, 

the monitoring cannot support the required level of resolution. In such cases, 

this means that some components or their corresponding physical states 

cannot be directly measured at all. In other cases, measurements are not 

accessible without unauthorized intrusion to the system or its interface (e.g. 

temperature monitoring of the water circuit of the cooling system). 

Secondly, although many of the measured data of interest can be monitored, 

data loss during the monitoring can occur due to a sensor or a component 

failure. The DC operator or an automatic fault detection system can handle 

such a situation. However, such a dataset is devalued for validation purposes, 

since the validation assumes regular operating conditions. As an example, 

Figure 5-7 shows the monitoring of airflow of cooling units as an indicator of 

unit operation over a period of circa 1.5 months. As can be seen, using the DC 

facility as a living laboratory cannot provide the same quality and reliability as 
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laboratory measurements. During everyday operation, a real DC may 

experience outages of individual components or intermittency of sensing (e.g. 

data loss at 5-8-2015). Although, the DC facility is equipped with back-up 

systems, which can handle most of the emergency situations, collection of 

suitable data for scientific purposes is relatively challenging as demonstrated in 

Figure 5-7.  

Another limitation can be identified in sensor placement. An example of this 

limitation is that the placement of the air temperature sensors within the DC 

space must again respect the regular operating conditions even though a 

location in the middle of the space would be more representative for the 

validation study.  However, the everyday access requirements of the ITE do 

not allow for such a location. The effect of sensor placement on the sensor’s 

reliability is further discussed below in section 5.2.3. 

 

Figure 5-7 Airflow measurements of the CRAC and back up AC unit of the DC 

demo site 
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Current research must also consider that the demonstration RES system is not 

located at the same place as the demonstration DC. Generally, DC systems are 

not yet commonly equipped with a RES system. In fact, this is a great 

opportunity for the application of simulation techniques, which can emulate 

the RES system as if it were an on-site facility. At this stage of the holistic 

platform development, the virtual combining of these systems is the only 

affordable and feasible way to test the co-operation of these systems. 

From the perspective of RES model validation, the RES model is validated 

based on the available data from the RES site (located in Spain), then the RES 

model is virtually transposed to the same location as the DC site (located in 

Ireland) by changing the boundary conditions of this model. Since Building 

Energy Simulation (BES) models were usually physics-based models, the 

missing data can be partially substituted by technical specifications of individual 

components. As such, the level of confidence can be partially reached by 

comparison with relevant standards. Standards offer a constant benchmark for 

quality assessment.  

5.2.2 Sensor instrumentation uncertainties 

The sensors can be grouped based on scales, domains, or measured physical 

phenomena states according to their usage. The specific candidates for 

monitoring are described in Appendix A. Basically, the DC processes are 

characterized by power metering, temperature, mass flow, velocity and/or 

humidity monitoring. As is discussed later in this chapter, the complexity and 

the previously mentioned technical constraints do not allow for the validation 

of the virtual DC environment as a whole. Therefore, the quality of the virtual 

data centre environment is separately evaluated using individual sub-models. 

If the measurements are available, the individual sub-models are fed relevant 

measured inputs and simulated outputs are then compared with measurements. 

In fact, the measured data and monitoring uncertainties play a considerable role 
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in the validation study. The uncertainties need to be considered for 

measurements which are used as input for the sub-models as well as for 

measurements which are used as reference for simulated data. Therefore, the 

sensors utilized are briefly introduced in Table 5-2. The uncertainties of the 

measurements listed in this table are used later in the validation study. 

Table 5-2 Description of applied measurement instruments 

measured state application, referenced manufacturer 
assumed overall 

uncertainty 
sampling 
Interval 

power metering 
monitoring of DC power consumption at building 
scale with division of individual domains, Power 
Meter Diris A20 [134]  

+/- 15% 15 min 

power metering  
monitoring of IT power consumption at room 
scale (1/3rd of rack), APC PDU AP-8853 [135] +/- 10% 5 min 

temperature 
monitoring 

monitoring of the DC space including supply and 
return air of cooling devices at room scale (1/3rd of 
rack), Ametherm PANE 103395-410 thermistor 
[136], SHT11 sensor chip [137] 

+/-0,5 °C 0,5 min 

humidity sensors  
not used, humidifier control is neglected in the 
“holistic” approach and for this type of system.  
SHT11 sensor chip [137] 

+/- 3,0%RH 1 min 

air velocity  

monitoring of supply and return air velocity at 
specific areas of the cooling devices inlet/outlet 
duct 
EE575-V2B1 and EE671-V2XDKD [138] 

per sensor 
+/- (0.3m/s +4%) 
assumed for mass 

flow 
+/- 10% 

1min 

 

5.2.3 Sensor data representation  

This section discusses sensor representation versus computational node 

representation. This mismatch of the representations was mainly experienced 

in monitoring of DC space temperatures. The fundamental mismatch here is 

that the sensors always represent only a particular spot in the DC space, while 

the computational node of the applied method of a multi-nodal airflow 

network represents a zone of well-mixed air with a volume of circa 1m3. As 

discussed in chapter 4, the high-resolution model, which can represent any spot 

in the DC room, is not applicable in our case because resolution must be 

compromised due to the large scope and the requirement of dynamic response 
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within a limited time. The representation mismatch can be minimized by the 

sensor location. The placement of the sensors can significantly influence the 

representation of the sensed information.  

The space measurements can be divided into three categories according to the 

importance of the representation for control purposes: (i) supply and return air 

temperature of the cooling devices, (ii) IT inlet temperature, and (iii) IT outlet 

temperature.  

(a) (b) 

Figure 5-8 Return air temperature monitoring of (a) main cooling system (b) backup 

cooling system 

The first category concerns the supply and return temperatures of the cooling 

devices. The representation of these temperatures are crucial nodes for thermal 

control of the DC space and management of the overall cooling system. 

Therefore, these temperatures are represented by several sensing nodes, as 

shown in Figure 5-8. Specifically, the supply air of the main CRAC unit is 

measured by three nodes located in the supply duct and in the space under the 

perforated tiles. The return air of the main CRAC unit is measured by two 

nodes located in front of the return duct. The backup AC unit is monitored by 
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only one node for supply and one node for return. Generally, it can be stated 

that the air side of the cooling units are measured by a sufficient number of 

nodes, especially the main CRAC unit, which is equipped with multiple nodes. 

The computational nodes of this category are comparable with the sensing 

nodes. 

The other two categories deal with DC space temperatures related with the 

inlet and outlet of the IT equipment. The sensing nodes are attached to each 

door of racks at a height of 0.3, 0.7 and 1,4m from both sides of the racks, as 

can be seen in Figure 5-9. These nodes measure DC space air temperatures 

with a granularity of 1/3rd of rack. This deployment is recommended by 

ASHRAE [40]. The second category accounts for all IT inlet temperatures with 

the desired resolution of 1/3rd of rack. These temperature nodes are used for 

thermal control of the DC space and as an indicator of the temperature 

distribution on the IT inlet side. These sensors can be used for more advanced 

thermal strategies such as the thermal-aware computation described in  

section 2.3. 

  

(a) (b) 

Figure 5-9 Measurement setup of (a) hot aisle zone and (b) cold aisle zone 



Validation and demonstration of the virtual data centre environment 

137 

In this second category, the computational nodes of the multi-nodal airflow 

network do not truly represent the spot measurements at the rack doors. The 

computational nodes represent the bulk volume of the air in front of the racks. 

However, the spot measurements represent just one or two spots at the edge 

of the overall zone. The mismatch in the representation of the computational 

node is demonstrated in Figure 5-10, where the local effects such as stream 

barriers or attached thermal mass of the servers influence the dynamics of the 

monitored signal.  

 

Figure 5-10 Comparison of measured and simulated data for 2 spot measurements, 

Inlet of rack A2- bottom 

Figure 5-10 shows measurements of inlet air for the bottom section of one of 

the racks, specifically rack “A2” indicated earlier in Figure 5-1. This particular 

area is special because the two measured spots (A and B in Figure 5-10) are 

attached to the area, which is represented by one computational node (node 1 

in Figure 5-10). The measurements of spot “A” are strongly influenced by the 



Chapter 5 

138 

fluctuation of supply air coming from the CRAC unit. While the measurements 

of spot B, which are gathered just a few centimetres from spot A, do not 

fluctuate with such an intensity as spot A. This discrepancy between spot A 

and B well demonstrates the effect of stream barriers of supply air and the 

influence of the additional mass of rack doors, where the sensor is attached. 

However, the computational air node (node 1) represents the bulk volume of 

well-mixed air in the zone in front of the rack.  This bulk of the well-mixed air 

can be theoretically represented by averaging the measurements at spots A and 

B. This premise was confirmed by comparison of these averaged 

measurements at spots A and B (A+B in Figure 5-10) with computational node 

1, as shown in the Figure 5-10.  

The measurements at other height levels of this rack are measured only by a 

single sensor, which seemingly cannot provide complete information about the 

represented zone. However, all sensors on the inlet side are under a strong 

influence of the enormous air change driven by the main CRAC unit. The air 

is released to the DC space at a low air speed from a relatively large number of 

perforated floor tiles. Here, a relatively uniform air distribution can be 

assumed.  

Moreover, the sensors are located at the inlet side of the IT equipment. As 

known, the air exhaust is not accompanied by stream fluctuation and 

temperature changes as it is in the case of air “blowing”. Therefore, these 

measurements provide relatively good agreement with single spot 

measurements, as is demonstrated in Figure 5-11 by a comparison of simulated 

nodes 2 and 3 with measured spots C and D of the selected rack “A2”. 

In conclusion, the computational nodes at the inlet can adequately represent 

the spot temperature measurements. The simulated data and computational 

nodes are comparable with spot measurements, which are influenced by the 

main cooling devices.  
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Figure 5-11 Comparison of measured and simulated data for 1 spot measurements, 

Inlet of rack A2- middle, top 

The third category accounts for all IT outlet temperatures with a resolution of 

1/3rd of rack. These temperature nodes are not used for control purposes. They 

are used mainly for monitoring, visualization and possibly for fault detection. 

Therefore, the representation of these temperatures is less crucial. 

Even though these temperatures are not very relevant for control purposes, 

the computational method must consider the entire volume of the DC space 

and therefore must also represent these temperatures to reach overall 

convergence. However, just as with the inlet side, the zonal representation 

cannot directly represent the spot measurements. While the temperature nodes 

at the front are strongly influenced by the enormous air change and uniform 

air distribution driven by the cooling unit, the temperature spots at the back 

are under the influence of localized and fluctuating air (with different 

temperature) blowing from the internal IT fans. Many local stream sources, 

stream blockage by cables and cold air leakages around the racks (illustrated in 
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Figure 5-12) generate highly non-uniform air distribution. Such non-uniform 

air distribution cannot be truly represented by single sensor measurement for 

the entire zone.  

 

 

(a) (b) 

Figure 5-12 (a) spot measurements of hot aisle zone, (b) detailed view of server outlet 

conditions 

Thus, heterogeneous air distribution and inconsistency of representation of 

computational and measured nodes can be expected. The inconsistency of the 

representation is demonstrated in Figure 5-13, which shows the largest 

inconsistency between measured and simulated data observed in the DC space. 

This area was found in the middle section of rack “A1” (indicated in Figure 

5-1) and, because of the large inconsistency, this area was chosen as an 

example. The IT power and related heat dissipation of this IT box is 0.95 kWel. 

Demonstrating that the measurements are not fully representative can be done 

simply by applying the calorimetry equation [120]; with the measured 

temperature difference of circa 1°C, the theoretical air flow through this IT 

box would be 3400 kg h-1, which is unrealistic. 
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Figure 5-13 Comparison of measured and simulated data for inlet and outlet 

temperature of rack A1 – middle 

Looking at the location of the spot measurements, this outlet temperature is 

measured at the edge of the rack, where the outlet air is likely blocked by some 

barrier. Moreover, this specific location is in front of the backup unit in 

operation, and thus there is strong probability of cold air leakage. As such, the 

spot measurements cannot be representative of the bulk volume behind the 

rack. 

 

Figure 5-14 Comparison of measured and simulated data for inlet and outlet 

temperature of rack A3 – middle 

Typically, the difference between simulated and measured data is not that 

significant, which means that these measurements are less influenced by the 

mentioned negative effects, especially cold air leakage. The typical 
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representation is demonstrated in Figure 5-14 by the middle section of rack 

A3, where the values are in relatively good agreement. The IT power related 

with this IT box is 0.52 kWel.  

Besides the inconsistency of the temperature representation, Figure 5-13 and 

Figure 5-14 also demonstrate the effect of the additional thermal mass of the 

IT equipment. While the inlet temperature fluctuates considerably, this 

fluctuation is significantly reduced at the outlet side, where the air exits the 

zone of the IT box.  

To summarize, there exists a risk that the spot measurements at the back of the 

rack cannot always represent the bulk volume of air behind the racks. In other 

words, such spot measurements do not fully support the computational 

resolution of the applied method. In order to improve the validation study, 

multiple spot measurements in the free space (e.g. attached on temporary 

stands) would be required. However, such a measurement setup was not 

compatible with the regular operational conditions of the DC. Even though 

the temperatures at the back of the rack cannot be fully validated due to limited 

measurement placement, the simulated temperatures are still provided to the 

wider tool-chain, mainly for visualization purposes.  

Apart from the validation study, the comparison can be still valuable in order 

to give a recommendation for sensor placement. Since these temperature nodes 

are not used by the control algorithms and the representation of the spot 

measurements is questionable, reduction of the temperature nodes of this 

category can be recommended. The hot aisle region can be monitored via 

temperature sensors located at the top position and located at the middle of 

the rack (not at the edge) in order to avoid possible leakage from the cold aisle. 

Preferably, sensors can be attached in such a way to allow them to reach a larger 

distance from the rack’s door to the free space of the hot aisle in order to 

reduce the effect of the local streams and blockages. Such a location should 
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better represent the average temperature of the relevant hot aisle section, while 

satisfying the regular operating conditions such as easy manipulation of the 

housed IT. Therefore, the resolution of 1/3rd rack recommended by ASHRAE 

seems overly conservative for the hot aisle monitoring.  

 Validation and demonstration studies  

Before the virtual DC environment is applied in the wider simulation-tool 

chain, the simulation models are configured based on the demonstration case 

study, and then a series of stand-alone tests is performed to demonstrate the 

capability of the model. While standards do exist that offer recommendations 

regarding the common level of acceptance of a model, for example see Coakley, 

et.al [139], in general, the level of acceptance and criteria of confidence are 

always related to the simulation purpose. As such, ultimately, there is no 

uniform guideline for the validation and demonstration of simulation models 

and these criteria are highly case-dependent.  

In our case the criteria of confidence of the virtual DC environment must be 

agreed at the greater consortium level. The confidence criteria for our 

application are not only given by an absolute fit to measured data, as is usually 

the case for prediction models used in model-based control algorithms of 

individual components or single domains; the virtual DC as a multi-domain 

testing environment should also ensure that the following three conditions can 

be met: (i) the model results are still realistic for the expected range of inputs 

(not only for the measured dataset); (ii) the virtual DC environment represents 

the real monitoring format; and (iii) the virtual DC environment is able to 

realistically represent different configurations of the DC to allow different 

variations of testing (e.g. representation of full occupancy of the racks or 

representation of DC and RES system at the same location, etc.). The 
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validation and demonstration studies are important for the communication 

with external algorithm developers. 

Naturally, the validation of the entire virtual DC system as a whole is not 

feasible due to its large complexity and to the limitations and uncertainties 

discussed in the previous section. The validation and demonstration study is 

decomposed according to individual sub models acting at related scales. 

Specifically, the individual models are manually calibrated and compared with 

available monitoring data from demonstration sites, or at least compared with 

relevant standards or technical documentation of modelled systems. The 

automated calibration, which would likely improve the overall fit, was not 

feasible due to the given time constraints originating from the planning of the 

overall Genic project.   

This section is divided into validation and demonstration of the DC space 

model at the room/rack scale (section 5.3.1), DC infrastructure model as an 

electricity demand at the building scale (section 5.3.2), and demonstration of 

integrated RES model as part of on-site DC infrastructure (section 5.3.3). The 

validation and demonstration studies address the processes from scales of 

rack/room to building/district. Special interest is paid to DC space modelling 

at the mid-level of resolution, since this topic is a new addition for the BES 

community.   

5.3.1 Validation and demonstration studies at rack/room scales 

The validation and demonstration study of the DC space and IT model at 

room and rack level aim to capture the air temperature distribution within the 

DC space and provide a full representation of the sensor network shown in 

Figure 5-2 above. This validation and demonstration study contains three 

main steps: (i) evaluation of the model performance, (ii) demonstration of the 

capability to represent the required format of real temperature sensor 

network, and (iii) demonstration of the DC space model. 
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Input data for validation and demonstration 

The validation and demonstration studies are supported by two different 

measured datasets of a 6-day period. The datasets are denoted as the 

“calibration” dataset, which is used for manual calibration, and the “validation” 

dataset, used for a cross-check of the model performance. The calibration 

dataset was measured in the period from 6-8-2015 to 12-8-2015 and the 

validation dataset from 1-1-2016 to 7-1-2016. 

 

 

Figure 5-15 Schema of the monitoring of the DC space  

 

 The measured data consists of (i) IT power metering per 1/3rd of rack, (ii) 

temperature sensor network monitoring of the DC space including air side of 

cooling devices and (iii) airflow (multiple air velocity nodes) measurements of 

cooling devices. The schema of the process of the DC space model validation 

is shown in Figure 5-15. The input variables to the model are CRAC and AC 

supply temperature and total IT power load, shown in Figure 5-16 for both 
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datasets. The uncertainties of the measurements listed in Table 5-2 in section 

5.2.2 are depicted as grey areas around the measured data.  

(a) calibration dataset (b) validation dataset 

  

Figure 5-16 Model input for (a) calibration and (b) validation dataset 

It should be noted that the validation dataset was gathered during a period of 

experimentation in thermal management, when the DC environment was 

operated with setpoints for return air temperature that were 3°C higher than 

previous operational conditions. In fact, having these two slightly different 

datasets serves to strengthen the validation process since the validation can be 

carried out for more than one condition. The cooling devices provides constant 

airflow during their operational hours. The airflow has been measured and can 

be approximated at 12000 m3 h-1 for the CRAC unit and 2900 m3 h-1. These 

values are also in agreement with the technical specification sheets of these 

units [131], [132]. 
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The higher-level resolution model of the DC space requires the IT power with 

a granularity of 1/3rd of a rack. The measurements are provided with the 

required granularity. The measured IT power distribution per 1/3rd of rack is 

shown in Figure 5-17. This distribution is fairly constant during both of the 

measured periods.  

 

Figure 5-17 Input: IT power distribution per 1/3rd rack 

Validation of the DC space model at higher mid-resolution  

The DC space model including ITE models are validated by qualitative 

comparison of the measured and simulated data, while the measured supply 

temperatures, airflows and IT power metering are input to the DC space model 

as substitution of the inputs from the cooling and the power supply sub-

models. The data from the temperature sensor network are compared with 

simulated data and the error is quantified. In this validation and demonstration 

study, absolute and relative errors are used to assess the performance of the 

model. The absolute error is defined as the difference between the measured 

and simulated data. The relative error is represented by the coefficient of the 

variance of the root mean square error. This metric was selected as suitable 
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based on a review conducted by Coakley et al. [139]. The coefficient of the 

variance of the root mean square error (RMSE) is defined in equation 5.1. 

Firstly, the calibration dataset was used for the calibration process. The 

calibration aims to reduce the error primarily for the return air temperature of 

the cooling devices while also taking all inlet IT temperatures into account. 

Thus, two categories of outputs were defined as subjects of the calibration: 

• Category 1.- Cooling devices (i.e. CRAC & AC units) return air 

temperature, higher priority 

• Category 2.- Racks inlet air temperature, lower priority 

Also, the IT outlet air temperatures, previously denoted as category 3, are 

shown in the results, even though it was found that there was a risk that the 

measurements are not representative for these computational nodes. These 

temperature nodes are still analysed for model demonstration. Regarding 

calibration, the following parameters were manually tuned in order to maximise 

the efficacy of the model in terms of temperatures of categories 1  

and 2:  

• Effective thermal capacity of the zones (time-response) 

• Airflow through IT boxes (1/3rd of rack) in a realistic range (100-300m3h-

1kWIT-1 per server) [20, Ch. 2], [95] 

• Setting of boundary conditions of the associated zone with the AC unit 

(pressure coefficient of the power law) in order to characterize the stream 

effect of the atypical air distribution. 

Secondly, after the iterative process of the manual calibration, the performance 

of the calibrated model was cross-checked against the validation dataset. 

(5.1) 
CV(RMSE)=

L∑ (xref-xsim)2nr
t=1

nr
x�ref
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The measured and simulated data were compared and the absolute and relative 

error (coefficient of variance) was evaluated. The results of the validation study 

depict the performance of the calibrated model for both calibration and 

validation datasets. The comparison of simulated results from the calibrated 

model against the monitored data extracted from the demonstration DC are 

shown in Figure 5-18. Specifically, this figure shows a comparison of return air 

temperature of cooling devices i.e. CRAC and AC units (category 1) including 

the uncertainty range related with measurements. The detailed overlook of this 

comparison is also shown in Appendix C. 

 (a) calibration dataset (b) validation dataset 
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Figure 5-18 Comparison of measured and simulated return air temperature of cooling 

units (CRAC and AC unit) for calibration and validation dataset including 

uncertainty range of the measurement instrumentation 
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This figure shows good agreement in terms of dynamic response of return air 

temperature. The shown temperature variation reacts very similarly to the 

heavy fluctuation of input supply air temperature. An average bias of up to 1°C 

can be observed from the measured data. Considering the uncertainties arising 

from the sensing of measured inputs and from the sensing of referenced data, 

there is an overlap of the uncertainty regions and the error cannot be stated 

with certainty. 

 (a) calibration dataset (b) validation dataset 
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Figure 5-19 Absolute error of simulated return air temperature of cooling units 

(CRAC and AC unit) for (a) calibration and (b) validation datasets including 

uncertainty range of the measurement instrumentation 
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Thus, Figure 5-19 shows the absolute error (xref – xsim) between monitored (xref) 

and simulated (xsim), including the range of uncertainty, indicated by the red 

regions, combined from both sources of sensing. The error line indicates the 

absolute fit of the model. There is a visible mismatch, which is likely due to 

different initialization conditions of the model. The initialization setting for all 

temperature nodes is 20°C. 

This process is repeated for all temperature nodes in the DC space for both 

training and validation periods. An example of a detailed comparison of 

selected nodes was already shown in section 5.2 above. To recall the conclusion 

form that study, the velocity and temperature distribution is not modelled in 

detail and the resolution of the DC space model is compromised due to the 

desired holistic purpose. The temperature distribution within the relatively 

large computational zones cannot always be assumed to be uniform Thus, 

some validation results depend on sensor positioning, which may not 

necessarily represent the computational zone. 

A complete evaluation of the error for all nodes is shown in Figure 5 20. The 

same analysis of temperature errors was repeated for the validation dataset. The 

evaluation of error for the validation period is shown in Figure 5 21, where 

absolute and relative error (coefficient of variance) are depicted. The results 

include the uncertainties related with measurement instrumentation 

represented by the error bars. The same analysis of temperature errors was 

repeated for the validation dataset. The evaluation of error for the validation 

period is shown in Figure 5-21. It transpired that the calibrated DC space 

model performed similarly for the validation dataset, where the input supply 

temperature of the CRAC unit was higher by 4°C due to a change of the return 

air temperature setpoint from 21°C to 25°C. Also, the backup AC unit supply 

temperature setpoint was increased from 14°C to 16°C. 



 

 

 

 

 

 

Figure 5-20 Evaluation of absolute and temperature error of the DC space model, 

 calibration period 
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Figure 5-21 Evaluation of absolute and temperature error of the DC space model,  

validation period
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The problem of modelling the local air of the AC unit remains. In fact, this 

problem can be observed in the high error of the mid inlet node of the rack 

A2. The relatively high error can be explained due to the temperature at this 

node being underestimated because of buoyancy effects. The measured data 

provides evidence that the cold air released from the backup AC unit at the top 

level loses momentum around this spot and it has a tendency to descend to the 

mid-level. These effects cannot be truly captured at the selected level of 

modelling resolution.  

However, the overall error evaluation still shows that the model performs 

well, and it can be concluded that the DC space model is able to represent the 

real DC space (even including uncommon arrangements of the AC unit) with 

acceptable relative errors according to published standards.  

Demonstration of the DC space model at higher mid-resolution 

As introduced in the beginning of this chapter, the absolute fit is not the only 

criteria of confidence. An important part of the confidence criteria is the 

ability to represent the data format of the sensor network. This capability of 

the model is demonstrated in Figure 5-22. The measured data (shown also in 

Figure 5-2) and interpolated visually between the computational nodes are 

plotted in a single figure for bottom, mid and top level, and also for plenum 

level where the air is returned to the CRAC unit. The measured nodes are 

denoted by coloured dots that relate to spot temperature measurements. The 

computational nodes are denoted by black crosses in the computed 

visualization of temperature distribution for the calibration and validation 

datasets.  

The detailed model demonstration, performed for various settings of cooling 

device and workload, can be found in Appendix C. This study indicates that 

workload utilization can have an equal influence on the thermal behaviour of 

the DC space as the control aspects of the cooling system (i.e. supply air 
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temperature and supply airflow levels). Therefore, the workload level and 

cooling settings should be carefully balanced in order to achieve the optimal 

performance. 

(a) calibration dataset (b) validation dataset 

  

Figure 5-22 Measured nodes versus simulated and interpolated temperature 

distribution 
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5.3.1 Validation and demonstration studies at building scale 

The validation and demonstration studies at the building level are focused on 

the lower-resolution space model and cooling system. 

Validation of the DC space model at lower mid-resolution 

The validation of the lower resolution model is briefly discussed. To reiterate, 

the model consists of five zones: Underfloor, Cold aisle, Rack, Hot aisle and 

Upper plenum zone. These zones represent the whole DC space. This model 

was not selected for application in the wider simulation tool chain, because it 

does not satisfy the resolution requirements of modern thermal management. 

In our case, this model was used for yearly evaluation of the HVAC and RES 

systems acting at building scale. This model is more convenient for such a 

demonstration due to its low computational demand. Since this model is 

therefore of less significance, the validation study is only briefly elaborated. 

This model is designed mainly for representation of the DC including the 

underfloor air distribution. Therefore, a period when only the main CRAC unit 

was in operation was chosen for the validation study. Based on the airflow 

measurements of the CRAC and back-up AC unit of the DC demo site, shown 

in Figure 5-7, this period occurred on 9-7-2015. This period was selected for 

the validation study.  

This model requires the definition of constant air distribution efficiency of the 

DC environment. In our case the air distribution efficiency is represented by 

the SHI [140], which needs to be obtained from measurements of the space or 

from the high-resolution model. The model was calibrated in terms of (1) 

effective thermal capacity of the zones (time-response), and (2) airflow through 

IT boxes (1/3rd of a rack) in a realistic range (100-300m3h-1kWIT,el-1 per server) 

[20, Ch. 2], [95].  

The input data for this validation study are temperature, measured airflow and 

measured power consumption of the IT equipment. As we could see in the 
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previous validation study, the airflow and IT power are fairly constant. Similar 

results were observed for this period. The airflow was stated at 12 000 kg h-1 

and IT load fluctuated in the range of 9 to11 kW. The input supply temperature 

is shown in Figure 5-23 together with measurements of the underfloor space 

and CRAC return temperature. Figure 5-23 also shows the simulated 

temperatures for the underfloor zone and upper plenum zone.  

 

Figure 5-23 Comparison of measured and simulated supply and return temperature  

 

In this case of the low-resolution model, the computational nodes represent 

numerous measured spots. The range of measured temperatures assigned to 

the particular computational node can be understood as the uncertainty of the 

representation. Similarly, as in the previous section, the uncertainties of 

representative temperature for individual zones are visualized as areas around 

the plotted curves. The uncertainties are more noticeable for the measurements 

of cold and hot aisle depicted in Figure 5-24. These regions are measured by 

18 sensors. The measurements show that a single zone is represented by a large 

spread of temperatures. Figure 5-24 shows the average temperature of the cold 

and hot aisle region and their simulated equivalents.  
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Figure 5-24 Comparison of measured and simulated cold and Hot Aisle temperatures 

The absolute and relative errors between measured and simulated temperatures 

are depicted in Figure 5-25. It is worth noting that although the overall error is 

relatively small, the uncertainties of the representation are large, especially for 

cold and hot aisle regions. This representation is given by heterogeneous air 

distribution of cold and hot aisle regions, where each computational node 

represents the average of measurements obtained from numerous temperature 

sensors.  

 

Figure 5-25 Average of absolute and relative error of the lower resolution model 
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To conclude, the lower resolution model can sufficiently represent the return 

air temperature for any analysis at building level (e.g. cooling device or power 

delivery model). The advantages of this model are that it is easy to manipulate 

and is resizable. The lower resolution comes with less computational demand, 

which is suitable for long-term (e.g. yearly) analysis. Obviously, the lower 

resolution does not allow for the analysis of the DC space. The other 

disadvantage is that the fine calibration of the model requires the support of 

the high-resolution model in order to define the air distribution efficiency. 

Otherwise, this factor can also be estimated based on literature (e.g. Fakhim at 

el. [141]).  

Validation and demonstration studies of the cooling and power 

delivery models 

The cooling system and power delivery system is supported with fewer 

measurements than the previously studied DC space due to the discussed issue 

of data availability. The validation and demonstration study is supported by 

temperatures gathered from the already mentioned DC space measurements 

and the energy audit performed between 22/7/2014 – 31/7/2014. The energy 

audit provides measurements of the total DC electricity, which are broken 

down according to the individual items. The validation and demonstration 

study could not be performed to the same extent as in the previous case, mainly 

due to limited access to data from the cooling system (e.g. rejecting circuit and 

drycooler). The model was set based on the technical specification sheet of the 

individual unit [131], [132]. The thermal performance of the cooling system for 

the air and water sections is demonstrated for a typical summer and winter day 

in Figure 5-26 and Figure 5-27.  

The simulation for a typical summer day demonstrates the identical on-off 

behaviour, which was observed in the DC site measurements (Figure 5-5, 

section 5.1.1).



 

 

(a) Typical summer day (b) Typical winter day 

  

Figure 5-26 demonstration of return and supply air temperatures of the CRAC unit 

for typical (a) summer and (b) winter day  

 

(a) Typical summer day (b) Typical winter day 

  

Figure 5-27 demonstration of inlet and outlet water temperatures of the CRAC unit 

for typical (a) summer and (b) winter day  
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The internal on-off control of the compressor unit affects temperatures in the 

heat rejecting circuit at the water side of the unit, which is in the expected range 

of 35-40 °C. The typical winter day, in which the compressor unit is bypassed, 

demonstrates the activation of the economizer mode. The variation of 

temperatures of the heat rejecting circuit, in the range of 3-10°C, are caused by 

weather conditions at the drycooler. Like the compressor unit, the economizer 

is controlled in an on-off fashion. 

The performance of the electricity demand is supported by the energy audit 

data. Examining the energy audit in more detail, a comparison of the energy 

demand measured [133] and the simulated results is shown in Figure 5-28. The 

measured data corresponds to the period between 23/7/2014 and 29/7/2014. 

Overall, as can be seen from the figure above, the simulated results are 

proportionally in agreement with the measured data extracted from the audit. 

 (a) Measured power profile  (b) Simulated power profile 

 

Figure 5-28: Breakdown of Energy demand for C130 DC, (a)measured and (b) 

simulated  

The study is strengthened by a comparison between the power usage 

effectiveness (PUE) indicator of measured and simulated data for the demo 
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DC for a ten-day period of the energy audit. This comparison is presented in 

Figure 5-29. The figure gives an important indication regarding DC utilization 

and the design and efficiency of the operational infrastructure. The DC 

utilization during the observed period was mostly in the range of 30% or 9 kW 

(lower boundary) to 44% or 13 kW (upper boundary). For these values, the 

PUE for measured data ranged from 2.15 – 3.11 and, for simulated data, from 

2.51 – 3.11. It is also important to highlight that under design conditions and 

100% or 30 kW of utilization, the PUE of the demo DC should be 1.6. 

 

Figure 5-29: Power usage effectiveness based on measured and simulated data for a 

measured period  

Although the agreement between simulated and measured results is clear, the 

measured values still have a larger spread than the simulated results. This might 

be due to the operation of the small AC unit. This unit has a nominal power 
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of 2 kW. While it was assumed to be in continuous operation in the model, it 

was found that this was not always the case. The difference can be also 

explained by differences of the outside temperature, where weather data of a 

typical year were used for the simulation.  

5.3.1 Demonstration study at the building/district scale 

This study demonstrates the performance of the presented RES model as on-

site facility of the DC model. The RES model was developed and validated in 

the RES lab by an external expert (Acciona). The validated model was then 

integrated into the internal structure of the overall virtual DC environment.  

To reiterate, the case-study facilities, of which the universiy DC is located in 

Ireland and the RES laboratory in Spain, were modeled to form the virtual DC 

environment. While, in reality, they are not physically connected, assesments 

of the DC energy demand versus RES supply are possible through simulation 

tests. The performance indicators of interest are the on-site energy fraction 

(OEF) and on-site energy matching (OEM) indicators [142]. OEF indicates the 

proportion of the load covered by on-site generated renewable energy, while 

OEM indicates the matched proportion of on-site generated renewable energy 

that is used in the load rather than being exported to the grid. These two basic 

indices are selected to analyse the mismatch between the energy demand and 

supply sides 

To demonstrate the functionality of the virtual DC environment and to assess 

the performance of on-site energy, a scenario, which represents the real power 

supply system for both locations in Spain and Ireland (as on-site facility) is 

considered. This scenario is presented for January (typical winter month), July 

(typical summer month) and annual evaluation using OEF and OEM factors  

This scenario analyses the on-site energy supplied by the demonstration sites 

of project Genic. The power supply model included in the wider structure of 

the virtual DC environment was simulated with typical meteorological data for 
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Cork, Ireland and from Seville, Spain. The power supply system acts as it was 

integrated on-site of the demonstration DC. Such a setup is used later in the 

computational experiments presented in Chapter 6.  

 (a) Situated in Cork (b) Situated in Seville 
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Figure 5-30 Power demand coverage using bespoke RES system for summer and winter 

period situated (a) Cork, Ireland (b) Spain, Seville,  

Figure 5-30 shows typical power demand coverage using bespoke RES systems 

(PV, Wind, and Biomass production) for winter and summer periods. The left 
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side demonstrates the situation in Cork, Ireland, while the right side 

demonstrates the situation in Seville, Spain. The yearly evaluation of OEF 

reveals that the bespoke RES system can cover only 25,7% and 27,9% of the 

DC demand for Cork and Seville, respectively. From which, most of the on-

site RES production is supplied by the biomass plant. Considering only PV and 

wind, the demand coverage is 2,4% and 5,3% for Cork and Seville, respectively. 

Since the fraction of the on-site RES production is relatively low, all energy 

production is used on-site to cover the DC demand, and thus OEM is always 

100%. The monthly evaluation of OEF and OEM is shown in Figure 5-31. 

(a) Situated in Cork (b) Situated in Seville 

 

 

Figure 5-31 Monthly evaluation of power demand coverage using bespoke RES system 

situated (a) Ireland, Cork (b) Seville, Spain  

In summary, the RES model was modelled and validated based on the RES lab 

in Spain by an external partner. This model was successfully integrated into the 

wider framework of the virtual DC environment. The performance of the 
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system was demonstrated through yearly evaluation of the onsite energy 

fraction and the onsite energy matching for the given case study.  

In general, it can be concluded that there is an essential mismatch of power 

density between demand and generation. With the given configuration and the 

location in Ireland, the relatively large on-site RES system (e.i. 84m2 of PV area, 

small-scale wind turbine and biomass power plant) could only satisfy 25,7% of 

the concentrated DC demand (e.i DC floor area of 40m2), of which only 2,4% 

were satisfied by PV array and small-scale wind turbine. The rest is covered by 

the biomass power plant. 

 Concluding remarks  

The main aim of this chapter was to validate and demonstrate the virtual DC 

environment. To this end, a case study was conducted in which a virtual DC 

environment was used to represent a real bespoke DC located in Ireland and a 

real RES laboratory located in Spain. This virtual DC environment was able to 

represent different configurations within the DC, which in turn allowed for 

variation in testing of the key variables and performance indicators of interest. 

Ultimately, it was essential here to determine if the generated results were 

realistic for the expected range of inputs. In terms of analysing the results, the 

results generated from the virtual DC environment were compared with 

measurements taken during the regular operation of a real DC. Therefore, the 

first step in the analysis was to determine whether there were any limitations in 

terms of the measurements taken. In order to do so, the monitoring data from 

the real DC were analysed. The sensors were placed wherever possible in the 

DC to measure power usage, temperature and massflow. These measurements 

were used in comparison with the generated results from the virtual DC 

environment. The following three limitations regarding measurements were 

identified: 
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• It was discovered that some of the spot measurements regarding DC space 

and ITE modelling were not fully representative of the computational 

nodes. This was particularly evident for the nodes at the temperature 

measurements of the outlet side of the racks. In brief, the main reason for 

this finding was the identified mismatch between spot measurements, 

which are affected by local stream sources and blockages, and 

computational nodes, which represent larger volumes of the DC space. 

However, it was ultimately discovered during the development process 

that the tested management strategies do not require this information for 

any control purposes. The temperatures at the inlet sides of racks and at 

the return to the CRAC unit are affected by massive air-change of the 

CRAC unit. In fact, these spots were found to be generally less sensitive to 

sensor placement and could represent larger volumes of space. Therefore, 

it was concluded that the computational nodes can suitably represent the 

spot measurements.  

• In terms of the cooling and power delivery system models, it was found 

that the number of sensors that it was possible to place in the real DC was 

insufficient for validation. The available sensors did not provide 

measurements at the required resolution. Therefore, numerical 

comparison could not be used to demonstrate all of the model outcomes. 

While the measurements did support numerical comparison at the building 

level in terms of total electricity demand of individual domains, other 

outcomes could only be demonstrated based on standard ranges and 

common sense. 

• Technically, one limitation regarding the power supply model is that it was 

not possible to access the underlying data due to the confidentiality 

restrictions of the specialist project partner. However, the given power 

supply model was accompanied by a validation study [143] that provided 
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the RES measurements derived from a real lab in Spain. As such, the model 

can be integrated into the overall structure of the virtual DC environment 

with confidence. 

After considering the above limitations, next the focus turned to the validation 

and demonstration of the virtual DC performance through the comparison of 

results. It is important to note here that the quality assurance was complicated 

by two key factors: (1) the large scope of the modelling; and (2) measurements 

were taken during regular DC operation, which means that the modelling 

resolution was compromised, and that the availability of data monitoring was 

not ideal with respect to regular operation. Therefore, the validation and 

demonstration of the virtual DC environment had to be decomposed and a 

number of sub-models had to be assessed in order to facilitate the validation 

of the results. The results of particular interest relate to the following three 

groups of sub-models: DC space and ITE model; cooling and power delivery 

model; and, power supply model. 

In order to be able to cover a wide range of testing possibilities, two models 

for the DC space and ITE were developed and validated. These are denoted as 

the high-complexity and low-complexity models. For both of these models, 

errors, including the uncertainties of the sensor measurements, were quantified 

between the generated results and the measurements from two DC datasets: 

one for summer and one for winter.  

• The high-complexity model represented the DC space by using 240 

computational nodes, of which 38 represented the spot measurements of 

the real temperature sensor network. The errors of the temperatures at the 

return to the cooling units (2 nodes) were quantified as falling in the range 

of 0.3 to 1°C with an uncertainty of +/- 0.5°C, which translates to a relative 

error (CVRMSE) of approximately 5%. The errors of the temperatures at 

the inlet of the racks (18 nodes) were quantified as falling in the range of 
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1-3°C with an uncertainty of +/- 0.7°C, which translates to a relative error 

(CV(RMSE)) of approximately 11%. The errors of the temperatures at the 

outlet of the racks (18 nodes) were quantified as falling in the range of 1-

6°C with an uncertainty of +/- 0.7°C. It is important to note that for some 

nodes, the relative error exceeded 20%. The results of the first two 

categories can be viewed positively, since they are in accordance with 

industry standards [144], [145]. In the third category, the comparison with 

the measured data is limited due to the aforementioned misrepresentation 

of spot measurements and computational nodes.  

In conclusion, the high-complexity model of DC space satisfied the 

requirements of resolution of other external partners because it enabled 

thermal analysis at rack level, which was not possible with the presented 

low-complexity model. Furthermore, the quality of the generated results 

was deemed sufficient by the external partners.  

• The cooling and power delivery model is validated in terms of total cooling 

electricity demand. The performance of the model was in agreement with 

the performance of the real DC. This agreement was evident since both 

the measured and simulated data for the PUE were in the range of 2.15 to 

3.11. In contrast to the DC space model validation, the detailed numerical 

comparison with measured data was not feasible for the cooling and power 

delivery system due to limited possibility of measurements at the 

component level. For instance, the quality assurance of the thermal 

behaviour of the cooling system relied largely on demonstration of the 

cooling system because access to measured data was limited. Nevertheless, 

the simulated data were in the expected range given by standards and 

technical sheets [94], [131], [132]. It can be concluded that the presented 

physics-based model, built mainly based on technical sheets, demonstrated 

realistic energy behaviour  
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Finally, this chapter provided a demonstration of one way of approaching 

validation and demonstration as one step within the proposed testing 

workflow. Wherever possible, measurements were taken and errors in the 

simulated results of the virtual DC environment were quantified. Where it was 

not possible to gather all required measurements, the performance of the 

virtual DC environment was demonstrated by determining that the simulated 

results fell within expected ranges that were derived from known standards and 

regulations. 

Despite the small gaps in measured data, due to the large scope of the study 

the quality of the virtual DC environment was found to be satisfactory and 

capable of achieving its given purpose. The presented validation study was 

reviewed and verified by external partners from practice and academia within 

the Genic project. Finally, it was agreed by all involved parties that the virtual 

DC environment can be used for testing prior to the installation of the control 

platform in the real DC. It is important to note that the virtual DC environment 

is never meant to control the real DC processes. It is simply meant to emulate 

these processes for testing purposes.  

 



 

 

 Execution of  computational experimentation 

 for commissioning of holistic data centre 

operation 

Chapter 6 demonstrates the usability of the virtual data centre (DC) 

environment for the given application, where the virtual DC is used for testing of 

externally developed algorithms. Thus, in the second set of computational 

experiments, the virtual DC environment, which was validated and is discussed 

in the previous chapter, is connected to the wider simulation tool-chain to enable 

the interactive communication with the external algorithms. The simulated outputs 

are provided as “virtual monitoring”. This virtual monitoring is subject to the 

same “monitoring uncertainty” as the real measurement instruments. While the 

tested multi-domain algorithms operate the virtual DC environment, the simulated 

performance data from the virtual DC environment are collected. The recorded 

results from these experiments are analysed and discussed. The impact of the 

external control algorithms on the DC energy use is always compared with the 

simulated baseline, characterised by conventional DC management. 

 Computational experiment definition  

6.1.1 Testing process of the external algorithms 

To reiterate, the virtual DC environment, developed and validated in this 

research, is integrated into the wider simulation & communication tool-chain 

developed within the framework of the Genic project. The simulation & 

communication tool-chain allows the dynamic communication between 
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various entities, individual control algorithms and development support tools, 

and also acts as an interface for physical devices in real experiments.  

All results presented hereunder were gathered from the interactive closed-loop 

testing of external control algorithms. The presented testing was performed for 

typical summer and winter seasons with a simulation period of 14 days. The 

control process was recorded, analysed and evaluated based on data generated 

by the virtual DC environment. It is important to understand that Building 

Energy Simulation (BES) specialists, which are in the role of testers here, often 

have very limited understanding of the internal workings of the tested 

algorithm due to a lack of knowledge in a particular field or to a developer's 

confidentiality. By using the mentioned communication framework, no internal 

information is generally required since the I/O specification is sufficient for 

any testing. Amongst other things, the communication framework allows the 

closed-loop testing using the virtual DC environment as a tool to support 

development.  

 

Figure 6-1 Simulation & communication tool-chain for the simulation-based closed-

loop testing: tested modules and virtual testbed 
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The virtual DC environment provides virtual monitoring feedback and 

evaluates performance of the tested algorithms under conditions very similar 

to those used in real operation. Since the understanding of the tested algorithm 

may be limited, the design of computational experiments and discussion of 

subsequent results should always be conducted in consultation with the 

algorithm developers.  

The closed-loop testing configuration of the computational experiments 

including relevant developers are shown in Figure 6-1. In this chapter, the 

testing procedure of individual modules is presented in stages relating to those 

shown in Figure 6-1. First, the results regarding workload management are 

presented followed by the results of the combined workload and thermal 

management, and finally the results of power supply management considering 

the performance of other previously tested management blocks.  

The involved platform modules: 

In these experiments, the external modules involved in the testing are a subset 

of modules required for regular operation, which are workload management, 

thermal management, power supply management and supervisory 

management. The supervisory management operates at a higher level of the 

control platform architecture and it does not directly communicate with either 

the real or virtual DC environment. 

• The workload management encompasses a subset of modules such as 

workload allocation, short-term workload prediction and server 

configuration service.  

• The thermal management encompasses a subset of modules such as 

thermal actuation and short-term thermal prediction 

• The power management encompasses a subset of modules such as power 

supply actuation and short-term power prediction (if applicable) 
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• The supervisory management, which is mainly responsible for demand 

versus supply energy matching and related economic and ecological 

outcomes of the DC, encompasses a subset of modules such as supervisory 

intelligence module, long-term power and thermal and workload 

predictions.  

• The virtual DC environment, weather, grid data and workload generators 

represent the testing environment. 

For more detailed information on the characteristics and functions of these 

modules refer to related published material [60], [146]. Table 6-1 shows the 

tested configurations of multiple external algorithms. The computational 

experimentation is further focused on individual workload management, 

thermal management and power supply management developed by external 

partners and briefly described hereunder.  

Table 6-1 Settings of platform configuration for all presented computational 

experiments  

setting 
ID.: 

workload management thermal management  power supply management 

{1}  no consolidation constant setpoints (21˚C) no on-site RES  

{2}  
consolidation:   ITE 

consumption priorities constant setpoints (21˚C) no on-site RES  

{3}  
consolidation:  thermal 

priorities 
variable setpoint (18-25˚C) 

(room level control) no on-site RES  

{4}  
consolidation:   ITE 

consumption priorities 
variable system setpoints 

(system level control) no on-site RES  

{C1} 
consolidation:   ITE 

consumption priorities constant setpoints (25˚C) no on-site RES  

{C2} 
consolidation:   ITE 

consumption priorities 
cold aisle containment  

constant setpoints (21˚C) no on-site RES  

{5} 
consolidation:  thermal 

priorities 
variable setpoint (18-25˚C) 

(room level control)  on-site RES; surplus 

{6} 
consolidation:  thermal 

priorities 
variable setpoint (18-25˚C) 

(room level control) 
on-site RES; supervisory 

strategy 
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Workload management experiments 

The tested workload management manipulates IT workload, represented by 

virtual machines (VMs), in order to firstly ensure service-level agreements 

(SLAs) and secondly to reduce the IT equipment (ITE) power demand. The 

reduction of ITE power demand is achieved through a process in which the 

workload is consolidated and migrated to the preferable ITE within the ITE 

cluster. The energy savings mainly result from setting unused servers to standby 

mode. Thus, the idle power of ITE is saved.  

The aim of the computational experiments presented here is the testing of the 

workload allocation algorithm with the following settings: 

• Workload Allocation without the migration of VMs (baseline) 

• Workload Allocation with the migration of VMs to minimize ITE power 

• Workload Allocation with migration of VMs according to thermal 

preferences 

The first setting of workload allocation is the baseline setting of workload 

allocation without any possibility of dynamic VM migration. Such a workload 

management is currently used in most DCs [27],[147]. Using this setting, the 

IT tasks are allocated to the ITE according to the available computational 

capacity at the time of arrival of each IT task. Each IT task is processed by the 

same ITE, which is initially allocated until the task is fully processed. 

The second setting of workload allocation is the advanced setting of the 

algorithm, where a predefined number of migrations of VMs are enabled in 

each timestep; for example, every ten minutes. The IT task can be consolidated 

and migrated to the most efficient ITE, and the unutilized ITE can be 

deactivated and put into standby mode. This setting requires mapping of ITE 

performance within the ITE cluster and short-term prediction of incoming IT 
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workload in order to reactivate the ITE in advance of a peak, thereby ensuring 

the SLAs.    

The third setting of workload allocation is the advanced setting of the 

algorithm, when the thermal management provides thermal preferences for 

each ITE. The IT workload is then allocated to the thermally preferred ITE 

first, regardless of the ITE’s efficiency.  Thus, this setting requires the mapping 

of ITE thermal preferences within the ITE cluster, short-term prediction of 

incoming IT workload and predication of the thermal environment.   

These settings are compared against each other. This comparison is assessed 

based on total energy use per domain, and indicators such as IT productivity 

and power usage efficiency.  All relevant indicators are described below in 

section 6.1.2. 

Testing process:  

 The testing of experiments for the Workload management was executed via 

the following steps:  

• The virtual DC environment publishes the virtual time that will serve for 

the different modules in the testing loop to synchronise their actions. 

• The workload generator module publishes the VM profiles for the current 

time step. 

• The workload allocation receives all necessary inputs (predictions, sever 

mapping, thermal preferences etc.) and then optimizes the allocation for 

the given arrangement in the virtual C130 DC presented below in section 

0. The workload allocation is able to consider thermal priority for each box 

(1/3rd of a rack).  

• The server configuration component translates VM allocation to power 

consumption per box (1/3rd of a rack) and provides this information to 

the virtual DC environment  
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During this iterative process for further analysis and post-processing, the 

virtual DC environment captures the entire testing process, which includes all 

electric and thermal energy fluxes, temperature traces, massflows, etc. 

Thermal management experiments 

The tested thermal management can be configured either for room level only, 

or for alternative system level actuation. The room level actuation manipulates 

return temperature set points of the Computer Room Air-conditioning 

(CRAC) unit in order to obtain the desired inlet ITE temperature in the DC 

space. In the system level actuation, both the return temperature setpoints and 

airflow of the CRAC unit are manipulated, as well as the massflow rate of the 

pump in the heat rejection circuit, drycooler airflow and economizer setpoints. 

The tested thermal management requires virtual monitoring of the DC space, 

virtual monitoring of the cooling system and short-term predictions of this 

monitoring, and prediction of ITE power provided by workload management.  

The aim of presented computational experiments is the testing of the thermal 

actuation algorithms with the following settings: 

• Constant setpoints (baseline) 

• Thermal actuation at room level 

• Thermal actuation at system level  

The first setting of the thermal management represents the strategy currently 

used in real DCs. The thermal actuation relies on embedded local control with 

constant setpoints. The return temperature setpoint is fixed at 21°C and the 

airflow setpoint is fixed at 3,3 m3s-1.  

The second setting of the thermal management is room-level actuation, where 

the thermal management manipulates return air temperature setpoints in order 

to reach the desired inlet ITE temperature. This configuration can be deployed 

and tested at a real demonstration DC.  
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The third setting of the thermal management refers to system-level actuation, 

where thermal management manipulates the complete cooling system in order 

to reach higher level objectives such as minimized energy use or maximized 

waste heat utilization. In the context of the current research case study, this 

configuration could only be deployed and tested using a virtual DC 

environment. 

These experiments are compared against each other and against the baseline, 

which is currently used in the real DC. In addition, two competitive strategies 

are simulated. These strategies are  

• Higher constant setpoint of return air temperature at 25°C 

• Cold aisle containment and constant setpoint of cold aisle air at 21°C 

These settings are compared against each other. This comparison is assessed 

based on total energy use per domain, and on violation of the operational 

temperature range for ITE and power usage efficiency.  All relevant indicators 

are described below in section 6.1.2. 

Testing process 

The testing of experiments for the thermal management follows these steps: 

• For each given time step, a number of variables are published. These are 

virtual synchronization time, current thermal and electric energy fluxes, 

massflows, temperature of the DC environment and of the cooling system  

• The workload generator module publishes the VMs profile for the current 

time step 

• The short-term predictions predict the ITE power and thermal states for 

the next hour. This prediction supports the decision making that takes 

place in the thermal actuation modules 

• Optimal temperature set points for the cooling system for the next 

timestep are sent back to the virtual DC environment   
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The virtual DC environment captures all electric and thermal energy fluxes, 

temperature traces, massflows, etc. during this iterative process for further 

analysis and post-processing.   

Power supply and supervisory management experiments  

The power supply management is supported by decision making at the 

supervisory level. The power supply management is responsible for continuous 

control of the power supply components following the supervisory policies 

given by supervisory intelligence modules. The supervisory intelligence 

modules provide hourly policies for controllable renewable energy source 

(RES) and storage management considering grid, fuel prices or related CO2 

emission equivalent. The supervisory intelligence module was tested in the 

mode designed to minimize operational cost.  

The aim of the computational experiments presented here is the testing of the 

thermal actuation algorithms with the following settings: 

• Power supply strategy based on surplus (baseline) with the RES system  

• Power supply strategy with Supervisory Intelligence policies with the RES  

The first two settings of power supply management manipulate the controllable 

RES and batteries according to the on-site RES surplus. Once the supply from 

on-site RES exceeds the DC demand, the surplus is stored in the batteries. The 

batteries are discharged once the on-site RES fall below the DC demand.  The 

two settings differ in scale of the applied RES system.  

The last two settings of power supply management manipulate the controllable 

RES and storage status according to the supervisory intelligence policies. The 

supervisory policies are provided hourly and are calculated based on predicted 

matching of uncontrollable on-site RES with DC demand and day-ahead 

market prices.  
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Testing process 

The testing of experiments for the power management and supervisory 

management follows these steps: 

• Virtual synchronization time and current thermal and electric energy 

fluxes, massflows and temperature of DC environment and cooling system 

are published for the given timestep. 

• The workload generator module publishes the VMs profile for the current 

time step 

• The long-term predictions predict power demand and power supply on an 

hourly basis for the decision making of supervisory intelligence. (If 

applicable)  

• The supervisory intelligence module provides policies to workload, 

thermal and power supply management on an hourly basis. (If applicable) 

• The power supply management provides commands for on-site RES and 

storage system (to the virtual DC environment for next time step.)  

The virtual DC environment captures all electric and thermal energy fluxes, 

temperature traces, massflows etc. during this iterative process for further 

analysis and post-processing.  

6.1.2 Key performance indicators  

This simulation-based assessment carries out an evaluation of IT workload 

management, thermal management, power supply management and their 

combination facilitated by supervisory management. Therefore, the key 

performance indicators must address multiple criteria in order to realise the 

evaluation of the desired holistic approach. The key performance indicators 

(KPIs) selected to address the performance of individual domains and the 

overall DC are discussed below.  
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 IT productivity 

The IT productivity and normalized IT productivity characterize the 

performance of IT processing. This IT productivity indicator is used to assess 

IT workload management. The definition of IT productivity is given by 

Equation 6.1 as a ratio of useful work to ITE power demand. In our case, 

useful work is defined as number of CPU cycles for the processing of given IT 

tasks. In order to present the results in a range of 0 to 1, the IT productivity 

indicator is normalized by rated IT productivity. The normalized IT 

productivity is then divided by maximal (rated) IT productivity, which is stated 

for maximal work that can be done by IT and related nominal power demand 

of IT (Equation 6.2). 

IT  productivity = Useful work (CPU cycles)

IT demand (kWh)
 (6.1) 

normalized IT  productivity = Actual IT productivity

Rated IT productivity
 = 

Useful work 
Actual IT demand

Maximal work
Rated IT demand

 (6.2) 

The presented CPU cycles may not always be representative of useful work for 

each IT task, and sometimes additional computational parameters need to be 

taken into account to characterize useful work (e.g. RAM or data storage 

access). In practice, however, there is often an issue with this performance 

indicator because the non-uniform definition of useful work is highly 

dependent on the character of the IT task and type of server (e.g. storage, web-

service, high performance computation). Nevertheless, according to the IT 

experts of the higher-level consortium, the CPU cycles were agreed as a suitable 

performance indicator for the given case of the demonstration DC.  

 Power Usage Efficiency  

One of the popular indicators of DC energy efficiency is Power Usage 

Efficiency (PUE) or the analogous Data Centre Infrastructure Efficiency 
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(DCiE) introduced by Green Grid [148]. Both PUE and DCiE indicators 

characterize the performance of DC infrastructure such as efficiency of cooling 

power delivery systems. This indicator is mainly used to assess thermal 

management.  

The more popular PUE is defined by Equation 6.3 as the ratio of total DC 

power demand to IT power demand. In order to state the DC energy efficiency 

in the range of 0 to 1, the DCiE indicator can be used.  

(6.3) PUE=
Total DC demand (kWh)

ITE demand (kWh)
 

(6.4) DCiE=
ITE demand (kWh)

Total DC demand(kWh)
 

Thermal Environment indicator - Inlet Air Temperature violation  

The thermal environment is indicated by violation of ITE inlet air temperature. 

As a reminder, ASHRAE TC9.9 introduced recommended operational 

conditions for the standardized classes A1-A4 for compute and storage servers 

in tightly controlled environments. To provide a recommended DC 

environment, it is necessary to take into account intake dry-bulb air 

temperature, humidity (or maximum dew point) or maximum temperature rate 

of change. The recommended environmental range can be summarized by a 

dry-bulb temperature range from 18 to 27 °C and a relative humidity range 

from 30% to 60% [47]. 

The violation of the recommended temperature range increases the probability 

of IT failure. The intake temperature can still exceed the recommended 

temperature for a short time, as long as it remains within the allowable 

operational range. Nevertheless, it is not recommended to run the ITE in this 

type of environment outside of the allowable range. The allowable range only 

states extremes of operating conditions.  
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The inlet air temperature violation is used to assess the management of DC 

space. The temperature violation is defined as the deviation of intake server 

temperatures from the lower or higher bounds of the recommended range. 

Temperature violation can be expressed by Equation 6.5a and 6.5b. 

Temperature Violation
HI

=tserver in,i>27-high recommended bound (6.5a) 

Temperature Violation
LO

=tserver in,i<18-low recommended bound (6.5b) 

The alternative representation of required conditions is temperature violation 

hours, for which the time of violated temperature range is summed up over the 

period of the experiment 

Energy, Cost and emissions 

A high-level indication of overall DC performance is achieved by considering 

total DC energy use, operational costs and CO2 emissions. 

Part-load efficiency characteristic  

All indicators mentioned above can be post-processed as a part-load efficiency 

characteristic in order to evaluate the system behaviour during operational 

conditions. The part-load efficiency analysis is a fundamental analysis for 

performance assessment in operational conditions for all kinds of energy 

systems/components such as heating, cooling, ventilation, power supply or 

power delivery systems. Thus, the part-load efficiency characteristic mentioned 

in other literature [149]–[151] offers deeper insights into the studied 

system/component behaviour assessed by a performance indicator of interest. 

The part-load analysis is often done at component level in certified laboratories 

as part of the technical specification. However, the part-load characteristic of 

the entire system is less common due to the limited possibility to ensure reliable 

“laboratory” conditions at this level of complexity. The system data are usually 

gathered during the regular operation for a given period, where the common 

boundary conditions cannot be guaranteed. Certainly, the virtual DC 
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environment as a virtual laboratory can overcome the technical limitations and 

offers virtually common boundary conditions and related required monitoring 

data.  

In order to evaluate and compare the tested operational strategies, the 

performance during the operational conditions must be further analysed. The 

evaluation at the part-load characteristic at system level may be complicated 

because the performance can vary for each part-load utilization level.  This 

effect is caused by system dynamics often driven by the cooperation of multiple 

components (e.g. refrigerant unit versus economizer mode) with independent 

local controllers (e.g. effect of ON-OFF controller). These effects can be seen 

in Figure 6-2, where the performance spread is divided into several 

performance stages.  Although the performance spread is usually large, the 

general trend can often be identified. Commonly, the efficiency of energy 

systems has a tendency to decrease for utilization levels further from designed 

conditions (e.g. lower part-load utilization). This trend is partially a result of 

component construction (e.g. idle demand, level of operability), which can be 

considered as a design aspect, and partially due to the selected control strategy 

(e.g. constant control setpoints), which can be considered as an operational 

aspect. In this study, the design of the system is the same for all tested control 

strategies, thus any possible improvement in the performance spread can only 

be caused by changes in the tested control strategy. The comparison of 

performance spreads caused by two different control strategies is shown in 

Figure 6-2.  

However, the evaluation of performance spreads is not practical, therefore the 

datasets need to be post-processed to better communicate the results. During 

this post-processing, depicted in Figure 6-2, the large performance spread is 

translated to a mean part-load efficiency curve as a key indication of 

performance during the operational conditions. Additionally, the performance 
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spread is translated to the occurrence of performance at the defined part-load 

utilization level for detailed analysis.  

(1) 

 

(2) 

(3) 

 

(4)  

Figure 6-2 Data post-processing – mean part-load efficiency curve and occurrence spread  

The mean-part load efficiency indicates an average performance over the part-

load utilization range. In theory, the optimally operated system (considering 
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both design and operational aspects) would provide constantly high efficiency 

with minimal spread over the entire utilization range. On the other hand, a 

system with insufficient operability and control strategy would perform with 

steeply decreasing efficiency with part-load utilization.  

The post-processing applied for the results in this chapter can be divided into 

steps, which are listed below: 

1. Find the relationship between DC utilization and the selected KPI, 

which can be represented as a scatter plot 

2. Define the evaluation grid for the KPI and DC utilization 

3. Calculate the part-load efficiency curve. The individual points of the 

curve are the results of averaging of the KPI spread along the DC 

utilization range given by the evaluation grid. The obtained curve 

represents the mean part-load efficiency for a given operational 

strategy 

4. Evaluate the spread of the KPI. The spread is evaluated based on the 

occurrence of the KPI in a given region defined by the evaluation grid. 

The size of the dot indicates the percentage of time that the system 

operated at a given part-load and performed with the corresponding 

efficiency level. The obtained post-processed spread provides 

additional information about the tested operational strategy, which 

allows detailed analysis.  

This post-processing approach was found to be suitable for the analysis of the 

impact of the tested control strategy on the given KPI with part-load 

utilization. As depicted in Figure 6-3, the mean part-load efficiency curve is a 

practical visualization that can be used for comparison of two control strategies  
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Figure 6-3 Data post-processing – strategies comparison 

6.1.3 Model setup for simulation-based assessments 

The setup is adjusted from the one reported in the previous chapter in order 

to enable full control of the overall DC system, which is not possible in the real 

DC.  

The setup for the simulation-based assessment of the external algorithms 

differs slightly from the one used for the quality assurance study reported in 

chapter 5. Indeed, the virtual DC environment was configured to simulate the 

real demonstration sites in order to support commissioning of the tested 

control platform. However, there is still a serious limitation in terms of 

executing real experimentation due to the lack of access to the DC 

infrastructure. Therefore, the virtual DC environment enabled full access to all 

ITE, cooling and RES components. These minor adjustments are made in 

order to fully demonstrate the capability of the tested DC management. 
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Server population for the simulation-based assessment 

As depicted in section 5.1.1, the modelled data centre houses 8 racks arranged 

in two rows (i.e.6 server racks and 2 communications racks). The room and 

rack layout is fixed in order to keep the same thermal monitoring specification 

and thus allow the support of the platform commissioning, where the virtual 

monitoring is replaced by the real monitoring. In the real DC, most racks are 

only partially populated and only a few servers are available for real 

experimentation. In the case of simulation-based assessment, all of the racks 

are fully populated, but each rack is populated with a number of virtual servers, 

depending on their size and type. The total number of operable server units, 

regardless of server type, is a key factor to enable the meaningful demonstration 

of workload management, which manipulates the IT workload within the 

server cluster. The server type and server mapping within the room are given 

design parameters. Thus, the details of the server arrangement for the 

simulation-based assessment are in Appendix B. 

Table 6-2 Distribution of nominal IT power load (W) used in simulation-based 

assessment.  

POWER 

LOAD 
(W))  

A1 A2 A3 A4 B1 B2 B3 B4 

TOP 950 890 1920 1700 0 910 0 1050 

MID 1620 1480 1195 1250 0 960 0 1275 

BOT 1480 1415 1060 1020 0 2400 0 2000 

TOTAL 4050 3785 4175 3970 0 4270 0 4325 
  

Based on the new definition of server population, Table 6-2 shows the final 

distribution of nominal power load used in the simulation-based assessment. 

Since one of the features of the tested workload management is to put servers 

in standby mode to save energy, the servers’ power consumption in standby 

modes are defined as an additional parameter the of server’s specification 

(approximately 5% of nominal power). Furthermore, the IT workload 
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allocation module requires information on the server's resources (CPU and 

memory capacity).  

Cooling system setup and DC arrangement 

Since the demonstration DC as a living laboratory works under regular 

operational conditions, access to the real cooling system was restricted for real 

testing due to the possible risk of its failure. The DC owner only allowed access 

to the return air setpoints, and the rest of the cooling system was under 

embedded local control. With such limited access, the tested thermal algorithm 

could only address the aspect of thermal environment within the real DC space. 

The lack of access to the real cooling system limited the ability of the algorithm 

to fully demonstrate its benefits in terms of achieving energy efficiency.  

The virtual DC environment as a virtual laboratory enabled full access to the 

individual components of the cooling system. Thus, the testing of system-level 

thermal control was enabled and could be demonstrated. Table 6-3 shows the 

components that were enabled for system-level control during the simulation-

based assessment, which allowed for the inclusion of access to the control of 

the cooling system. 

Table 6-3 Component operability for system-level control 

component 
operability at demonstration 

DC 
operability at virtual DC 

environment 

CRAC unit – return temperature 
setpoints available available 

CRAC unit - fan speed /airflow not available available 

pump speed/ water flow of heat 
removal circuit not available available 

dry cooler settings not available available 

economizer settings not available available 
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The DC arrangement was also adapted for some of the assessments. There are 

alternative measures for effective thermal management of the DC space, which 

can be categorized as DC retrofits. For instance, one of the most popular 

energy efficiency measures is the implementation of cold aisle containment, 

which places physical barriers between cold and hot regions of the DC space. 

The virtual DC system could be readily configured to represent the cold aisle 

containment. Thus, the tested algorithm could be compared with this 

competitive management by using the virtual DC environment, which offers 

additional reference for the tested scenario. To reiterate, the tested algorithms 

were always compared against the selected simulated baseline, which represents 

a rather conservative approach to DC management.   

RES system 

The configuration of the RES system is kept as it was defined in section 5.1.2. 

The only change is that the modelled RES system is fed by the same boundary 

conditions (weather and grid data) as those used in the DC. For all experiments, 

the modelled RES system acts like the on-site RES of the DC located in 

Ireland. 

6.1.4 Boundary conditions for simulation-based assessments 

As described in section 4.3, in addition to the tested control signal, the virtual 

DC energy model also requires external inputs such as requested IT workload 

demand, grid data and weather conditions. The used inputs for the testing are 

briefly described in this section. 

For visualization purposes, the IT workload is represented by CPU demand 

normalized by CPU capacity of the housed ITE, where 1 means that full CPU 

capacity is demanded.    

IT workload demand profiles 

Figure 6-4 shows a training workload profile with daily peaks, representing the 

authentic web-service profile. This profile was used for the testing of all tested 
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algorithms. At the request of the developers of the workload algorithm, the IT 

workload management was additionally tested with synthetic IT workload 

profiles, shown in Figure 6-4b. This synthetic profile was prepared in order to 

test the algorithm over the whole utilization range from minimal load to 

overloaded scenario, where the capacity of the housed ITE is exceeded.  This 

was deemed important as it allowed for the testing of the workload algorithm’s 

behaviour in extreme conditions. The testing was done for both ascending and 

descending variations of the same profile, starting from utilization at 10% to 

150% of housed ITE capacity.  

 (a) “web-service” profile (b)  “extreme conditions” profiles 

  

Figure 6-4 IT workload demand profiles; (a) training workload profile “web-service”, 

(b) training workload profiles “extreme conditions” 

 

Weather conditions  

The virtual DC environment including the modelled on-site RES is (virtually) 

located in Ireland. The related weather data such as outside air temperature, 

wind speed and solar radiation profiles are depicted in Figure 6-5. 



 

 

(a) Summer period (b) Winter period 

  

  

 

Figure 6-5 Testing weather conditions for Ireland: outside temperature, solar irradiation, wind speed 

for (a) summer period, (b) winter period 

(a) Summer period

 

(b) Winter period

 

Figure 6-6 Grid price profile; (a) summer period, (b) winter period 
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Grid data 

As mentioned in section 4.3, the historical data of grid prices and grid emission 

factors were used to characterize the national grid status [126], [127]. The grid 

price profiles utilized for the summer and winter conditions are provided in 

Figure 6-6. In the case of Ireland, the grid emission factor was estimated at 456 

(gCO2/kWh) based on annual statistics from the International Energy Agency 

for the year 2016 [127]. 

 Computational experiment results 

The results presented in this section are the final results from the testing of 

individual management modules. Before reaching these results, each algorithm 

was tested individually in order to allow for an extensive debugging procedure, 

as introduced in Chapter 3. The tested control platform was then deployed and 

tested in the available infrastructure of the real DC.  

To reiterate, the results of the testing are presented in stages by adding 

individual algorithms to the picture in order to finally archive the results from 

the overall control platform in operation. The testing begins with the 

evaluation of IT workload management as this management responsible is for 

the primary function of the DC. Then, different thermal strategies are tested 

along with the workload management. Finally, power supply management is 

added to the virtual operation. 

6.2.1 Simulation-based assessment of the IT workload management  

The workload management is first tested using the synthetic workload profile 

covering the full range of utilization. Then, secondly, the variable workload 

profile representing real web-services is used in order to assess the thermal-

aware workload allocation. This variable workload profile is later used for 

simulation-based assessment of other DC management strategies. Table 6-4 

depicts the subset of the tested platform settings in this section. 
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Table 6-4 Settings of the platform configuration for the presented computational 

experiments concerning workload management.  

setting 
ID.: 

workload management thermal management  
power supply 
management 

{1}  no consolidation constant setpoints (21˚C) no on-site RES  

{2}  
consolidation:   ITE 

consumption priorities constant setpoints (21˚C) no on-site RES  

{3}  
consolidation:  thermal 

priorities 
variable setpoints (18-25˚C) 

(room level control) no on-site RES  

 

Evaluation of the IT workload management for full utilization range 

The results from the testing of workload allocation over the whole utilization 

range are presented here. Requested CPU capacity for all housed ITE in the 

virtual DC in this study represents the computational demand from the end-

user. This profile is common for all tested workload management strategies. 

Thus, Figure 6-7 provides a comparison of ITE power demand resulting from 

manipulation of the housed ITE using the baseline and optimized workload 

managements to compute the requested CPU capacity of the ascending 

demand profile shown in Figure 6-4. 

 

Figure 6-7 ITE power profile resulting from baseline and optimized settings of 

workload allocation 
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The workload allocation can greatly influence the ITE power demand. While 

the baseline strategy keeps all servers active, the advanced strategy optimally 

consolidates the IT workload, migrates it to the most efficient servers and 

deactivates the unutilized servers. The advanced workload management 

eliminates the idle power of the unutilized servers. and therefore, the IT power 

demand can follow the IT workload demand fairly well.  

The ITE power demand and requested CPU capacity is used for part-load 

efficiency analysis. The normalized IT productivity is used to indicate the 

performance of the workload allocation algorithm. The part-load efficiency 

analysis, shown in Figure 6-8, evaluates both descending and ascending 

profiles. The normalized IT productivity is evaluated in terms of the mean part-

load efficiency curve and performance spread for the tested settings. 

 

 

Figure 6-8 Part-load efficiency analysis of normalized IT productivity for baseline and 

advanced workload management 
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This analysis reveals that the workload allocation settings can dramatically 

change the part-load characteristics of IT productivity. While the IT 

productivity of the baseline strategy decreases heavily with the part-load due to 

the idle power of unutilized servers (idle power of servers is usually in the range 

of 30-50% of total server power demand), the advanced strategy is able to 

trigger the standby regime for unutilized servers (~5% of server power 

demand). Thus, the IT productivity is kept in the range of 0.8 to 1 over most 

of the ITE power utilization range. The relatively high productivity can be 

reached in the range 0.2 to 1 of ITE power utilization. Once the ITE power 

utilization is lower than 0.2, the IT productivity decreases even for the 

advanced workload management. The reason for this finding is that the 

unutilized servers are not completely deactivated. The standby regime still 

requires minimum power load in order to be able to quickly reactivate the 

servers. This minimum power load of unutilized servers causes this drop of 

normalized IT productivity for the lower ITE power utilization.  

As the IT workload demand reaches 0.8-0.9 of ITE power capacity, all servers 

are required, which means that the advanced workload allocation cannot 

deactivate any servers until the demand drops. The performance of the baseline 

and advanced workload allocation became almost identical. The DC reaches 

the design conditions (around 0.95 of the ITE power utilization), where each 

server works with at maximum efficiency of 95%. After that peak, the IT 

productivity is reduced again because the ITE capacity is saturated, and as such 

part of the workload must be suspended.  

As long as the cooling system is able to guarantee an allowable temperature in 

the DC, the IT productivity is not influenced by the outside weather 

conditions. The weather conditions mainly influence the Power Usage 

Efficiency (PUE). In order to evaluate the PUE, the total DC power demand 

needs to be taken into consideration. The total power demand is gathered for 
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a typical summer and winter period. Figure 6-9 shows the total power and ITE 

power demand for the baseline workload allocation for the ascending profile. 

(a) summer period (b) winter period 

 

 

Figure 6-9 Total power and ITE power profile for summer and winter period resulting 

from (a) baseline and (b) optimized settings of workload allocation 

Figure 6-9b shows the total power and ITE power demand for the advanced 

workload allocation. As for IT productivity, the part-load analysis conducted 

for PUE evaluates both the ascending and descending IT workload profiles. 

The mean part-load efficiency curve is drawn separately for summer and winter 

periods to demonstrate the influence of economizer utilization. 

Figure 6-10a highlights the baseline workload allocation results. Figure 6-10b 

highlights the advanced workload allocation. The mean part-load efficiency 

curve is projected in both figures in order to compare these settings of the 

workload allocation. As already demonstrated by the (BISCI) organization 

[152], the behaviour of the PUE metric follows the hyperbolic trend line within 
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the part-load utilization. In other words, the DC energy efficiency represented 

by the PUE metric decreases rapidly with lower ITE utilization. 

(a) baseline (b) optimized workload 

 

Figure 6-10 Part-load efficiency analysis of PUE for (a) baseline and (b) optimized 

workload allocation 

The DC performs with a similar characteristic regardless of the tested periods. 

In the winter period, due to higher utilization of the economizer mode of the 

cooling system, the cooling system provides considerably better efficiency than 

in the summer period. The performance spread represented by occurrence dots 

is divided into two efficiency levels for both summer and winter periods. These 

two levels were partially caused by the ON/OFF internal control of the CRAC 

unit and partially by switching between mechanical and economizer cooling 

mode.  

Focusing on workload allocation settings, the advanced workload allocation 

can adapt better to the requested IT workload than the baseline workload 

allocation. Therefore, the advanced allocation can use a much larger range of 

the ITE power utilization with the same requested IT workload. However, 
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since there was no manipulation with systems other than ITE, the PUE 

logically indicated a similar efficiency of the infrastructure (cooling and power 

delivery system) in the utilization range, which was common for both workload 

allocation settings. In fact, the cooling and power delivery system was not able 

to adapt well to the lower range of the part-load utilization caused by the 

advanced workload strategy. Thus, the PUE metric indicated a reduction of 

energy efficiency of these systems when the advanced workload allocation was 

applied. Table 6-5 summarizes the results of this analysis.  

Table 6-5 indicates a conflict between performance indicators using different 

metrics. While the IT productivity is dramatically increased in the advanced 

workload allocation setting, the PUE indicates lower efficiency. The absolute 

numbers reveal that the advanced workload allocation provides an energy 

saving potential of up to 34% of total energy use.  

Table 6-5 Summary of results of the tested summer and winter periods  

settings ID KPI 
summer 
scenario 

winter 
scenario 

average 

total DC energy 
demand  

(MWh per 56 
days) 

relative 
savings 

(%) 

{1} - baseline 

normalized IT 
productivity 0.66 0.66 0.66 

45.47 ref 

PUE 2.20 1.64 1.92 

{2} - optimized 

normalized IT 
productivity 

0.97 0.97 0.97 
29.96 34.1% 

PUE 2.79 2.20 2.50 

 

Evaluation of the IT workload management: thermal-aware allocation 

The results from the testing of workload allocation in thermal-aware mode are 

presented here. This testing is performed only for the training profile 

representing “web-service”, presented in Figure 6-4. Similar as in previous 

testing, the IT power profiles resulting from the manipulation of housed ITE 

using the baseline, ITE power-aware and thermal-aware settings of the 

workload allocation algorithm are shown in Figure 6-11. 
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Figure 6-11 ITE power profiles resulting from baseline, ITE power-aware (optimized) 

and thermal aware settings of the workload allocation 

In the case of thermal aware settings, the workload allocation must satisfy the 

preferences coming from the thermal management. The incoming IT workload 

is consolidated according to the thermal preferences generated based on the air 

temperature distribution within the DC room. Thus, the thermal preferences 

may restrict the utilization of the most efficient servers, which do not 

necessarily have to be housed in the thermally preferred location. These 

preferences represent an additional constraint for the workload allocation 

algorithm resulting in slightly higher ITE power demand and related heat 

dissipation than the ITE power aware setting.  

Again, the normalized IT productivity is assessed for part-load utilization. The 

mean part-load efficiency curve and performance spread are evaluated for the 

three settings of workload allocation. This part-load analysis is shown in Figure 

6-12. 
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Since the training “web-service” workload profile captures only part of the 

utilization range, only some of the previously presented characteristics are 

visible in this figure. The characteristics of the baseline and advanced settings 

of the workload allocation were described in the previous analysis. In this study, 

baseline and advanced settings are used as the benchmark for the thermal-

aware setting. For the given case-study, the thermal-aware settings provide 

similar or slightly lower normalized IT productivity (range of 0.7-0.8) than the 

settings without thermal awareness. It is worth noting here that the mean part-

load efficiency curve is shifted in terms of ITE utilization. This shift shows the 

increase of the ITE power demand.  

 

 

Figure 6-12 Part-load efficiency analysis of IT productivity for presented settings 

Since the thermal aware strategy actuates both IT workload and temperature 

setpoints, the overall power efficiency of the thermal-aware actuation is 

elaborated later in this chapter as part of the thermal management analysis. In 

this section, the main point to note is that the workload allocation is able to 
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listen to the preferences of the thermal management, and that this process leads 

to a minor decrease of the IT productivity for the given system specification.  

6.2.2 Simulation-based assessment of the thermal management 

Firstly, results of the thermal management, actuating at room level, are 

presented. The tested thermal management is compared with both baseline and 

competitive thermal management strategies. This testing aims at temperature 

control within the room. Secondly, results of the thermal management 

actuating at room and building level are presented. This testing aims at energy 

efficiency of the cooling system. Table 6-6 depicts the subset of the tested 

platform settings in this section. 

Table 6-6 Settings of the platform configuration for the presented computational 

experiments concerning workload management. 

setting 
ID.: 

workload management thermal management  
power supply 
management 

{1}  no consolidation constant setpoints (21˚C) no on-site RES  

{2}  
consolidation:   ITE 

consumption priorities constant setpoints (21˚C) no on-site RES  

{3}  
consolidation:  thermal 

priorities 
variable setpoint (18-25˚C) 

(room level control) no on-site RES  

{4}  
consolidation:   ITE 

consumption priorities 
variable system setpoints 

(system level control) no on-site RES  

{C1} 
consolidation:   ITE 

consumption priorities constant setpoints (25˚C) no on-site RES  

{C2} 
consolidation:   ITE 

consumption priorities 
cold aisle containment  

constant setpoints (21˚C) no on-site RES  

 

Evaluation of the thermal management at room level: temperature 

conditions 

As mentioned earlier, the thermal management has limited operability at room 

level. Only the temperature setpoint and eventually ITE power distribution, 

representing heat dissipation, can be controlled. The concept of thermal-aware 

ITE power distribution was described in the section above. 
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In this section, the focus lies on the temperature distribution and ability of the 

tested thermal management to achieve the desired inlet IT temperature. In 

addition, the tested algorithms are also compared to two competitive strategies 

in order to offer alternative benchmarks to the baseline strategy, which is a 

rather conservative approach. Figure 6-15 and Figure 6-17 depicts the 

visualization of the average temperature distribution considering both the 

summer and winter testing periods. The temperature distribution is shown for 

DC layouts in 4 height levels (0.2, 0.6, 1.4 and 2.4m). These layouts are shown 

for the all tested strategies mentioned in table above. 

 

Figure 6-13 Simulated return air temperature and temperature setpoint of baseline 

thermal management and tested thermal management 

The fixed return temperature setpoints at 21°C and the variable return setpoint 

of the tested thermal management are shown in Figure 6-13. The figure also 

includes simulated return temperature as a manipulated variable. The essential 

difference between the baseline and tested algorithm is that in the baseline 

internal control can only actuate based on the return air temperature. However, 

the tested algorithm aims to achieve the desired inlet IT temperature based on 

a temperature sensor network within the DC room. In other words, the tested 

algorithm receives monitoring data from the DC environment and then varies 
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the return temperature setpoints of the CRAC unit in order to reach the desired 

temperatures in front of the housed ITE, where needed. As advised by the 

algorithm developer, the thermal algorithm must consider the local ON-OFF 

control of the CRAC unit, which caused additional disturbances in this case. 

Therefore, the setpoint varied in order to minimize the fluctuation of the inlet 

temperature ITE. 

Comparison with baseline case 

The part-load analysis is also performed for the temperature violation of the 

recommended operational temperatures. This analysis considers all 

temperature nodes at the front of each rack, and includes both summer and 

winter periods. The mean part-load efficiency curve and performance spread 

of the temperature violation are shown in Figure 6-14. 

The analysis revealed that the tested thermal algorithm using the variable 

temperature setpoint could reduce the temperature violation over the entire 

utilization range regardless of the applied workload allocation. The mean part-

load efficiency was constantly below the recommended range by about 0.7˚C; 

however, the performance spread shows that most of the time the ITE inlet 

temperature remained in the recommended range.  

A relatively large performance spread can be observed for all tested settings. 

Such a spread indicates a fluctuation of the ITE inlet temperatures. This 

temperature fluctuation is caused by the embedded ON-OFF internal control 

of the cooling source, which was always present for all cases. 

Focusing on the mean part-load efficiency curve of the strategy with the fixed 

setpoint, this strategy caused the lower bound of the recommended range to 

be exceeded by 2-6˚C. The DC was overcooled for most of the utilization 

range, which correlated with observations of the real monitoring system. For 

the majority of the time, the inlet ITE temperature is within or even below the 

allowable bound for class A1 (the most delicate ITE). 
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Figure 6-14 Part-load efficiency analysis of temperature violation for the presented 

settings 

The overcooling issue is caused by the slightly oversized cooling system and 

the conservative selection of the return air setpoint. The overcooling effect 

resulting from the fixed setpoint is lower for the lower utilization range. The 

explanation here is that less IT demand naturally leads to less dissipated heat. 

Thus, with lower utilization, the controlled return air temperature is closer to 

the evaluated ITE inlet temperature. Therefore, the embedded internal control 

performed better for lower utilization in terms of temperature violation. 

Allowable bound A1 



 

 

 

Figure 6-15 Average temperature distribution for tested settings (a) baseline, (b) advanced workload 

allocation, (c) thermal aware workload management, variable setpoints

(b) 

(a) 

(c) 
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Comparison with competitive managements 

The tested thermal algorithm is also compared with the competitive thermal 

management strategies, such as fixed return temperature setpoint of 25°C and 

cold aisle containmnets with a fixed cold aisle temperature of 21°C. All thermal 

management strategies were tested for optimized workload allocation. The 

part-load analisis of the competitive thermal management is shown in  

Figure 6-16 

 

 

 

  

  

Figure 6-16 Part-load efficiency analysis of temperature violation for presented settings 

The tested algorithm performed in line with the selected competitive 

management strategies in terms of temperature violation. The noticeable shift 

of the mean part-load efficiency curve denotes the change in ITE utilization 

caused by the aforementioned effect of the thermal-aware workload allocation.  

Allowable bound A1 



 

 

Figure 6-17 Average temperature distribution for tested settings (a) thermal aware workload management, 
variable setpoints, (b) competitive management C1, (c) competitive management C2

(c) 

(b) 

(a) 
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Evaluation of thermal management at system level: total DC energy 

efficiency  

This section discusses the previously introduced settings of workload allocation 

and thermal actuation, which mainly target temperature control at the room 

level. In addition, the setting of the thermal management targeting control of 

the entire cooling system (variable setpoints of return air, fan speed, pump 

speed, economizer settings etc.) is introduced.  

The system-level thermal actuation can actuate all components of the cooling 

system. These components listen to the variable setpoints of the tested system-

level actuation. The setpoints for individual system components are generated 

based on thermal prediction of the entire system. During the operation, the 

setpoints can vary within a specified range of operability in order to reach the 

best possible power outcome of the cooling system. The bounds of the range 

are set by the algorithm developer. The actuated components and the range of 

operability are shown in Table 6-7. 

Table 6-7 Ranges of operability for individual components within the cooling system 

component controlled variable range 

CRAC temperature sp the  sp for CRAC return temperature 20 to 28°C and 35°C ~ DX unit OFF 

CRAC fan speed sp the percentage of the maximum airflow 0.4 to 1 

pump speed sp 
the percentage of the maximum water 

flow 
0.4 to 1 

economizer sp 
economizer is ON if outside 
temperature is below the sp 

-30 °C ~economizer is not used,  
10°C~low  
15°C~high 

dry cooler sp the percentage of the maximum airflow 0.4 to 1 

 

Again, the part-load analysis is performed. All previously presented settings in 

Table 6-6 (including system-level thermal actuation) are compared in terms of 

DC energy efficiency, represented by PUE. This analysis evaluates both 

summer and winter testing periods together. The four settings of the tested 
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platform and two competitive thermal strategies are compared and presented 

in Figure 6-18 

This general trend of efficiency reduction corresponds to the idle power of the 

cooling system and the lower efficiency of the power delivery for part-load 

utilization, as depicted in Figure 6-18. This characteristic trend line also 

revealed that when the baseline workload settings were in use, the DC operated 

at a higher utilization level. Since the higher utilization is closer to the design 

conditions of the entire DC system, a lower PUE is obtained. 

 

 

  

  

  

----1Figure 6-18 Part-load efficiency analysis of PUE for presented settings 

Looking at the performance spreads, the performance is clustered in two 

efficiency levels for all tested settings except for the system-level thermal 



Execution of computational experimentation 

211 

actuation. The performance spread for this particular setting indicates that the 

DC system works with a larger variance of efficiency. To reiterate, the two 

levels of efficiency are caused by the economizer and also by the embedded 

ON/OFF control of the CRAC unit. However, for the system-level, thermal 

actuation manipulated all components in the cooling system and therefore 

reached various electricity outcomes. In other words, the system-level thermal 

actuation was better able to adapt to the given ITE part-load utilization. The 

variance of electricity outcomes explains the difference of the performance 

spread. Table 6-8 provides a summary of the results of the previously tested 

settings combining summer and winter scenarios in terms of normalized IT 

productivity, occurrence of temperature range violation and PUE.  

Table 6-8 Summary of testing of workload and thermal management strategies 

settings ID.: {1} {2} {3} {4} {C1} {C2} 

normalized IT productivity ( - ) 0.504 0.846 0.767 0.846 0.846 0.846 

occurrence of temperature 
violation (% of time) 

99.0 70.9 31.0 31.0 49.8 7.0 

PUE (-) 1.917 2.117 2.111 1.825 2.076 2.094 

cooling energy use  
(MWh per 28 days) 8.05 6.19 6.36 4.17 6.03 6.13 

total DC energy use  
(MWh per 28days) 

23.66 16.01 16.89 13.84 15.75 15.89 

energy savings (%) - 32.3 28.6 41.5 33.4 32.9 

 

In order to facilitate the easier comparison of results, Table 6-9 presents the 

obtained results in Table 6-8 as percentages, where 0% represents the worst 

performance and 100% represents the best performance  
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Table 6-9 Summary of testing of workload and thermal management strategies, 

performance representation in range of 0-100% 

settings ID.: {1} {2} {3} {4} {C1} {C2} 

normalized IT productivity (% of 
nominal IT productivity) 

50.4 84.6 76.7 84.6 84.6 84.6 

occurrence of temperature 
satisfaction (% of time) 1.0 30.1 69.0 69.0 51.2 93.0 

DCIE (1/PUE) (%) 52.1 47.22 48.2 54.7 48.1 47.7 

6.2.3 Simulation-based assessment of the power management 

In this section only some of the results of the supervisory intelligence testing 

are presented. The full set of results, including, for instance, a study on delaying 

workload processing based on the supervisory policy, and sensitivity analysis 

of the supervisory policies to prediction uncertainties, are available in D6.3 

[153]. These studies exceed the scope of this thesis.  

The main goal of this particular study was to demonstrate the functionality of 

the testing procedure and operability of the tested algorithms by encompassing 

the virtual DC environment and tested power and supervisory management. 

The feasibility or profitability of the given system is not taken into 

consideration in this study. This particular study assumes that the DC is already 

equipped with a given on-site RES system.  

In this section, the conventional power supply management denoted as the 

surplus strategy is compared with power supply management supported by 

supervisory intelligence modules. The demand generated by optimized 

workload allocation with variable temperature setpoints is used as an input in 

this study. This demand is partially covered by the RES system defined in 

section 5.1.2. The studied RES system is virtually located in Ireland as is the 

on-site RES system of the DC case-study. All six settings of the tested platform 

are compared. Table 6-10 depicts the subset of the tested platform settings in 

this section. 
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Hereunder, the specification of the RES including the controllable, 

uncontrollable RES systems and storage is briefly recapped.  

Table 6-10 Settings of the platform configuration for the presented computational 

experiments concerning workload, thermal and power management.  

setting 
ID.: 

workload management thermal management  
power supply 
management 

{1}  no consolidation constant setpoints (21˚C) no on-site RES  

{2}  
consolidation:   ITE 
consumption priorities constant setpoints (21˚C) no on-site RES  

{3}  consolidation:  thermal priorities variable setpoint (18-25˚C) 
(room level control) 

no on-site RES  

{4}  
consolidation:   ITE 
consumption priorities 

variable system setpoints 
(system level control) 

no on-site RES  

{5} consolidation:  thermal priorities variable setpoint (18-25˚C) 
(room level control) 

 on-site RES; surplus 

{6} consolidation:  thermal priorities 
variable setpoint (18-25˚C) 
(room level control) 

on-site RES; supervisory 
strategy 

 

The controllable renewable generation is represented by an organic 

Rankine Cycle (ORC) generator. This system can provide both electricity and 

heat energy. In the test scenarios evaluated here, different fuel prices are 

assigned for winter and summer seasons. It is assumed that heat is used as a 

by-product during the winter period and thus the equivalent fuel price is 

assigned at 0.02 Eur/kWhel. In the summer season, the equivalent fuel price is 

assigned at 0.09 Eur/kWhel. The emission factor of biomass combustion was 

assumed, based on literature, to be 150gCO2/kWh [154]. Additionally, the 

algorithm developer assumed that a unit can only perform efficiently with 

uninterrupted operation lasting for at least six hours. During this operation, the 

power can vary between the maximum power output of 7 kWel to the minimum 

power output of 4 kWel. 

The uncontrollable renewable generation is represented by photovoltaic 

(PV) and wind generation units. The power output from these systems is 
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intermittent and cannot be guaranteed due to their dependency on the weather 

conditions. The combined maximum output from the wind and PV generators 

is 13 kW. The power management with the default settings manipulate the 

system in order to prioritise the direct use of uncontrollable energy whenever 

possible. In cases of surplus, the generated energy is stored or exported back 

to the grid.  

The electrical storage has a capacity of 10 kWhel. The electrical storage can 

be charged with a maximum charging power of 5 kWel and discharged with a 

maximum power of 6kW. The default setting of the storage management 

charges the battery if the surplus occurs, otherwise it discharges.  

The results in Figure 6-19 show the performance of the RES system for default 

surplus management and advanced management supported by the supervisory 

intelligence module. The study presents results of demand coverage for both 

summer and winter seasons. If energy storage is utilized, the manipulation of 

the energy storage is indicated by either discharge rate when the DC demand 

is partially covered by stored energy, or charge rate when the DC demand is 

raised due to storing energy.  

Using conventional surplus management for DCs, the storage was rarely 

utilized. This is related to the issue of high-power density of DCs discussed 

earlier in section 5.3.1.To recall, even small-sized DCs such as the presented 

case-study require relatively large RES systems to cover their demand. In the 

case-study, the given on-site RES system was sufficient to cover only around 

30% of DC demand over the year. Thus, the given on-site RES system never 

reached surplus, and therefore the charging of the storage was rarely triggered. 

Also, the default management did not consider the cost of the grid and the fuel 

for RES. Therefore, the power supply management cannot react to fluctuations 

in DC demand, RES generation, and energy prices.  
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In contrast, the supervisory intelligence module is supported by long-term IT 

workload, thermal and power prediction as well as day-ahead market services 

(e.g SEMO [126]). The storage can be operated more intelligently based on 

matching of predicted RES supply and DC demand. The results of demand 

coverage for the summer and winter periods using RES with surplus control 

and RES with supervisory support are presented in Figure 6-19: 

 (a) Summer period (b) Winter period 
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Figure 6-19 Simulation of the power supply system for baseline and tested power 

management strategy in (a) summer and (b) winter periods  
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Table 6-11 summarizes all previously presented results including the RES 

integration in terms of grid demand, energy cost and equivalent CO2 emissions 

for the sum of both summer and winter scenarios. It should be noted that the 

table shows only the partner algorithms within the wider framework of the 

Genic project. The computational experiments with competitive thermal 

strategies (C1 and C2), which provided the additional benchmarks for the 

tested thermal management, are not listed in this table. 

Table 6-11 Summary of testing of workload, thermal and power management strategies 

settings ID.: {1} {2} {3} {4} {5} {6} 

total grid demand 

 (MWh per 28days) 
23.658 16.012 16.895 13.847 12.679 12.729 

uncontrollable RES generation 

(MWh per 28days) NA NA NA NA 0.518 0.518 

controllable RES generation 

(MWh per 28days) 
NA NA NA NA 3.694 2.419 

storage IN/ OUT 

(MWh per 28days) 
NA NA NA NA 0.00/ 

0.00 
0.206/ 
0.203 

total Energy Cost  

(Eur per 28days) 1398.2 939.9 994.4 813.6 944.9 791.5 

equivalent CO2 emissions  

(tons per 28days) 
10.78 7.30 7.70 6.31 6.33 6.16 

 Concluding remarks  

This chapter reported on the testing of the external algorithms in the closed-

loop fashion using the virtual DC environment. The virtual DC environment 

assessed the performance of the tested algorithm for multiple criteria, including 

ITE productivity, DC infrastructure efficiency, violation of recommended 

temperature bounds, total DC energy demand, CO2 emission equivalent, and 

energy price. 
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A general conclusion from this chapter is that the testing of the external 

algorithms using the virtual DC environment supports the decision-making in 

two key ways. First, it enables the interactive testing and debugging of 

individual features of control algorithms, which is rarely possible in a real DC 

environment. Second, the virtual DC environment allows the designing and 

testing of any desired configurations of the entire DC control platform in a 

holistic manner. The presented tests were performed prior to the 

commissioning of the platform for the bespoke DC case-study. More specific 

conclusions drawn from the generated results are discussed below. To aid the 

discussion, results are organised and discussed around the following three 

domains: IT workload management, thermal management and power supply 

management. The interpretation of the presented results is based on 

consultation with relevant experts of the Genic project.  

IT workload management 

The operability of the tested IT workload management, which consists of 

several modules, was successfully tested in closed-loop fashion. The key results 

from this testing are discussed below.  

• First, the IT workload management was configured to optimize the ITE 

energy use. From this testing, it can be concluded that of the 41% of 

energy savings achieved, the workload management was responsible for 

savings of up to 32% of the total data centre energy consumption. These 

savings from the workload management were achieved through the 

consolidation of the workload, the subsequent migration to the most 

efficient servers, and by triggering the standby mode in unutilized servers. 

It is worth noting that such a management strategy requires the prediction 

of IT workload in order to activate the unutilized servers in advance of 

peaks. 
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• Second, the IT workload management was configured to follow the 

thermal priorities of the thermal management in order to provide joint 

management of both IT workload and the thermal systems to optimize 

total DC power demand. It can be concluded that when the advanced IT 

workload management was guided by the thermal priorities, total DC 

energy use was not optimal. In fact, the results show that the potential to 

reduce energy use was lower than in the previous setting, which focused 

only on the ITE energy use. Specifically, the saving potential was 

simulated at 29% of total DC energy, about 3% less than the previous 

setting. It can be concluded that the application of the joint strategy did 

not lead to the anticipated levels of reductions in total DC energy use for 

the given case-study. The improvement in energy efficiency claimed by 

other researchers [37], [67], [68] was not observed in the case study 

presented here.  

To elaborate upon this topic, the closed-loop testing revealed a conflicting 

situation. Thermal management attempted to prioritise its own preferred 

locations for data processing and related heat dissipation from, so to 

speak, its own thermal perspective. However, these locations were 

occupied by servers with lower computational efficiency. As a result, the 

thermal preferences led to a reduction of the IT efficiency and 

consequently to higher heat dissipation. For the reported case study, this 

reduction of IT efficiency outweighed the possible improvement in 

cooling efficiency. It is worth noting that this strategy was very sensitive 

to the configuration of housed servers. In theory, if the DC houses ITE 

with similar efficiency, the negative effect of thermal priorities on the 

workload allocation would be negligible, which accords with the 

assumption made in the aforementioned literature.  
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In conclusion, the dynamic thermal-aware allocation was found to be a 

very technically complicated concept, and it was concluded that it may not 

lead to the anticipated level of reductions of total DC energy use if 

heterogeneous ITE arrangement is considered.  

• The next conclusion was drawn from the evaluation of both presented 

settings of the IT workload management. During these analyses, a 

contradiction was identified. While the results of IT productivity, which 

were in agreement with observed energy savings, suggested an increase in 

efficiency, the PUE results suggested the opposite. However, to correctly 

interpret this conflicting indication, it should by stated that the lower 

efficiency indicated by the PUE is solely related with the reduction of 

efficiency of the cooling and power delivery systems at the lower part-

load utilization resulting from the more efficient workload management. 

Thus, it can be concluded that the improvements achieved by workload 

management is out of scope of the PUE indicator. Therefore, PUE is not 

suitable for the assessment of any workload management strategy. The 

PUE indicator can only capture the efficiency of cooling and power 

delivery infrastructure. 

Thermal management  

The operability of the tested thermal management, which consists of several 

modules, was successfully tested in a closed-loop fashion. The key results from 

this testing are discussed below.  

• First, the assessment of thermal management at room level is discussed. 

These analyses aimed to assess the temperature distribution within the DC 

space. The thermal aspect of the joint thermal and workload management 

strategy was also evaluated in the closed-loop testing. This testing showed 

that the strategy had the ability to improve the temperature distribution 

and to prevent hot spots in the DC. This finding is in agreement with the 
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mentioned studies reported in the literature [37], [67], [68]. While using 

the baseline strategy, it was discovered that 70% of the time the ITE inlet 

temperatures fell beyond the recommended temperature range of 18-

27°C, and occasionally the temperatures even exceeded the allowable 

bounds of class A1 (15-32°C). In contrast, the tested thermal management 

strategy kept the ITE inlet temperatures within the allowable temperature 

range, while the recommended ITE inlet temperatures were violated 

much less often (31% of the time). The part-load analysis showed that the 

allowable temperature range was satisfied regardless of the ITE utilization. 

These improvements were achieved by varying the temperature setpoints 

based on the temperature sensor network within the space, and through 

the application of the thermal-aware workload allocation.  

The tested algorithm was compared with the competitive thermal 

management strategies. Based on this comparison, it was concluded that 

the tested algorithm was competitive with other thermal management 

strategies, such as cold aisle containment. 

Regarding the temperature distribution assessment, it should be noted 

that due to the oversized cooling system, the thermal management 

strategies were mainly tested to determine whether they led to the 

avoidance of “overcooling”. The undercooling scenario was not studied 

since it was not applicable for the given case-study.  

• Second, the assessment of thermal management strategies at the building 

level is discussed. These analyses aimed to assess how total energy 

efficiency was affected by thermal management strategies. The analysis of 

the building & system level revealed no thermal management strategy 

operating at room level could achieve significant energy savings for the 

given DC case-study. The thermal management at room-level only saved 

up to 3% of the total DC energy. However, when the thermal 
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management was configured to control the entire cooling system, it 

achieved energy savings of up to 15% of total DC energy use. It can be 

concluded then that system-level control of the cooling system is 

necessary to achieve significant savings.  

Power supply management 

The operability of the tested power supply management, which consists of 

several modules, was successfully tested in a closed-loop fashion. The key 

results from this testing are discussed below.  

• As observed in our case-study, the demand of even the small-sized DC 

considerably exceeded the available generation of the given on-site RES 

system. It is worth noticing the saving potential of the DC energy 

efficiency measures versus the potential of the on-site energy generation. 

When the system-level thermal actuation was applied, the total energy 

performance was at the same level as when the thermal management was 

not optimized, and the DC demand was covered by the relatively large 

RES system. In fact, this finding once again illustrates the mismatch of 

the power density of demand and generation and the importance of 

efficient DC management in order to reach a net-zero energy DC.  

• Due to the general mismatch resulting from the enormous power density 

of DC systems, the conventional power supply management strategy, 

which stores any surplus of on-site RES generation, cannot be deemed to 

be efficient. In the studied case, this strategy never actually triggered the 

storage. The supervisory control strategy, which uses energy predictions 

and the day-ahead market service, was able to react to a larger variety of 

other trigger points (e.g. energy price level) than only on-site energy 

surplus. The tested power management improved the CO2 and energy 

cost outcomes through better utilization of storage and a controllable on-

site RES system. 
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• Regarding the management of the controllable RES system, it was found 

that the operational price assigned to this energy generation (e.g. Biomass 

boiler + ORC unit) can restrict the utilization of such a system. The 

explanation here is that the power supply management may prioritise 

supply from the cheaper sources (e.g. grid) in order to reach a better DC 

outcome in terms of DC energy cost. 

Finally, the virtual DC environment developed in this research proved that it 

is able provide sufficient support for the development of holistic operation 

within the DC. The tested control algorithms as well as entire control platform 

developed by external entities were tested in different domains and at various 

levels of scale. The decision-making is supported by the evaluation of multiple 

performance indicators for each test, and thus the developer can gain a full 

picture of the influence of the tested algorithm.  

In addition, the achieved results also demonstrate the functionality of the 

overall simulation and communication-tool chain, where the virtual DC 

environment was implemented. The interactive communication of multiple 

entities with the virtual DC environment was successfully executed.



 

 

 Conclusion and future work 

 Conclusion 

The research reported here is accommodated in the Computational Building 

Performance Simulation (CBPS) group. This research group aims to expand 

the modelling and simulation scope to allow the assessment of multi-

disciplinary and multi-scale problems. Data centres (DCs) are of great interest 

since they are a unique building type where several disciplines such as computer 

science, IT, electrical, mechanical and control engineering must cooperate. As 

such, DCs represent a good area of study in which skills and expertise in 

computational simulation could be usefully exploited. Following the logic of 

previous research by the group, from a broad perspective, the current research 

aimed to apply Building Energy Simulation (BES) to arrive at comprehensive 

understanding of the overall DC environment that supports decisions 

concerning the development and commissioning of novel DC operational 

strategies. 

Another reason that made DCs a particularly interesting object of study was 

the recent exponential growth in their size and scale and the corresponding 

growth in the complexity of their management. In brief, this growth is due to 

the rapid evolution of digital infrastructure, which has seen a general trend of 

consolidation of data management into ever larger DCs. To understand the 

scale of growth, DCs are now responsible for approximately 2% of the total 

world electricity consumption [15], and this figure will likely increase in the 

future as DCs incorporate more IT equipment to manage the growing amount 

of data computing for existing and new end-users. In order to be able to 

manage this trend of expansion, the nature of the DC infrastructure is 

undergoing change. In particular, modern DCs have recently, or plan in the 



Chapter 7   

224 

near future, to integrate additional energy systems such as renewable energy 

sources and waste heat utilization systems. Much research attention is currently 

being devoted to the problem of adequately managing this extended DC 

infrastructure. The premise of the research at the wider consortium level was 

that by managing the multi-domain DC infrastructure in a holistic manner, the 

DC infrastructure can achieve significant reductions in energy use and CO2 

emissions. The holistic operation proposes to coordinate all involved systems 

to reach the high-level economic and ecological objectives, while at the same 

time ensuring the required operational conditions in the indoor environment 

to secure the reliability of their core business activity; data computing. 

However, developing new strategies is a problematic and challenging task. The 

main issue is that the possibility of testing any new strategy, which is necessary 

for its development, is extremely limited due to the mission critical nature of 

the DC environment, where any downtime of DC services results in financial 

penalties and reputation loss. Therefore, the DC community is keen to find 

novel approaches to the development and testing of new management 

strategies.  

The novel approach proposed in this research was to create a “safe” testing 

environment to determine the value of new DC management strategies by 

creating a virtual data centre that could be used for the testing of new strategies 

without endangering the operation of the real DC. Successful tests in such a 

safe environment can accelerate the process of implementing new strategies in 

real DCs.  

In order to create this safe testing environment, and in order to verify the 

results of the research, the following methodological steps were taken. First, 

the data centre needed to be accurately specified in order to adequately inform 

the model of the DC that would be used later in the study. Next, a 

computational model was developed to represent the electrical and thermal 



Conclusion and future work 

225 

processes within the DC. After its development, it was important to seek 

quality assurance from relevant experts. As such, the model was accredited by 

external partners with the relevant expertise from the Genic project. After this 

accreditation step, the next step was to integrate the computational model into 

the wider simulation & communication toolchain in order to facilitate the 

interactive closed-loop testing of the external algorithms. Finally, the results of 

the testing needed to be analysed in consultation with the algorithm developers. 

Certain limitations to the described approach are worthy of discussion here. 

First, it must be noted that as energy modelling specialists, the task of fully 

understanding the intricacies of DC management was somewhat outside of our 

building physics and services expertise. In order to achieve the desired holistic 

management of the DC environment, securing the cooperation of various 

experts and specialists in disciplines such as IT, thermal management, power 

management and control theory was essential. Therefore, to deal with the gaps 

in our expertise and to maximise the potential value of the research, this work 

was embedded in a multi-domain team, in this case in the framework of the 

Genic project funded by the European Commission.  

Another limitation was identified during the execution of the modelling task. 

The main limitation of the selected BES modelling approach was found in the 

thermal representation of DC space at the required levels of server and rack. 

This representation required higher resolution, which presented the research 

with an immediate challenge: the modelling of the DC space had to be 

discretized to a number of computational nodes. However, such a 

discretization is not typical in BES tools, which typically represent one room 

with one computational node. It should also be noted that this problem could 

not be solved by applying high-resolution modelling approaches such as 

Computational Fluid Dynamics (CFD) due to their long computational time 

and the lack of ability of co-simulation with other energy models. Thus, in 
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order to address this issue, a multi-zonal airflow network method was 

investigated and applied to the overall structure of the virtual DC environment 

in order to represent the dynamic thermal behaviour of the DC space with the 

required resolution. Since the application of this method is relatively new for 

DCs, the method first needed to be validated. This validation for the given case 

study was executed as part of this research.  

The final set of limitations to mention was found when conducting the overall 

validation and demonstration study. The process was complicated by the large 

required scope of the modelling and related difficulty of establishing common 

boundary conditions for the entire DC system, which was necessary to enable 

the comparison of results of the simulated and real DC. Therefore, the 

validation and demonstration procedures had to be decomposed into a group 

of sub-models, and had to be validated and demonstrated separately.  

This difficulty was further increased due to the limited ability to gather certain 

measurements during the regular operation of the real DC. Since the research 

is situated in the commissioning and regular operational phases, the limited 

availability of measurements is unsurprising and therefore the modelling 

approach needed to be selected accordingly to mitigate this issue. The response 

was to select a BES tool because such a physics-based modelling approach 

allows for the configuration to be informed by incorporating the technical 

specifications of the modelled infrastructure. Although the BES tool can 

provide a trustworthy simulation environment, the quality assurance (i.e. the 

quantification of simulation error and demonstration of simulated outcomes) 

of the testing environment remains the main concern of the external algorithm 

developers since they will ultimately be the end users of the simulation tool.  

Ultimately, simulation error is a natural limitation of any modelling process due 

to the necessary abstraction of reality, and as such it is present in the 

computational experiment. In order to eliminate the impact of these inherent 
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errors on the final testing of the external control algorithms, the simulated 

results must always be compared with a predefined baseline simulated by the 

same testing environment. Thus, the performance of the tested strategy is 

evaluated against this simulated baseline. As a result, the simulation error of 

the model is involved in both the baseline and the experiment, and this error 

is deducted during the relative comparison. As such, it can be assumed that the 

assessment of the experiment is only marginally affected by the model error.  

The main results achieved from following the key methodological steps 

outlined above are discussed hereunder. In order to accurately specify the 

modelled DC infrastructure including the on-site renewable energy source 

(RES) system, a case study was conducted in which a virtual DC environment 

was used to represent a real bespoke DC located in Ireland and a real RES 

laboratory located in Spain. The virtual DC environment demonstrated that 

the selected modelling approaches did have the ability to represent the desired 

electric and thermal performance of the bespoke DC.  

Next, regarding selection of modelling approaches, the proposed virtual DC 

environment is compiled from several dynamic control-oriented energy models 

offering interactive feedback in the form of “virtual monitoring”. The virtual 

DC environment was able to predict the temperature distribution at the 

required rack level and, at the same time, predict the overall electrical and 

thermal performance of the DC across the primary system components. In 

order to predict the temperature distribution with the required resolution, the 

multi-zonal airflow network was adopted. Based on the reported results, it can 

be concluded that the multi-zonal airflow network was able to sufficiently 

represent the temperatures at the inlet side of the racks and the return air 

temperature of the studied DC. The temperatures at the outlet side of the racks 

could not be validated due to the mismatch between the representation of the 

computational nodes and data regarding the spot measurements. 



Chapter 7   

228 

After the development of the virtual DC environment, its quality had to be 

assured by relevant experts. As mentioned, the quality assurance had to be 

decomposed due to the large scope of this study. Also, limitations were found 

regarding the availability of measured data. Therefore, the simulation errors 

were quantified wherever possible. Where it was not possible to gather all 

required measurements, the performance of the virtual DC environment was 

demonstrated by determining if the simulated results fell within expected 

ranges. The model was accredited by external partners with the relevant 

expertise from the Genic project.  

After the positive accreditation, the virtual DC environment was integrated 

into the wider simulation and communication toolchain in order to facilitate 

the interactive closed-loop testing of the external algorithms. Regarding the 

simulation error during the closed-loop testing, the simulation error was 

eliminated by relative comparison with the simulated baseline. Based on our 

observations, this error could be categorised as reasonable and as such it was 

not critical for the evaluation of the algorithm’s functionality, since the virtual 

DC environment could realistically emulate the real DC’s processes. It should 

be noted here, however, that larger errors would limit the ability of the model 

to be used for commissioning support. In such cases, the control platform 

would need to be re-trained with the most updated monitoring data prior to its 

deployment in order to successfully adapt to the real DC. However, even if 

only functionality testing was performed, the development and decision 

making concerning new management strategies would still be accelerated.  

Regarding the testing procedure, different management strategies combining 

IT, thermal and power management were tested in closed-loop fashion using 

the virtual DC environment. The simulated results were evaluated by part-load 

analysis using multiple performance indicators such as IT productivity, PUE 

and temperature violation. The virtual DC environment allowed for the 
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simultaneous capture of the electric and thermal DC performance while they 

were under the influence of the tested external management strategies. It can 

be concluded that the developed virtual DC environment proved that it is 

capable of supporting the global evaluation of holistic DC operation. Finally, 

the results of the test were analysed in consultation with the algorithm 

developers. The DC algorithm developers involved in the Genic project 

particularly appreciated a number of aspects of the proposed testing procedure, 

which are outlined below. 

The dynamic feedback of “virtual monitoring” in reasonable time, which 

enables the acceleration of the closed-loop testing procedure. The capability to 

replicate tests under identical boundary conditions, which allows the relative 

comparison of simulated experiments for different configurations of the 

control platform. Finally, when the virtual monitoring follows the 

communication format of the real monitoring, the virtual DC environment can 

be easily substituted by the real DC environment and thus support the 

commissioning.  

In conclusion, this research demonstrated the applicability of BES for the 

analysis of energy use in a DC and introduced a new application of a BES tool 

as a testing environment for external control algorithms. The first prototype of 

such a testing environment was built within this research and its usability was 

tested. This research is also unique in that the first prototype of the testing 

environment was subjected to all phases of the proposed testing workflow 

from development through usability testing to the real-world application, 

where the initial version of the holistic operation was tested. The final positive 

evaluation of this work was that the tested control platform was deployed in 

real operating conditions in a small-sized university DC in Ireland.  
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 Direction for future work  

The presented project achieved the first phase of proof of concept of the 

testing environment. The wider simulation & communication toolchain, 

including the first prototype of the virtual DC environment and the first 

version of the holistic operation, was developed and successfully tested in a 

closed-loop. In the future, some of the presented studies could be further 

extended by using the same testing setup. For instance, the deep analysis of 

different supervisory management strategies such as demand response, 

including policies for workload and thermal management, could be 

instrumental in understanding the energy flexibility of DCs. Some initial testing 

in this area has already been conducted within the Genic project and the results 

are publicly available in project deliverable D6.3 [153]  

Next, the virtual DC environment can also mimic some fault situations within 

the simulated infrastructure. Fault simulation is beneficial for the development 

and training of fault detection and diagnostics (FDD) algorithms. Some initial 

experiments in this area were performed within the Genic project, and the 

result can be found in deliverable D4.5 [155].The initial testing revealed 

promising potential for the virtual DC environment in this area, which could 

be elaborated. However, these particular results are not publicly available 

because they are the intellectual property of the FDD algorithm developer.  

From the modelling perspective, the virtual DC environment was configured 

to represent the given case-study of an educational DC in order to be able to 

support all phases, from the platform development to commissioning and real 

operation. This approach requires exact DC specification and calibration of the 

virtual DC environment for every new case. Although modelling the exact DC 

specification can prolong the preparation phase of the development of 

algorithms, in the end the comprehensive closed-the-loop testing saves time 

during commissioning. This research clearly demonstrates that the developed 
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modelling approach can be feasibly replicated for a wide range of DC 

configurations. 

Alternatively, testing of the different management strategies can be done using 

the generic representation of DCs. Indeed, the modelling of various generic 

DC sizes and typologies would greatly extend the applicability of the virtual 

DC environment within the DC field. However, such testing would provide 

less support for the commissioning phase. It would be sufficient to support the 

development of novel strategies in terms of functionality testing. The tested 

algorithms would need to be largely adapted to the given DC case. In addition, 

there are serious difficulties associated with validation of the generic DC 

testbed. The validation requires measurement datasets from various DC sites. 

Obtaining these datasets from commercial DCs is very complicated due to 

confidentiality reasons.  

The modelling approaches used in the virtual DC environment can also be used 

to create a stand-alone tool to support purposes other than commissioning and 

operation, e.g. simulation-aided design. The described modelling approaches 

have already been applied in several MSc student projects of the CBPS research 

group. These projects include the simulation-based design of a waste heat 

utilization system for a data center on a campus [156], simulation-based 

assessment of technical requirements to power data centres with renewable 

energy [157] and simulation-based assessment of humidity treatment in a data 

center cooling system with an air-side economizer [158]. Such projects 

demonstrate the wide applicability of the presented modelling approaches.  

Finally, after its successful testing in the DC, the applicability of the simulation-

based closed-loop testing can also be extended to other building types. 

Essentially, the simulation-based closed-loop testing of new operational 

strategies can be applied in any building. That said, such a testing approach is 

particularly beneficial for multi-disciplinary and mission critical environments 
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(e.g. power plants, factories etc.), where multi-domain energy management is 

required but real testing is complicated, if not impossible. 
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Appendix A: Candidates for monitoring and local control in the 

DC environment 

Appendix A provides candidates for DC monitoring and local control in relation to scale 

and domain (process). The monitoring candidates are listed for IT workload, DC space 

environment, cooling and power systems. 

Table A-1 IT workload monitoring candidates 

measured variable scale process description 

central processing unit (CPU)  

usage (Hz) 

se
rv

er
 

da
ta

 p
ro
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ss
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g,

 p
ow
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These measurements are gathered via IT performance 

management tools using workload virtualization 

techniques. The data are available via the internet or local 

network interface. The necessary condition for such 

measurements is that the IT performance management 

tool is installed on the server. Thus, the monitoring tool 

can collect high-resolution monitoring of IT 

performance metrics including energy of individual 

serves. 

random access memory (RAM) u 

sage (MB) 

hard disk usage (MB) 

network transmitted (bps) 

network received (bps) 

power usage (kWh) 

Table A-2 DC environment monitoring candidates: part I 

measured variable scale process description 

DC environment temperature 

• IT equipment inlet air temperature  

• IT equipment outlet air temperature 

• plenum temperature 

• under floor temperature 

ro
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, r
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k 
 

th
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ng

 

ASHRAE recommends measuring the environment 

temperatures for each one-third of a rack for IT inlet air 

temperature (cold aisle) and at least one temperature at 

the top position for IT outlet air temperature to detect 

recirculation. The temperature measurements of the DC 

environment can be extended by incorporating spot 

measurements of plenum or underfloor temperatures. 

These measurements can be combined with supply and 

return air temperature to CRAC/CRAH units (table A-) 

in order to find the representative temperature of the DC 

environment 

DC environment humidity 

• IT equipment inlet humidity 

• plenum humidity  

The high-resolution measurements of the humidity level 

are mainly relevant for systems with the direct air 

economizer, where tight control of humidity is required.  
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Table A-3 DC environment monitoring candidates: part II 

measured variable scale process description 

DC environment airstream velocity 

(m s-1) 

• supply and return air stream 

• IT equipment inlet air stream 

• floor tile air stream 
ro

om
, r

ac
k 

th
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m
al
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on
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tio
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ng

 

The high-resolution measurements of airstream 

velocity are mainly used for calibration of high-

resolution models as one-time “audit 

measurements” 

The highly fluctuating behavior of this signal is not 

suitable for operational purposes   

DC environment pressure (pa) 

• hot / cold aisle containment 

pressure 

• plenum pressure  

• under floor plenum pressure  

The speed of the CRAC/CRAH fan can be 

controlled based on pressure levels in one of the DC 

environment zones 

Table A-4 cooling system monitoring candidates: part I  

measured variable scale process description 

total cooling demand (kWh) 

ro
om

 

th
er

m
al

 c
on

di
tio

ni
ng

 

The cooling demand represents the dissipated heat 

into the DC space. This value is estimated as the total 

power load of housed IT equipment. 

total cooling load (kWh) 

The cooling load represents the heat rejected from the 

DC space by the cooling system. It is usually indirectly 

measured based on a calorimetry equation at 

CRAC/CRAH/CDU. The heat is given by formula 

�� = ��  ∙  ∙  ∆�, where ��  is cooling load, ��  is mass 

flow,   is specific heat and ∆� is temperature 

difference 

total waste heat (kWh) 

di
st

ric
t, 

bu
ild

in
g,

  

The waste heat represents the heat rejected to the 

ambient environment. It is indirectly measured at 

drycooler, cooling tower or other heat rejecting device. 

total reuse heat (kWh) 

The total reused heat represents the waste heat reused 

for another purpose (e.g. swimming pool heating). It 

is indirectly measured at the reuse heat coil. 
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Table A-4 cooling system monitoring candidates: part II  

measured variable scale process description 

cooling system temperature 

monitoring (°C) 

• CRAC/CRAH Return air 

temperature 

• CRAC/CRAH Supply air 

temperature 

• CRAC/CRAH Inlet liquid 

temperature 

• CRAC/CRAH Outlet liquid 

temperature 

• condenser temperature* 

• evaporator temperature* 

• cooling tower/Drycooler inlet liquid 

temperature 

• cooling tower/Drycooler outlet liquid 

temperature 

bu
ild

in
g,

 r
oo

m
 

th
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These measurements represent important temperatures 

within the DC cooling system 

 

cooling system mass flow/pressure 

monitoring (kg h-1 / Pa) 

• CRAC/CRAH air flow 

• CRAC/CRAH air pressure drop 

• pump(s) liquid flow  

• pump(s) pressure drop  

• compressor pressure drop*** 

 

bu
ild
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g,

 r
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These measurements represent mass flow or pressure 

level within the DC cooling system 

*** rarely available for system-based control 
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Table A-5 Power Monitoring candidates 

measured variable scale process description 

total DC power demand (kWh) 

bu
ild

in
g 

al
l 

The total DC demand represents the sum of the 

critical, essential, and non-essential loads. It is 

measured at the main DC switchboard or by micro 

grid devices when on-site RES generation is present. 

total DC grid load (kWh) 

The total DC grid load represents the load required 

from the grid. This value is typically the same as Total 

DC power demand. The value only differs when on-

site RES generation is present. It is measured at the 

main DC switchboard or by micro grid devices   

mission critical power load (kWh) 

• total IT power load 

• IT power load per rack 

• IT power load per server 

ro
om

, r
ac

k,
 s

er
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r 
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w
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a 
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The mission critical power load usually represents the 

load of IT equipment housed in the DC. It can be 

measured by UPS devices (Room level), PDU (Rack 

level) or individual PSU for individual servers (Server 

level)  

essential power load (kWh) 

• total cooling system power load 

• CRAC/CRAH power load 

• refrigerant unit power load 

• pumps power load 

• fans power load 

• cooling tower/Dry cooler power load 

bu
ild

in
g,

 r
oo

m
 

po
w
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g,
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The essential power load usually represents the load 

for all components of the cooling system. It can be 

measured at the related switchboard or at individual 

components. It should be noted that some 

components of the cooling system (e.g. CRAC fans) 

can be included in a mission critical category and 

power delivery can be covered by UPS systems.  

non-essential power load (kWh) 

• lighting 

• safety and security systems bu
ild

in
g 

po
w

er
in

g 

The non-essential power load represents the load 

related with an auxiliary system of the DC. The non-

essential load is measured at the main switchboard. In 

theory, the total power demand should be the sum of 

all critical, essential, and non-essential loads. However, 

there is always some difference between the sum of 

component measurements and the main switchboard 

measurement due to power delivery losses.  

power generation (kWh) 

• PV production 

• wind production 

di
st

ric
t, 

bu
ild

in
g 
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w
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The power generation represents energy generation 

from plants owned by the DC (e.g. PV, Wind or 

biomass. The power generation is measured at the 

micro grid device.  

battery power charge/ discharge 

(kWh) 

bu
ild

in
g 

 

po
w
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g 

The battery charge status is measured at the micro grid 

device. 
battery state of charge (%) 



   

237 

 

 

Table A-6 Local control candidates  

measured variable scale process description 

IT workload actuation commands  

se
rv

er
,  

w
or

kl
oa

d 

The IT workload management provides optimal 

setpoints/commands for each VM: Suspend, 

Migrate. And for each server: Deactivated, 

Activated in line with supervisory management 

HVAC commands  

CRAC/CRAH setpoints  

• supply air temperature setpoint  

• air-flowrate setpoints  

• … 

CDU setpoints  

• liquid-flowrate setpoitns 
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k 
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The Thermal management provides optimal 

setpoints to individual local controllers for the 

overall cooling system in line with supervisory 

management  

It can be noted that the conventional air-based 

cooling system (CRAC/CRAH unit) mainly 

actuates at the building and the room scale. The 

thermal actuation at rack and server scale is very 

limited for this type of system  

HVAC commands  

heat rejecting circuit setpoints 

• liquid flowrate set points 

• dry-cooler/aircooled  chiller air-

flowrate setpoints 

• economizer temperature set points 

• … 

bu
ild

in
g 

 

power supply commands  

• on-site controllable power supply set 

points 

• on-site uncontrollable on/off set points 

• on-site battery charge/discharge signal bu
ild

in
g,

 d
is

tr
ic

t 

po
w

er
in

g 

The power management provides the optimal on-

site power supply and power storage management 

to the local control in line with supervisory 

management  
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Appendix B: Server arrangement in the real and simulation 

setup  

Appendix B depicts the server arrangement in both the real and simulation setup and 

provides the mapping of the power load and related dissipated heat within the DC space. 

To recall the arrangement of the racks, Figure B-1 shows the layout of the studied DC.  

 

 Figure B-1 DC layout and section of the demonstration DC 

Arrangement of ITE in the real university DC  

Table B-1 shows the maximal IT power load and related heat dissipation for the real 

university DC at a resolution of 1/3rd of the rack. Table B-2 shows individual server 

specifications. The ITE arrangement within the individual racks is demonstrated in Figure 

B-2, where each sever type is indicated by its specific colour code 

Table B-1 Distribution of maximal IT power load (W) with the demonstration DC 

RACK (W)  A1 A2 A3 A4 B1 B2 B3 B4 

TOP 1460 870 1970 702 0 760 0 0 

MID 4160 457 3790 1640 0 4000 0 1413 

BOT 0 457 5160 2498 0 0 0 778 

TOTAL 5620 1784 10920 4840 0 4760 0 2191 
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Table B-2 Server parameters: chassis size and power consumption. 

ID code server type 

chassis 
size  

(U) 

maximum 
Power 

(W) 

number of 
servers 

SERVER 1  Cisco 3750 Catalyst 1 160 7 

SERVER 2  Cisco 4500 Catalyst 1 276 3 

SERVER 3  Cisco 6500 Catalyst 12 4000 1 

SERVER 4  Cisco 5548 UP 1 89 6 

SERVER 5  Cisco 6248 UP 1 89 7 

SERVER 6  Cisco UCS 5108 6 2498 3 

SERVER 7  Cisco UCS v2 C220M3 1 650 3 

SERVER 8  Dell Power Vault TL4000 2 870 1 

SERVER 9  Dell Power Edge R220 1 304 5 

SERVER 10  Dell Power Edge R710 2 870 2 

SERVER 11  Dell Power Edge R910 4 1100 2 

SERVER 12  Dell Power Edge R1950 1 670 2 

SERVER 13  Dell Power Edge R2600 4 908 1 

SERVER 14  EMC VNX 5300 14 457 2 

SERVER 15  Mac OS Xserver 10.6 1 700 4 

SERVER 16  HP ProLiant DL 380 1 750 1 

OTHER IT   e.g switchers, routers etc. 1 <10 5 

 

 
Figure B-2 Server arrangement in the university DC 
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Arrangement of ITE in the virtual DC environment  

Similarly, table B-3 shows the maximal IT power load and related heat dissipation for the 

virtual DC environment at a resolution of 1/3rd of the rack. Table B-4 and Table B-5 further 

specify the performance of servers. The ITE arrangement within the individual racks is 

again demonstrated in Figure B-3, where each sever type is indicated by its specific colour 

code 

Table B-3 distribution of nominal IT power load (W) used in simulation-based assessment.  

RACK (W)  A1 A2 A3 A4 B1 B2 B3 B4 

TOP 950 890 1920 1700 0 910 0 1050 

MID 1620 1480 1195 1250 0 960 0 1275 

BOT 1480 1415 1060 1020 0 2400 0 2000 

TOTAL 4050 3785 4175 3970 0 4270 0 4325 

 

Table B-4: Server parameters: chassis size and power consumption. 

ID code 

chassis 
size 

maximum 
power 

idle  
power 

standby power nominal 
power 

(U) (W) (W) (W) (W) 

SERVER 1  1 90 30 5 300 

SERVER 2  1 95 35 5 300 

SERVER 3  1 105 45 5 300 

SERVER 4  2 130 70 5 550 

SERVER 5  2 140 80 5 550 

SERVER 6  2 160 100 5 550 

SERVER 7  2 300 140 5 500 

SERVER 8  2 400 270 5 600 

SERVER 9  2 460 300 5 600 
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Table B-5: Server parameters: CPU core, CPU speed, and memory. 

ID code 

 

CPU size CPU size 
CPU 
speed 

memory 

capacity number of 
servers (# physical 

cores) 
(# virtual 

cores) (MHz) (GB) 

SERVER 1  4 8 3200 16 3 

SERVER 2  4 8 3200 32 8 

SERVER 3  4 8 3200 64 48 

SERVER 4  6 12 2000 64 2 

SERVER 5  6 12 2000 128 12 

SERVER 6  6 12 2000 256 23 

SERVER 7  12 24 2700 128 19 

SERVER 8  16 32 2000 128 14 

SERVER 9  16 32 2900 128 3 

 

 

Figure B-3 Server arrangement for simulation-based assessment 
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Appendix C: Validation and demonstration of  the DC 

space model 

Validation of the DC space model 

The comparison of measured and simulated temperatures of the first category presented in chapter 

5 are shown here again. Figures C-1 and C-2 provide a detailed overview of this comparison, where 

figure C-1 shows the return air temperature for the CRAC and AC units for the calibration data set, 

and figure C-2 shows the return air temperature for the CRAC and AC units for the validation data 

set. 

 

 

 

Figure C-7-1 Detailed  overview: measured and simulated return air temperature of cooling units 

(CRAC and AC unit) for the calibration dataset including the uncertainty range of the measurement 

instrumentation  
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Figure C-2 Detailed overview: comparison of measured and simulated return air temperature of cooling 

units (CRAC and AC unit) for validation dataset including uncertainty range of the measurement 

instrumentation  

Demonstration of the DC space model 

The demonstration of the model is performed for various settings of supply temperature, supply 

airflow and IT utilization. The results of the computed temperature distribution are shown for 4 high 

levels of layouts (bottom, mid, top and plenum) and also for 2 sections capturing the CRAC outlet 

and CRAC inlet including the typical hot aisle and cold arrangement. 

Varying temperature setpoints  

The influence of the supply air temperature setpoint of the HVAC system is shown in Figure C-3. 

Three scenarios for low (17°C), medium (21°C) and high (25°C) supply temperature setpoints are 
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simulated.  Workload across IT devices (50%) and HVAC supply airflow (12000kg/h) remain 

constant. Higher supply temperatures (e.g. 25°C) can create acceptable conditions at the inlet side 

for most of the servers. There is a minimum difference compared to the scenario with a low supply 

temperature setpoint (17°C). The analysis of temperatures across the DC space shows that there is 

significant potential for energy savings by allowing higher setpoint temperatures and provided that 

there is optimal airflow management (e.g. aisle containments). 

Varying airflow setpoints  

The influence of the airflow settings in the CRAC unit is shown in Figure C-4. It displays high (12000 

kg/h), medium (5500 kg/h) and low (3500 kg/h) ventilation scenarios. Workload across IT devices 

(50%) and HVAC setpoint temperatures (21°C) remain constant. Visualizing the results, the top layer 

section in the low ventilation scenario (3500 kg/h) gives a clear indication of the potential risk for 

hot spots and hence, IT equipment malfunction. On the other hand, the small air conditioning unit 

(on the left of the picture) is better not used in the high ventilation scenario (12000 kg/h), since its 

supply and return temperatures are quite similar. Even in this last scenario, it is easy to detect the 

locations (racks) within the DC space that have greater potential to suffer high temperatures. The 

potential for hot spots at higher positioned racks is depicted in Figure C-4, which shows a transversal 

section of the DC. 

Influence of workload utilization (%) in the DC 

The influence of varying workload levels (%) in the DC can be seen in Figure C-5. It displays high 

(75%), medium (50%) and low (25%) workload levels scenarios. HVAC setpoint temperature (21°C) 

and HVAC supply airflow (12000 kg/h) remain constant. These variations in workload, as also shown 

in Figure C-5, have a significant impact on the temperatures across the DC space and, compared 

with the previous scenarios, the results indicate that workload has equal influence on the DC space 

as other control aspects of the HVAC system (i.e. supply air temperature and supply airflow levels). 

Therefore, the workload level and HVAC settings should to be carefully balanced in order to achieve 

the optimal performance.  
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Figure C-3 Demonstration of DC space model: temperature setpoitn variant 
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Figure C-4 Demonstration of DC space model: airflow setpoint variant 
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Figure C-5 Demonstration of DC space model: IT workload variant 
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This research demonstrates the applicability of building energy simulation 
(BES) for the multi-domain analysis of energy use in data centres (DCs) and 
introduces a new application of a BES tool as a testing environment for 
external control algorithms. These external control algorithms are part of 
“holistic” DC operation, which aims to coordinate and optimize the main 
DC processes at the system-level. Considering the mission critical nature of 
the DC environment, where any possible downtime of DC services results in 
serious financial penalties and reputation loss, any real experiments nec-
essary for the platform development are extremely limited.
However, DC energy modelling and dynamic computational experimenta-
tion represent a safe virtual testing environment for novel control strate-
gies. Successful tests in such a safe environment can accelerate the pro-
cess of implementing new operational strategies in physical DCs. The 
virtual testing environment using BES is a feasible alternative to assess the 
potential of tested control strategies.
This research is also unique in that the first prototype of the virtual DC envi-
ronment was subjected to all phases of the proposed testing workflow from 
development through usability testing to real-world application, where the 
initial version of the holistic operation was tested. The usability of this 
virtual DC environment was endorsed by a wider research consortium of 
industrial and academic partners in the frame of the Genic project funded 
by the European Commission.
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