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Abstract. Process model matching techniques aim at automatically
identifying activity correspondences between two process models that
represent the same or similar behavior. By doing so, they provide essen-
tial input for many advanced process model analysis techniques such
as process model search. Despite their importance, the performance of
process model matching techniques is not yet convincing and several
attempts to improve the performance have not been successful. This
raises the question of whether it is really not possible to further improve
the performance of process model matching techniques. In this paper,
we aim to answer this question by conducting two consecutive analy-
ses. First, we review existing process model matching techniques and
give an overview of the specific technologies they use to identify similar
activities. Second, we analyze the correspondences of the Process Model
Matching Contest 2015 and reflect on the suitability of the identified
technologies to identify the missing correspondences. As a result of these
analyses, we present a list of three specific recommendations to improve
the performance of process model matching techniques in the future.

Keywords: Process model matching · Performance improvement ·
Weakness analysis · Activity similarity

1 Introduction

Process model matching refers to the automatic identification of corresponding
activities between two process models, i.e. activities that represent the same
or similar behavior. By automatically producing such activity correspondences,
process model matching techniques are a prerequisite for many advanced analy-
sis techniques. Among others, the identification of activity correspondences is
required for the harmonization of process model variants [1,2], process model
search [3,4], and the detection of process model clones [5,6]. Recognizing the
importance of matching for the automated analysis of process models in general,
c© Springer International Publishing AG 2017
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researchers have defined a plethora of process model matching techniques (see
e.g. [7–10]).

Despite the considerable attention that has been devoted to the problem
of process model matching, the performance of existing matching techniques
is not yet convincing. The results from the Process Model Matching Contests
in 2013 and 2015 show that, depending on the data set, the best F-measures
range between 0.45 and 0.67 [11,12]. While the need for performance improve-
ments is widely recognized, attempts to further improve the results of process
model matching, for example through performance prediction, were not very
fruitful [13]. This raises the question of how the performance of process model
matching techniques can be further improved.

In this paper, we aim to answer this question by (a) systemically analyzing
the technological state of the art and (b) by analyzing the missing capabilities
of existing process model matching techniques. To this end, we first conduct a
structured literature review on process model matching. We provide an overview
of existing techniques and the specific technologies they use to identify similar
activities. Then, we analyze the characteristics of the correspondences of the
Process Model Matching Contest 2015 that the participating matching tech-
niques failed to identify. In this way, we aim to develop an understanding to
what extent current matching performance can be explained by a focus on a
limited set of technologies and which directions might be promising to improve
process model matching performance in the future.

The remainder of the paper is organized as follows. Section 2 introduces the
problem of process model matching using a running example. Section 3 discusses
the methodological details and the results of our literature review. Section 4
presents the analysis of the correspondences of the Process Model Matching Con-
test 2015. Section 5 elaborates on opportunities for improving the performance
of process model matching and gives three specific recommendations. Section 6
concludes the paper.

2 The Problem of Process Model Matching

Process model matching techniques aim at automatically identifying activity cor-
respondences that represent similar behavior in both models. Figure 1 illustrates
the matching problem by showing the recruitment processes from two differ-
ent companies. The grey shades highlight the correspondences between the two
processes. For example, the activity “Evaluate” from company B corresponds to
the activities “Check grades” and “Examine employment references” from com-
pany A. The correspondences show that the two models differ with respect to
the terms they use (e.g. “eligibility assessment” versus “aptitude test”) as well
as their level of detail (e.g. “Evaluate” is described in more detail in the model
from company A).

Given such differences, the proper recognition of the correspondences between
two process models can become a complex and challenging task. The complexity
of the matching task is also highlighted by the rather moderate performance
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of process model matching techniques. A recent comparative evaluation in the
context of the Process Model Matching Contest (PMMC) 2015 showed that the
F-measures lie between 0.45 and 0.67 for different data sets [12].
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acceptance 
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Fig. 1. Two business processes and their correspondences

Following Gal [14], we can subdivide the matching process into first line
matching and second line matching. A first line matcher takes the sets of activ-
ities A1 and A2 from the process models as input and produces a similarity
matrix M(A1, A2) with |A1| rows and |A2| columns. Among others, such a sim-
ilarity matrix can be obtained by comparing the activity labels. A second line
matcher takes one or more similarity matrices produced by first line matchers
as input and turns them into a binary similarity matrix M(A1, A2) with entries
of 0 or 1. The latter indicates a correspondence between two activities.

It is important to note that first line matching plays a particularly important
role for the overall matching result. If a first line matcher computes a similarity
value of zero for two activities, it is very unlikely that a second line matcher will
include this particular activity pair in the final set of correspondences. In the
next section, we therefore conduct a systematic literature review and analyze
which technologies are employed for first line matching.

3 Review of Existing First Line Matching Measures

To gain insights into the state of the art of process model matching, we conducted
a systematic literature review on the measures used in the context of first line
matching. In Sect. 3.1, we describe our search strategy. In Sect. 3.2, we elaborate
on the results of our review.
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3.1 Search Strategy

We conducted a comprehensive literature review on process model matching.
More specifically, we queried the ACM Digital Library, IEEEXplore Digital
Library, Springer Link, and Science Direct for relevant conference and jour-
nal papers. As search terms we combined “business process”, “workflow”,
and “process model” with “matching”, “similarity”, “alignment”, and “query”.
Based on these search terms, we retrieved 5,862 papers in total, of which we
selected 657 for further screening. We considered only those papers as relevant
that proposed a measure taking two process models as input and producing a
set of activity correspondences at some stage. In this way, after removing dupli-
cates, we obtained a total of 30 papers, each describing and using at least one
measure. We studied all measures in detail and analyzed their usage for iden-
tifying similar activities. Since some papers (i.e. [11,12]) described more than
a single matching system, the total result of our literature study is a set of 35
process model matching systems, each employing one or more measures for first
line matching.

3.2 Search Results

The result of our search is summarized in Table 1. Each row in the table lists a
measure type that is used to identify activity correspondences. The Total column
indicates the total number of matching systems using the respective measure
type and the Reference column shows the papers discussing these matching
systems. Overall, Table 1 shows that we identified a total of 10 measure types,
which we categorized into syntactic and semantic measures.

Table 1. Measures used for first line matching

Measure type Total References

Syntactic

Distance-based 21 5 in [11], 2 in [12], [15–28]

Jaccard/Dice 5 [3,12,21,24,29]

Cosine similarity 5 3 in [12], [7,26]

Substring 4 3 in [12], [24]

Jensen-Shannon distance 1 [12,30]

Semantic

Synonym-based 16 3 in [12], [3,11,15,16,19,21,24–26,29,31,32]

Lin 12 3 in [12], [8,10,11,21,22,22,27,33,34]

Hypernym-based 5 [11], 2 in [10,12]

Wu & Palmer 3 2 in [11], [12]

Lesk 2 [27,34]
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Syntactic Measures. Syntactic measures relate to simple string comparisons
and do not take the meaning or context of words into account. The most promi-
nently employed syntactic measures are distance-based measures such as the Lev-
enshtein distance. Given two labels l1 and l2, the Levenshtein distance counts
the number of edit operations (i.e. insertions, deletions, and substitutions) that
are required to transform l1 into l2. Another distance-based measure is the Jaro-
Winkler distance, which works in a similar way, but produces a value between
0 and 1.

Besides distance-based measures, many matching systems rely on plain word
comparisons. Very common measures include the Jaccard and the Dice coeffi-
cient, which both compute the similarity between two activity labels based on
the number of shared and non-shared words. An alternative approach based
on word comparisons is the cosine similarity. To compute the cosine similarity,
activity labels are transformed into vectors, typically by weighing words with
their frequency of occurrence. The cosine similarity is then given by the cosine
of the angle between two activity vectors. An alternative way of taking the word
distribution into account is the Jensen-Shannon distance, which is a method for
measuring the similarity of two probability distributions. However, so far, it has
only been employed by the approach from Weidlich et al. [30].

A common pre-processing step is the consideration of substring relationships
between activities. For instance, Dadashina et al. consider two activities labels
l1 and l2 to be similar if l1 is a substring of l2 (or vice versa) [12]. Such labels
are then removed from further similarity considerations and simply receive a
similarity score of 1.

Semantic Measures. Semantic measures aim at taking the meaning of words
into account. A very common strategy to do so is the identification of synonyms
using the lexical database WordNet [35]. Typically, matching systems check for
synonyms as part of a prepossessing step and then apply other, often also syn-
tactic, similarity measures [12]. The most prominent semantic measure is the Lin
similarity. The Lin similarity is a method to compute the semantic relatedness of
words based on their information content according to the WordNet taxonomy.
To use the Lin similarity for measuring the similarity between two activities
(which mostly contain more than a single word), approaches typically combine
the Lin similarity with the bag-of-words model. The bag-of-words model trans-
forms an activity into a multiset of words, ignoring grammar and word order.
The Lin similarity can then be obtained by identifying the word pairs from the
two bags with the highest Lin score and by computing their average. Other
measures based on the WordNet dictionary include Wu & Palmer and Lesk.
The former computes the similarity between two words by considering the path
length between these words in the WordNet taxonomy. The latter compares the
WordNet dictionary definitions of the two words. Some approaches also directly
check for hypernym relationships (a hypernym is a more common word). For
instance, Hake et al. [12] consider “car” and “vehicle” as identical words since
“vehicle” is a hypernym of “car”.



186 F. Jabeen et al.

Discussion. The findings of our literature highlight two important points. First,
our review shows that syntactic measures play a predominant role. This means
they strongly rely on the use of comparable vocabulary among the considered
process models. Even common synonyms, such as “assess” and “evaluate” or
“conduct” and “perform”, cannot be detected by approaches relying on syn-
tactic measures. Interestingly, 21 out of 35 systems even rely on the most basic
syntactic measure: distance-based similarity. The disadvantage of edit-based dis-
tance measures is not only their inability to recognize synonymous terms, but
also their tendency to consider unrelated words as similar. As an example, con-
sider the unrelated words “contract” and “contact”. The Levenshtein distance
between these words is only 1, indicating a high similarity between the terms.
Second, our review shows that the employed semantic measures are very basic
and exclusively based on the WordNet dictionary. This represents a considerable
problem since any WordNet-based measure returns a similarity score of zero if
a term is not part of the WordNet dictionary. While the WordNet dictionary
is quite extensive, it does not cover complex compound words (e.g. “problem
report” or “budget plan”), which we often find in process models from industry.

Overall, our analysis suggests that current first line matching measures might
be not good enough for recognizing the complex notion of similarity between
some activities. In the next section, we will empirically investigate whether the
choice of syntactic and basic semantic measures can indeed explain the low
matching performance.

4 Analysis of the Results of the PMMC 2015

Our literature review in the last section revealed that matching techniques pre-
dominantly rely on syntactical and Wordnet-based semantic measures for first
line matching. In this section, we investigate to what extend this insight allows
us to explain the moderate performance of the matching systems in the Process
Model Matching Contest 2015 [12].

To this end, we computed the similarity scores for all 1037 correspondences
from the PMMC 2015 gold standard using the most prominently used syntac-
tic and semantic measures, i.e. the Levenshtein distance and the bag-of-words-
based Lin similarity. Figure 2 summarizes the results of our computation using
box plots. It clusters the results based on the three datasets from the contest
(referred to as “Admission”, “Birth”, and “Asset”) and the number of matching
systems that identified these correspondences. This means that the first column
(0) from Fig. 2(a) shows the distribution of the Levenshtein similarity of the cor-
respondences that have not been identified by any matching system (separately
for each dataset from the contest). The second column (1) respectively shows
the distribution of the Levenshtein similarity of the correspondences that have
been identified by exactly one system etc. Since a total of 12 matching systems
participated in the PMMC 2015, each graph has 13 columns.

Analyzing the Levenshtein similarity distributions from Fig. 2(a) shows that
there is a clear relationship between the similarity score of the correspondences
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(a) Levenshtein distance
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(b) Bag-of-word-based Lin similarity

Fig. 2. Relationship between the number of matching systems identifying the corre-
spondences from the PMMC 2015 gold standard and the similarity score distribution
of these correspondences

and the number of matching systems that successfully identified them. The
higher the similarity score, the higher the number of matching systems iden-
tifying the correspondence. While this may not be completely surprising, it is
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striking that especially the correspondences that none of the matching systems
identified have a median similarity score of below 0.1 among all datasets. This
does not only emphasize how strongly existing matching systems rely on syn-
tactic measures, but also that syntactic measures cannot represent a suitable
option for identifying them. It is also interesting to note that the correspon-
dences that were identified by 10 matching systems or more are mostly trivial
correspondences, i.e. identical strings.

The bag-of-words-based Lin similarity distributions from Fig. 2(b) show a
less clear picture. While there is an overall tendency that a higher Lin similarity
is associated with a higher number of matching systems identifying a corre-
spondence, we also observe a significant number of deviations. For instance, the
median Lin similarity of the correspondences from the Birth dataset that have
not been identified by any matching system is already quite high (0.4). For the
correspondences from the Admission dataset, we even observe an up and down
movement from column 1 to 4. This is, among others, caused by words that are
not part of WordNet and, thus, yield in a Lin similarity of 0. A notable analogy
to the Levenshtein similarity is the median of 1.0 for correspondences that have
been successfully identified by 10 matching systems or more. This can be easily
explained by the fact that the Lin similarity equals the Levenshtein similarity for
trivial correspondences. A general observation is that the Lin similarity tends to
give higher similarity scores to correspondences than the Levenshtein distance.
This is quite an expected outcome since the Lin similarity also semantically
relates words. The disadvantage, however, is that the Lin similarity is computed
on a word by word level. Consider, for example, the two activities “Evaluate
plan” and “Assess contract”. A bag-of-words-based Lin similarity would first
identify the best word pairs (i.e. “evaluate” and “assess” as well as “plan” and
“contract”) and average the Lin similarity scores of these pairs. Since “evaluate”
and “assess” are synonyms, their Lin similarity is 1. The Lin similarity between
“plan” and “contract” is 0.42, resulting in an average of 0.71. The resulting Lin
similarity between these activities is thus quite high, although they are actually
not likely to be related. This example together with the numbers from Fig. 2(b)
highlights that the mere application of semantic technologies is not sufficient.

To better understand to what extend semantic technology currently con-
tributes to the performance of the matching systems, we further analyzed the
correctly identified correspondences by each matching system from the PMMC
2015. Figure 3 illustrates the ration between trivial (i.e. identical strings) and
non-trivial correspondences.

The data from Fig. 3 shows that the majority of the correspondences identi-
fied by the matching systems from the PMMC 2015 are actual trivial correspon-
dences. Most systems identify between 20% and 50% trivial correspondences.
It is interesting to note that the systems with the highest share of non-trivial
correspondences (e.g. OPBOT, AML, pPALM, NHCM) also have a particular
good performance in the respective datasets. By contrast, the matching systems
mainly identifying trivial correspondences (e.g. SMSL, Knoma, NLM, TripleS),
also have a relatively bad performance. Looking into the specific techniques the
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Fig. 3. Ratio between trivial and nontrivial correspondences that the matching systems
of the PMMC 2015 correctly identified

more successful systems use, it is apparent that all of them at least partially
build on semantic technology.

5 Recommendations for Improving Process Model
Matching

Our literature review together with our empirical analysis of the correspondences
from the PMMC 2015 revealed that the moderate performance of current match-
ing systems can be well explained by their choices of first line matching measures.
The employed measures are based on either syntactic or very basic semantic tech-
nology. As a result, a considerable number of complex correspondences cannot
be successfully identified by existing matching systems. Based on our analysis,
we derive the following recommendations for future work:

1. Use syntactic technology for preprocessing only : Syntactic technology is highly
useful for recognizing trivial or almost trivial correspondences. We found that
the best performing systems mainly use syntactic technology as a preprocess-
ing step: They first match identical and almost identical labels and then
apply semantic technology. The large-scale and sole application of distance-
based measures, however, did not improve the results. They rather resulted
in a high number of false positives, even with high cut-off values for, e.g. the
Levenshtein distance.

2. Apply of semantic technology beyond the word level : Our analyses illustrated
the importance of semantic technology for identifying non-trivial correspon-
dences. However, it is also highlighted that semantic technology on the word
level is not sufficient. Comparing activity labels by computing the semantic
similarity between individual word pairs does not account for the cohesion
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and the complex relationships that exist between the words of activity labels.
A first step would be the proper consideration of compound nouns such as
“customer complaint” [36]. A more advanced step would be to also consider
the relationship between nouns and verbs [37]. Only because two activities
use the same verb (e.g. “evaluate”) they are not necessarily related. Possible
directions to account for these complex relationships are technologies such as
distributional semantics [38]. They have been found to considerably improve
matching results in other matching contexts [39].

3. Use of domain-specific dictionaries: Especially for the Birth dataset from
the PMMC 2015, the recall values are particularly low. Analyzing the cor-
respondences that the matching systems failed to identify, reveals that these
correspondences often use domain-specific words or describe domain-specific
procedures. Taking into account how current semantic technology is created
and trained, it is not likely that there exists an off-the-shelf solution that is
conducive for the identification of these correspondences. Hence, we recom-
mend building on domain-specific dictionaries. They can be used for both
inferring relationships between domain-specific words as well as for training
statistical approaches, such as the previously mentioned distributional seman-
tics methods. Existing methods for automatically extracting ontologies may
represent a promising starting point here [40].

We believe that these three recommendations can appropriately address the
weaknesses we identified in our analyses and hope that they provide valuable
directions to further improve process model matching.

6 Conclusion

In this paper, we addressed the question of how to improve the performance of
process model matching techniques. To this end, we conducted a literature review
on existing process model matching systems and the specific technologies they
use for identifying activity correspondences. Then, we analyzed the results from
the Process Model Matching Contest 2015 in order to learn to what extend the
employed technology for the identification of activity correspondences represents
a reasonable choice.

Our literature review showed that all existing matching systems mainly rely
on syntactic and simple, mostly WordNet-based semantic similarity measures.
The analysis of the similarity values these basic measures produce for the corre-
spondences from the Process Model Matching Contest 2015 further illustrated
that these measures are not suitable for identifying the correspondences that
could not been identified by any of the participating matching techniques. The
main reason is that neither the employed syntactic nor the employed semantic
similarity measures were able to detect the complex semantic relationships that
exist between activity labels.

To provide a basis for improving the performance of process model match-
ing techniques in the future, we derived three specific recommendations. They
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address the main weaknesses we identified in the context of our analyses. First,
we recommend using syntactic technology for preprocessing only. We found that
syntactic measures can be useful for filtering highly identical labels but, beyond
that, are often responsible for noise. Second, we recommend applying semantic
technology beyond the word level. We observed that especially compound nouns
and verb-noun combinations require specific attention. Third, we recommend
using domain-specific dictionaries. Our analysis revealed that many of the miss-
ing correspondences contain words that are unlikely to be covered by general
purpose resources such as WordNet.

We hope that the insights and recommendations we provide in this paper
can represent valuable directions for future research on process model matching.
We plan to build on the insights of this paper by developing a new match-
ing technique that combines distributional similarity technology with a domain
ontology.
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