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Summary

Techniques for Performance Improvement of Radio-over-Fiber WLAN

The expected traffic surge in indoor networks due to hyper-connec�vity of
user devices calls for immediate a�en�on. WiFi serves the lion’s share of the
indoor data traffic. But the inherent architecture of WiFi is not suited for such
massive data traffic growth by itself. The main problems are threefold. Firstly,
the indoor network should be able to cope with the temporal and spa�al vari-
a�ons in user traffic while providing the demanded services with the required
quality. Secondly, the energy efficiency of the network should be much be�er
(100+ �mes, as envisioned in the 5G roadmap) than the present WiFi to reduce
the total cost of opera�on. Finally, the network capacity has to scale up by three
orders of magnitude (Peak user data rate ≥ 10 Gbps and minimum guaranteed
user data rate ≥ 100 Mbps). A Radio-over-Fiber (RoF) based hybrid Fiber-Wireless
(Fi-Wi) indoor architecture could meet these requirements. Fi-Wi encompasses
the benets achievable from both distributed antenna systems and centralized
resource management.

In this disserta�on, we study and quan�fy the benets of the Fi-Wi archi-
tecture for leveraging the network adaptability for resource management, en-
ergy efficiency and improving physical layer performance. We propose new tech-
niques like a dynamic assignment for re-alloca�on of network elements to im-
prove user throughput and delay and resource on demand techniques for en-
ergy efficiency. We also propose a Power-Managed-Load-Balanced strategy that
achieves dynamic traffic-load balancing while reducing the total energy spent by
the network. Moreover, different physical layer aspects and techniques are also
addressed. We propose an uplink MU-MIMO scheme that u�lizes both the op�-
cal and spa�al degrees of freedom to achieve a signicantly higher user capacity.
We also propose a precoding and scheduling MU-MIMO scheme that improves
downlink throughput while assuring QoS support for the users in the network.
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1

Introduc on

1.1 Introduc�on

There has been a major evolu�on in mobile communica�on from just providing
simple analog voice connec�vity through telephones to ultra-smart hand-held
mobile devices (MDs) suppor�ng hundreds of thousands of different applica�ons,
which are connec�ng billions of users worldwide. It is projected that, by 2020,
there will be 25 billion [1] connected devices globally, suppor�ng a mul�tude
of wireless connec�ons. These devices are capable of suppor�ng many emerg-
ing services like Voice over Internet Protocol (VoIP), ultra high-deni�on video
streaming, social networking, augmented reality, cloud compu�ng, and machine-
to-machine communica�on to name a few. The aforemen�oned services have
different service requirements, e.g., the con�nuous growth of video resolu�on
demands extremely high data rates of the order of 1 Gbps [2]; cloud compu�ng,
online gaming and augmented reality require large amounts of data exchange
with extremely low latency of the order of milliseconds. The �h genera�on (5G)
of mobile networks are developed and projected to be deployed by 2020 [1, 3] to
meet the new service requirements. The different engineering requirements for
5G can be broadly classied into three categories [4, 5]:

• Data Rate: 5G envisions a 1000× increase in aggregate data rate or area
capacity from fourth genera�on (4G). The edge rate or 5% rate requirement
ranges from 100Mbps to 1Gbps (for ultra high-deni�on video streaming),
thus requiring a 100 fold improvement over present 4G systems edge rates.

• Latency: Applica�ons such as augmented reality, cloud-based "tac�le In-
ternet", online gaming, etc., require a very low roundtrip latency of the
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1.1 Introduc on 2

order of 1 ms.

• Energy: As the projected data rate per link is expected to grow by a factor
of 100, the amount of energy consump�on in Joules per bit should also be
scaled down by the same factor of 100. This will ensure reasonable power
scaling.

Thus the aforemen�oned requirements, owing to the growth in the number
of devices and the connec�vity services they require, are placing an enormous
pressure on the network. According to a study from CISCO [6], at least 80 %
of the data traffic originates indoor. Moreover, the mobile market is es�mated
to approximately double in revenue (to roughly 8.5 billion dollars) by 2019 [7].
Thus managing the indoor network efficiently is of utmost importance. The chal-
lenges that are faced by the indoor networks can be classied into three broad
categories. Firstly, the indoor network capacity has to scale up to cope with the
increasing traffic demands. Secondly, the indoor network must be able to con-
gure and adapt itself, to deliver the required services and to meet the MD's
demands, without bothering the users with network technicali�es. And nally,
the indoor network should be energy efficient, to reduce the total cost of oper-
a�on, and should be able to operate with ultra-low transmission power to mini-
mize human exposure to electromagne�c radia�on. Researchers believe that the
challenges offered can be met by (a) densica�on of the network [4, 8], (b) in-
creasing spectral efficiency via advanced mul�ple input mul�ple output (MIMO)
techniques [8--10] and (c) increasing bandwidth by taking a leap towards mm-
wave communica�on [11]. In this disserta�on, we however restrict our efforts to
the rst two categories.

Today's indoor networks are generally rolled out as a single large wireless net-
work with complete site coverage. This network architectural design does not
sa�sfy the challenges men�oned above. Densica�on of the network, by cre-
a�ng smaller wireless network clusters, has been rst demonstrated for mobile
technologies as an effec�ve measure for increasing the outdoor network capac-
ity [12, 13]. This is not just true for deployment of outdoor mobile technolo-
gies but also holds for indoor networks and is in-line with the heterogeneous
networking (HetNet) architecture of 5G [14]. Diminishing cell sizes and crea�ng
femto-cells offers many benets like (a) re-use of spectral resources, (b) lowering
the number of compe�ng MDs per cell, (c) reduced transmission distances and
(d) reduced electromagne�c radia�on. However, a centrally managed indoor ar-
chitecture par��oning the overall coverage area into smaller cells needs to be
dynamic in nature. It should adapt the topology based on the space and �me-
varying user demands. Adop�on of advanced physical layer solu�ons like massive
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1.2 Research challenges 3

mul�-user mul�ple input mul�ple output (MIMO) systems also play a big part in
mee�ng the aforemen�oned challenges [8]. Apart from forming smaller clusters
of femto-cells and adop�on of advanced physical layer technologies, an efficient
indoor network architecture design should also incorporate the following impor-
tant features:

• It should provide seamless inter-working between different radio standards.

• It should allow for lower network energy consump�on and operate at lower
transmit power levels.

• It should be future proof, i.e., it should be able to incorporate new tech-
nologies as they appear on the market.

• It should be scalable, with respect to number of MDs and users served.

An indoor hybrid Fiber-Wireless (Fi-Wi) network architecture based on Radio-
over-Fiber (RoF), as proposed in [15, 16], is a good basis for providing these fea-
tures. This disserta�on is based on the research work carried out under the
framework of the Management and control of Energy-efficient Ad-hoc Networks
and Services (MEANS) project [17]. The project has been funded by the Dutch
Ministry of Economic Affairs [18] in the IOP Generieke Communica�e Program [19].
In this disserta�on, we study techniques for a�aining solu�ons towards the afore-
men�oned challenges using RoF-based hybrid Fi-Wi architecture.

1.2 Research challenges

The indoor ber links are typically short range (of the order of a few hundred me-
ters) and are assumed not to add large propaga�on delays, which could adversely
affect the MAC protocols of the radio standards [20]. However, the architecture1

does present some signicant challenges.
The following six research challenges were iden�ed in the MEANS project [17].

• Dynamic radio resource assignment via topology and congura�on man-
agement.

• Energy efficient indoor communica�on.

• Improvement of network capacity.
1A detailed descrip�on of the Fi-Wi architecture is provided in Chapter 2.
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1.2 Research challenges 4

• Mul�ple wireless standard networking.

• Support of mobility and session management.

• Security management.

There is a lot of literature dealing with the aforemen�oned issues. For exam-
ple, in [21, 22], the authors deal with the issues of seamless mobility, session man-
agement and mul�ple wireless standard networking in hybrid Fi-Wi networks.
In [21] the extended cell technique was proposed for seamless handovers of de-
vices between adjacent femto-cells. This was based on grouping several adjacent
femto-cells into one cell, where the same signals were transmi�ed from the trans-
mit antennas over the same frequency channels. In [22] solu�ons were provided
to the problem of mul�ple wireless standard networking, via ver�cal handover,
between wireless local area network (WLAN) and 60 GHz communica�on radio
technologies. [22] used Decision Theory and Markov Decision Processes to study
the problem of ver�cal handover between the aforemen�oned technologies, tak-
ing into account the quality of experience perceived by the MDs. In [23], models
for indoor energy-efficiency of Wireless Fidelity (WiFi) network based on RoF dis-
tributed antenna system (DAS) have been studied and shown to perform be�er
in terms of coverage and energy efficiency as compared to the tradi�onal WiFi
deployment. In [24] security management issues like mutual authen�ca�on and
data conden�ality of Fi-Wi networks were tackled, and the list goes on.

This disserta�on, however, deals with the rst three aforemen�oned research
challenges, which inuence the different engineering requirements of the 5G net-
work. We discuss each of them in the following sec�ons.

1.2.1 Dynamic radio resource management

The RoF-based Fi-Wi architecture, used in the MEANS project, consists of access
points (APs) colocated at the central residen�al gateway (namely, the Home Com-
munica�on Controller (HCC)), with the transmit antennas (namely, the Cell Access
Nodes (CANs)) located in the building. The connec�vity decisions, between the
CANs and the APs, are managed by a central en�ty at the HCC, namely the Radio
Network Manager (RNM) (see Fig. 1.1). The main purpose of choosing a hybrid
Fi-Wi architecture is to sa�sfy the demands of the indoor MDs, with a sa�sfac-
tory quality of service (QoS), through user-centric network resource sharing. For
example, an extra cell can be added (or removed) to handle a surge in the traffic
demand caused by an increase in the number of MDs and the services they de-
mand. The transmit power levels, at the transmit antennas, are also controllable
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Figure 1.1: Flexible AP-CAN-Mobile device assignment in RoF-based Fi-Wi archi-
tecture

to dynamically adjust the size and capacity of the served radio cells. However, the
individual transmi�ng power level across each antenna needs to be monitored
and managed carefully to adapt the cell size. Too high transmit power levels can
cause unwanted mutual interference between cells thus diminishing the capac-
ity offered. Similarly, too low transmit power levels can hamper the transmission
performance and can cause outage among users and devices. Thus by applying
dynamic radio resource assignment techniques at the HCC, the topology, the net-
work capacity, the QoS and the fairness across the MDs and network services
can be improved. This is of utmost importance because the user traffic demands
across each cell and the QoS requirements are changing over �me. The uctu-
a�ons can be a�ributed to the mobility of users and devices, users demanding
different services, ongoing service sessions with �me varying QoS needs or even
devices being powered on or switched off.

The architecture thus allows be�er load balancing and conges�on control for
the overall network. Moreover, ver�cal handovers of the user traffic among the



511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma
Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017 PDF page: 14PDF page: 14PDF page: 14PDF page: 14

1.2 Research challenges 6

supported wireless standards are also possible, allowing for be�er u�liza�on of
the network resources among its varied user categories. Thus in a hybrid Fi-Wi
architecture there are a lot of network parameters that could be adjusted dynam-
ically for be�er management of the network. The challenge is to u�lize these
parameters and formulate efficient radio resource management techniques to
guarantee QoS across heterogeneous MD traffic categories. In this disserta�on,
we, therefore, formulate efficient load balancing algorithms that can reduce the
overall conges�on of the centralized enterprise WLAN network.

1.2.2 Energy efficient indoor communica�on

Energy consump�on of the informa�on and communica�ons technology (ICT)
has become a big challenge for sustainable development. The ICT industry con-
tributed about 3% to the global annual electricity bill in 2010, and the amount is
increasing by 15 to 20 % each year [25]. With the rapid deployment of enterprise
WLANs, 4G networks, as well as the 5G vision of a totally connected world by
2020 [3], the situa�on is ge�ng worse. The indoor network opera�on efficiency
and energy efficiency need further enhancements by taking into account the �me
varying traffic load and interference management.

The dynamic radio resource management for a hybrid Fi-Wi architecture, to
a�ain QoS across MDs and network services, discussed above, is done by u�liz-
ing the exibility in connec�ons between the APs and the CANs. But this also
has a major impact in reducing the aggregate energy consump�on of the whole
indoor network. In an indoor network, there are two major causes for energy
consump�on. Firstly, as the number of MDs is increasing, the network adds more
redundancy, by installing more APs to provide overlapping coverage, considering
the worst case scenario in traffic demands. Thus almost all of the APs are kept
switched on all the �me. But those worst-case traffic demand situa�ons occur
rarely and even vary over space, i.e., they might occur more frequently in spe-
cic areas than others. Secondly, the transmit power levels across the APs are
kept high as they serve a larger area indoor. But as the number of MDs varies
over �me and space such high power transmission may not be jus�able, e.g.,
when there are fewer MDs in the network and all of them are very close to the
APs. Thus the rst aforemen�oned issue leads to high energy wastage due to the
con�nuous opera�on of all network elements like APs and central network man-
ager managing the WLAN, if any. It reduces both energy and spectral efficiency
and causes unnecessary mutual interference between radio channels if the ra-
dio planning is not performed properly. This creates conges�on and eventually
brings down the network capacity. The second issue discussed above also leads
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to low energy efficiency and can cause mutual interference between neighboring
cells. Furthermore, it is not clear yet whether the electromagne�c radia�on also
impacts the long-term health of the users [26].

The hybrid Fi-Wi network architecture (see Fig. 1.1) can considerably reduce
the total energy wastage in the network. As op�cal ber is used for a major part of
the link between the APs and mobile devices (MD), the amount of power used for
transmi�ng informa�on is much less than that of a copper medium. Moreover
as the transmi�ng antennas (CANs) are kept as close as possible to the MDs the
transmission power is reduced considerably. Furthermore, due to the centralized
management of the indoor network, the hybrid Fi-Wi architecture can u�lize the
knowledge about the varying MD traffic demand. This creates the opportunity to
reduce the energy wastage due to the redundancy of the coverage, via dynamic
on and off switching of the network elements (CANs and APs), thus reducing the
mutual interference between cells and lowering the electromagne�c radia�on
levels.

This disserta�on will analyze the problem of energy consump�on in central-
ized enterprise WLANs and demonstrate the energy efficiency of the hybrid Fi-Wi
network.

1.2.3 Improving network performance

Finally, the hybrid Fi-Wi indoor network should improve the overall network per-
formance. Deployment of femto-cells along with exible and transparent op�cal
interconnec�on between APs and CANs provides a basis for signicantly improv-
ing network performance in terms of capacity and coverage.

Advanced physical layer techniques can help to increase the capacity of such
a Fi-Wi network. A key technology for increasing the network capacity is the use
of MIMO antenna techniques [27]. Many wireless standards (e.g., WiFi, Long
Term Evolu�on (LTE), LTE-Advanced) have incorporated MIMO. MIMO involves a
variety of techniques aiming at different objec�ves for different scenarios. In gen-
eral, they can be broadly divided into two categories namely single-user MIMO
(SU-MIMO) and mul�-user MIMO (MU-MIMO). In the Fi-Wi architecture, since
we have a large number of CANs, we can make use of them to perform both SU-
MIMO and MU-MIMO. A large number of devices (wired or wireless) co-exis�ng
in the network allows us to make use of MU-MIMO techniques to enhance per
MD throughput as well as the overall network capacity and also the reliability ex-
perienced by the MDs. While a variety of MIMO techniques can be u�lized in the
downlink because of the availability of a large number of CANs, our op�ons are
limited in the uplink because of the limited processing and antenna slots across
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MDs. Consequently as networks designer we have to push all the MIMO imple-
menta�on issues to the HCC to bring the MIMO virtues at the MDs. Thus in par�c-
ular MU-MIMO techniques can be interes�ng. MU-MIMO exploits the mul�user
diversity in alloca�ng a group of MDs into the same �me-frequency resource [28].
It thus achieves higher transmission capacity while requiring simpler MDs. In the
general se�ng, we assume that the MDs are transmi�ng to the APs (colocated
at the HCC) u�lizing one or more antennas. There is generally no coordina�on as-
sumed among the MDs. Hence the main challenge lies in scheduling the MDs in
the downlink. As the MDs are generally dispersed over the femto-cell areas and
are not predictable in their behavior, scheduling the group of MDs to a�ain max-
imum network capacity while guaranteeing individual MD performance is chal-
lenging. The different techniques used in MU-MIMO are beam-forming, space-
division mul�plexing and transmit diversity.

In this disserta�on, we analyze and propose MU-MIMO techniques for uplink
and downlink. While in the uplink we propose an op�cal and spa�ally mul�plexed
MU-MIMO scheme that can signicantly improve the total network capacity, in
the downlink we propose MU-MIMO precoding and scheduling schemes, based
on the metric of successive leakage to noise ra�o, that guarantees QoS as de-
manded by the MDs.

1.3 Methodology & techniques

In the previous sec�on, we men�oned the research challenges that we tackle in
this disserta�on. The hybrid Fi-Wi architecture is unique as it provides several
new opportuni�es to address the issues. This sec�on lists possible interes�ng
op�miza�on solu�ons that can be implemented by u�lizing the degrees of free-
dom provided by such RoF-based hybrid Fi-Wi architecture. Fig. 1.2 provides an
overview of the design principles and op�miza�on framework of the hybrid Fi-Wi
architecture. The objec�ve inputs are categorized in the architecture by lis�ng
them under the resources available. The Fi-Wi network design and performance
is op�mized using the offered degrees of freedom as op�miza�on variables. The
offered degrees of freedom are,

• Power: The transmit power across each CANs is a controllable parameter.
The network can vary the transmit power to control the cell sizes covered
by the CANs, thus reducing interference or controlling the number of users
and devices supported by each CAN.
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Figure 1.2: Overview of the degrees of freedom along with the op miza on solu-
ons a ainable

• Spectrum: The network can control the bandwidth offered across each in-
door femto-cell. Based on the knowledge of the loca�on of the user traffic
genera�on, the network can decide to offer more spectrum to loca�ons
where the user traffic demand is high.

• Users: Managing the users, or the MDs, can yield important degrees of
freedom. Based on the knowledge of the user traffic prole and the ser-
vices they demand, the network can group classes of MDs intelligently to
reduce conges�on in the network. The network can even use the diversity
provided by the varied user traffic demand and can perform MU-MIMO
techniques or provide coopera�ve communica�on support.

• Wireless technologies: Support for a plurality of wireless standards allows
the network to divide the user traffic based on the QoS demands. It helps
to relieve conges�on in the network, thus reducing the latency in both the
uplink and downlink.

• Op cal wavelengths: As the radio signals from the HCC to the CANs and
vice-versa are transported by mul�plexing them onto op�cal carriers, the
op�cal wavelengths allow the network to provide service differen�a�on
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across users.

• Time-scheduling: Time-slots are an important dimension. Advanced physi-
cal layer techniques like MU-MIMO, coopera�ve communica�on, and Mas-
sive MIMO require scheduling of MDs over both �me and frequency slots.
Thus controlling the MAC �me-slot scheduling can maximize the aggregate
capacity by proper scheduling of MDs.

• Space: Finally another important degree of freedom is space. Here space
refers to the antennas across CANs or the femto-cells they provide cover-
age to or even a cluster of femto-cell grouped together as a single cell. In
designing a robust network, which can dynamically manage the topology
of the network (for radio resource management or energy efficient com-
munica�on) or provide advanced physical layer support, the network has
to manage the cell areas properly.

Each degree of freedom represents parameters that can be controlled by the
network to obtain solu�ons that can address the challenges we pointed out be-
fore. The various solu�ons that are discussed in this disserta�on make use of
the available degrees of freedom and can be classied into three main categories
namely, CAN-AP assignment, energy efficient communica�on and mul�-antenna
techniques. Each of the solu�ons is discussed below,

• CAN-AP assignment: The priori�zed degrees of freedom would be space,
�me-slot, spectrum and wireless technologies. The deployment of a Fi-Wi
architecture, which u�lizes the DAS approach, provides mul�ple exibili-
�es. The APs colocated at the HCC can connect with any CAN using differ-
ent op�cal wavelengths. Thus if we consider a single wireless technology
(e.g., IEEE 802.11x, where x=a, b, g, n, ac, etc.), mul�ple CANs can connect
to a single WiFi AP or mul�ple WiFi APs can connect to a single CAN (see
Fig. 1.1). This exibility allows to re-congure the traffic pa�ern in the net-
work, which in turn allows to fully u�lize the network capacity. The indoor
network can avoid conges�on by changing the connec�vity between the
APs and the CANs. Thus RoF-based DAS assignment allows for the change
of the cell areas served by the APs dynamically over different �me-slots.
This allows be�er bandwidth u�liza�on and also helps to reduce inter-cell
interference.

• Energy efficient communica�on: As men�oned before one of the major
concerns of indoor networks is to reduce the overall energy consump�on.
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The different degrees of freedom in a Fi-Wi network that can be used for
energy-efficient communica�on are power, grouping of users or MDs, �me-
slots, space, and spectrum.

• Mul -antenna techniques: Mul�-antenna techniques are proposed with
the inten�on of improving the overall uplink and downlink capaci�es. The
degrees of freedom used in these criteria are power, space, �me-slot and
spectrum. As discussed before, one of the most important challenges is
to improve the network capacity of the Fi-Wi network. We thus explore
mul�-antenna techniques, like MU-MIMO, to a�ain higher overall network
capacity.

1.4 Scope & organiza�on of the disserta�on

This disserta�on focuses on the three aforemen�oned goals of the project namely
(a) Dynamic radio resource assignment, (b) Energy efficient indoor communica-
�on and (c) Improving network performance. We provide techniques for be�er
managing indoor Fi-Wi networks which increase the total network capacity (both
in uplink and downlink) while guarantying QoS demands and achieving fairness
among MDs. We study the widely used indoor small cell technology of WiFi over
a hybrid Fi-Wi architecture and provide techniques for dynamically managed in-
door WLAN networks.

This disserta�on is divided into two main parts: (a) dynamic radio resource
management and energy efficient communica�on and (b) physical (PHY) layer
techniques, as shown in Fig. 1.3. Chapter 3, 4, 5, and 6 form the core part of the
research.

In Chapter 3 we u�lize the dynamic temporal and spa�al varia�ons in MD
traffic and provide centralized load balancing techniques by shi�ing the connec-
�ons between APs (colocated at the HCC) and CANs. Sta�c connec�ons between
CANs and APs will lead to poor MD performance in terms of throughput and de-
lay achievable for the requested traffic. Flexible RoF connec�vity between CANs
and APs ensures that we can dynamically change the associa�on between those
network elements (CANs and APs) to improve MD throughput and transmission
delay resul�ng in much-improved network performance.

Chapter 4 provides techniques for energy-efficient communica�on in Fi-Wi
WLAN. In today’s world, centralized enterprise WLAN support redundant layers
of APs with overlapping cell areas to provide sufficient capacity to all MDs, sup-
por�ng the required QoS for cri�cal demand situa�ons, and also to protect the
network against failures. It has been pointed out in many studies (e.g., [29])
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Figure 1.3: Organiza on of the disserta on

that the AP usage varies dras�cally over a day, week, month and also throughout
the year. Such peak MD traffic demands occurs on a shorter �me scale causing
most of the APs in such enterprise scenario to be in idle mode frequently. Thus
hundreds of thousands of APs worldwide are responsible for enormous energy
wastage. The numbers of idle APs are bound to increase as enterprises add more
redundancy in their networks. This is a major issue, which has received meager
a�en�on and is bound to become a problem. The energy consumed in the net-
work is due to the opera�on of the network elements. In this chapter, we study
techniques to switch network elements on or off based on the quan�ed MD de-
mand. We advocate resource on demand (RoD) techniques for energy efficient
communica�on of centralized enterprise WLAN using the RoF-based hybrid Fi-Wi
architecture. Finally, we also combine the techniques proposed for the energy
efficient communica�on along with the dynamic radio resource assignment tech-
niques to provide network solu�ons that are able to achieve op�mal network
performance while minimizing the total energy of the network. The throughput
and delay are analyzed for heterogeneous traffic categories of MDs.

In Chapters 5 and 6, different physical layer techniques are discussed, that
can achieve higher network capacity. In Chapter 5, we discuss the Fi-Wi uplink
transmission of WiFi signals. The use of Fi-Wi channels provides the indoor net-
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work with two degrees of freedom. First, mul�ple op�cal wavelengths are avail-
able to transport the radio signals to different CANs. Next, the radio channels at
each CAN can be spa�ally reused. U�lizing both degrees of freedom, we discuss
a mul�-user detec�on technique (namely Successive Interference Cancella�on
(SIC)) and propose an opto-spa�al mul�plexed mul�-user Mul�ple Input Mul�ple
Output (MU-MIMO) uplink scheme which increases the ergodic network capac-
ity achievable. It also helps in resolving the inherent problem of hidden nodes
caused due to the carrier sense mul�ple access/collision avoidance (CSMA/CA)
MAC conten�on mechanism of WiFi.

Chapter 6 focuses on the Fi-Wi downlink. In this chapter. we propose a down-
link MU-MIMO MD scheduling scheme that tries to maximize the overall downlink
network capacity by taking into account the different MD's demands of through-
put and their respec�ve channel gains. The algorithm also tries to ensure the
different QoS demanded by the MDs. We evaluate the proposed scheme under
both perfect and imperfect channel state informa�on at the transmi�er (CSIT).

Finally, in Chapter 7, we conclude by highligh�ng our main ndings and present
direc�ons for future research in this area.
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RoF Network Architecture

Fiber-to-the-home is increasingly becoming common for suppor�ng high data
rate applica�ons in indoor environments [30, 31]. The penetra�on of the op-
�cal bers from the boundary of the indoor living spaces to individual rooms
or hallways provides a future-proof infrastructure installa�on [32, 33]. Wireless
coverage, on the other hand, offers the indoor users the much-needed exibility
and mobility. Thus the Fi-Wi infrastructure is a future-proof solu�on for broad-
band access in indoor environments [34, 35]. Fi-Wi hybrid indoor networks have
been proposed with the mo�va�on of suppor�ng single wireless technologies
such as IEEE 802.11x, where x=a, b, g, n, ac, etc., or for different wireless tech-
nologies, e.g., combining small cell and cellular technologies. The main idea is to
provide the required network resources, such as spectrum, power, etc., to indoor
MDs [36, 37]. This requires dynamic management of these resources. A central-
ized hybrid Fi-Wi architecture can provide this func�onality in a convenient way
as we will show in this disserta�on.

The hybrid Fi-Wi architecture, as described by the MEANS project [17], con-
sists of ber links emana�ng from a central controller, the Home Communica�on
Controller (HCC), to mul�ple loca�ons, e.g., rooms, terminated by one or more
cell access nodes (CAN) (see Fig. 2.1). The CANs connected to the HCC form a dis-
tributed antenna system (DAS). DAS is energy efficient and can reduce the hard-
ware cost of installa�on over a longer period of �me [36]. Using RoF technology,
the radio signals generated at the HCC are distributed to the CANs, to provide
radio coverage inside their cell areas. Thus instead of using a single large wireless
network, the Fi-Wi architecture par��ons the indoor network into smaller wire-
less femto-cell clusters with a centralized management. Via a control channel,
the radio network manager, in the HCC, adjusts the transmission and recep�on
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Figure 2.1: Indoor hybrid Fiber-Wireless (Fi-Wi) architecture [17]

parameters of the CAN to dynamically adapt the transmission power and the net-
work topology, to match the traffic demands. The architecture is thus envisioned
to enable the HCC and mul�ple CANs to provide indoor connec�vity for a wide
range of devices at data rates approaching the order of Gbps. Furthermore, since
an RoF-based hybrid Fi-Wi architecture provides support to a wide range of radio
protocols including Wireless Fidelity (WiFi), Long Term Evolu�on (LTE), Universal
Mobile Telecommunica�ons System (UMTS), etc., the en�re wireless transmis-
sion capacity can be increased.

In this disserta�on, however, we study the research challenges (as men�oned
in Chapter 1) for hybrid Fi-Wi networks considering the most widely adopted
small cell wireless technology, namely WiFi. Most indoor environments today
are op�ng for a centralized deployment of WiFi APs, which follows the control
and provisioning of wireless access points (CAPWAP) standard [38], for managing
the WiFi radio resources. CAPWAP u�lizes a split MAC architecture, where the
IEEE 802.11 func�ons are implemented across mul�ple en��es instead of a sin-
gle en�ty. The APs in CAPWAP are referred to as light-weight APs (LWAP) (Fig. 2.2),
providing a simplied a�achment point for WLAN MDs. They perform func�on-
ali�es such as (a) real-�me 802.11 MAC func�ons (beacon genera�on, probe re-
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Figure 2.2: Tradi onal CE-WLAN

sponses, power management, packet buffering, MAC layer data encryp�on and
decryp�on, etc.), (b) radio frequency spectral analysis (c) fragmenta�on and re-
assembly, etc. They are connected to a central controller, the WLAN Manager.
The WLAN Manager performs func�onali�es such as (a) security management,
(b) congura�on management, (c) non real-�me 802.11MAC func�ons (Associa-
�on, Disassocia�on, Reassocia�on, 802.1X EAP Authen�ca�on, Encryp�on, etc.),
etc. It connects to mul�ple LWAPs via an interconnec�on medium. This can be
a direct connec�on, layer 2 switched or layer 3 routed network. The Router is
used for rou�ng the messages from the access network to several LWAPs and
vice-versa. This centralized enterprise WLAN (CE-WLAN) architecture1 allows for
centralized radio resource distribu�on between the LWAPs that are connected
to the WLAN Manager. However, the tradi�onal CE-WLAN architecture s�ll does
not allow the network to sa�sfactorily make use of the dynamic varia�on in MD
traffic load across space. We will show that an RoF-based CE-WLAN has be�er
performance.

In the following sec�ons, we describe in detail the basic building blocks of the
Fi-Wi architecture. The generalized descrip�on of the building blocks is discussed
with respect to the implementa�on of the RoF CE-WLAN.

1From henceforth we will refer to this architecture as the tradi�onal CE-WLAN deployment
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2.1 Home Communica�on Controller

HCC : Home Communication Controller; AP : Access Point; RNM : Radio Network Manager; SDN : 
Signal Distribution Network; O/E – E/O Converter : Optical/ Electrical and Electrical/Optical 
Converter; LWAP: Light-Weight AP; CAPWAP: Control and Provisioning of Wireless APs. 

O/E – E/O 
Converter 

RNM 

O/E – E/O  
Converter 

O/E – E/O 
 Converter 

   
   

   
 S

DN
 

(O
pt

ica
l R

ou
te

r)
  

    LWAP  1 

HCC 

RF in 

RF out 

CA
PW

AP
 

CA
PW

AP
 

CA
PW

AP
 

AP 1 

AP 2 
AP m 

   LWAP  2 

   LWAP  m 

 Access 
Network 

Optical 
Fiber 

Ro
ut

er
 

(R
ou

tin
g,

 A
dd

re
ss

in
g,

 S
ec

ur
ity

) 

Figure 2.3: Home Communica on Controller (HCC) for Centralized Enterprise
WLAN

The Home Communica�on Controller (HCC) is a home gateway that offers
managed services indoors. Its design conforms to the vision of the Home Gate-
way Ini�a�ve (HGI) [39]. The HCC can be thought off as an evolu�on of the pre-
vailing residen�al gateways such as the Digital Subscriber Line (xDSL) technol-
ogy modem or the cable set-top box. It establishes an op�cally transparent con-
nec�on between several APs2 colocated at the HCC and CANs, that are placed
indoors, using RoF technology, thus providing op�cal rou�ng of radio signals be-
tween APs and CANs. The HCC performs medium access control (MAC), switching,
op�cal/electrical and electrical/op�cal conversion, electrical rou�ng and proto-
col conversion for MDs that communicate using different radio standards. Apart
from op�cal rou�ng as stated above, the HCC may rst process the radio signals,

2Note that in a hybrid Fi-Wi architecture the AP modules, represented in Fig. 2.3, are a combi-
na�on of LWAP module and an O/E - E/O converter.
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for other purposes, by performing optoelectronic conversion rst. One of the
most important func�onali�es of the HCC is that it can host management and
control intelligence for the whole network including tracking of MDs and robots,
and cogni�ve func�ons to learn and an�cipate the communica�on needs of the
users of the network. An overlay of func�onal clusters of devices over the physi-
cal infrastructure is possible because of the rou�ng func�onality of the HCC. This
evokes dynamic topology and congura�on management services for efficient
use of radio resources.

Thus, in a nutshell, the HCC establishes connec�ons between the access net-
work (e.g., DSL network, cable network, satellite network, and ber network) and
the indoor network which allows the users to get access to the public networks
and its services. The HCC launches applica�ons for the users and the MDs in the
indoor coverage area and it performs intelligent rou�ng, addressing, ltering and
security func�ons for signals that have to be sent to and received from remote
applica�ons in the public domain. The HCC is also envisioned to host storage and
processing func�onali�es for devices (e.g., local data server, a mul�media server
or a server for local applica�ons).

The architecture of the HCC (see Fig. 2.3) also includes extra components
for the management and opera�on of the system. The management and con-
trol func�onality at the HCC is performed by a dedicated unit, the radio network
manager, which also allows for easy so�ware updates and diagnos�c checks to
be administered by the operator. Also, a very important component, namely the
signal distribu�on network, allows the op�cal wavelengths to be mul�plexed in
the downlink to different CANs or to be de-mul�plexed from the CANs to the APs
colocated at the HCC in the uplink. The detailed func�onali�es of the radio net-
work manager and the signal distribu�on network are discussed below.

2.1.1 Radio Network Manager

The Radio Network Manager (RNM) is an integral part of the HCC. The RNM man-
ages the overall network and has a similar role as that of the wireless network
manager described by IETF in the CAPWAP architecture [40] of CE-WLAN. It typi-
cally performs the Layer 2 func�onality of authen�ca�on, encryp�on and access
control. The RNM is assumed to have overall knowledge about the traffic distri-
bu�on across the CANs (and in-turn across the APs). It decides to which AP a CAN
is connected and to which AP a MD is connected, in case a MD nds itself in the
coverage area of two CANs.
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2.1.2 Signal Distribu�on Network

The Signal Distribu�on Network (SDN) routes the op�cal signals (generated a�er
the op�cal/electrical conversion across each LWAP, see Fig. 2.3) to the CANs. In
the uplink, the SDN is used to demul�plex the op�cal signals coming from differ-
ent CANs and feed them to the APs inside the HCC. This rou�ng allows for the
high exibility that is achievable in such hybrid Fi-Wi architecture. The SDN can
allow connec�ons of one AP to mul�ple CANs or mul�ple CANs to a single AP.
Thus the dynamic mapping of CANs to APs is done by the SDN under control of
the RNM. A typical example of the SDN is the Micro-Electro-Mechanical Systems
(MEMS) switch described in [41], which provides op�cal cross-connec�vity be-
tween the number of input and output bers. This allows for simultaneous con-
nec�ons between the mul�ple inputs (op�cal signals from the APs) to output
bers connected to the CANs, or vice-versa. This matrix switch can be found in
any M ×N size (up to 16× 16) using MEMS mirror technology.

2.2 Cell Access Node
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Figure 2.4: Generalized architecture of a Cell Access Node (CAN)

The Cell Access Nodes (CANs) are antenna units deployed for coverage of in-
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door femto-cells. The CANs are connected to the HCC using low-cost ber links
and are fed with RoF microwave signals generated at the HCC. The RF signals are
transparently transported from the HCC to the CANs and vice-versa. CANs are
thus considered as antenna devices which operate at the physical layer. They
are bi-direc�onal network devices that form the interface between the op�cal
and the radio domains and are capable of receiving and transmi�ng radio signals
over a wide range of frequencies.

The generalized architecture of the CAN (as shown in Fig. 2.4) consists of an
O/E - E/O converter unit (with addi�onal components for control and manage-
ment) and a transmit/receive antenna. The O/E - E/O converter converts the
op�cal signal input in the downlink to radio signal (using photo-diode, lter, and
power amplier). Similarly, in the uplink, the O/E - E/O converter converts the ra-
dio signal to the op�cal wavelength (using an automa�c gain controller and laser).
CANs are placed in close vicinity of the MDs and thus help in reducing the trans-
mit power level of the radio signals. This in turn reduces the interference with
the neighboring cells, which helps in increasing the overall network capacity.

It is envisioned that CANs have minimal func�onality, as most of the process-
ing opera�ons are performed at the HCC. The connec�vity of the CAN can be
changed dynamically with the APs colocated at the HCC due to the use of trans-
parent RoF technology supported by the op�cal backbone. Moreover, mul�ple
antennas across an individual CAN or mul�ple CANs can be used to provide ad-
vanced MIMO support for different wireless technologies. CANs thus form an
integral part of the Fi-Wi network architecture and are powered via an exter-
nal source or possibly via the connec�ng ber using Power-over-Fiber technol-
ogy [42]. The full exibility in the selec�on of radio and op�cal channels across
each CAN opens the possibility to use different wavelengths for different services.
Thus it is also possible to separate networks for security or other purposes. In
addi�on to the data channels at the CANs, there are control channels to allow
communica�on between the control modules at the CANs and the radio network
manager at the HCC (see Fig. 2.4). The control module can control the antenna
amplier gain and selects the wavelength and sub-carrier used by the up and
downlink data channels. A detailed descrip�on of a prototype implementa�on
of the CAN can be found in [41].

The hybrid Fi-Wi architecture can be thought to form a tree with the HCC at
the root, and with the CANs at the leaves. The fundamental physical layer sup-
port is the RoF technology. The RoF technology needs to be transparent to any
radio standards that are carried on the ber links. At the HCC, the modula�on
of various wireless services can be done by either an external modulator or a
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direct modulator. The wireless data can be mul plexed using sub-carrier mul -
plexing (SCM) when the frequencies overlap in the RF domain. It is also possible
to up-convert signals to the mm-wave band by employing the op cal frequency
mul plica on (OFM) method as proposed in [15, 16] for their transporta on over
ber. However, one important thing to note is that OFM requires frequency shi -
ing or down-conversion, which can be performed at the CANs. Thus an RoF-based
hybrid Fi-Wi architecture is able to increase cell capacity by suppor ng mul ple
radio standards.
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3

Dynamic Radio Resource Management

3.1 Introduc�on

The unlicensed industrial, scien�c and medical (ISM) spectrum band, of 2.4GHz,
is ge�ng highly congested due to the enormous growth of WiFi devices, other
technologies (e.g., ZigBee, Bluetooth and wireless A/V) and interfering devices
(e.g., microwave ovens) in the same band [43]. Moreover, recent studies charac-
terizing traffic loads in public area wireless networks have shown that: (a)mobile
device (MD) traffic loads are �me-varying and loca�on dependent, (b) MD load
is o�en unevenly distributed across APs, and (c) at any given �me the traffic load
of the network is not well correlated with the number of MDs associated with
those APs [44]. This results in lower achievable data rates by the WiFi MDs. It
also causes unbalanced network resource u�liza�on owing to the dynamic varia-
�on in MD load across �me and space. These issues can be addressed by a proper
radio resource management.

As men�oned in Chapter 2, most indoor environments today are adop�ng
a centralized deployment of WiFi APs, which follows the control and provision-
ing of the CAPWAP standard [38]. The tradi�onal centralized enterprise WLAN
(CE-WLAN) architecture (see Fig. 2.2, in Chapter 2) allows for centralized radio
resource distribu�on between the lightweight APs (LWAPs) that are connected to
the WLAN manager. However, the architecture does not allow to make use of the
dynamic varia�on in MD traffic load across space.

The hybrid Fi-Wi architecture is pursued as the way forward for our evolving
indoor future data communica�on needs [34, 35, 45, 46] because of the several
advantages described in Chapter 2.

This chapter addresses how the hybrid Fi-Wi architecture performs dynamic
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radio resource management to balance the load between APs1 and hence im-
proves the performance. Let us illustrate this by means of the following example.
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HCC : Home Communication Controller; CAN : Cell Access Node; AP : Access Point; RNM : Radio Network 
Manager; SDN : Signal Distribution Network; CAPWAP : Control and Provisioning of Wireless APs. 

Figure 3.1: Fi-Wi dynamic resource management (a) Ini al CAN-AP associa on
(b) Load balanced CAN-AP associa on

Example 3.1.1. In Fig. 3.1(a) we can observe that AP 2 serves CAN 1 and CAN
4 and AP 1 serves CAN 2 and CAN 3. The load level across AP 1 is very high as
there are a large number of MDs served by CAN 2 and CAN 3, whereas AP 2 is
underu�lized, as there is only one MD served by CAN 1 and no MD is served by
CAN 4. The Fi-Wi architecture allows us the exibility of changing connec�ons
of APs with CANs. Thus balancing the load level across APs by switching CAN 3
to AP 2 and providing CAN 4's connec�vity through AP 1 can improve network
performance. Thus offering a more balanced load distribu�on across APs as seen
in Fig. 3.1(b).

1Note that in a hybrid Fi-Wi architecture the AP module represented in Fig. 2.3 (Chapter 2) is a
combina�on of LWAP module and an op�cal to electrical/electrical to op�cal converter.
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In the Fi-Wi architecture, the dynamic connec�vity between APs and CANs
allows for a exible distribu�on of the load between APs. This chapter, therefore,
addresses the issue of WLAN load balancing for such RoF CE-WLAN via dynamic
assignment of CANs to APs.

The remainder of the chapter is organized as follows. Sec�on 3.2 reviews ex-
is�ng literature about load balancing techniques in WLAN. Sec�on 3.3 provides
an overview of our research contribu�ons. Sec�on 3.4 provides a descrip�on of
our system model. In Sec�on 3.5 we u�lize the total uplink delay to formulate
the load balancing problem. In Sec�on 3.6 we u�lize the total downlink delay
for formula�ng the load balancing problem. In Sec�on 3.7 we then propose a
heuris�c algorithm, the dynamic assignment (DA) algorithm, for load balancing.
We study the impact of the algorithm on the uplink and downlink delay, in Sec-
�on 3.8. The conclusions from the chapter are presented in Sec�on 3.9. More-
over, in Appendix A, u�lizing the deni�ons from coali�on game theory, we also
prove that the proposed DA algorithm will always give us the op�mal assignment
between CANs and APs which reduces the total delay (uplink or downlink) of the
network.

3.2 Literature survey

An extensive amount of literature is available about the associa�on of MDs with
APs. The most commonly used methodology is based on the received signal
strength indicator (RSSI). It has been shown that RSSI can be a poor indicator
of the AP's performance [47] as it does not provide any informa�on about the
number of MDs already associated with an AP.

The least-load associa�on algorithm is implemented across various WLAN
equipment [48]. This only takes into account the AP load, as a decision factor
and associates the new MD with the least loaded AP. In [49, 50] a distributed as-
socia�on policy is proposed, where MDs associate with the AP that provides the
best conges�on relief taking into account the data rate and the number of MDs
already associated with the AP. In [51] a MD-driven AP associa�on is proposed for
load balancing that achieves greater fairness and throughput. A centralized asso-
cia�on policy for mul�-rate WLANs was proposed in [52] based on the exchange
of cell status informa�on between the APs.

Different metrics were used to perform load balancing across APs. In [53]
the available bandwidth across APs was used to associate MDs to APs. In [54]
the associa�on of MDs to APs was done to balance the download throughput in
densely populated mul�-cell WLANs. In [55, 56] the air�me cost (represen�ng
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the uplink delay) was used as an associa�on metric for MDs to APs. Similarly,
different mathema�cal tools were used to study the problem. In [48, 49, 53, 54],
different op�miza�on techniques were used to model the problem. In [57] AP
selec�on is modeled using non-coopera�ve game theory between MDs and net-
work service providers. In [58] modeling of the mul�-homing problem in mul�-
ple simultaneous AP selec�on across MDs is performed using popula�on game,
which is a branch of game theory that models strategic games.

But none of the solu�ons men�oned above have the possibility to dynam-
ically adapt the cell areas (served by CANs) to reduce the conges�on level in
overloaded cells. Thus, the spa�al varia�on of MD traffic was never effec�vely
addressed. Moreover, most of the heuris�c algorithms proposed in the above-
men�oned literature could prove that their algorithm would achieve the most
efficient Nash equilibrium solu�on.

A lot of literature exists that inves�gates the feasibility of WiFi simulcast trans-
missions from an individual AP to mul�ple distributed antennas (CANs in our case)
over an RoF system [59--61]. But none of those papers proposes any algorithm to
dynamically assign the connec�ons between APs and the distributed antennas.

3.3 Problem deni�on and contribu�on

Variable MD traffic across APs can lead to a large disparity in the delay observed
by the MDs connected to different APs. An RoF CE-WLAN network has the po-
ten�al to reduce latency experienced by the MDs. Latency has a number of com-
ponents: propaga�on delay, queueing delay, and processing delay experienced
by the packet sent over a network. In this chapter, we inves�gate how and to
what extent dynamic capacity recongura�on among APs can improve network
performance by changing the connec�ons between CANs and APs.

The MAC and PHY layer at the WiFi APs and the MDs take care of queuing,
channel access, and the packet transmission to their respec�ve des�na�ons. In
an RoF-based CE-WLAN network, the queueing delay dominates the processing
and propaga�on delay, at high loads, due to the inherent femto-cell network ar-
chitecture2. Queueing delay, at the AP or the MDs, thus reects the level of con-
ges�on in the network. Looking at Fig. 3.2, we can visualize the MAC queues at
both AP (downlink queue) and the MDs (uplink queues). WiFi employs a con-

2This is because, in femto-cell network architecture, the individual cell areas are typically in the
order of meters, 10 m or less [62]. Thus processing and propaga�on delay, including op�cal ber
propaga�on delay, is of the order of μs's. While, queueing delay, at high loads, is usually in the
order of of ms's, due to the conten�on based access nature of WiFi.
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ten�on based MAC, so all the MDs and even the AP compete against each other
to gain access to the wireless channel to send their packets. A head-of-the-line
queued packet intended for a MD (in the downlink) or AP (in the uplink) has to
wait its turn un�l the MD or AP gains access to the channel and transmits it. More-
over, the packet can undergo collisions, e.g., hidden node collisions which could
cause the source (MD or AP) to retransmit the same packet un�l the retry limit for
the packet is reached and then the packet is dropped. All this contributes to the
delay (both uplink and downlink). Thus, as the packet transmission from the up-
link or downlink queue is interleaved, improved network conges�on is reected
by a reduc�on in either uplink or downlink delay. The same explana�on holds if
we employ different MD traffic categories and QoS support as is specied in the
IEEE 802.11e standard [63].
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Figure 3.2: MAC uplink and downlink queueing model

Uplink delay
We dene uplink delay as the delay experienced by the MD to successfully

transmit a packet to the AP. Thus we calculate uplink delay star�ng from the �me
that a MD has a packet to send to an AP, located at the HCC, un�l the �me the
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packet is successfully received at the AP.
However, the aforemen�oned metric of uplink delay is difficult to measure.

Since the uplink traffic is sent by the MDs to an AP, there is no general way to
measure it without modifying the MAC protocol, or u�lizing ac�ve probes in the
wireless cells [64]. Since both approaches are not feasible, indirect approaches
are also discussed in [65], but it requires tracking of ows from every MD to the
AP which is a costly opera�on. In [55, 56] the uplink delay is approximated using
a much simpler parameter, air me cost, for solving the associa�on problem of
MDs to an AP.

Air me cost
Air�me cost was proposed in [66] as a rou�ng metric for wireless mesh net-

works in the IEEE 802.11s standard. Air�me cost is dened as the amount of
channel resources consumed when transmi�ng a packet over a par�cular link. It
reects the average per packet delay experienced by a MD to successfully trans-
mit a packet to the AP.

It has been corroborated in [56] as being equivalent to the average uplink
transmission delay under saturated condi�ons, where all the MDs have packets
to send. But they do not take into account the effect of hidden node terminals.
Hidden nodes cause collisions and thus contribute to the delay. Especially in RoF-
based CE-WLANs, where mul�ple CANs can connect to the same AP, the hidden
node effect may be signicant. If we look at Fig. 3.1 (a), we observe that AP 1 is
connected to CAN 2 and CAN 3. Thus for any MD in CAN 3, all other MDs in CAN 2
are hidden as they are not in the sensing range of each other. So, in this chapter,
we model the uplink delay using air�me cost, which also takes into account the
hidden node effect.

Air�me cost to approximate the uplink delay is only a good approxima�on un-
der the saturated condi�on when MDs always have packets to send [56]. A much
simpler calculable parameter, devoid of such approxima�ons, is the downlink de-
lay.

Downlink delay
The downlink delay is dened as the delay experienced by the AP to transmit

a packet to a MD successfully. The downlink delay for transmission comprises
the queueing delay experienced by the MD packet at the AP, located at the HCC,
along with the downlink transmission �me from the AP to the MD.

It can be accurately measured at the AP and two approaches can be used,

• The rst approach [67] is to associate a �me-stamp to individual packets
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that arrive at the downlink queue and use this value to measure the delay
of each individual packet.

• The second approach [68] monitors the queue length at the AP at xed
intervals and then it approximates the average delay in the interval.

The downlink delay does not depend on the MD, but on the type of MD traffic
category (i.e., Access Category) as the dominant component of the delay is queu-
ing delay at the AP, which does not rely on specic ow or packet size. This sim-
plies delay monitoring. Moreover, downlink delay can be jus�ed as the most
crucial parameter because in most traffic scenarios the AP is the rst to become
saturated. This is because the downlink traffic is usually signicantly higher than
the uplink traffic, or even when the two are comparable then also it is sent from
one source only, namely the AP.

Our main contribu�on is that we propose a CAN-AP associa�on algorithm that
dynamically changes the connec�vity between CANs and APs to improve the net-
work performance by distribu�ng the load evenly across APs.

3.4 System model

Let us again consider Fig. 1.1 in Chapter 1. The set M = {1, 2, ....,m} of WiFi
APs hosted in the HCC is used to provide connec�ons to the set of CANs N =
{1, 2, ...., n}, where n > m. In this chapter, we assume that mul�ple CANs can
connect to a single AP3. Wavelength Division Mul�plexing (WDM) is used as the
signal distribu�on technology, where the op�cal wavelengths carrying the radio
signals generated by the APs are mul�plexed to different CANs in the downlink.
The management func�onality of deciding which CANs to connect to which AP
is performed by the RNM. The RNM as men�oned in Chapter 2 serves as the
centralized controlling en�ty, which is assumed to have an overview of the whole
network connec�vity and traffic load informa�on4. The set of MDs covered by
the network is represented by I = {1, 2....i} and we denote the set of MDs
associated with CAN n by In. We make the following assump�ons:

3The case where mul�ple APs can connect to the same CAN is neglected because it is similar to
the case where mul�ple APs connect to different individual CANs where all those CANs are placed
very close to each other and they provide coverage to the same cell area.

4The RNM is assumed to maintain informa�on about each AP in a state table. Some informa�on
is sta�c, e.g., the AP name and IP hardware address. Addi�onally, some informa�on is dynamically
varying like associated MD set to each AP and the AP load, which can be updated at the RNM by
sending periodic requests to the APs.
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• The neighboring CANs do not have overlapping cell areas. Thus each CAN
provides coverage to a unique cell area. This assump�on separates the
problem of load balancing from the problem of frequency planning. We
are aware that this assump�on is not realis�c, as in real life the WiFi cell
areas are always overlapped, but this assump�on allows us to judge the
performance of the load balancing algorithm be�er. This assump�on can
impact the con�nuity of MD's service when moving from one cell area to
another, served by different APs. This is because of the start-up latency,
owing to authen�ca�on and associa�on to the new AP, which is a manda-
tory cost.

• The distribu on of MDs inside the cell areas is assumed to be random.

• The ber channel is ideal. This is a valid assump�on owing to the fact that
the ber length in average homes would not exceed a few hundred meters
and thus ber dispersion would not be signicant.

• The added extra propaga on delay of the signals due to the ber lengths
is negligible. Extra propaga�on delay may have a nega�ve impact on the
performance of the MAC if it exceeds certain �meouts of the WiFi MAC
protocol and the network performance could become worse. The extra
propaga�on delay might require adjustment of MAC parameters, e.g., ac-
knowledgment �me-out [69].

3.5 Uplink delay

As men�oned previously, the uplink delay is modeled using air�me cost.
The air�me cost for RoF-based CE-WLAN can be expressed under the follow-

ing condi�ons: (a) every MD is saturated, i.e., it always has a packet ready for
transmission; (b) the collisions due to hidden nodes are also considered.

Thus for a MD i connected to AP b using CAN a, the air�me cost can be ex-
pressed as:

Δb{a}(i) =
(Oca +Op +

Bt

Rb
a(i)

)

1− ept
+
[(Oca +Op +

Bt

Rb
a(i)

)

1− ept

]
η (3.1)

The rst term in (3.1) represents the channel resources consumed due to the
transmission of the packet from MD i assuming saturated condi�ons across all
MDs [56]. The second term represents the extra channel resources consumed
due to the hidden nodes [70].
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Oca andOp represent the channel access overhead and protocol overhead re-
spec�vely. Bt represents the number of bits in a test packet. The values specied
in IEEE 802.11b for Oca + Op and Bt are 1.25 ms and 8224 bits. Rb

a(i) embod-
ies the transmission rate between AP b and MD i under CAN a. ept is used to
represent the packet error rate for the test packet.

Packet error rate is the probability that, when a packet of standard size Bt

is transmi�ed at data rate Rb
a(i), the packet is corrupted due to a transmission

error. This can be ignored if the transmission error rate at the MD is low.
Finally, η represents the packet collision ra�o due to hidden nodes. It is de-

ned as follows.
The packet collision ra o is the percentage of �me hidden nodes will con-

sume if they get the chance to transmit and can be given as [70]:

η = 1−
∏

j∈{Cb−{a}}
(1− TXj) (3.2)

where Cb represents the set of CANs which are opera�ng under the same AP b.
TXj represents the packet transmission �me ra�o for hidden MD j and is given
as [70]:

TXj =

Bt+ψ
Rb

a(j)

Tt
(3.3)

where ψ represents the MAC control packet size and is taken to be 28 bytes. Tt

represents the total �me interval of the whole test data frame including short
interframe space (SIFS), distributed interframe space (DIFS), Acknowledgment
(ACK), test data packet and header transmission.

Remark that we can es�mate the packet collision ra�o by using informa�on
about the list of MDs that are hidden from each other and the rate at which all
the hidden MDs are connected to the AP 5.

5Here we assume that the AP connected to mul�ple CANs can make a list of the MDs connected
through different CANs and the packet transmission �me ra�o for those MDs connected to the AP.
We can assume to list the different set of MDs connected through different CANs by using the
control modules (see Fig. 2.4 in Chapter 2) at the CANs and the MD authen�ca�on informa�on at
the APs. Each MD, when it associates with an AP, shares the MAC ID of the device with the AP,
which in turn updates the RNM status list of connec�on between MD and AP. At the same �me
the MD associates to an AP using a CAN, which sends a control signal to the RNM signaling that
it is ac�ve. Thus informa�on available at the RNM allows lis�ng MDs connected to an AP through
different CANs.
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The air�me cost across AP b serving CANs associated with it can be given as:

Δb =
∑

a∈Cb

Ab
a∑

i=1

Δb{a}(i) (3.4)

where Ab
a represents the number of MDs associated with CAN a, which is con-

nected to AP b.

3.5.1 Op�miza�on with respect to uplink delay

The main problem now is to decide how to change the associa�on of the CANs
with different APs over �me.

Problem statement: Given a set of APs M = {1, 2, ....m} and CANs N =
{1, 2, ....n} (where n > m) and an ini�al mapping of APs to CANs, devise a strat-
egy to assign CANs to APs such that the total uplink delay is minimized.

We use the total uplink delay to represent the network conges on level
because of the following.

We know that the performance bo�leneck for Internet traffic is the wireless
last hop between the AP and the MD [71]. The WiFi access model does not pro-
vide any guarantee about the delay of the transmissions as compared to cellular
technologies [72]. Some effort to guarantee QoS is made if IEEE 802.11e is em-
ployed. But even then the typical uplink delays for single hop transmission for a
single MD communica�ng with an access point is more than 100ms, which deteri-
orates heavily when more MDs use the network. We thus choose the total uplink
delay, approximated by total air�me cost, across all the APs as a parameter to be
minimized.

Let us suppose CAN j is connected to AP k and it achieves an air�me cost of
bjk from all the MDs connected to AP k, using CAN j. An AP can serve a CAN only
when both are associated with each other. When CAN j is associated with AP k,
the air�me cost of CAN j is:

Δk{j} = bjk (3.5)

The air�me cost across AP k for all the CANs associated to it is:

Δk =
∑

∀j∈Ck
Δk{j} (3.6)

Thus the problem of reducing the total uplink delay, approximated by using
total air�me cost, can be formulated as the following op�miza�on problem:

Minimize
m∑
k=1

Δk (3.7)
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subject to
Δk{j} = bjk (3.8)

Δk =
∑

∀j∈Ck
Δk{j} (3.9)

bjk ≥ 0, j ∈ N, k ∈ M (3.10)

3.6 Downlink delay

In Sec�on 3.6.1 we discuss the average queueing �me experienced by the MDs
and in Sec�on 3.6.2 the downlink transmission �me experienced by the MDs.

3.6.1 Average downlink queueing �me

We calculate the average queue wai�ng �me for three categories of MDs traffic:
video streaming (VS), best effort (BE) and constant bit rate (CBR). We assume
separate downlink queues corresponding to each of the MDs (i ∈ I) at the HCC.
Let us represent the number of packet arrivals to the queue for MD i as Fi(t).
The mean arrival rate to MD i can thus be given by νi = E [Fi(t)]. The mean
arrival rate vector is given by ν = {ν1, ν2, ....., νi} and the queue length vectors
are represented as q(t) = {q1(t), q2(t), ....qi(t)}. Using discrete-�me queuing
law the evolu�on of the queues [73] can be given as:

qi(t+ 1) = max{qi(t)−RnD
mi (t)Ts, 0}+ Fi(t) (3.11)

where Ts and RnD
mi represent the dura�on of a slot �me and the rate achieved by

MD i when connected to AP m using CAN n respec�vely. By Li�le's theorem [74],
the wai�ng �me of MD i in slot t is:

Di(t) =
qi(t)

νi
(3.12)

where qi(t) represents the average queue length. The queueing models for the
three MD types can be found in [75] and their average wai�ng �me is calculated
in [76].

• CBR traffic for MDs: These are modeled by a D/G/1 queuing system. The
average wai�ng �me is:

DiCBR =
νiCBRσ

2
TiCBR

2(1− νiCBRTi)
, ∀i ∈ I (3.13)
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where νiCBR , σ2
TiCBR

, Ti are the mean arrival rate, the variance of the ser-

vice �me and mean service �me respec�vely and Ti = E{ 1
RnD

mi (t))
}.

• VS traffic for MDs: Similarly, these are modeled by a G/G/1 queueing sys-
tem, using a Gamma Distribu�on with shape parameter s, that affect the
shape of the Gamma distribu�on. The average queueing �me is:

DiV S =
νiV S (σ

2
TiV S

+ s
νiV S

)

2(1− νiV STi)
, ∀i ∈ I (3.14)

• BE traffic for MDs: These are modeled using an M/G/1 queueing system.
The average queueing �me is:

DiBE =
νiBE (σ

2
TiBE

+ σ2
t )

2(1− νiBETi)
, ∀i ∈ I (3.15)

where σ2
t is the variance of the inter-arrival �me.

3.6.2 Downlink transmission �me

For nding the downlink transmission �me for a MD, we need to evaluate the
downlink throughput that is achievable by the MD from the HCC. More speci-
cally, from the AP. The achievable throughput in the downlink between AP m and
MD i when connected through CAN n can be given as:

bnDmi = pDmi

PmRnD
mi

Tm
(3.16)

pDmi represents the probability of successful transmission between APm and MD i

and PmRnD
mi

Tm
represents the normalized data rate for payload transmission from AP

m, where Pm represents the transmission �me of the payload. RnD
mi represents

the physical data rate. Tm represents the transmission �me of the whole data
frame including header and payload and can be given as:

Tm = Hm + TSIFS + TDIFS + TACK (3.17)

where TSIFS , TDIFS represent the �me consumed by the SIFS and the DIFS.
TACK represents the transmission �me due to acknowledgment and Hm repre-
sents the actual transmission �me consumed by the header packets and the data
packet.
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Let us calculate pDmi. There is only one situa�on in the CSMA/CA based down-
link transmission from the AP which accounts for all the collisions and can be given
as the probability that other MDs in the CANs which are accessing the same AP
m start transmi�ng in the same �me slot as that of the AP. The probability that
a MD a�empts to transmit in an arbitrary slot can be given as ϑ = 1

CWavg
, where

CWavg represents the average conten�on window length. In the EDCF mode,
VS, BE and CBR traffic have different conten�on window lengths [77], to provide
service differen�a�on. Table 3.1 gives the values.

Table 3.1: Conten�on window table based on MD traffic category

MD traffic type CWmin CWmax

BE 15 1023
VS 7 15

Voice(CBR) 3 7

Therefore, the collision probability of AP m's transmission to MD i can be
given as [78]:

pcollisionmi = 1−
∑

j∈{BE,V S,CBR}
(1− ϑj)

∑
n∈Nm

∑
j∈{BE,V S,CBR} inj (3.18)

where inj ∀j ∈ {BE, V S,CBR} represents the number of MDs with BE, VS,
and CBR traffic across CAN n and in =

∑
j∈{BE,V S,CBR} inj . Nm represents

the set of CANs that can connect to AP m. ϑj represents the probability that a
MD belonging to MD category j a�empts to transmit a packet. Therefore, the
probability of successful transmission from AP m to MD i can be given as pDmi =
(1 − pcollisionmi ). Thus the downlink transmission �me of a packet from AP m to
MD i is:

WnD
mi =

Li

bnDmi

(3.19)

where bnDmi represents the achievable throughput in the downlink between AP m
and MD i connected through CAN n and Li represents the average packet length
for MD i.

The downlink delay for MD i connected to AP m using CAN n can thus be
wri�en as the summa�on of the average queueing �me and the downlink trans-
mission �me as follows:

V nD
mi = Di +WnD

mi (3.20)
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where V nD
mi is the downlink delay. It takes care of the heterogeneous MD cate-

gories with different traffic sta�s�cs and also of the changing MD density across
space, i.e., cell areas and �me. The downlink delay across AP m can be given as:

V D
m =

�
n∈Nm

�
i∈In

V nD
mi (3.21)

Our goal is to nd an alloca�on policy that allocates CANs to APs to reduce the
total downlink delay of the network, i.e.,

�
∀m∈M

�
n∈Nm

�
i∈In V

nD
mi .

3.6.3 Op�miza�on with respect to downlink delay

Similar to Sec�on 3.5.1, the problem is to decide how to change the associa�on
of the CANs with different APs over �me.

Problem statement: Given a set of APs M = {1, 2, ....m} and CANs N =
{1, 2, ....n} (where n > m) and an ini�al mapping of APs to CANs, devise a strat-
egy to assign CANs to APs such that the total downlink delay is minimized. For-
mally:

Minimize
�

∀m∈M

�
n∈Nm

�
i∈In

V nD
mi

=
�

∀m∈M

�
n∈Nm

�
i∈In

(Di +
Li

bnDmi

)

subject to

bnDmi ≤ pDmi

PmRn
mi

Tm
, ∀i ∈ I, n ∈ N,m ∈ M. (3.22)

pDmi ≤
�

j∈{BE,V S,CBR}
(1− ϑj)

∑
n∈Nm

∑
j∈{BE,V S,CBR} inj

∀i∈I,
n∈Nm,
m∈M

(3.23)

Di =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

νiCBR
σ2
TiCBR

2(1−νiCBR
Ti)

CBR MDs
νiV S

(σ2
TiV S

+ s
νiV S

)

2(1−νiV S
Ti)

VS MDs
νiBE

(σ2
TiBE

+σ2
t )

2(1−νiBE
Ti)

BE MDs

∀i ∈ I. (3.24)

Constraint (3.22) represents the downlink throughput for MD i connected to
AP m using CAN n. Constraint (3.23) represents the probability of successful
transmission in the downlink. Constraint (3.24) refers to the average queueing
�me for MD i's packet, which can belong to any category (VS, BE or CBR).
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In the following sec�on, we devise a dynamic assignment algorithm that re-
assigns CANs to APs such that the total delay (either total uplink delay or total
downlink delay) is minimized.

3.7 Dynamic CAN-AP assignment

The op�miza�on problems, discussed in sec�ons 3.5.1 and 3.6.3, are NP-complete
in nature as has been pointed out in the literature [79]. So we propose a heuris-
�c algorithm (Algorithm 1) for dynamic re-assignment of CANs to APs to minimize
the total delay (either total uplink or total downlink). Since the connec�ons of APs
to CANs are coordinated in a centralized fashion, at the RNM, the APs cooperate
among themselves to reduce the total delay. Each CAN will change its connec-
�on with a different AP when the total delay and the individual CAN delay can be
reduced, which in turn results in a non-increasing total delay. As the algorithm ei-
ther considers uplink or downlink delay as the conges�on metric, we can choose
any of them to describe the proposed algorithm. Let us consider the uplink delay.

Crossover opera�on: For any CAN i connected to APx, the CAN will crossover
to AP z if the following condi�ons are met.

Δx +Δz > Δx−{i} +Δz∪{i} (3.25)
Δx > Δz∪{i} (3.26)

Algorithm 1 Dynamic assignment (DA) algorithm
1 Ini�alize: Set M , N as the set of APs and CANs.
2 Assess load level: Find set, Mc = maxm∈M Δm, of APs with maximum uplink
delay.
3 Crossover payoff: Compute (t,X) = maxX∈ M−Mc{ΔZ−ΔX∪{t}}∀{t} ∈ Z,
where Z is an AP in Mc with lowest ID.
4 Swap: check if {ΔZ −ΔX∪{t}} > 0
check if there exists (j, Y ) that sa�ses swap condi�on, then swap CAN t to AP
Y and CAN j to AP X .
5 Crossover: Else crossover CAN t to X
6 Repeat Steps 3 �ll 5, un�l no more APs in Mc has CAN to perform crossover
opera�on.

CANs connected to the most congested AP x may crossover to a less con-
gested AP z to reduce its uplink delay (see Fig. 3.3 (a)). AP x may thus become
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less congested than AP z, but since the whole network uplink delay is reduced,
these CANs will never crossover back to AP x. An AP-CAN assignment could be
achieved this way, but not necessarily an efficient one.

An efficient assignment here implies the best possible outcome from the per-
spec�ve of a decrease in total uplink delay of the network. This cannot be guar-
anteed just by following the crossover opera�on.

Below we rst propose a dynamic assignment (DA) algorithm that can control
the order of CANs associa�on, using the global informa�on available, so as to
guarantee the convergence to an efficient assignment, that a�ains minimal total
uplink delay for the network. We assume that each CAN and AP is assigned a
unique address and each CAN is assigned to an AP ini�ally.

The DA algorithm proceeds in rounds as follows. In each round, we rst nd
the set of APs Mc with the maximum overall uplink delay, i.e., Δmax = max︸︷︷︸

x∈M
Δx.

Since these sets of APs are the most congested ones, the objec�ve is to nd some
CANs associated with them that sa�sfy the crossover condi�on and crossover
these CANs to other less congested APs. By doing so, the conges�on level of APs is
reduced. Only one CAN is permi�ed to make a crossover in each �me. Firstly, the
APs in Mc are sorted in an increasing order according to their addresses, and the
AP x with the lowest ID is selected. Then we can compute the crossover payoff
for all CANs associated with AP x as follows:

Δ̆{i} = maxz∈ M−Mc{Δx −Δz∪{i}} ∀{i} ∈ x (3.27)

The crossover payoff is the maximum difference of air�me costs for CAN i to
crossover from AP x to any other AP z /∈ Mc. If Δ̆{i} ≤ 0, ∀{i} ∈ x, then it
means that there is no benet for any CAN associated with x to crossover to other
APs. Otherwise, we can choose the CAN i with the maximum Δ̆{i} to crossover
to its corresponding AP. We select the CAN with the lowest address to break a �e
between CANs which achieve the same maximum difference Δ̆{i}. In this pro-
cedure, a�er a CAN crossover from AP x to other AP not in Mc, the air�me cost
of x is reduced, while the air�me costs of other APs in Mc remain the same. By
repea�ng the same process for other APs in Mc, the maximum air�me cost of the
whole network will strictly decrease at most in |Mc|moves. The above procedure
will be repeated un�l all APs are properly assigned at the end of this round. At
the end of each round, all APs are xed, but if there are s�ll CANs sa�sfying the
crossover condi�on in (3.25), (3.26) all APs will be labeled as free again and the
above procedure is repeated un�l none of the CANs sa�ses the crossover condi-
�on. Note that in each round of this procedure, the maximum uplink delay of the
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network is strictly decreased, as given by equa�on (3.25). However, the assign-
ment achieved with the above procedure is not necessarily an efficient one. If we
look at Fig. 3.3(a), AP x is taken as the most congested AP, so we can crossover
CAN i from AP x to z since it sa�ses the crossover condi�on in (3.25), (3.26).

Swap opera on: A be�er op�on for CAN i is to crossover to AP y and CAN j
to crossover to AP z as shown in Fig. 3.3(b), which can lead to a lower conges�on
level across both APs. But this requires CAN j to make a crossover before CAN i,
which is not allowed in the above procedure. To address this problem, we intro-
duce a swap opera�on as shown in Fig. 3.3(b). This allows two CANs i and j to
swap their APs if the following condi�ons are sa�sed:

Δx +Δy +Δz >> Δx−{i} +Δy−{j}∪{i} +Δz∪{j} (3.28)
Δx > Δy +Δy{i} −Δy{j} , Δx > Δz +Δz{j} (3.29)

Δy > Δz +Δz{j} (3.30)
Δy∪{j} +Δz∪{i} > Δy∪{i} +Δz∪{j} (3.31)

where (3.28), (3.29) is the condi�on guaranteeing that the highest uplink delay is
decreased strictly; (3.30) ensures that CAN j’s interest is sa�sed; (3.31) ensures
that the swap opera�on will even further reduce the total uplink delay of the
network than only making a crossover of CAN i from x to z.

By using the condi�ons given above we can perform a dynamic CAN-AP as-
signment under the availability of the perfect uplink delay, approximated using
air�me cost, and global coordina�on across APs. Thus the algorithm gives a par-
��on of APs and a set of their served CANs. Our main goal now is to prove that
this par��on is stable and a�ains the minimum total delay (total uplink or total

AP x

CAN 1 CAN 3 CAN i

AP z

CAN n-1

AP x

CAN 1 CAN 3 CAN i

AP z

CAN n-1

AP y

CAN 2 CAN j

(a) (b)

Figure 3.3: (a) Crossover opera on (b) Swap opera on



511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma
Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017 PDF page: 47PDF page: 47PDF page: 47PDF page: 47

3.8 Results and discussion 39

downlink) for the network. This, in turn, implies that the nal par��on of APs and
the CANs they serve does not uctuate to form any other par��on.

Theorem 3.7.1. The Dynamic assignment (DA) algorithm produces a stable par-
on, which achieves minimal total delay for the network.

We use coali�on game theory to prove this in Appendix A.

3.8 Results and discussion

Our analysis compares the performance of the proposed dynamic assignment
(DA) against the sta�c assignment (SA), that mimics the tradi�onal WLAN deploy-
ment. We present our results from the following perspec�ves:

• The total air�me cost, i.e., total uplink delay, versus the (a) sorted AP num-
bers (described later), and (b) the number of MDs for both uniform and
non-uniform MD distribu�on. This shows, how the air�me cost is distributed
among different APs, which represents the u�liza�on of the APs for differ-
ent schemes, and the performance of the schemes when the number of
MDs served in the network is increased respec�vely. Uniform and non-
uniform MD distribu�on cases were studied as they represent scenarios
where each AP has a similar amount of traffic to serve, and also the case
where the traffic is dense in some areas and sparse in others, resul�ng in
higher varia�ons in AP usage.

• The total downlink delay versus the sorted AP numbers for a different num-
ber of MDs. This analysis validates how the same DA algorithm also results
in be�er u�liza�on of the APs as compared to the SA scheme.

For our simula�ons, we consider an indoor open office space network of size
20 m×20 m. There are 16 CANs (see Fig. 3.4), which are located at the center of
each square grid cell area and are represented by red circles. 8 APs colocated at
the HCC are used to provide connec�on to these 16CANs6. A random deployment
of MDs is studied for the network. They are depicted by blue dots in Fig. 3.4. The
Fi-Wi network is studied under two different assignments of CANs to APs.

• Sta c assignment (SA): Here the CANs are assigned a priori to the APs (see
Fig. 3.4), and their connec�ons are not changed for the whole simula�on

6Note that each of the CANs is distributed in a square grid cell area of size 5 m×5 m. This is a
typical femto-cell size, which usually ranges in the order of meters, 10 m or less [62].
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Figure 3.4: Simula on scenario

dura�on. This mimics the tradi�onal deployment.7 In our SA scheme we
have the case which has been described before. In our SA simula�on sce-
nario each AP is connected to 2 non-overlapping CANs that are placed next
to each other. This is a reasonable simula�on scenario as distribu�ng the
MDs uniformly over the network topology will ensure that each MD has
the same probability of lying in the coverage area of any AP. Moreover, as
there is no overlap in the cell areas of the CANs connected to the same AP,
the case where CANs connected to the same AP are not neighbors is just
the same case as the one we simulated.

• Dynamic assignment (DA): The second scheme is referred to as the DA
scheme as described in Sec�on 3.7. DA dynamically reassigns CANs to APs
to reduce the network conges�on.

7Note that there is a difference between our SA scheme and the tradi�onal WiFi deployment. In
a tradi�onal WiFi AP deployment, the AP is not connected to many distributed antennas at separate
indoor loca�ons (CANs in our case), thereby removing the inherent hidden node problem as in the
SA case. This is bound to increase delays observed in the uplink and the downlink.
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For the associa�on of MDs to APs, we assume RSSI-based associa�on for both
cases. We perform Monte Carlo simula�ons in MATLAB to obtain the numerical
results. In our gures, we plot the average values of the total air�me cost (uplink
delay) and the downlink delay, obtained over all the simula�on runs or itera�ons.
We select the ini�al loca�on of the MDs randomly for each itera�on.

Mobilitymodel: For simula�ng the movement of MDs in the network, we use
the random waypoint mobility model [80]. The mobility model is important in our
simula�ons to model the movement of the MDs in the network. In this mobility
model, the MD moves randomly where the des�na�on and speed are all chosen
randomly and independently of other MDs. The implementa�on of this mobility
model in our simula�ons is as follows:

• At the beginning of an itera�on, each MD randomly selects a loca�on from
the network topology as the des�na�on.

• The MD then travels towards the des�na�on with constant velocity chosen
uniformly from [0 − 1.5] m/s, where 1.5 m/s is the maximum allowable
walking speed for the MD.

• At the des�na�on, the MD stops for a dura�on called the pause �me. In our
simula�on, we chose the pause �me interval to be uniformly distributed
between 0 s and 20 s.

• A�er this pause �me, it again chooses another des�na�on and repeats the
process. This procedure is followed for all the MDs independently. The
total simulated �me in every itera�on is kept at 200 s.

However, there are a few remarks about the random waypoint mobility model
chosen, which are as follows:

• The random waypoint mobility model was chosen in our evalua�on be-
cause its a simple model that is easy to implement and analyze our nd-
ings and has been used in many previous studies. But this model may be
insufficient to capture some realis�c scenarios, e.g., random waypoint mo-
bility models are mostly source-des�na�on type of mobility models. They
do not take ac�vity and obstruc�ons into account to determine the des�na-
�on and route choice of MDs. Thus real trace sets of indoor mobility could
be a be�er op�on for simula�ng the dynamic resource alloca�on problem
and should be used for further inves�ga�ons in the future.

• Also, an important point is that it has been observed that random waypoint
mobility models result in non-uniform spa�al distribu�on even if the ini�al
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MD distribu�on is taken to be a uniform distribu�on. This is called the "bor-
der effect" [81]. Thus for our results generated for uniform MD distribu�on
case, we implemented a temporal variant of the random waypoint mobil-
ity model described in [82]. Here, uniformity was achieved by changing the
speed of MDs as a func�on of loca�on and the density func�on of trajecto-
ries in the simulated region. For the non-uniform distribu�on of MDs, the
random waypoint model is used as it is.

3.8.1 Uplink delay

Table 3.2: Simula�on parameters (Uplink delay)
Parameters Values
Indoor environment (dimensions) Open space (20 m×20 m)
Number of CANs 16
Number of APs 8
Number of MDs [50-200]
MD loca�on distribu�on Uniform, Gaussian (10 m, 2.5 m)
Transmit power at CAN 10 dBm
Channel access overhead+protocol
overhead (Oca +Op)

1.25 ms

Bits in test packet (Bt) 8224 bits

The parameters8 for the simula�ons described in this sec�on are given in Ta-
ble 3.2. Before we discuss the simula�on results, we need to dene a parameter,
sorted AP number, used for comparing the simula�ons.

Sorted AP number: The sorted AP number represents the ranking of a par-
�cular AP a�er the APs are sorted in descending order of their individual air�me
cost, e.g., AP 1 represents the value for the AP with the highest air�me cost. This
is performed in every itera�on. We chose to plot the total air�me cost against
sorted AP number, because at every itera�on of the simula�on different APs have
different air�me cost values and thus sor�ng the APs in every itera�on makes the
trend in total air�me cost more clear.

8Note that the number of MDs in the simula�on scenario can be high (e.g., 200 MDs). This is
reasonable as nowadays we can see the trend of hyper-connec�vity, especially with the advent of
the Internet of Things.
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Figure 3.5: Total air�me cost vs. sorted AP number with SA and uniform MD dis-
tribu�on for different number of MDs
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Figure 3.6: Total air�me cost vs. number of MDs with SA and uniform MD distri-
bu�on for different sorted AP number

Uniform MD distribu on

In Fig. 3.5 we plot the total air�me cost against the sorted AP number for a uni-
form MD distribu�on and different numbers of MDs. We can observe that the
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difference between the air�me cost across sorted AP 1 and sorted AP 8 increases
as the number of MDs increases. This is due to the fact that as the number of
MDs increases the packet collision ra�o increases which result in a higher air�me
cost difference.

In Fig. 3.6 the air�me cost is plo�ed against the number of MDs for different
sorted APs and we can observe an increasing trend. Sorted AP 8 has the largest
gradient of increase and the ra�o of difference in air�me cost for sorted AP 1
and sorted AP 8 for 200 MDs is the smallest as compared to 50 MDs. This can be
accounted for by the fact that, as the number of MDs increases the probability of
nding an equal number of MDs in each square grid increases.
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Figure 3.7: Total air�me cost vs. sorted AP number with DA and uniform MD
distribu�on for different number of MDs

Now Fig. 3.7 and Fig. 3.8 portrays how the DA scheme performs for a uniform
distribu�on of MDs. Fig. 3.7 compares the air�me cost as a func�on of the sorted
AP number. We can observe that the maximum air�me cost across sorted AP 1
for DA scheme is smaller than the SA scheme for any number of MDs. Also, the
aggregate air�me cost across all the sorted APs for any number of MDs is smaller
for the DA scheme as compared with the SA scheme.

Fig. 3.8 compares the air�me cost as a func�on of a number of MDs for differ-
ent sorted APs. The ra�o of difference for air�me cost across sorted AP 1 to sorted
AP 8 is decreasing over any number of MDs. This is because the network tends
to balance out the air�me cost across all its APs, using the DA scheme.
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Figure 3.8: Total air�me cost vs. number of MDs with DA and uniform MD distri-
bu�on for different sorted AP number
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Figure 3.9: Comparison of total air�me cost for DA and SA schemes under uniform
distribu�on of 50MDs

Fig. 3.9 clearly illustrates that dynamic assignment of CANs to APs helps in
signicantly reducing the total network conges on. The DA scheme achieves 34%
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lesser air�me cost across sorted AP 1, as compared to the SA scheme, for 50MDs.
Even the total air�me cost across all the APs, under the DA scheme, achieves 17%
lesser value as compared to the SA scheme.
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Figure 3.10: Total air�me cost vs. sorted AP number with SA and non-uniformMD
distribu�on for a different number of MDs

Non-uniform MD distribu on

Let us now try to evaluate how for a non-uniform distribu�on of MDs the SA
scheme performs in terms of total air�me cost. We consider a Gaussian distri-
bu�on of the x and y posi�ons of the MDs with a mean of 10 m and a variance of
2.5 m. The non-uniform distribu�on of MDs is a more realis�c scenario because
MDs are likely to be more concentrated in some loca�ons and tend to be sparse
in some other loca�ons.

Fig. 3.10 plots the total air�me cost as a func�on of the sorted AP number,
whereas Fig. 3.11 plots it against the number of MDs. From Fig. 3.10 we can
see that there is a very large difference in air�me cost between sorted AP 1 and
sorted AP 8, for any number of MDs. In fact, we can see from the gure that the
air�me costs across sorted AP 5−8 are very small. This is due to the non-uniform
distribu�on of MDs, where the probability of nding MDs at the corners of the
network topology is very small and thus those corner CANs connect to their re-
spec�ve APs with very small air�me cost. In Fig. 3.11 the ra�o of the difference
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Figure 3.11: Total air�me cost vs. number of MDs with SA and non-uniform MD
distribu�on for a different sorted AP number

in air me cost for sorted AP 1 and AP 8 is almost the same for 50 MDs as is for
200 MDs.
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Figure 3.12: Total air�me cost vs. sorted AP number with DA and non-uniform
MD distribu�on for a different number of MDs
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Figure 3.13: Total air�me cost vs. number of MDs with DA and non-uniform MD
distribu�on for a different sorted AP number

Similarly, if we look at Fig. 3.12 and Fig. 3.13 it projects how the DA scheme
performs under the non-uniform distribu�on of MDs. Looking at Fig. 3.12, we can
visualize that the maximum air�me across sorted AP 1 is reduced for any number
of MDs and it is shared by other APs.

Fig. 3.14 clearly illustrates how the DA scheme performs in comparison to the
SA scheme, for a non-uniform distribu�on of 200MDs. The maximum air�me cost
is reduced by 45.7% across sorted AP 1. Sorted AP 3 − 8 were underu�lized for
the SA scheme. Whereas, using the DA scheme the APs are more u�lized, thus
distribu�ng the air�me cost across the APs as much as possible.

3.8.2 Downlink delay

Next, we study the performance of the DA algorithm, w.r.t. the SA scheme for
the downlink delay. The simula�on setup is the same as described above. The
parameters for the simula�ons described in this sec�on are given in Table 3.3.
Here we consider heterogeneous MD traffic categories namely BE, CBR and VS.
The arrival rates for CBR, VS and BE MDs are randomly distributed between 75−
125 kbps, 200− 256 kbps and within a range of 150− 180 kbps respec�vely [76].
The value of TSIFS , TDIFS , TACK and the header transmission �me are kept
according to IEEE 802.11b standard as 10, 50, 248, 192 μs [83]. The simula�ons
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Figure 3.14: Comparison of total air me cost for DA and SA schemes under non-
uniform distribu on of 200MDs

Table 3.3: Simula�on parameters (Downlink delay)

Parameters Values
Indoor environment (Dimensions) Open space (20 m×20 m)
Number of CANs 16
Number of APs 8
MD traffic categories VS, CBR, BE
MD Distribu�on Uniform, Gaussian (10 m, 2.5 m)
Transmit power at CAN 10 dBm
VS shape parameter (s) 3.066

TSIFS , TDIFS , TACK 10 μs, 50 μs, 248 μs
Header transmission �me 192 μs
νCBR, νV S , νBE ([75− 125], [200− 256], [150− 180]) kbps

are performed under two different MD scenarios, as portrayed in Table 3.4 9.
9Note that, although we chose to illustrate our ndings w.r.t. two MD scenarios, It is sufficient

to portray the advantages of the DA scheme over the SA scheme, as the DA scheme provides a load
balanced assignment over the SA scheme, when there are more than one MDs connected to the
network.
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Table 3.4: Traffic scenarios

Scenario 1 (10 MDs, 51 MDs, 25 MDs) with VS, BE and CBR traffic respec�vely
Scenario 2 (15 MDs, 30 MDs, 30 MDs) with VS, BE and CBR traffic respec�vely

Uniform MD distribu on

Fig. 3.15 compares the DA and SA schemes for a uniform distribu�on of MDs. We
can observe that the DA scheme achieves lower aggregate downlink delay across
all APs, and the maximum decrease in downlink delay across sorted AP 1 is 20%.

Non-uniform MD distribu on

Fig. 3.16 compares the DA and SA schemes for a non-uniform distribu�on of MDs.
Here we also considered a Gaussian distribu�on of the x and y posi�ons of MDs
with a mean of 10 m and a variance of 2.5 m.

From Fig. 3.16 we can observe that the decrease in maximum downlink de-
lay �me across sorted AP 1 is a massive 66% (for Scenario 1). This is because
less number of MDs lie in the corner grid areas of CANs 13, 1, 4 and 6. Thus we
have more opportunity to balance the highly congested APs by shi�ing CANs from
those APs with the ones from the corner. We can also no�ce that for both uniform
and non-uniform distribu�ons the sorted APs of lower index share the conges�on
level of sorted APs with higher index thus providing a more balanced load level
among APs at the HCC.

From Fig. 3.15 and Fig. 3.16 we can also see that the higher numbered sorted
APs (less congested) experience a higher delay �me for the DA scheme as com-
pared to the SA scheme. This is because the delay �me across the lower sorted
APs (highly congested) are shared by the higher numbered sorted APs due to the
shi�ing of CANs from highly congested APs to less congested APs. But the in-
teres�ng thing to note is that the overall network delay of the whole network is
reduced from the SA to the DA scheme.

3.9 Conclusion

We u�lized the exibility in RoF CE-WLAN connec�ons, between CANs and APs
(colocated at the HCC), to perform load balancing between APs, to reduce the
overall conges�on of the whole indoor network. We discussed metrics of uplink
delay (approximated using air�me cost) and downlink delay to represent con-
ges�on in the network. We then formulated the conges�on control problem us-
ing both uplink delay and downlink delay. Since the problem addressed is NP-



511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma
Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017 PDF page: 59PDF page: 59PDF page: 59PDF page: 59

3.9 Conclusion 51

0 1 2 3 4 5 6 7 8 9
0

5

10

15

20

25

30

Sorted AP number

Do
wn

lin
k d

ela
y (

s)

SA (Scenario 1)
DA (Scenario 1)
DA (Scenario 2)
SA (Scenario 2)

Figure 3.15: Comparison of total downlink delay for DA and SA schemes under
uniform distribu on of MDs
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Figure 3.16: Comparison of total downlink delay for DA and SA schemes under
non-uniform distribu on of MDs

complete, we proposed a DA algorithm that achieved both lower uplink delay and
downlink delay as compared to the SA case for tradi onal CE-WLAN deployment.
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Using coali�on game theory, we also proved in Appendix A that the DA algorithm
results in a stable par��on that achieves minimum aggregate delay (either uplink
or downlink) for the network.

Finally, we presented our simula�on results, which show that the DA algo-
rithms outperforms the SA scheme by reducing the uplink delay (air�me cost).
As illustrated, by Fig. 3.14, 45.7% reduc�on of air�me cost, across an AP was
achieved for non-uniform distribu�on of 200 MDs. Similarly, the study of the DA
algorithm, considering downlink delay under heterogeneous MD category was
shown to outperform the SA scheme by reducing the maximum downlink delay
�me by a massive 66% for non-uniform MD distribu�on, as illustrated by Fig. 3.16.

3.9.1 Limita�ons and future work:

• Non-overlapping cell areas: The conges�on control DA algorithm was pro-
posed under the assump�on that the cell areas served by the CANs are
non-overlapping. This was done to isolate the problem of conges�on con-
trol from the problem of frequency channel alloca�on. But in real life, the
channel alloca�on of APs plays an important part, and thus it would be in-
teres�ng to study the combined problem of conges�on control along with
frequency channel alloca�on.

• Recongura on cost: In a CE-WLAN the RNM is the central part which de-
cides on the re-assignment. As discussed before, the RNM maintains infor-
ma�on about the AP and its connec�ons. Some informa�on at the RNM
requires to be dynamically updated, e.g., the set of MDs associated and
aggregate throughput of each AP. The RNM can send periodic requests to
each AP connected to it to keep the dynamic state updated. This requires
a total of 40 bytes of state per AP, in which only 8 bytes are needed for
dynamically varying states [84]. Thus periodic upda�ng does not cause se-
rious overhead in terms of storage or communica�on overhead.

• Recongura on delay & recongura on frequency: The next important
aspect is the delay that the MDs face because of the re-congura�on. The
work in this chapter does not talk about the recongura�on delay faced
by the MDs due to the dynamic re-assignment of CANs to APs. The MDs,
when moved from one AP to another, have to ini�ate the associa�on pro-
cess with the new AP before sending or receiving traffic and even with the
IEEE 802.11r [85] fast roaming approach it takes in the order of few tens
of ms [86]. This is fairly small as compared to the uplink and downlink de-
lays faced by MDs in an AP. But performing re-assignments too frequently
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may be quite disrup�ve for the MDs. Thus one needs to inves�gate how
frequent one needs to perform the re-assignment of CANs to APs. As dis-
cussed previously, we can see that the re-congura�on cost due to com-
munica�on overhead and storage is pre�y small and so we could think of
performing the re-assignment frequently. But this could lead to heavy dis-
rup�on for MDs because of AP roaming. Also, since the traffic across MDs is
varying over �me and can be quite bursty, we can intui�vely predict that the
re-congura�on will likely happen with a frequency of the order of once ev-
ery several minutes. Further inves�ga�ons to determine the frequency of
network re-alloca�on are needed and might be a topic for future research.
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4

Energy Efficient Indoor Communica�on Networks

4.1 Introduc�on

An exponen�al increase of WLANs is foreseen in the coming years [87] with a
projected compound annual growth rate of 32%, and an es�mated penetra�on
of 800 million households globally by 2016 [88]. The trend of WLAN access from
coverage-oriented to high-density deployment (in offices, university buildings,
hospitals, etc.), for increasing capacity, is leading to an over-dimensioned de-
ployment of APs. This over-dimensioning is necessary to meet the requirements
of the most cri�cal situa�ons when bandwidth hungry or delay-sensi�ve appli-
ca�ons running on a large number of high-end MDs, start accessing the net-
work at the same �me. Most indoor environments are thus op�ng for a central-
ized enterprise-WLAN (CE-WLAN)1. CE-WLAN supports numerous non-interfering
light-weight APs (LWAPs)2 with overlapping cell areas. The number of LWAPs to
be deployed are determined by the network topology, usage characteris�cs and
budget restric�ons of the network.

In [29] it has been pointed out that peak demands occur only for a rela�vely
short �me. Moreover, the AP usage over a day, week, month and also throughout
the year varies. The APs in such enterprise scenarios are thus frequently in idle
mode. We portray in the later part of this chapter (Sec�on 4.8), through a case
study, that a considerable number of these APs remains idle for �me intervals
of the order of several hours. The number of idle APs are bound to increase as

1Please refer to Chapter 2 for the descrip�on of CE-WLAN
2Note that in CE-WLAN, IEEE 802.11x func�ons are implemented across mul�ple en��es in-

stead of a single en�ty, as discussed in Chapter 2. The APs in CAPWAP are referred to as light-weight
APs, see Fig. 2.2, in Chapter 2, providing a simplied a�achment point for WLAN MDs.
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enterprises add more redundancy in their networks. Idle WLAN resources signify
wastage of energy. This is a major issue, which has received li�le a�en�on.

Thus energy consump�on as a fundamental design goal should be included
in the implementa�on of such CE-WLANs. An RoF-based hybrid Fi-Wi network
architecture provides the opportunity to realize considerable energy saving be-
cause of the following two reasons:

• The APs3 (colocated at the HCC) can exibly connect to any number of
CANs (because of the RoF-based DAS implementa�on). This allows chang-
ing their serviced cell areas dynamically over �me. In the tradi�onal CE-
WLAN, this is not possible. Thus energy wastage can be minimized, as many
CANs can be a�ached to a single AP un�l the capacity offered by that AP
reaches its maximum.

• It costs more energy to keep the APs switched on as compared to the energy
consumed in keeping the CANs powered on4.

Thus efficient resource management strategies to reduce the energy con-
sump�on using RoF CE-WLANs become important. These strategies must enable
RoF CE-WLANs to scale their energy consump�on w.r.t. the MD demand, without
hampering coverage or QoS. To ensure minimal energy consump�on, resources
should be switched off in those areas that are serviced by mul�ple CANs and APs
while maintaining complete coverage at all �mes throughout the network. In this
chapter, we, therefore, focus our a�en�on on resource-on-demand (RoD) strate-
gies, for a�aining energy efficiency and compare the performance of tradi�onal
and RoF-based CE-WLANs.

The remainder of the chapter is organized as follows. Sec�on 4.2 reviews ex-
is�ng literature about energy saving techniques in WLAN. Sec�on 4.3 provides
an overview of our research contribu�ons. Sec�on 4.4 introduces a power con-
sump�on model for RoF CE-WLAN. In Sec�on 4.5 we describe our energy saving
problem. Sec�on 4.6 presents our heuris�c algorithm, the On-Demand strategy.
The MATLAB simula�on results are presented in Sec�on 4.7. Sec�on 4.8 pro-
vides a case study on a large-enterprise WLAN network at the Dartmouth cam-
pus. In Sec�on 4.9 we describe network scenarios that reect different real-life
CE-WLAN deployment. Sec�on 4.10 compares the performance of tradi�onal and
RoF CE-WLAN for the On-Demand strategy under different network scenarios.
Sec�on 4.11 presents our power-managed load-balancing algorithm that reduces

3Note that an AP module in the RoF CE-WLAN consists of the LWAP and an O/E -E/O converter,
as shown in Fig. 2.3 of Chapter 2.

4Please refer to Sec�on 4.4 for approximate power consump�on values across the CAN and AP.
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the overall energy consump�on of the CE-WLAN and balances the load among
APs. The conclusions from the chapter are presented in Sec�on 4.12.

4.2 Literature survey

There is a lot of work that discusses energy saving in WLAN. The major techniques
that have been explored in the literature are discussed below.

Energy saving across MDs: Energy saving techniques can be formulated to
reduce energy consump�on across MDs or the network en��es, e.g., APs. The
reduc�on of energy consump�on for MDs was studied in [89], [90]. They were
based on making the MDs alternate between an ac�ve mode and sleep mode,
depending on packets addressed to them from the AP. But the power of the MDs
was reduced by a small amount of around 100 mW as compared to switching off
APs, which saves approximately 5 W [91]. Also, none of the schemes discussed
in [89], [90] are applicable for APs, as an AP needs to stay ac�ve to acknowledge
the connec�on requests and receive packets from ac�ve MDs in the network.

Transmission power control: It is used to minimize the energy consump�on
of an AP when ac�ve MDs are located close to the AP [92]. This approach does
not save much for CE-WLAN as compared to switching off APs that are used to
provide redundant coverage.

RoD policies for switching off APs: Redundant coverage for CE-WLAN with
mul�ple APs, is o�en used to meet MD demands in cri�cal situa�ons. But this
leads to higher energy consump�on. Thus switching off unnecessary APs can
provide considerable energy saving. In [29], clusters of APs colocated in a small
area were used to turn off all the APs except one to provide coverage. When
the number of MDs increased, the scheme would turn on more APs by u�lizing
a technique called as Wake-on-WLAN [93]. Wake-on-WLAN uses the local infor-
ma�on at the APs that are already switched on. In [94] the authors proposed
to turn off 40% more ac�ve APs than the scheme in [29] without shrinking the
coverage area. The scheme discussed a so-called sleeping cluster. The effec�ve
distance between clusters of APs was used to es�mate the rela�ve posi�on of
the clusters. A cluster was then categorized as sleeping cluster if the surround-
ing neighboring clusters could provide full coverage for any cluster. RoD policies
were then studied in [29, 95]. While in [29] the authors inves�gated the energy
saving (up to 54%) by switching APs off during the low traffic period. The authors
in [95] provided a very simple analy�cal model assessing the effec�veness of the
RoD policies for such CE-WLAN.

The aforemen�oned literature provides a compara�ve understanding of the
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RoD policies to achieve energy efficient communica�on while maintaining ac-
ceptable MD performance. But none of those techniques provided the exibility
offered by the RoF-based DAS architecture. This unique exibility allows us to
u�lize the maximum capacity offered by an AP by connec�ng mul�ple CANs to a
single AP. Thus the number of APs needed to be switched on, to sa�sfy the MD
traffic demands, is less as compared to the tradi�onal CE-WLAN. As we will see,
this achieves a much higher energy efficiency.

Energy saving using RoF-based DAS: In [96] the power consump�on of differ-
ent RoF links was compared. It was shown that centralized architectures using RoF
technology are energy efficient when networks are designed with small cell sizes
(< 5 m) and an AP has a higher energy consump�on in comparison to a remote
antenna unit. In comparison to distributed processing using base-band over ber,
centralized and dedicated analog processing and shared digital processing for dig-
i�zed RoF and analog RoF were found to be approximately 60% and 33.33% more
energy-efficient. In [97], deployment of energy efficient RoF-based DAS was stud-
ied. The authors proposed methods to nd the posi�on of distributed antennas
to op�mize the network capacity for a given deployment scenario. The results
reveal that there is an op�mal number of distributed antennas for a given indoor
topology.

But the aforemen�oned work does not discuss network scenarios where the
RoF-based technology deployment is indeed helpful as compared to the tradi-
�onal deployment of APs, nor do they devise any RoD strategies for such RoF-
based indoor deployment.

4.3 Contribu�on

The contribu�ons of this chapter can be summarized as follows,

• We propose a power consump�on model for RoF-based CE-WLAN and for-
mulate the network energy saving problem as an op�miza�on problem.

• We propose an RoD policy, the On-Demand strategy, that provides tech-
niques for switching CANs and APs on and off, based on quan�ed MD de-
mand, and we study its performance using MATLAB simula�ons.

• We provide a case study of a large enterprise network at Dartmouth cam-
pus, using their real life trace sets [98], which shows the extent of energy
wastage in a large WLAN deployment.
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• We dene different network scenarios: (a) the colocated network en�ty
scenario and (b) the clustered network en�ty scenario, that are used to
compare the energy saving characteris�cs of the RoF and the tradi�onal
CE-WLAN.

• We compare the performance of the On-Demand strategy (based on chan-
nel u�liza�on of the LWAPs), for both the tradi�onal and the RoF CE-WLAN,
under different network scenarios by u�lizing the trace sets of [98].

• Finally, we discuss a unique power-managed load-balancing algorithm that
not only reduces the total power consump�on of the network but also pro-
vides load balancing, by shi�ing connec�ons between the CANs and APs
that are switched on.

4.4 Power consump�on model
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Figure 4.1: Hybrid Fiber-Wireless (Fi-Wi) LAN architecture



511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma
Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017 PDF page: 67PDF page: 67PDF page: 67PDF page: 67

4.4 Power consump on model 59

The RoF-based CE-WLAN network can be divided into three parts, namely the
HCC, the CAN and the op�cal ber. We will discuss the power consumed in each
of them individually.

HCC: The HCC (Fig. 4.1) is composed of four integral parts, namely the APs,
the RNM, the SDN (Op�cal router), and the Router. The different elements of HCC
and their func�ons have already been explained in Sec�on 2.1 of Chapter 2.

AP: The AP module consists of the LWAP and the op�cal/electrical and elec-
trical/op�cal (O/E - E/O) converter. The O/E - E/O converter module in the AP
consists of an automa�c gain controller amplier and a laser source in the down-
link. The automa�c gain controller amplier is used to provide controlled radio
signal amplitude and DC bias in the linear modula�on regime to avoid satura�ng
the laser. The laser source then converts the electrical signal to an op�cal signal.
While in the uplink, the O/E - E/O converter makes use of a trans-impedance am-
plier and a photo-diode. The photodiode converts the op�cal signal back to an
electrical signal, which is then fed to the trans-impedance amplier that serves
as a current to the voltage converter, before being fed to the recep�on port of
the LWAP.

The power of an AP, p{AP}, can thus be given as:

p{AP} = (p{LWAP Tx.mode} + p{AGC} + p{Laser})︸ ︷︷ ︸
AP Transmission

+ (p{LWAP Rx.mode} + p{TIA} + p{PD})︸ ︷︷ ︸
AP Reception

where p{AGC}, p{LWAP Tx.mode} and p{Laser} represent the power of the
automa�c gain controller amplier, the LWAP during transmission mode and the
laser source respec�vely. p{TIA}, p{PD} and p{LWAP Rx.mode} represent the
power of the trans-impedance amplier, photo-diode and the LWAP during re-
cep�on mode respec�vely.

The power of the SDN [41], the Router [91] and the RNM5 is assumed to be
of the order of a few Wa�s (see Table 4.1), which is a constant value, as the RNM,
the Router, and the SDN are always switched on. Let us represent the power for
the rou�ng, computa�on and maintenance opera�ons performed by the Router,
the RNM, and the SDN as p{C/M}.

CAN: We classify the CANs into two different types (see Fig.4.1),
5The value for power at the RNM depends on several factors, e.g., the number of APs and CANs

in the network (which will determine the number of computa�ons needed) etc. Thus for simplicity,
we assume that the normal power consump�on at the RNM is of the order of a few Wa�s.
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Figure 4.2: Schema c of cell access node (CAN) in MEANS

• Primary CANs (PCANs): Primary CANs (PCANs), are used to ensure basic
coverage of the whole indoor network. Basic coverage means that the total
indoor area is fully covered by the PCANs and their connec on gran ng APs,
such that all the MDs in the indoor network are able to associate with at
least one AP.

• Secondary CANs (SCANs): Secondary CANs (SCANs), are switched on and
connected to new APs only if the MD demand reaches a cri cal limit that
cannot be sa sed using the PCANs and their connec on gran ng APs.

The schema c of the CAN module (both PCAN and SCAN), used in the MEANS
project [17], is shown in Fig. 4.2. For the downlink, the photodiode converts the
op cal signal back to an electrical signal, which is then fed to the trans-impedance
amplier which serves as a current to voltage converter. A er that, the signal
passes through a band-pass lter (matched to the frequency range of the ISM
band), and amplied using a power amplier before being transmi ed on the
wireless medium, using the antenna. The a enuator is used to provide controlled
radio power transmission to vary the size of the cell covered by the WLAN signal.
The power at the CAN for the downlink, p{CAN−down}, can be given as below:

p{CAN−down}=p{PA}+p{Filter}+p{ATT}+p{TIA}+p{PD} (4.1)
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where p{PA}, p{Filter}, p{ATT} represent the power consumed at the power am-
plier, the lter and the a�enuator respec�vely.

The power consumed at the CAN in the uplink, p{CAN−up}, can be given as:

p{CAN−up} = p{AGC} + p{Laser} (4.2)

where p{AGC} and p{Laser} represent the power consumed at the automa�c gain
controller amplier and the laser source respec�vely.

Note that we have not included the power consumed by the control module,
namely the RS 232 Monitor, the micro-controller unit, the driver and the power
meter. This is because these components are not used unless the CAN module
needs to be turned on or off by the RNM. Thus the energy they consume is mini-
mal. The power consump�on of the mul�plexer/de-mul�plexer (represented as
MUX in Fig. 4.2) is also not included as it is usually very low or even zero for the
case of passive coarse WDM [99].

The power consumed at the CAN, p{CAN}, can thus be given as:

p{CAN} = p{CAN−down} + p{CAN−up} (4.3)

Op cal ber: Finally, let us also represent the power consumed by the op�cal
ber transmission as p{OL}.

Since, a set of APs (M = {1, 2, ...,m}) are gran�ng connec�on to a set of
PCANs (P = {1, 2, ..., p}) and SCANs (S = {1, 2, ..., s}), located indoor (see
Fig. 4.1). The total power consumed by the RoF-based CE-WLAN network, in any
�me-slot t, can be given as:

P{rof−n/w}(t) =
∑
j∈M

∑
i∈P

δij(t)(p{AP} + p{CAN} + p{OL})

︸ ︷︷ ︸
Primary connections

+

∑
j∈M

∑
k∈S

γkj(t)(p{AP} + p{CAN} + p{OL})

︸ ︷︷ ︸
Secondary connections

+p{C/M}(4.4)

where δij(t) ∈ {0, 1} and γkj(t) ∈ {0, 1} are used to represent if PCAN i ∈ P
is connected to AP j, and if SCAN k ∈ S is connected to AP j in any �me slot t
respec�vely. The typical power consump�on of every component is provided in
Table 4.1.
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Table 4.1: Power consump�on based on [23], [100], [41] and [91]
Component Power
LASER 100 mW
Photodiode (PD) 10 mW
Filter 20 mW
Laser Drive Amplier (AGC) 22 mW
Trans-impedance Amplier (TIA) 22 mW
Power Amplier (PA) 22 mW
AP Tx.-mode 2.71 W
AP Rx.-mode 1.88 W
SDN (MEMS switch) < 1.8 W (Idle: 0.9 W)
Router ≈ 2 W

4.5 Op�miza�on problem

Our main objec�ve is to reduce the total energy consump�on of the indoor RoF
CE-WLAN network while ensuring that the traffic demands across the MDs are
met. We u�lize the aggregate channel u�liza�on metric across each AP, and com-
pare it to a predetermined threshold value (< 1), to ensure proper performance
across all the MDs connected to it.

Why use aggregate channel u�liza�on to quan�fy the traffic demand?
The simplest performance metric to quan�fy the traffic demand is the num-

ber of MDs. The problem however with the number of MDs is that it can over
or under-es�mate MD demand if many MDs generate li�le traffic or few MDs
generate a lot of traffic respec�vely. Data rates of frames sent by MDs can also
be used, as another metric, because low frame data rates indicate higher occur-
rence of frame collisions. But frame data rates are not a proper measure of the
MD demand in the network. We, therefore, use aggregate channel u�liza�on to
es�mate MD demand, as it takes into account both the number of MDs and the
data rates [29].

Aggregate channel u�liza�on across AP:
Aggregate channel u�liza�on is used to represent the total number of bits

sent and received over the channel by an AP from all the MDs. It does not only
include the data bits but also the overhead bits. Each AP con�nuously sniffs MAC
layer data and control frames transmi�ed by all the MDs, connected through the
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CANs and compute their own aggregate channel u�liza�on.
Note that, we have not talked about frequency planning of the cell areas

served by PCANs and SCANs. We wanted to delineate the problem of network
energy saving from the problem of channel alloca�on.

Assump on: The number of APs is assumed to be greater than or equal to
the number of PCANs, i.e., |M | ≥ |P |, and the total number of PCANs and
SCANs is assumed to be greater than the number of APs, i.e., |M | < |P |+ |S|.
We make this assump�on since the PCANs are always switched on and connected
to an AP to guarantee complete coverage of the indoor area at all �mes. The
SCANs, on the other hand, are intended to cover smaller cell areas than PCANs
and are only switched on when the MD demand reaches a certain threshold.
Thus offering more capacity by switching on more APs, connected to one or more
SCANs.

Problem statement: Given a set of APs M = {1, 2, ....,m}, PCANs P =
{1, 2, ...., p} and SCANsS = {1, 2, ...., s}, where |M | ≥ |P | and |M | < |P |+|S|,
we have to devise a strategy to minimize the total energy consump�on of the RoF
CE-WLAN by providing connec�vity through the PCANs and a subset of the SCANs
and the APs. We have to ensure that the aggregate channel u liza on across
each AP, that is used for connec�vity, is less than a pre-dened threshold value
to ensure proper QoS to the MD.

Let us represent the set of MDs already connected through the PCANs as I =
{1, 2, ..., i}. The op�miza�on problem can be formulated as an Integer Linear
Programming (ILP) problem, which can be stated as follows6:

Minimize
∑
j∈M

∑
i∈P

δij(t)(pAP + pCAN + pOL) +

∑
j∈M

∑
k∈S

γkj(t)(pAP + pCAN + pOL)

=(pAP + pCAN + pOL)(
∑
j∈M

∑
i∈P

δij(t) +
∑
j∈M

∑
k∈S

γkj(t)) (4.5)

subject to
∑
i∈P

∑
l∈I

δij(t)αil(t)
rijl(t)

cj
≤ θ ∀j ∈ M ; (4.6)

∑
k∈S

∑
l∈I

γkj(t)βkl(t)
rkjl(t)

cj
≤ θ ∀j ∈ M ; (4.7)

6In the minimiza�on we have not included the p{C/M} term as it is assumed to have a constant
value of the order of a few Wa�s.
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where
αil(t) ∈ {0, 1} if MD l is connected to PCAN i ∈ P at �me slot t.
βkl(t) ∈ {0, 1} if MD l is connected to SCAN k ∈ S at �me slot t.
θ represents the channel u�liza�on threshold of each AP, which is kept at a

value less than 1.
cj represents the maximum physical layer capacity of the AP j.
rijl(t) and rkjl(t) represent the total number of bits sent and received by the

AP j from MD l connected using the PCAN i or the SCAN k respec�vely.
The problem described is a minimal set cover problem, which was shown to

be NP-hard [101]. Hence, in Sec�on 4.6 we provide a heuris�c algorithm for the
op�miza�on.

4.6 Demand driven RoF CE-WLAN: On-Demand strategy

For the ILP problem described above, we provide an algorithm, On-Demand strat-
egy, that provides resources to MDs only when there is a demand for it. The al-
gorithm can be divided into three parts: (a) connec�on-guaranteeing coverage,
(b) MD-demand quan�ca�on and (c) switching on-off CANs and APs. The steps
are described in detail below,

4.6.1 Connec�on-guaranteeing coverage

The foremost important thing in a RoD strategy implementa�on is to guarantee
complete coverage of the cell area. For this, we keep the PCANs always switched
on and connected to individual APs so that the basic coverage for the whole area
is ensured.

4.6.2 MD-demand quan�ca�on

Accurate MD-demand quan�ca�on forms another important part in devising
any demand-driven RoD strategy. It serves as an important factor in maintaining
QoS to the MD while op�mizing network energy saving. Thus a metric, which
quan�es the MD demand, plays a signicant role. As discussed, in Sec�on 4.5,
we chose to u�lize the aggregate channel u�liza�on metric.

4.6.3 Switching on-off CANs and APs

Ini�ally, all the PCANs are connected to individual APs, to ensure a complete basic
coverage of the indoor network. We monitor the aggregate channel u�liza�on,
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θ, for each of those APs. If it exceeds a certain threshold value (> 1), that is set
by the network administrator, the traffic load across that AP is higher than the
capacity available to support the connected MDs. So, to reduce conges�on, the
On-Demand strategy should re-congure the MD traffic load from the congested
AP. It powers on unused7 APs and SCANs to provide coverage to a subset of MDs
across the congested AP.

Switching on SCANs and APs: At recongura�on �me intervals, treconf , the
algorithm switches on unused SCANs and APs based on sensed energy across the
SCANs, located in the region of the congested PCAN.

Spectrum Sensing: The SCANs when they are not connected to any AP (i.e.,
when data connec�ons are not used at the SCANs) keep on sensing the spectrum
(across their respec�ve cell area) for a par�cular �me interval, tsense. Spectrum
sensing can be performed in many ways, e.g., we can think of another low power-
cos�ng link from the SCANs that connects to the RNM, where a sensor receiver is
located. Each SCAN can sense the spectrum alterna�vely for a specic short �me
interval. The RNM keeps track of the energy sensed by all of the SCANs and then
arranges the SCANs, located in the region of the PCAN, in a descending order of
the sensed energy level.

The On-Demand strategy then powers on an unused AP and SCAN, with the
highest sensed energy, a�er tsense interval to meet the demand across that con-
gested PCAN. Mul�ple numbers of SCANs can be connected to the same AP un�l
the aggregate channel u�liza�on of that AP is less than the pre-dened threshold.

Switching off SCANs andAPs: If any SCAN connected to an AP remains idle for
a period tidle, it is switched off. If all the SCANs connected to an AP are switched
off then that AP is switched off by the RNM.

The pseudo-code for the On-Demand strategy is given in Algorithm 2.
Let us analyze the On-Demand strategy,

• The proposed On-Demand strategy requires a differen�a�on between the
PCANs and the SCANs. So it requires proper planning of placement for
PCANs and their subsequent SCANs. This can be achieved using indoor ra-
dio planning tools. For situa�ons, e.g., old buildings, where the posi�ons
of PCANs and SCANs are not properly planned using radio planning tools,
they can also be sorted out, on the y, using the techniques that we de-
scribe in [102] based on clustering.

• The On-Demand strategy neglects the load balancing that could be per-
formed between the subset of switched on APs to improve the network

7Here unused APs and SCANs refers to APs and SCANs whose WiFi RF chains are powered off.
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Algorithm 2 On-Demand strategy
1 Ini alize:
PCANs P = {1, 2, ...p}; SCANs S = {1, 2, ...s} and M = {1, 2, ...m} APs.
2 Ensure coverage:
All |P | PCANs are connected to |P | out of |M | APs to ensure basic coverage.
SCANs are in switched off mode.
3 Monitor:
Monitor the aggregate channel u�liza�on of the APs connected to |P | PCANs,
{θ1, θ2, ...., θp}, and arrange them in descending order. Find the set Mp of APs
with aggregate channel u�liza�on greater than θ. Monitor the power received
across the SCANs.
4 Resource-on-demand:
Select one AP in Mp in each round and shi� the load by switching on the SCANs
and connect them to the unused APs {M/P}.
4.1 Find the SCAN S1 with the maximum sensed power. Turn it on and connect it
to a new AP.
4.2 Check if θ1 < θ. If not repeat 1 and connect the SCAN S2 with the same AP
as S1 and calculate θS1 + θS2 . If θS1 + θS2 > θ then connect S2 to new AP.
4.3 Repeat 4.2 and 4.1 un�l θ1 < θ.
5 Repeat:
Repeat Step 4 for |Mp| rounds, un�l each of the AP's in the set Mp has aggregate
channel u�liza�on value ≤ θ.
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performance further. In the later part of this chapter, we therefore, pro-
pose techniques to incorporate load balancing along with energy saving.

• MD re-associa�on due to the change in connec�vity with different APs re-
quires that the AP implements the IEEE 802.11v standard, where the APs
can direct MDs to re-associate with an alternate AP using a different SCAN.
This has not been tackled in describing the On-Demand strategy, but can
be easily performed without changing the standard.

4.7 Simula�on results

In this sec�on, our objec�ve is to compare the proposed On-Demand strategy to
the Always-On strategy, where all the network en��es are kept switched on at
all �mes. The performances of both schemes are compared on (a) power saving
and (b) throughput, for both uniform and non-uniform MD distribu�on over the
network topology. Uniform and non-uniform MD distribu�on represent different
simula�on scenarios where every region in the simulated network topology has
an almost similar amount of traffic to serve, and also the case where the traffic is
dense in some areas and sparse in others.

In the simula�ons, we considered an open office space of size 10 m × 10 m8

(see Fig. 4.3). We compared the performance of two different schemes,

• On-Demand strategy: There is only one PCAN located at the center of the
square space area (see Fig. 4.3), which is connected to an AP at all �mes
to ensure complete basic coverage. We have four more SCANs, which can
be connected to other APs if the MD demands exceed the capacity that is
being offered by the AP connected to the PCAN.

• Always-On strategy: Here all the SCANs are kept switched on and con-
nected with individual AP. Thus for the Always-On strategy, the total cell
area across the network is covered by four SCANs connected with four APs.

We perform Monte Carlo simula�ons in MATLAB to obtain the numerical re-
sults. In our gures, we plot the average values of the data rates, power and
the energy per bit goodput obtained over all the simula�on runs. The simula�on
parameters are given in Table 4.2. In the simula�on, we assume that the SCANs

8Note that each of the SCANs is intended to provide coverage inside a square grid cell area of
size 5 m × 5 m. A PCAN is placed at the center of the overall indoor area and is intended to provide
basic coverage over the whole indoor area of 10 m × 10 m. These are typical femto-cell sizes,
which usually are of the order of 10 m or less [62].
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Figure 4.3: Simula on scenario

Table 4.2: Simula�on parameters
Parameters Values
Carrier Frequency 2.4 GHz
Indoor Environment (Dimension) Open space (10 m×10 m)
Number of [PCANs, SCANs] [1, 4]
Number of APs 4
Channel Bandwidth across AP 20 MHz
Path loss model ITU office model [103]
Number of MDs 10
MD Distribu�on Uniform, Gaussian (7.5 m, 2.25 m)
Channel u�liza�on threshold 0.85 [104]
Transmit Power across [PCANs, SCANs] [20 dBm 10 dBm]

serve non-overlapping cell areas, which allows us to disregard the problem of
frequency planning and yet provide evidence of the energy saving of the RoF CE-
WLAN network. In the network area, there are 10 MDs that are covered by the
PCAN. We studied the On-Demand strategy and Always-On strategy under uni-
form and non-uniform distribu�on of the MDs. The channel u�liza�on threshold
is kept at 0.85 [104]. It also agrees with the value which WLAN vendors like Aruba
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Networks set as their default threshold [105]. For the non-uniform distribu�on
of MDs, their posi�ons are assumed to be drawn from a Gaussian distribu�on
whose mean is kept at 7.5m and the standard devia�on is taken to be 1.5m. This
assump�on can be jus�ed from real life scenarios, as MDs tend to visit certain
areas of an indoor network more o�en than others because of the arrangement
of the indoor space. One important thing to note is that the simula�on runs are
independent, i.e., there are no temporal correla�ons among the MD loca�ons.
However, this has no signicant impact on our performance evalua�on.
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Figure 4.4: Average throughput for (a) uniform distribu on of MDs (b) non-
uniform distribu on of MDs

Throughput
From the simula�on results (see Fig. 4.4) we can observe that the average

throughput for the On-Demand strategy suffers as compared to the Always-On
strategy. For uniform distribu�on, the On-Demand strategy achieves 46% less to-
tal average throughput as compared to the Always-On strategy, and for the non-
uniform distribu�on it is 44% less for the On-Demand strategy. This is because
for the Always-On strategy the distance between the MDs and the SCANs is much
smaller than for the On-Demand strategy. Moreover, between the case of uni-
form and non-uniform distribu�on of MDs, the later garners higher average data
rates than the former as the probability of nding MDs with larger distance w.r.t.
the CANs is much higher.
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Figure 4.5: Power consump on of the RoF CE-WLAN network for (a) uniform dis-
tribu on of MDs (b) non-uniform distribu on of MDs
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Figure 4.6: Energy per bit goodput (EBG) of the RoF CE-WLAN network for (a)
uniform distribu on of MDs (b) non-uniform distribu on of MDs

Power saving & Energy per bit goodput
Let us compare the power (see Fig. 4.5) consumed by both the strategies,

by keeping APs or CANs powered on, for the uniform and non-uniform distribu-
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�on of MDs. We can observe that the On-Demand strategy as compared to the
Always-On strategy achieves a power saving of 63% and 67% respec�vely for the
uniform and non-uniform MD distribu�on. Note, that for calcula�ng the power
saving, we calculated the average power difference between both the schemes
over all simula�on runs.

Energy per bit goodput (EBG) tells us how much energy the CE-WLAN net-
work has to spend to transmit one bit of MAC payload data [106]. Thus for the
RoF CE-WLAN network, the total EBG can be computed as below, in J/bit,

EBG =
Prof−n/w

R
(4.8)

whereR and Prof−n/w represent the total throughput obtained by all MDs in the
network and the total power consumed by an RoF CE-WLAN respec�vely. Thus if
we compare the EBG, as shown in Fig. 4.6, we can see a large reduc�on for the
On-Demand strategy as compared to the Always-On strategy: 31% and 35% for
uniform and non-uniform MD distribu�on respec�vely.

4.8 Case study: Dartmouth campus

We examined the large-scale enterprise WLAN deployed at the Dartmouth Col-
lege campus [98]. The campus hosts over 190 buildings on 200 acres of land.
Around 500 APs are installed inside the buildings to provide coverage to the MDs.
All APs share the same SSID, allowing the MDs to roam seamlessly between APs.
On the other hand, a building's APs are connected to the building's exis�ng sub-
net. We are mainly interested in quan�fying the usage pa�ern of the indoor
WLAN APs. We used the simple network management protocol (SNMP) trace
sets [98]. SNMP was used in [98] to poll each AP every ve minutes, querying AP
about MD-specic counters. The parameters we are interested are the AP num-
ber along with the building name to which they belong and also the number of
MDs connected to the APs in each interval9. We are interested in compu�ng two
metrics from the trace set that would quan�fy the AP usage pa�ern, as explained
below.

Frac on of average usage of APs:
A WLAN AP is considered to be in use when at least one MD is associated with

that AP, and thus the AP is used to send or receive data traffic. For calcula�ng the
9Note that the data obtained from the trace sets exhibit temporal correla�on among the MDs.

While in our previous simula�ons, in Sec�on 4.7, we were devoid of such temporal correla�ons
among the MDs.
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frac�on of average usage of APs in an indoor building, we rst explore each AP
inside the building and compute the number of �me intervals during which each
AP has an MD to serve. We perform the same process for all the APs located
inside the building and take an average over all the APs, to provide the frac�on
of average usage of APs.

Average AP idle me dura on:
The AP idle �me dura�on metric is introduced to designate the average amount

of �me an AP is idle before at least one MD associates with the AP and tries to
send and receive a packet. For this metric, we calculate the complementary cu-
mula�ve distribu�on func�on (CCDF) of the period of �me, over a day, during
which APs remain idle with no MDs and averaged over a month. This metric gives
us an idea about how long the APs in the buildings are unused.
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Figure 4.7: (a) Frac on of average usage of APs in academic buildings (b) Average
AP idle me in academic buildings

From the SNMP trace set, we can observe that there are different kinds of
buildings in the campus namely academic, administra�ve, social and residen�al
buildings etc. We studied the pa�ern of usage in each building type and found
that each type of buildings follows a different pa�ern of AP usage. In Fig. 4.7, and
Fig. 4.8 we considered the academic buildings and the residen�al buildings re-
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Figure 4.8: (a) Frac on of average usage of APs in residen al buildings (b) Aver-
age AP idle me in residen al buildings

spec�vely where we plo�ed the frac�on of average usage of APs and the average
AP idle �me for the month of November 200310. The frac�on of average usage of
APs in residen�al buildings was found to be much larger than for academic build-
ings. This is due to the fact that users tend to spend most of their �me, in a day,
at their residence. In Fig. 4.9(a), (b) the same metrics are studied over 71 APs
located in different indoor buildings and we found that the maximum average us-
age of those APs was around 60% and the probability that an AP remains idle for
at least 7 hours is 0.52.

Each AP consumes approximately 20 Wh [107]. Aruba networks, one of the
major players in the WLAN market, reported 100 new customer acquisi�on with
each customer requiring 75 APs per WLAN in 2009 [108]. Thus an approximate
calcula�on about the energy that is wasted every week, during 7 hours daily idle
�me, sums up to a staggering amount of 3.8 MWh. Thus energy wastage in to-
day's world, where there are tens of thousands of APs opera�ng is massive.

We are aware that the case study presented here is rela�vely old, as the trace-
sets are from 2003, and presents a not so accurate picture because of the in-

10Due to the unavailability of any recent WLAN trace sets we used the ones that are freely avail-
able in [98].
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Figure 4.9: (a) Frac on of average usage of 71 APs (b) Average AP idle me for
71 APs

troduc�on of new wireless applica�ons and devices in today's market. But the
problem is s�ll relevant because of the trend of over-dimensioned deployment
of APs in an indoor environment. Thus with the growing deployments of larger
centralized enterprise WLANs, in indoor, to support varied data rate and latency
requirements of different applica�ons and also due to the growing number of
communica�on devices, we expect that our algorithms for energy efficient Fi-
Wi network deployment can only perform be�er, in-terms of energy saving, re-
source u�liza�on, and energy efficiency, as compared to the results discussed in
our forthcoming sec�ons.

4.9 Network scenarios

In this sec�on we will characterize network scenarios to compare RoF-based CE-
WLAN and the tradi�onal CE-WLAN, when the energy saving On-Demand strategy
is employed. We can contemplate two different scenarios that reect all of the
different real life possibili�es.
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Figure 4.10: (a) RoF CE-WLAN colocated network en ty scenario (b) Tradi onal
CE-WLAN colocated network en ty scenario

• Colocated network en ty scenario: Fig. 4.10(a) represents the colocated
network en�ty scenario under the RoF CE-WLAN. Here all the CANs are de-
ployed such that they have overlapping cell areas. Thus one CAN connected
to an AP is sufficient for providing basic coverage over the whole cell area.
Similarly in Fig. 4.10(b) we can observe the colocated network en�ty sce-
nario for the tradi�onal CE-WLAN, where one LWAP is sufficient to ensure
basic coverage over the whole area.

• Clustered network en ty scenario: Fig. 4.11(a) and (b) represent the clus-
ter network en�ty scenario for both the RoF and the tradi�onal CE-WLAN
respec�vely, whereas an example, two individual cluster groups of network
en��es (CANs or LWAPs) are formed. Each of the different cluster group
needs one individual network en�ty (CAN or LWAP) to provide full cover-
age in its cluster area. Thus for a clustered network en�ty scenario, there
are non-overlapping clusters of network en��es.

Our next step is to compare, in the next sec�on, the performance of the On-
Demand strategy for tradi�onal and RoF CE-WLAN and for the discussed network
scenarios.
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Figure 4.11: (a) RoF CE-WLAN clustered network en ty scenario (b) Tradi onal
CE-WLAN clustered network en ty scenario

4.10 Comparison of On-Demand strategy for RoF and Tradi onal CE-WLAN

In Sec on 4.6, we proposed the On-Demand strategy and evaluated its perfor-
mance for RoF CE-WLAN using MATLAB (Sec on 4.7). The results showed energy
saving w.r.t. the Always-On strategy. But we did not evaluate the performance of
the On-Demand strategy for tradi onal CE-WLAN and RoF CE-WLAN. In this sec-

on, we, therefore, u lize the WLAN SNMP trace sets of Dartmouth campus [98],
to evaluate their performance. Note that, previously the results in Sec on 4.7,
lacked temporal correla on among MD posi ons. In this sec on, since we em-
ploy real life trace sets, we take into account both temporal and spa al MD cor-
rela on.

Simula on set-up:
From the trace sets [98], we consider a residen al and an academic building

with 6 APs in each building. Fig. 4.12(a) and (b) portray the number of MDs con-
nected to those 6 APs in that academic building on a Monday, and the residen al
building on a Saturday. We chose Monday and Saturday as they are the busiest
days in the academic and residen al buildings respec vely. Fig. 4.13(a) and (b)
represents the total throughput of 6 APs for the same academic and residen al
buildings, on the same day.
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Note that, since SNMP was used in [98] to poll each AP every ve minutes,
querying AP about MD-specic counters, so each of the ve minutes intervals
serves as a �me-slot for our simula�ons.

Total throughput: The term total throughput represents a number of bits sent
and received by each AP per �me-slot.
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Figure 4.12: Associated number of MDs to different APs in (a) academic building
on Monday (b) residen�al building on Saturday

In our simula�ons, we determine the set of CANs and APs needed to be switched
on or off over a day. We assume that we have knowledge of the physical layer ca-
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Figure 4.13: Total throughput of different APs in (a) academic building onMonday
(b) residen�al building on Saturday

pacity (C) of the APs. For the simula�ons, we assume that C = 100 Mbps11.
We compare our On-Demand RoF and Tradi�onal CE-WLAN scheme against

the Always-On strategy, where all the LWAPs in the coverage area are kept switched
on all the �me.

4.10.1 On-Demand strategy for colocated network en�ty scenario

Energy saving
11We also conducted our simula�on runs with different values of C which portray similar nd-

ings. Note that the source code and the results of all the related algorithms and simula�ons can
be obtained by contac�ng the author via email celusddb@gmail.com.

mailto:celusddb@gmail.com
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We compute the percentage of energy saving a ainable during the whole
day. If we look at Fig. 4.14(a)12, the maximum and the minimum energy saving13

obtained for the academic building was 83% and 20% respec vely. Similarly look-
ing at Fig. 4.14(b) we can see that the energy saving for the residen al building
was 83% at all me, thus proving that the network achieves higher energy saving
gains from On-Demand strategy as compared to the Always-On strategy.
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Figure 4.14: Percentage of energy saving for colocated scenario (On-Demand RoF
CE-WLAN strategy), over a day, for (a) academic building (b) residen al building

For a comparison of the energy saving a ainable by the On-Demand strategy
for both the tradi onal and the RoF CE-WLAN (compared against the Always-On
strategy) let us look at Table 4.3. We can observe that using the On-Demand
strategy results in large energy savings (6.05 daily kWh for the RoF scheme in
the academic building). But the RoF CE-WLAN scheme consumes more energy

12For the sake of clarity of the results, our uppermost plots in Fig. 4.14 (a), (b) provide the total
throughput across all 6 APs over the hours of a day.

13Note that the energy saving was computed for the On-Demand RoF CE-WLAN by comparing
against the Always-On strategy where all the LWAPs are kept switched on at all mes.
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than the tradi�onal CE-WLAN scheme because the network has to switch on more
en��es (CANs) compared to the tradi�onal scheme (only LWAPs). However, the
difference for both schemes is marginal (see Table 4.3).

Table 4.3: Energy saving (academic building)
Scenario Strategy Scheme Energy Saving (Daily kWh)
Colocated On-Demand Tradi�onal 6.09
Colocated On-Demand RoF 6.05
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Figure 4.15: (a) Cumula�ve number of switch on/off occurrences of CAN/AP (On-
Demand RoF CE-WLAN strategy) over a day (b) Number of switch on/off occur-
rences of CAN/AP (On-Demand RoF CE-WLAN strategy) over 1 hour interval for
the academic building

Switching changes
One more important metric to compare is the cumula�ve number of switch-

ing changes of CANs and LWAPs, needed over a day, and also the maximum num-
ber of switching changes over an hour. These metrics help us understand if the
MDs will face heavy disrup�on in the network, which can degrade the quality of
the service perceived. From Fig. 4.15(a)) we can observe that the average num-
ber of changes per hour in the case of the academic building on Monday was
found to be 2.96. Now if we look at Fig. 4.15(b) we can see that the maximum
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number of changes on the peak hour for an academic building was 19 (AP capac-
ity C = 100 Mbps), which indicates that MDs associated with the LWAPs during
peak hour were highly ac�ve. We can also no�ce that (see Fig. 4.15(b)) increas-
ing the physical layer capacity of the LWAP two �mes can decrease the number
of changes more than two �mes, during peak traffic hour.
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Figure 4.16: Number of switch on/off of AP for On-DemandRoF CE-WLAN strategy
over 1 hour interval for academic building

But the actual disrup�on faced in the network is only gauged by the number
of switching changes that the LWAPs has to undergo. This is because of the fact
that the MDs have to re-associate themselves with new LWAPs. Fig. 4.16 depicts
the number of switching changes that have to be performed every hour. One
interes�ng fact to note is that, for the colocated network scenario, the number
of switching changes for the On-Demand strategy for both RoF and tradi�onal
CE-WLAN is the same. Thus the disrup�on perceived by the MDs will be of the
same magnitude for both the tradi�onal and RoF CE-WLAN while employing On-
Demand strategy.

Energy efficiency
Energy efficiency refers to the amount of energy u�lized to transmit a bit per

Hertz (Hz). Note that, in calcula�ng the energy efficiency, we u�lized the AP's
bandwidth of 20 MHz, used in [98].

The energy efficiency of a network is another important parameter to judge
the performance. The trend is shi�ing from spectral efficiency to energy effi-
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ciency [109].
While for the academic building, in the colocated RoF scenario, we can ob-

serve that for off-peak hours the energy spent to transmit a bit is large (Fig. 4.17(a)),
but for the residen�al building (Fig. 4.17(b)) it is far less. This can be explained
by the fact that, in a residen�al environment the traffic difference between the
peak and the off-peak hour is not as massive as in the academic building. A similar
trend is observed for the On-Demand colocated tradi�onal CE-WLAN. The differ-
ence between the On-Demand tradi�onal and the RoF energy efficiency is very
marginal (maximally 2% for the residen�al building), which is why we chose not
to plot the On-Demand tradi�onal CE-WLAN in Fig. 4.17.
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Figure 4.17: Energy efficiency for colocated scenario (On-Demand RoF CE-WLAN)
over a day for (a) academic buildings (b) residen�al buildings

4.10.2 On-Demand strategy for clustered network en�ty scenario

In a dense CE-WLAN network, the cluster-based network deployment is much
more realis�c, as not all the LWAPs (or CANs) will have overlapping cell areas be-
cause of their transmit power limita�ons, thus forming different clusters of LWAPs
(or CANs). The results obtained below show that the RoF scheme allows for higher
gains in terms of energy saving, energy efficiency, and resource u�liza�on.

Energy saving
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In the uppermost plots of Fig. 4.18(a) and (b), varia�ons in total throughput
across the LWAPs associated in two different cluster groups (Group 1 and 2), over
a day, are shown. Each group consists of 3 LWAPs or CANs. Thus either 1 CAN or
one 1 LWAP is always needed to be switched on to ensure full coverage of a single
cluster area. From Fig. 4.12 we can also get the number of MDs associated with
the two clusters by grouping the rst three LWAPs as Group 1 and the last three
LWAPs as Group 2.
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Figure 4.18: Throughput and energy saving for clustered scenario (On-Demand
strategy) over a day for (a) academic buildings (b) residen al buildings

In the bo�om plots of Fig. 4.18 we can observe a comparison of the percent-
age of energy saving that is achievable by using the On-Demand strategy based
tradi�onal and the RoF-based CE-WLAN. In Fig. 4.18(a) we can observe that the
maximum energy saving, for the academic building, for the tradi�onal CE-WLAN
is 66%. Whereas for the RoF-based CE-WLAN (see Fig. 4.18(a)), we can observe
that the maximum energy saving is 83%. We also observe an anomaly at two
different �me intervals, the energy saving of the RoF scheme is less than the tra-
di�onal approach and this can be accounted by the extra energy consump�on
due to the use of CANs which could lead to less saving, in cases where an equal
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number of LWAPs are sufficient for both the tradi�onal and the RoF CE-WLAN.
Similarly, if we look at Fig. 4.18(b) we can see the energy saving that is achievable
for the residen�al building. For the tradi�onal CE-WLAN, the residen�al building
achieves an energy saving of 66% as compared to 83% energy saving achieved by
the RoF CE-WLAN. If we calculate the energy saving for a whole day, for the aca-
demic building (see Table 4.4), the RoF scheme saves 6.04 daily kWh as compared
to the tradi�onal CE-WLAN which saves 4.85 daily kWh. Thus, for the clustered
network scenario (academic building), the RoF CE-WLAN is approximately 25%
more energy efficient.

Table 4.4: Energy saving (academic building)
Scenario Strategy Scheme Energy Saving (Daily kWh)
Clustered On-Demand Tradi�onal 4.85
Clustered On-Demand RoF 6.04
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Figure 4.19: Cumula�ve number of switch on/off of CAN/AP for clustered scenario
(On-Demand strategy) for (a) Tradi�onal approach (b) RoF approach

Now let us compare the number of switching changes that the network has to
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perform. Looking at Fig. 4.19 we can observe that the average number of changes
per hour for tradi�onal CE-WLAN in an academic building is 1.33, whereas for RoF
CE-WLAN is 3.0833. The tradi�onal CE-WLAN requires less number of switching
changes of network en��es as compared to the RoF scheme. Although the num-
ber of changes in RoF scheme is greater than the tradi�onal approach, it is inter-
es�ng to study how it impacts the performance of the MDs. For this, we can see
Fig. 4.20, where we computed the number of switching changes for LWAPs that
are needed. This number represents how many �mes MDs have to ini�ate the
associa�on and authen�ca�on procedure. From Fig. 4.20 we can observe that
for the RoF CE-WLAN the maximum number of switching changes, for LWAPs, in
an hour is 9, whereas for the tradi�onal scheme it is 7. We can also compare the
number of LWAPs, which are kept on during the different �me intervals of the
day, and we can see that more LWAPs are kept on for the tradi�onal than for the
RoF-based CE-WLAN. Thus the RoF CE-WLAN helps in minimizing the wastage of
resources by keeping more LWAPs switched off than the tradi�onal CE-WLAN.
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Figure 4.20: Number of APs switched on and number of switching changes
(on/off) of APs, every hour, for On-Demand strategy

Resource u�liza�on and Energy efficiency
Resource u�liza�on refers to the ra�o of the number of bits that are sent and

received from all the switched on LWAPs to the total capacity offered by them.
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Figure 4.21: No. of APs used and resource u liza on for clustered scenario (On-
Demand strategy) (a) Tradi onal CE-WLAN (b) RoF CE-WLAN

Comparing the results obtained in Fig. 4.21(a) and Fig. 4.21(b) for both the
RoF and the tradi�onal CE-WLAN (for both academic and residen�al building),
we can see that a higher resource u�liza�on is obtained for the RoF CE-WLAN
as compared to the tradi�onal CE-WLAN, in every �me interval. If we look at
the number of LWAPs used (for the RoF CE-WLAN) in the peak period for the
academic case it can be found out to be 5. Whereas, the maximum number of
LWAPs used for the tradi�onal CE-WLAN is 6. This can be a�ributed to the DAS
implementa�on in the RoF CE-WLAN. Next, we compute the energy efficiency
metric. As is evident from Fig. 4.22(a) and (b), the RoF CE-WLAN results in be�er
energy efficiency as compared to the tradi�onal CE-WLAN, at all �me intervals.

Thus we saw that using the On-Demand strategy and DAS-based RoF CE-WLAN
achieved higher energy saving, resource u�liza�on, and energy efficiency. The
penalty we pay for the RoF CE-WLAN as compared to the tradi�onal CE-WLAN
is the number of switching changes we have to make. Although we should note
that the number of switching changes of only LWAPs is comparable for both the
RoF and the tradi�onal CE-WLAN. Thus the disrup�on of MDs due to switching
changes of LWAPs is also envisioned to be similar.
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Figure 4.22: Energy efficiency for clustered scenario (On-Demand strategy) (a)
Tradi�onal CE-WLAN (b) RoF CE-WLAN

4.11 Power-managed Load-balanced RoF CE-WLAN

The indoor network should be both: (a) energy efficient and (b) load balanced,
for op�mal performance. Therefore we combine both techniques of dynamic ra-
dio resource management (proposed in Chapter 3) and energy efficient commu-
nica�on, to propose a unique power-managed load-balanced (PMLB) algorithm
for indoor RoF CE-WLAN.

4.11.1 System descrip�on

The RoF-based CE-WLAN architecture (see Fig. 4.1), consists of m WiFi APs (rep-
resented by the set M = {1, 2, ...,m}). They are providing connec�vity to a
set of PCANs (P = {1, 2, ..., p}) and SCANs (S = {1, 2, ....s}) located in indoor
spaces. I = {1, 2, ..., i}, represents the set of MDs already connected through
the PCANs. Let us represent the set of CANs that connects to an APm byNm. We
also denote the set of MDs associated with a CAN n by In. We assume that the
loca�ons of the PCANs and the SCANs are properly assigned using radio planning
tools, which is usually the case for newly constructed office buildings. While the
PCANs are used to provide basic coverage, the SCANs are used to provide granular
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QoS renement by the dynamic shi�ing of MD traffic. Thus as men�oned previ-
ously, if the PCANs are not able to handle the traffic demand arising from more
than one MD in its coverage area, the RNM can decide to turn on the SCANs (in
the coverage area of the congested PCANs) and connect them to other APs to
sa�sfy the MD demand. We make the same assump�ons as discussed in Sec-
�on 3.4 and Sec�on 4.5. The reasoning behind the assump�ons and the impact
they have on system performance have been discussed before. To characterize
the load level at individual APs, we use the metric of total downlink delay (as dis-
cussed in Sec�on 3.6). The jus�ca�on for using the total downlink delay metric
can be found in Chapter 3.

4.11.2 Op�miza�on problem

Problem statement: Given a set of APsM = {1, 2, ..,m}, PCANsP = {1, 2, .., p}
and SCANs S = {1, 2, .., s}, where |M | ≥ |P | and |M | < |P | + |S|, we have to
devise a strategy to minimize the total energy consump�on of the RoF CE-WLAN
by providing connec�vity through the PCANs and a subset of the SCANs (Ŝ) and
the APs (M̂ ). We have to ensure that the aggregate channel u liza on across
each AP, that is used for connec�vity, is less than a predened threshold value to
ensure proper QoS. We also have to balance the load between the M̂ AP subset
that is switched on by shi�ing connec�vity of SCAN Ŝ, such that the total down-
link delay of the network is reduced.

Our op�miza�on problem is thus twofold,

• Firstly, reduce the total energy consumed by the RoF CE-WLAN, by provid-
ing connec�vity through a subset of APs and CANs (PCANs and SCANs).

• Next perform load balancing among the subset of switched-on APs, by chang-
ing connec�vity between them such that the overall network performance
(total downlink delay) is improved.

The rst op�miza�on problem (Op miza on problem 1), to minimize the to-
tal energy consump�on of the RoF CE-WLAN network, was formulated as an ILP
problem in Sec�on 4.5.

The network performance, characterized by the total downlink delay expe-
rienced by the MDs, can be further improved by switching the connec�ons be-
tween the SCANs and APs that are switched on (Ŝ and M̂ , which are obtained as
a solu�on to the Op miza on problem 1). The Op miza on problem 2 for load
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balancing can thus be formulated similarly, as in Sec on 3.6.3:

Minimize
�

∀m∈M̂

�

n∈Ŝm

�

i∈În
V nD
mi

=
�

∀m∈M̂

�

n∈Ŝm

�

i∈În
(Di +

Li

bnDmi

)

subject to

bnDmi ≤ pDmi

PmRn
mi

Tm
, ∀i ∈ Î , n ∈ Ŝ,m ∈ M̂. (4.9)

pDmi ≤
�

j∈{BE,V S,CBR}
(1− ϑj)

∑
n∈Nm

∑
j∈{BE,V S,CBR} inj

∀i∈Î ,
n∈Ŝm,

m∈M̂
(4.10)

Di =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

νiCBR
σ2
TiCBR

2(1−νiCBR
Ti)

CBR MDs
νiV S

(σ2
TiV S

+ s
νiV S

)

2(1−νiV S
Ti)

VS MDs
νiBE

(σ2
TiBE

+σ2
t )

2(1−νiBE
Ti)

BE MDs

∀i ∈ Î . (4.11)

where
Î represents the MDs located in the region of the switched on SCANs,
Ŝm represents the set of SCANs connected to AP m,
V nD
mi represents a packet downlink delay from AP m to MD i, using SCAN n,

Di represents the average queue wai ng me for MD i,
Li

bnD
mi

represents the downlink packet transmission me from AP m to MD i.
Constraint (4.9) concerns the downlink throughput for MD i connected to AP

m using any CANn. Constraint (4.10) concerns the probability of successful trans-
mission in the downlink. Constraint (4.11) refers to the average queue wai ng

me for MD i's packet, which can belong to any category (VS, BE, CBR).

4.11.3 Proposed heuris c: Power-Managed Load-Balanced strategy

The Power-Managed Load-Balanced (PMLB) algorithm consists of two parts:

• Energy Efficient Assignment: The rst and the foremost important part of
the PMLB strategy is the RoD technique to minimize the total energy con-
sump on of the whole network.
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• Performance Management: During the performance management phase,
the connec�on of the SCANs with the APs are reviewed and then dynami-
cally changed such that the total downlink throughput of the network can
be maximized or, in turn, the total downlink delay across the MDs can be
reduced.

Op�miza�on 1: Energy efficient assignment

We proposed a heuris�c algorithm in Sec�on 4.6, On-Demand strategy, that pro-
vides resources to MDs, only when there is a demand for it. The algorithm was
divided into three main parts (a) connec�on-guaranteeing coverage, (b) MD-
demand quan�ca�on and c) switching on-off CANs and APs. Please refer to
Sec�on 4.6 for a detailed descrip�on of the strategy.

Op�miza�on 2: Performance management

The channel u�liza�on metric used in Op miza on 1, is an incomplete measure
of the conges�on level in the network and requires throughput and goodput mea-
surements of the channel to describe it accurately. So we propose to u�lize the to-
tal downlink delay measure, which is obtained based on the calcula�ons of down-
link throughput as a measure of network conges�on. Thus shi�ing the connec-
�vity between the switched-on APs and the SCANs, that are connected to them,
can improve the network performance by decreasing the total downlink delay.
The algorithm for performance management is similar to the one discussed in
Chapter 3 (see Sec�on 3.7 for a detailed descrip�on).

The pseudo-code for PMLB is provided in Algorithm 3.

Algorithm 3 Power-Managed Load-Balanced strategy
1-5 Perform Algorithm 1.
6 Ini�alize: Get Ŝ ⊂ S ; M̂ ⊂ M .
7Assess Load Level: Find setMc = maxm∈M̂V D

m with maximum downlink delay.
8 Crossover payoff: Compute (t,X) = maxt∈Ŝz ,X∈ M̂−Mc

{V D
Z − V D

X∪{t}}∀t ∈
Z, where Z is an AP in Mc with lowest ID.
9 Swap: check if {V D

Z − V D
X∪{t}} > 0

check if there exists (Y, j) that sa�ses swap condi�on then swap SCAN t to AP
Y and SCAN j to AP X .
10 Crossover: Else crossover SCAN t to X .
11 Repeat Steps 8 �ll 10 un�l no more APs in Mc has SCAN to perform crossover
opera�on.
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4.11.4 Results and discussion

In this sec�on our mo�va�on is to compare three different schemes:

• Always-On strategy

• On-Demand strategy

• PMLB strategy

The performance of the schemes is compared on (a) power saving, (b) total
downlink throughput and delay, and (c) the impact on MD power consump�on,
for both uniform and non-uniform MD distribu�on over the network coverage
area. The simula�ons consider an indoor open office space of size 20m×20m

PCAN PCAN 

PCAN PCAN 

SCAN SCAN 

SCAN SCAN 

SCAN SCAN 

SCAN 

SCAN 

SCAN SCAN SCAN SCAN 

SCAN SCAN SCAN SCAN 

(m) 

(m
) 

Figure 4.23: Simula on scenario PCAN and SCAN layout

(see Fig. 4.23). There are 4 PCANs (see Fig. 4.23) connected to 4 different APs.
The area across each PCAN is divided further into 4 SCAN cell areas that are non-
overlapping. We vary the number of total MDs from 10 to a max of 70. For the
simula�ons, we only consider the BE traffic. We have chosen to use only BE traffic
because the energy saving gain, downlink throughput etc., become more promi-
nent than when using different classes of traffic. We perform the simula�on un-
der both uniform and non-uniform distribu�ons of MDs (see Table 4.5). For the
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non-uniform distribu�on, the MDs are distributed according to a Gaussian distri-
bu�on across the x and the y coordinates with a mean of 10 m and a variance of
3m. For the associa�on of MDs to APs, we assume RSSI based associa�on for both
cases. We perform Monte Carlo simula�ons in MATLAB to obtain the simula�on
results. In our gures, we only plot the average values of the downlink through-
put per MD, downlink delay per MD, power per MD and the energy per bit good-
put obtained over all the simula�on runs. The same random waypoint mobility
model is employed for the mobility of the MDs. Please refer to Sec�on 3.8 for the
descrip�on of the mobility model and the remarks on it.

Table 4.5: Simula�on parameters
Parameters Values
Carrier Frequency 2.4 GHz
Channel Bandwidth across AP 20 MHz
Path loss model ITU office model [103]
Indoor Environment (Dimensions) Open Office space (20 m×20 m)
Number of [PCANs, SCANs] [4, 16]
Number of APs 16
Number of MDs [10-70]
MD Distribu�on Uniform, Gaussian (10 m, 3 m)

Power saving
Let us take a look at the gures to understand our ndings. For the case of

the PMLB and the On-Demand strategies, the power saving is the same. This is
because PMLB is performed a�er execu�ng similar power saving steps as in the
On-Demand strategy. For a uniform distribu�on of MDs, we see a max of 74.1%
power saving (see Fig. 4.24 (a)). The power saving observed by the schemes for
non-uniform 10 MDs case is 74.6% (see Fig. 4.24(b)). As the number of MDs in-
creases, we can see that the percentage of power saving increases for the non-
uniform distribu�on as compared to the uniform distribu�on case (69.5% and
68.1% for non-uniform and uniform distribu�on respec�vely). This is because, as
the number of MDs increases, for the uniform distribu�on more network en��es
need to be switched on in comparison to the non-uniform MD distribu�on case.

Downlink throughput and delay
But the power saving comes at a cost of downlink throughput achievable at

the MDs (see Fig. 4.25). The throughput degrada�on gap reduces as the number
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Figure 4.24: Power per MD for (a) uniform distribu on of MDs (b) non-uniform
distribu on of MDs
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Figure 4.25: Downlink throughput per MD for (a) uniform distribu on of MDs (b)
non-uniform distribu on of MDs
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Figure 4.26: Downlink delay for (a) uniform distribu on of MDs (b) non-uniform
distribu on of MDs

of MDs increases. This is because of the fact that as the number of MDs increases,
more SCANs gets switched on and get connected to other APs thus reducing the
conges on across the PCANs. Moreover, the distance of the MD from the PCAN
can take larger values than when the MDs are very close to the SCANs, thus the
rate obtained across the MDs, when using the SCANS, increases. If we look at
the downlink throughput achievable for the non-uniform distribu on case, we
observe a larger gap (see Fig. 4.25 (b)) between the Always-On strategy and the
PMLB strategy owing to the fact that the MDs are more concentrated around a
few PCANs and thus causing uneven probability of success values, which increases
the overall downlink throughput gap. Similarly, we can observe the downlink de-
lay achievable (see Fig. 4.26) for both the cases.

Energy per bit goodput
We also studied the energy per bit goodput (EBG). We observe that for a uni-

form distribu on of MDs, the EBG is minimized for both On-Demand and PMLB
strategy as compared to the Always-On strategy (see Fig. 4.27 (b)). For the non-
uniform distribu on case we observe that the EBG is reduced only for the PMLB
case (e.g., 52% lower than the On-Demand strategy for 10 MDs) as compared to
the Always-On strategy. But for the On-Demand strategy with a lower MD count,
its performance degrades compared to the Always-On strategy (see Fig. 4.26 (b)).

Impact on MD power consump on
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Figure 4.27: EBG for (a) uniform distribu on of MDs (b) non-uniform distribu on
of MDs

The impact of the PMLB algorithm on the MD power consump�on can be
obtained from [110] PT ∝ dn, where PT , d, n refers to the transmit power, the
distance between the MD and the CAN and the path-loss coefficient respec�vely.
Thus employing transmission power control at the MDs results in a reduc�on of
the transmit power propor�onally to the distance. But the power that is saved at
the MD is of the order of few mWs, which is negligible compared to the power
consumed at the network side.

The difference of the distance between MDs and CANs, for both PMLB strat-
egy and Always-On strategy, using PT ∝ dn, can thus be given by [110]:

ζ =
∑
∀i∈I

((log(di1)− log(di2))) =
∑

∀i∈I(log(P i
T1
)− log(P i

T2
))

n
(4.12)

where
di1 represents the distance between MD i and the associated CAN under Always-

On strategy,
di2 represents the distance between MD i and the associated CAN under PMLB

strategy,
P i
T1

represents the transmit power for MD i under Always-On strategy strat-
egy,
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P i
T2

represents the transmit power for MD i under PMLB strategy.

From Fig. 4.28 we can observe that the difference of the logarithmic distances
for the non-uniform case and for a higher number of MDs is smaller than for a
uniform distribu�on of MDs. This is because as more MDs are in the network the
non-uniform distribu�on of MDs packs more MDs in a smaller area and thus the
probability that the distance between the MD and the CANs is larger for PMLB
strategy is small as compared to the case of uniform distribu�on of MDs. Thus
the power saved for a non-uniform distribu�on of MDs is more than for a uniform
distribu�on.
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Figure 4.28: Logarithmic difference of the distances between PMLB strategy and
Always-On strategy w.r.t. number of MDs

4.12 Conclusion

Our focus in this chapter was to make the indoor CE-WLAN network more energy
efficient. We advocated the implementa�on of RoF CE-WLAN that takes advan-
tage of the RoF-based DAS for minimizing the energy wastage in the network. The
RoF-based DAS architecture allows for many CANs to be connected to a single AP,
which allows for higher u�liza�on of the AP's offered capacity as compared to
the tradi�onal deployment. For the RoF CE-WLAN, we provided a detailed power
consump�on model and formulated the problem of minimizing the total energy
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consump�on in the network such that the channel u�liza�on across the APs, that
are switched on, are below a threshold value.

We then proposed a MD demand driven RoD strategy namely, the On-Demand
strategy, that minimizes the overall power consump�on in the network while pro-
viding measures for (a) ensuring basic coverage of the whole indoor network, (b)
providing MD demand quan�ca�on and (c) switching off unused APs and CANs.
We used MATLAB simula�ons to show that the RoF CE-WLAN can provide high
power savings as compared to the Always-On strategy where all the network en-
��es are kept powered on at all�mes. For uniform distribu�on of MDs, the power
saving of RoF CE-WLAN was found to be 63% while the EBG gain was 30%.

We then discussed the amount of energy wastage in a large enterprise WLAN
using the Dartmouth campus as an example. The study points out that large num-
bers of APs remains idle over a period of the day, was�ng a lot of energy. The AP
usage also varies spa�ally and over �me. Thus poin�ng out that we can indeed
take advantage of this varied AP usage pa�ern and save a large amount of en-
ergy. We then pointed out the different network scenarios that are possible in
CE-WLAN. The network en��es could either have colocated or clustered cover-
age.

The channel u�liza�on for the On-Demand strategy was then studied for differ-
ent network scenarios, using the trace sets from Dartmouth. Our nding points
out that tradi�onal CE-WLAN fairs marginally be�er than the RoF CE-WLAN in
terms of energy saving and switching changes, for the colocated network en-
�ty scenario. While for the clustered network en�ty scenario, the RoF-based
CE-WLAN gains extensively as compared to the tradi�onal CE-WLAN. Although
a penalty to be paid is the total number of switching changes that have to be per-
formed for both APs and CANs. One more interes�ng point to note is that the APs
switching changes are almost the same for both, resul�ng in similar disrup�ons
faced by the network MDs due to re-associa�on to a new AP. The results show
that RoF CE-WLAN indeed achieves higher energy savings, energy efficiency, and
resource u�liza�on.

Finally, we proposed a PMLB strategy, that switches on CANs and APs in a
RoF-based CE-WLAN, such that the total MD demand is sa�sed. Then the load
across each AP is balanced by shi�ing the connec�ons between the SCANs and
the APs connected to them. We observed the power consumed in the network is
reduced by nearly 76% (for 10MDs) for the non-uniform MD distribu�on case. We
also observed that the PMLB technique also improved the downlink throughput
and delay for the RoF CE-WLAN as compared to the On-Demand strategy.
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4.12.1 Limita�ons and future work

This chapter provided an overview of the energy efficient RoF-based CE-WLAN
indoor but there are various areas that need further inves�ga�on:

• Channel alloca on: The On-Demand strategy was proposed based on the
channel u�liza�on observed at the APs. Although the strategy provides de-
tails about various aspects of the implementa�on of such RoD strategy, the
algorithm does not provide any answers as to how the frequency channel
alloca�ons across the APs should be performed. The areas of the PCANs
and he SCANs are bound to have overlapping cell area and thus frequency
alloca�on across APs, serving those PCANs and SCANs, is an important area
that has not been discussed in this disserta�on.

• Lack of newWLAN trace sets: In this chapter, due to the unavailability of re-
cent data sets from a CE-WLAN, the simula�ons jus�fying the RoD policies
were carried out using the freely available trace sets of Dartmouth cam-
pus [98]. The introduc�on of new applica�ons and devices has a signicant
impact on the way the CE-WLAN network is accessed by the MDs nowa-
days. Thus it is necessary to conduct experiments to gather recent WLAN
trace sets. The study of RoD strategies on such trace sets will lend valuable
insights into the present day energy saving capabili�es.

• SCAN and PCAN selec on: We also made the assump�on that the PCANs
and the SCANs are selected beforehand based on indoor radio planning.
However, the selec�on of the PCANs and the SCANs can be done on the
y. We have also discussed some schemes regarding this selec�on in our
work [102].

• Frequency planned PMLB: The PMLB strategy proposed u�lizes the load
balancing technique discussed earlier in Chapter 3. The load balancing
technique was proposed for non-overlapping cell areas to avoid the com-
plexity of frequency planning. Thus inves�ga�ons on how to combine fre-
quency planning techniques with PMLB strategy is also an area that should
be looked into.

• Recongura on cost, delay and frequency: Finally one important limita-
�on of the work in this chapter is that we did not discuss the cost, delay, and
frequency of recongura�on. Their impact and ways to op�mize them are
described briey in Sec�on 3.9.1. But they require further inves�ga�ons.
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5

Fi-Wi Uplink

5.1 Introduc�on

The RoF architecture provides the network with two important degrees of free-
dom (a) mul�ple op�cal wavelengths to carry the RF signals to different CANs,
and (b) radio channels that can be reused spa�ally at each CAN. For WiFi, the
medium access conten�on mechanism is CSMA/CA. If mobile devices (MDs) served
by different CANs, using the same radio channel, try to access that channel, there
is a chance that there will be a collision at the AP located at the HCC, because
they are hidden to each other. These MDs at different CANs are deaf to each
other’s ongoing transmission as they are outside each other’s sensing range. So,
when they transmit their messages, these messages can collide at the AP. In IEEE
802.11, the hidden node problem has been extensively studied [48, 111--114].
This problem will cause a reduced throughput over the Fi-Wi channel, compared
to collision free access. The request-to-send/clear-to-send (RTS)/(CTS) mecha-
nism, to deal with the hidden node problem, can also adversely impact the per-
formance of the system. They can hamper the transmission of MDs, communi-
ca�ng with different APs, that are using the same frequency channel. Moreover
using the RTS/CTS mechanism makes sense only if the data packet length is larger
than a threshold value. Hence it is not a generic solu�on for all sizes of data pack-
ets [115]. The use of the point coordinated func�on (PCF) access at the HCC could
in principle help to avoid the hidden node problem, but hardly any manufacturer
has implemented PCF today.

In this chapter, we inves�gate how we can resolve the hidden node collision
problem. We propose a novel mul�-user mul�ple input mul�ple output (MU-
MIMO) uplink scheme that takes advantage of both the spa�al and the op�cal
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mul�plexing. We compare the MU-MIMO uplink scheme with a mul�-user de-
tec�on technique called successive interference cancella�on (SIC). SIC serves as
a compara�ve benchmark. A SIC receiver [116] implementa�on at the HCC makes
it possible at the physical layer to decode messages from the MDs across different
CANs, that arrive simultaneously, and, in principle, avoids the loss due to hidden
node collisions. The proposed MU-MIMO technique can be used to provide even
higher network capacity gains. A huge amount of literature is available about
conven�onal MU-MIMO techniques (e.g., [117--119]). Our proposed MU-MIMO
scheme takes advantage of the spa�ally distributed MDs communica�ng with the
MU-MIMO-enabled CANs. Different op�cal wavelengths are used to transport
the messages to the HCC where the decoding is done. The op�cal ber provides
a huge bandwidth and has no (for our purpose) signicant bit error rate. For the
communica�on scenarios we consider, the propaga�on delay introduced by the
op�cal ber is negligible, which allows for the WiFi protocol to stay within the
opera�ng range specied by the IEEE 802.11 standards.

In this chapter we model and compare three different cases for uplink access:

• No modica�ons to the normal WiFi standard, i.e., independent MDs trans-
mission where collisions are allowed.

• The use of SIC at the AP in the HCC.

• The use of a novel opto-spa�al MU-MIMO uplink scheme.

This chapter is organized as follows. Sec�on 5.2 describes the Fi-Wi system
architecture. Sec�on 5.3 provides an overview of SIC. We then analy�cally nd
the capacity that is achievable by using SIC and compare it against the unmodied
system. In Sec�on 5.4 we propose our MU-MIMO architecture for Fi-Wi networks
and determine the capacity achievable. Sec�on 5.5 compares the bit error prob-
ability, for the three cases. Sec�on 5.6 presents the simula�on results and nally
in Sec�on 5.7 we highlight our achievements and provide a future outlook.

5.2 System architecture

The RoF-based Fi-Wi architecture has been described extensively in Chapter 2.
However, for the clarity of understanding, we would like to repeat the impor-
tant parts of the architecture in this sec�on. The architecture described here is
a centralized architecture controlled by the HCC. RoF is used to distribute radio
signals throughout the building using CANs, which act as distributed antenna el-
ements. The red lines in Fig. 5.1 represent the op�cal bers. There is a single
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Figure 5.1: Overall system architecture

CAN per room or living space. Each radio cell is conned to the room or living
space, where WiFi is supported. We assume that there is no overlap between
the radio cells. The number of CANs is assumed to be more than the number of
non-overlapping channels in WiFi. Thus many CANs use the same radio channel.
However, for our analysis, we consider two such CANs, each with a single antenna
element, opera�ng at the same radio channel, in different rooms, trying to com-
municate with a single WiFi AP1 located in the HCC. In Fig. 5.1, CAN 1 and CAN 2
are opera�ng at the same radio channel. We also use two different op�cal wave-
lengths, λ1, λ2, across the CANs to transport the signal in the uplink. The op�cal
signals, transmi�ed from different CANs on different wavelength, are combined,
by an op�cal combiner, before feeding them to an O/E - E/O converter at the HCC
for op�cal to electrical conversion.

The electrical to op�cal conversion used at the CANs, in the uplink, consists
of an amplier and a laser diode for amplifying the RF signals received from the
MDs and conver�ng them to op�cal signals.

The system architecture described in this sec�on is applicable for the cases of
independent transmissions and SIC as described in Sec�on 5.1. For MU-MIMO,
the system architecture is a bit different and is explained later in Sec�on 5.4.

1Note that LWAP in the AP module has a single port for transmission and recep�on of radio
signals.
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5.3 Successive interference cancella�on

A well-known technique in cellular networks for decoding messages that arrive
simultaneously is successive interference cancella�on (SIC). It is the ability of the
receiver to receive and decode two or more messages concurrently, which other-
wise would have been lost due to the collision. The recent advances in so�ware-
dened radio like GNU radios [120], [121] have led us to think that SIC is imple-
mentable for indoor system architecture. SIC receivers have been shown to be
prac�cally implementable in [120] for Zigbee (which operates in the same ISM
band as that of WiFi employing CSMA/CA as the MAC conten�on mechanism)
using so�ware radios for the wireless environment.

With SIC the trick of decoding the messages lies in decoding the message from
the MD with higher received signal strength (RSS) where all other MDs messages
are treated as interference. Subtrac�ng the reconstructed signal of that decoded
MDs message from the mixed signal allows for possible decoding of other weaker
signal from the residue. The use of a SIC receiver at the HCC thus helps to deal
with the problem of the hidden nodes. We defer from going into the implemen-
ta�on part of SIC receiver and focus on the physical layer aspects of using SIC for
our architecture.

Assump on: Weassume that for implemen�ng SIC, without any power con-
trol across the CANs (described later in Sec�on 5.3.2), the MDs in different cells
operate with different RSS.

MDs are heterogeneous in nature. Depending on the capability of the MD
and the radio link between the MD and the AP, different MDs may operate with
different modula�on schemes, e.g., complementary code keying (CCK) for IEEE
802.11 b and OFDM for IEEE 802.11 g/n/ac, and so on. The transmit power limit,
set by ETSI, for OFDM is 20 dBm and for CCK its 18 dBm [122]. This, in turn, may
result in different RSS for different MDs. Moreover, other reasons that can cause
different RSS received from different MDs are [123] (a) different hardware used
at the MDs, (b) spa�al varia�on due to difference in distance between MDs and
the receiving AP, (c) RF interference from other devices opera�ng in the same
frequency band, (d) human presence/absence, and (e) environment, e.g., wall
type, the material used and so on.

5.3.1 System model

Let x1 and x2 (see Fig. 5.2) be two messages that are being transmi�ed from the
two independent MDs (MD 1 and MD 2 respec�vely). The receiver at the HCC
thus receives an amplied version of the signals received across the two different
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Figure 5.2: System model

CANs, and can be given as below:

y = α1y1 + α2y2, (5.1)

where yj and αj (see Fig. 5.22) represent the signal received from MD i across
the CAN j and the amplica on factor with which MD i's received signal at CAN
j is amplied. yj can be expressed as:

yj =
√
Pihijxi + nj , (5.2)

where
hij represents the respec ve channel gain from MD i to CAN j,
xi is the message transmi ed from MD i,
nj represents the noise across the CAN j that receives MD i's signal,
Pi represents the transmission power at MD i.

2Note that we only represented the AGC and laser source, as the only components, in the O/E
-E/O Converter as we consider only the uplink scenario.
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Thus, (5.1) can be rewri�en as:

y = α1y1 + α2y2

= α1

√
P1h11x1 + α2

√
P2h22x2 + α1n1 + α2n2︸ ︷︷ ︸

n0

= α1

√
P1h11x1 + α2

√
P2h22x2 + n0, (5.3)

where n0 =
√
N0 =

√|α1n1 + α2n2|2. N0 represents the noise variance. The
amplica�on factors (α's ) can be calculated as follow:

P̄ = α2
jE[yj ]

2. (5.4)

P̄ represents the rela�ve constant power level, of the received radio signal (a�er
amplica�on), that is needed to feed the laser source at the CAN3.E[·] represents
the expected value of a random variable.

Let B be the bandwidth of the opera�ng wireless channel. The decodability
of the two messages with SIC depends on the RSS and the transmission bit rates.
When the two MDs, as shown in Fig. 5.1 as MD 1 and MD 2, are transmi�ng con-
currently to the HCC, the HCC must decode the message with the strongest RSS
rst. Without loss of generality, let us assume it to be x1, trea�ng the other one,
x2 in our case, as interference. Thus the rate achieved by MD 1 is:

r1 = B log2

(
1 +

P1|h11|2|α1|2|x1|2
P2|h22|2|α2|2|x2|2 +N0

)

= B log2

(
1 +

X1

X2 +N0

)
, (5.5)

X1, X2 represents the RSS of the different MDs at the HCC a�er op�cal to radio
conversion. Only if MD 1 transmits at rate r1 or below, it can be decoded success-
fully by the HCC. A�er that, HCC can a�empt to decode MD 2's signal. The best
feasible bit rate r2 for MD 2, assuming perfect cancella�on of MD 1's message,
can thus be given as:

r2 = B log2

(
1 +

X2

N0

)
. (5.6)

To facilitate SIC, MD 1 with the strongest RSS may achieve a lower rate than
MD 2, which has a weaker RSS. This is due to the fact that the signal from MD 1 is
decoded in the presence of noise and interference from MD 2 but MD 2 signal is
decoded only in the presence of noise.

3The amplica�on at the CAN in the uplink is done by the Automa�c Gain Controller, which is
needed because of the fading propaga�on varia�ons of the received radio signal from the MD.
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5.3.2 Capacity without and with SIC

The basic measure of performance of a system is capacity. The hybrid Fi-Wi capac-
ity of a given Fi-Wi channel is the limi�ng informa�on rate that can be achieved
with arbitrarily small error probability. Let us now compare the capacity of the
hybrid Fi-Wi channel both without and with SIC.

Without SIC

As there is no packet capture technique applied at the physical layer therefore,
without SIC, only one of the two MDs can transmit at the same �me. Their trans-
missions will collide at the HCC if both of them transmit at the same �me. Let
τ represent the probability of collision at the HCC, for the messages transmi�ed
from MDs at different CANs. So the capacity of the channel without SIC can be
given as:

CwithoutSIC = max
{
(1− τ)B log2

(
1 +

X1

|α1n1|2
)
,

(1− τ)B log2

(
1 +

X2

|α2n2|2
)}

(5.7)

With SIC

It is possible to simultaneously receive two messages. The highest bit rates at
which MD 1 and MD 2 can successfully transmit concurrently are r1 and r2 respec-
�vely, assuming perfect rate adapta�on. Correspondingly, hybrid Fi-Wi channel
capacity with SIC can be given as [121]:

CwithSIC = B log2

(
1 +

X1

X2 +N0

)
+B log2

(
1 +

X2

N0

)

= B log2

(
1 +

X1 +X2

N0

)
. (5.8)

Let us assume the channel to be �me varying. The ensemble average of all
these instantaneous capacity over all possible channel matrices is the ergodic ca-
pacity. So it makes more sense to calculate the ergodic capacity. Thus, the ca-
pacity gain with SIC for the Fi-Wi environment is said to be the gain in ergodic
capacity that we achieve using SIC over the case when we do not implement SIC
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and is given by:

� =
E[CwithSIC]

E[CwithoutSIC]
,

=
E
[
B log2

(
1 + X1+X2

N0

)]

E
[
(1− τ)B log2

(
1 + X1

|α1n1|2
)] (5.9)

The maximum capacity gain is a�ained at the point where both of X1 > X2

and X2 > X1 cases a�ain the same capacity gains. Thus equa�ng both the cases
we obtain the respec�ve RSS at which the maximum of the rela�ve capacity gain
is achieved. This can be given as below:

E
[
B log2

(
1 + X1+X2

N0

)]

E
[
(1− τ)B log2

(
1 + X1

|α1n1|2
)] =

E
[
B log2

(
1 + X1+X2

N0

)]

E
[
(1− τ)B log2

(
1 + X2

|α2n2|2
)] (5.10)

So for maximizing the rela�ve capacity gain, we need to operate at RSS's given
by:

X1 = X2

( |α1n1|2
|α2n2|2

)
. (5.11)

Therefore, if we assume that we have full channel state informa�on (CSI) at the
HCC, then the HCC can control the amplica�on factors (α2, α2) of the AGC, em-
ployed at the CANs, to vary the power received at the CANs from the MDs. This
we refer to as the power control scheme with SIC. This, in fact, always makes sure
that the RSS's of the MDs are different.

The average packet transmission me needed to send the messages from the
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MDs to the HCC with and without SIC can be given as follows:

TwithoutSIC =
L

E
[
(1− τ)B log2

(
1 + X1

|α1n1|2
)] +

L

E
[
(1− τ)B log2

(
1 + X2

|α2n2|2
)] (5.12)

TwithSIC = max

{
L

E
[
B log2

(
1 + X2

N0

)] ,

L

E
[
B log2

(
1 + X1

X2+N0

)]
}
. (5.13)

Here, L represents the average packet length. The transmission rates of the two
transmissions, with SIC, from the MDs, are different. So we are faced with the
problem of disparity in the different rates, which leads to a disparity in transmis-
sion �me. We can have equal average transmission �me with SIC for both the
MDs. This will improve the MAC throughput as suggested in [121].

An interes�ng fact to note here is that there is a ne balance between in-
creasing MAC throughput and physical layer capacity. We can choose to operate
at the maximum physical layer capacity or achieve maximum MAC throughput.
We can either be greedy, i.e., choose to maximize the systems ergodic capacity,
or we can provide equal average transmission �me to both MDs and be fair to all.

If the MDs have access to full CSI of both MDs in the Fi-Wi network, then they
can vary their transmission powers as below:

P1 ≈ P̄ |h22|4E[y1]
2P 2

2

|h11|2E[y2]4
. (5.14)

Thus (5.14) helps to achieve maximum MAC throughput. Assuming that the HCC
has full CSI knowledge, which it can use to calculate the op�mal transmit power
levels for the MDs, it can direct them to operate at that power level.

5.4 Mul�-User Mul�ple Input Mul�ple Output

Mul�-User Mul�ple Input Mul�ple Output (MU-MIMO) is an advanced MIMO
technology that exploits the availability of mul�ple independent data streams
from different MDs in order to enhance the communica�on capabili�es of each
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individual MD. To the best of our knowledge, this is the rst work in the Fi-Wi
domain that exploits a unique op�cal-spa�al mul�plexing scheme to a�ain MU-
MIMO gains in the uplink.

5.4.1 System architecture

Let us look at the system architecture for MU-MIMO, as given by Fig. 5.3. It fol-
lows the same structure as that explained in Fig. 5.1 with some differences. Here,
we assume, for the sake of simplica�on, that there are two different wavelength
sets (e.g., λ1, λ2 for CAN 1, and λ3, λ4 for CAN 2) that can carry the signals from
the two antennas at each CAN. We also assume, as in Sec�on 5.2, that the cover-
age areas of the CANs do not overlap. So if we consider the uplink, MD 1 at CAN 1
is assumed to get two different views of the channel as there are two antennas
at each CAN. MD 1 will be sending message x1 and similarly, MD 2, connected to
CAN 2, will send message x2. At the HCC, the message set (x1, x2) carried on the
different wavelengths, belonging to different CANs, are combined in the op�cal
domain, using the op�cal combiner, and are converted back to radio signals us-
ing an O/E converter. These are then fed into the LWAP1 at different ports (see
Fig. 5.3). Thus, we are able to combine mul�ple messages from the MDs across
different antennas in the CANs to take advantage of MIMO. This scheme takes ad-
vantage of the op�cal wavelength mul�plexing for the spa�ally mul�plexed sig-
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Figure 5.3: MU-MIMO system architecture
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nals, from the different CANs, to a�ain MU-MIMO capabili�es. This architecture
described can be generalized for larger MU-MIMO systems.

5.4.2 MU-MIMO capacity

The receiver located at the HCC receives two inputs, which can be wri�en into
matrix form as:

y = Hx+ n (5.15)

where

H =
[ α11′h11′ α21h21

α12′h12′ α22h22

]
represents the amplied channel gain matrix,

hij and αij (see Fig. 5.4) represent the channel gain and amplica�on factor
respec�vely, from MD i to antenna j of the CAN under considera�on,

j�(1′, 2′) represents the antennas across CAN 1,
j�(1, 2) represents the antennas across CAN 2,

x =
[ √

P1x1
√
P2x2

]
represents the messages transmi�ed,

Pi represents the transmission power across MD i,

n =
[ N1

N2

]
represents the noise vector at the HCC,N1 = (α11′n1′+α21n1),

N2 = (α12′n2′ + α22n2),
(n1, n2) represents the noise added across the two different antennas at CAN 2,
(n1′ , n2′) represents the noise added across the two different antennas at

CAN 1.
The value of the amplica�on factorsαij (see Fig. 5.4) can be computed as (5.4),

and can be given as below:

P̄ = αij
2(|hij |2Pi|xi|2 + |nj |2)

= αij
2E[xij ]

2 (5.16)

where E[xij ]
2 = |hij |2Pi|xi|2+ |nj |2 is the received signal power from MD i

to antenna j across the CAN under considera�on. P̄ represents the rela�ve con-
stant power level, of the received radio signal (a�er amplica�on), that is needed
to feed the laser source at the CAN.
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Figure 5.4: MU-MIMO system model

The expression for capacity can thus be given by [124]:

CMU-MIMO = EH

[
B log2 �I+ (H)Kx(H)HCov−1�

]
(5.17)

where Kx is the signal variance matrix given by Kx =
[ P1 0

0 P2

]
assuming inde-

pendent messages and Cov is the covariance matrix of the noise, I refers to the
iden ty matrix and � · � represents the determinant.

The message transmission me for the MU-MIMO case can thus be given as:

TMU-MIMO =
2L

CMU-MIMO
(5.18)

where 2L accounts for the fact that MU-MIMO decodes messages from both the
MDs at the same me.

The capacity gain that we get with MU-MIMO in comparison with SIC and
without SIC implementa on can thus be wri en as:

ζ =
CMU-MIMO
E[CwithSIC]

(5.19)
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δ =
CMU-MIMO

E[CwithoutSIC]
(5.20)

5.5 Bit error probability

The bit error probability [124] serves as a basic parameter in judging the perfor-
mance of a system. It represents the probability that the bit transmi�ed is in error
due to the noise and interference introduced by the channel. We now calculate
the bit error probability for the different cases discussed above.

5.5.1 Without SIC

The bit error probability is the expecta�on over the value of the bit error rate.
IEEE 802.11 employs different modula�on techniques, e.g., DBPSK, QPSK, and
QAM to support different data rates. We can, therefore, choose to study the bit
error probability, for our schemes, for any of the above modula�on techniques.
We chose to study the bit error probability using the simplest modula�on scheme
of DBPSK, as it is supported by all the MDs, and is o�en used as a fallback when
the received signal strength at the MDs is low.

In order to obtain the bit error probability, assuming a Rayleigh fading chan-
nel [125, 126], we rst obtain its instantaneous signal to noise ra�o (SNR), γj , at
CAN j, as:

γj = h2ij
Ebi

|ni|2 (5.21)

hij represents the channel gain from MD i to CAN j, which is assumed to be a
Rayleigh distributed random variable. Ebi represents the bit energy across MD i
and nj represents the noise at CAN j.

The average SNR for Rayleigh faded channel at CAN j can thus be computed
as:

γ̄j = E[hij ]
2 Ebi

|nj |2 = 2σ2Ebi

N0
(5.22)

where 2σ2 represents the variance of the channel. The probability distribu�on
func�on of the Rayleigh distribu�on can be given as [124]:

P (hij) =

⎧⎪⎨
⎪⎩

hij

σ2 exp

�
− h2

ij

2σ2

�
if 0≤ hij ≤∞

0 if hij < 0



511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma
Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017 PDF page: 120PDF page: 120PDF page: 120PDF page: 120

5.5 Bit error probability 112

The P (hij) can be expressed with respect to instantaneous SNR, γj as:

P (γj) =
P (hij)

| dγjdhij
|

=
1

γ̄j
exp

(
−γj
γ̄j

)
0≤ γj ≤∞ (5.23)

Therefore, the bit error probability for a single MD's transmission, received by
CAN j, as shown in [125], can be given as:

PBER =

∫ ∞

0

1

2
exp(−γj)

1

γ̄j
exp(−γj

γ̄j
)dγj . (5.24)

where 1
2exp(−γj) represents the bit error rate for a DBPSK system. The bit error

probability, as shown in [125], for MD i received by CAN j, can thus found out to
be:

PBER =
1

2(1 + γ̄j)
. (5.25)

Bit error rate, without SIC, for both MDs is the summa on of the bit error rate
from MD 1 (received by CAN 1) and MD 2 (received by CAN 1) and can be given as
below:

P
(withoutSIC)
BER =

1

2(1 + γ̄1)
+

1

2(1 + γ̄2)
. (5.26)

5.5.2 With SIC

With SIC, decoding is done successively in the presence of interference from other
messages. Thus the instantaneous SNR for the rst message can be given as:

γ1 =
α2
1h

2
11Eb1

α2
2h

2
22Eb2 +N0

. (5.27)

N0 = |α1n1 + α2n2|2 represents the noise variance at the HCC. A er decoding
the rst message, the second message can be decoded a er subtrac ng the rst
message's signal from the mixed signal combina on. The instantaneous SNR of
the second message can be wri en as:

γ2 =
α2
2h

2
22Eb2

N0
. (5.28)
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The average signal to interference noise ra o can be obtained by taking the ex-
pecta on over (5.27) and (5.28) as:

γ̄1 =
α2
12σ

2Eb1

α2
22σ

2Eb2 +N0
(5.29)

γ̄2 =
α2
22σ

2Eb2

N0
, (5.30)

where we assume that the variance of both channels are the same, i.e., E[h211] =
E[h222] = 2σ2. Thus P (h11) can be expressed with respect to the instantaneous
SNR, γ1 as:

P (γ1) =
P (h11)

| dγ1dh11
|

=
a

bγ̄1
exp

(
−γ1a

γ̄1b

)
0≤ γ1 ≤∞, (5.31)

where a = α2
2h

2
22Eb2 + N0 and b = α2

2E[h222]Eb2 + N0. Thus the bit error
probability, for MD 1 is:

PBER-MD 1 =
a

2(a+ bγ̄1)
(5.32)

Similarly, for MD 2, P (h22) can be expressed with respect to the instantaneous
SNR γ2 as:

P (γ2) =
P (h22)

| dγ2dh22
|

=
1

γ̄2
exp

(
−γ2
γ̄2

)
0≤ γ2 ≤∞ (5.33)

Thus the bit error probability for MD 2 would be:

PBER-MD 2 =
1

2(1 + γ̄2)
(5.34)

Thus the bit error probability can be given by:

P
(withSIC)
BER = max

(
a

2(a+ bγ̄1)
,

1

2(1 + γ̄2)

)
(5.35)
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5.5.3 MU-MIMO

For nding the bit error probability for our special MU-MIMO uplink scheme we
need to know how the decoding is done. The simplest decoder is the Zero-Forcing
(ZF) decoder. We use it for our analysis. We have two MDs namely MD 1 and MD 2
and two receiving ports in HCC. The channel matrix is represented as:

H =
[
h1, h2

]T
(5.36)

where h1 = (h11� , h12�) and h2 = (h21, h22), [∼]T represent the transpose of
the matrix and hij are Rayleigh with mean 0 and variance 2σ2. We assume for
simplicity that the amplica on factors are all set to unity. The post-detec on
SNR of the ith MD a er ZF decoding, as given in [118] is:

γi =
γ0

[(HHH)−1]ii
(5.37)

whereHH represents the Hermi an of the matrixH and γ0 is the transmi ed SNR
for each antenna pair.

If we look closely at the distribu on of 1
[(HHH)−1]ii

it turns out to be a Gamma
distribu on with two degrees of freedom and varianceσ2. Consequently the post
detec on SNR of the MD i has a pdf:

f2(γi) =
1

2σ2γ0
exp

(
− γi
2σ2γ0

)
(5.38)

Thus to nd the average bit error rate we have to nd P [γi ≤ γth], where γth
represents the threshold value of the SNR, for the messages from the MDs, to be
decoded properly. Thus we rst nd the cumula ve distribu on func on (CDF)
of the post-detec on SNR as:

P [γi ≤ γth] =

∫ γth

0

1

2σ2γ0
exp

(
− γi
2σ2γ0

)
dγi (5.39)

The BER of the MU-MIMO, which is the CDF, can be given as:

P
(MU-MIMO)
BER = P [γi ≤ γth] = 1− exp

(
− γth
2σ2γ0

)
. (5.40)

The above equa on (5.40) is true because the system decodes both the messages
at the same me. Hence the system has the bit error probability which is the
maximum of the two MDs bit error probability. As we set the parameters to be
the same, it turns out to be equal to a single MDs bit error probability.



511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma
Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017 PDF page: 123PDF page: 123PDF page: 123PDF page: 123

5.6 Comparison of non-SIC, SIC, and MU-MIMO schemes 115

5.6 Comparison of non-SIC, SIC, and MU-MIMO schemes

The goal of our analysis is to compare the performance of the SIC, with and with-
out transmission power control, and the MU-MIMO scheme against the normal
WiFi transmission. The results from the mathema�cal analysis are used to gener-
ate the graphs in MATLAB. We present our results on three broad categories (a)
ergodic capacity gain, (b) packet transmission �me, and (c) bit error probability.

Table 5.1: Simula�on parameters
Parameters Values
Rayleigh wireless channels parameters Mean = 0, Variance = 1
Transmission power at MDs (Pi) [1-10] mW
Probability of collision (τ ) 0.34
SNR threshold (γth) 0.5 mW
Noise (Gaussian distributed) Mean = 0, Variance = 1
Packet length (L) 512 bytes, 2048 bytes

We perform Monte Carlo simula�ons in MATLAB to obtain the numerical re-
sults. In our gures, we plot the average values of the ergodic capacity gain, bit
error probability, and the packet transmission �me obtained over all the simula-
�on runs. The simula�on parameters and their values are given in Table 5.1.

The maximum transmit power level for smart phones, e.g., iOS devices, are in
the range [127] of [9−14] dBm which is between [9.5−11.5]mW. This jus�es our
choice for the maximum transmission level at the MDs to be 10 mW. Moreover,
choosing 0 dBm as the lowest transmission power is also jus�able for a small
sized cell of the order of tens of meters or less. This is because the typical WiFi
receiver sensi�vity for proper recep�on is in the range [128] of −40 dBm to −80
dBm. Thus our choice of 0 dBm transmit power at MDs does not violate the limit
of receiver sensi�vity.

Observe that the probability of collision for the non-SIC case is kept to 0.34,
which is high (see Table 5.1). This value is portrayed in [129], where collision prob-
ability was studied for saturated IEEE 802.11b networks for a conten�on window
size of 8.

Ergodic capacity gain
Fig. 5.5 (a) compares the ergodic capacity achieved by different transmission

schemes against the transmission power at the MDs. In this plot, the power
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Figure 5.5: (a) Ergodic capacity gain with and without SIC vs. transmission power
at MDs (b) Capacity of different schemes vs. transmission power at the MDs

across both the MDs are kept the same and are varied from 1 − 10mW (see
Table 5.1). If we assume that, we have full CSI at the HCC, the way the transmit
power control is done at the HCC is given by (5.11), as discussed in Sec�on 5.3.
The RSS's from the MDs can be controlled such that maximum capacity gain is
achieved for SIC. In Fig. 5.5 (b) the ergodic capacity gains are plo�ed for the SIC
and the non-SIC case with and without power control at different values of trans-
mit power at MD 1. The capacity gain achieved for SIC with and without power
control is higher than the capacity of without SIC (approximately double the non-
SIC case in comparison to the SIC case with power control). This is true because
of the assump�on of perfect rate adapta�on and high probability of collision for
the non-SIC case.

Fig. 5.6 (a) shows the ergodic capacity gains that we can achieve while mov-
ing from non-SIC case to SIC case (with no power control) and nally to the MU-
MIMO scenario. MU-MIMO garners more capacity gain, as compared to the other
two schemes because of spa�al-op�cal mul�plexing of the data stream. Carrying
different radio signals across different CANs, by different op�cal wavelength, al-
lows for spa�al-op�cal mul�plexing. At the HCC the op�cal wavelengths, belong-
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Figure 5.6: (a) Capacity gain vs. the transmission power at MDs (b) Bit error
probability vs. the transmission power at the MDs

ing to different CANs, are combined in the op�cal domain to get superimposed
messages from different MDs with different channel gains.

Bit error probability
In Fig. 5.6 (b) the bit error probability is plo�ed against the transmission power

at the MDs. The interes�ng fact is that the rst two schemes of without SIC and
with SIC do not vary much with an increase in transmission power at the MDs.
However, the MU-MIMO scheme varies greatly with the varia�on in transmission
power at the MDs, which again can be a�ributed to the spa�al-op�cal mul�plex-
ing of the messages. The parameter of γthreshold is set such that the signal power
threshold is greater than or equal to 0.5 mW for individual messages to be as-
sumed decoded.

Packet transmission me
Finally, Fig. 5.7 shows how the packet transmission �me varies for the differ-

ent schemes with respect to the transmission power at the MDs for different
packet sizes. The MU-MIMO scheme takes the least packet transmission �me
and the normal WiFi transmission, without SIC, needs the highest packet trans-
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Figure 5.7: Packet transmission �me vs. transmission power for different packet
lengths (512 bytes, 2048 bytes)

mission �me for both packet lengths.
Thus the analysis helps us to establish that by using the proposed MU-MIMO

technique discussed in this chapter, we can get a much be�er performance for
such a Fi-Wi uplink channel. Further, we alleviated the problem of hidden nodes
in WiFi.

5.7 Conclusion

In this chapter, we proposed a novel MU-MIMO uplink scheme, for the Fi-Wi in-
door environment, that takes advantage of both spa�al and op�cal mul�plexing
to achieve high capacity. We also discussed the physical layer aspects of imple-
men�ng SIC receivers, which served as a compara�ve benchmark for our MU-
MIMO scheme. Thus increased data rate by joint decoding has been discussed.
We presented a physical layer compara�ve study of the different transmission
schemes (i.e., SIC, non-SIC and MU-MIMO case). Our SIC and novel MU-MIMO
schemes resolved the problem of the hidden nodes caused due to the CSMA/CA
conten�on mechanism at the MAC layer of WiFi, as discussed for the non-SIC
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scheme. Apart from this, we have found a transmission power control scheme
for SIC such that the maximum capacity gain is achieved. Our simula�on results
pointed out that, we can achieve almost triple ergodic capacity gain for the MU-
MIMO scheme as compared to the non-SIC scheme, for a transmission power of
10 mW. Please note that the ergodic capacity gain calcula�on, included the fac-
tor of probability of collision for the non-SIC case. Furthermore, we also saw that
MU-MIMO resulted in low bit error probability. But of course, the MU-MIMO
scheme required double the resources (antennas, op�cal wavelengths etc.) as
compared to the non-SIC and SIC case. Our results, also showed that SIC scheme
performs be�er under power control, at the CANs, in terms of ergodic capacity
gain and bit error probability.

5.7.1 Limita�ons and future work

• Fiber dispersion and propaga on delay: In our analysis and simula�ons,
we assumed that the op�cal channel is ideal. This was assumed because
the ber length in average homes would not exceed a few hundred meters
and thus ber dispersion would not be signicant. We also neglected the
added extra propaga�on delay of the signals due to the ber lengths. We
should, however, note that extra ber propaga�on delay may have a nega-
�ve impact on the performance of the MAC if it exceeds certain �meouts of
the WiFi MAC protocol and the network performance could become worse.
The extra propaga�on delay thus might not be negligible and might re-
quire adjustment of MAC parameters, e.g., acknowledgment �me-out [69],
whereas ber dispersion, if not negligible, could worsen the bit error rate.
However, a more realis�c study would involve both the ber dispersion and
extra added propaga�on delay metric.

• Cost: From the cost perspec�ve, the use of MU-MIMO results in a much
larger need for resources (e.g., transmit/receive antennas at CANs, O/E -
E/O converters and op�cal combiners) than SIC and non-SIC case. Thus an
in-depth study is needed to outline the ergodic capacity gain vs. the cost.

• Amplica on: The amplica�ons of the received radio signals were per-
formed at the CANs, before sending them to the HCC, where the signals
were decoded. But we could also possibly amplify the radio signals a�er
recep�on at the HCC. This case can also lead to different ndings than the
ones discussed in our case and needs to be explored.
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• Non-overlapping cell areas: In this chapter, we performed our analysis as-
suming that the cell areas of the CANs are non-overlapping. The analysis
would, therefore, change if the cell areas of the CANs are overlapped. The
overlapping cells could lead to the presence of overlapped MDs in the cell
edge area, thus resul�ng in MD's signal recep�on via mul�ple antennas of
different CANs, which could create interference.
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6

Fi-Wi Downlink

6.1 Introduc�on

An important objec�ve for the RoF-based hybrid Fi-Wi indoor network architec-
ture is to maximize the downlink system throughput while providing the QoS
requirements for the served MDs. Therefore, this chapter studies MU-MIMO
schemes that help in maximizing the downlink throughput. We model a down-
link MU-MIMO, for the Fi-Wi indoor environment, suppor�ng signal-to-leakage-
and-noise ra�o (SLNR) precoding and scheduling at the HCC. For a�aining indi-
vidual QoS, for MDs, we propose a Fair-SLNR scheduling algorithm based on the
throughput fairness metric proposed in [130].

The Fair-SLNR scheduling algorithm, with perfect channel state informa�on at
the transmi�er (CSIT) (i.e., at the HCC), can signicantly improve the indoor net-
work performance. Informa�on theore�c studies show that when accurate CSI
of all the MDs is known at the transmi�er, the broadcast channel capacity grows
with the number of MDs at the rate of N log log (MK), where N is the num-
ber of transmi�ng antennas at the base sta�on, M is the number of receiving
antennas at each MD and K is the number of all MDs [131]. The performance,
however, is degraded by reduced SNR due to the devia�on caused by imperfect
CSIT. But obtaining perfect CSIT is difficult, because a large number of channel pa-
rameters needs to be es�mated at the receivers (MDs) and then fed back to the
transmi�er (HCC). This can only be achieved by dedica�ng a signicant amount
of �me resources to both downlink training (for frequency division mul�plexing)
and channel state feedback [132]. Thus considering MU-MIMO systems with im-
perfect CSI is a more relaxed and realis�c assump�on for today's networks. CSIT
with error is a form of par�al CSIT, which is caused by (a) a non-ideal es�ma�on
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technique, or (b) non-ideal feedback. This chapter, therefore, studies the precod-
ing and scheduling scheme for such MU-MIMO Fi-Wi downlink, based on maxi-
mizing the so-called SLNR, in presence of channel es ma on errors. To ensure
overall Fi-Wi network improvement, we have to ensure improvement over each
and every cell area supported by a single mul -antenna element CAN. Hence, in
this chapter, we therefore only consider the case of a single cell area, served by a
single mul -antenna CAN, suppor ng mul ple MDs.

6.2 Contribu on

The contribu ons, of this chapter, can be summarized as below,

• We model a downlink MU-MIMO scheme based on SLNR precoding and
scheduling at the HCC. For suppor ng individual QoS requirements across
the MDs we propose a Fair-SLNR scheduling algorithm based on the through-
put fairness metric of [130].

• We compare our Fair-SLNR scheduling algorithm against random and greedy
scheduling algorithms and quan fy their fairness using Jain's fairness index.

• We study the performance of the Fair-SLNR scheduling under imperfect
CSIT. Based on the minimum mean squared error (MMSE) altera on, on
the imperfect CSIT, we obtain a close approximate es mate of the CSIT.

• We provide a mathema cal bound on the maximum achievable sum-rate
due to the imperfect es ma on of CSIT.

• We compare our Fair-SLNR scheme under equal power alloca on (EPA) and
channel adap ve power alloca on (CAPA) policy in terms of network capac-
ity and average network bit error rate.

6.3 Downlink MU-MIMO: Perfect CSIT

For suppor ng high data rates indoor, MU-MIMO is denitely a prominent choice
for many wireless technologies (e.g., IEEE 802.11ac, LTE-Advanced). QoS serves
as an important feature that should be ensured among the MDs.

When perfect CSI is available at the HCC (i.e., channel state informa on at the
transmi er (CSIT)) and the MDs (i.e., channel state informa on at the receiver
(CSIR)), the dirty paper coding (DPC) [133] scheme is the op mal capacity a ain-
ing scheme for MU-MIMO downlink. However, DPC is imprac cal because of the
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high computa�onal complexity owing to non-linearity. Linear beamforming tech-
niques are sub-op�mal approaches, but they help to reduce the computa�onal
complexity. In [134], the authors proposed a precoding scheme based on the
signal-to-leakage-and-noise ra�o (SLNR).

Signal-to-leakage-and-noise ra o (SLNR) is a transmi�er side performance
metric. In comparison with co-channel interference (CCI), which represents the
amount of signal power received from unwanted MDs to the desired MD, SLNR
represents the amount of signal power from the desired MD leaked onto other
MDs.

It has been shown in [134] that SLNR performs be�er than a simple zero forc-
ing (ZF) scheme. However, with linear beamforming, the number of transmi�ng
antennas should be greater than or equal to the number of receiving antennas
across all MDs unless they are �me shared. One of the driving objec�ves for any
network is to maximize the system throughput. Signal-to-interference-and-noise
ra�o (SINR) scheduling, in this case, serves as the most intui�ve objec�ve, as max-
imiza�on of SINR directly relates to maximizing system capacity. SINR is a receiver
parameter. The calcula�on of SINR for determining the precoding vectors, before
scheduling, is thus an interleaved problem for all the MDs. It increases the com-
puta�onal complexity. SLNR scheduling serves as a different objec�ve, which is
mo�vated from the SLNR based beamforming scheme. The diverse literature on
MD scheduling based on SLNR has been proposed [135, 136]. Maximizing the
network capacity served as the mo�va�on for such schemes proposed earlier.
But they overlooked the important issue of fairness across individual MDs. Es-
pecially for the indoor network, where vendors are trying to push their products
into the market, the foremost interes�ng factor for an MD is the throughput guar-
antee that it can get, especially when mul�ple MDs with different throughput re-
quirements want to download at the same �me. Thus fairness plays a big role
for such a scheduler based on SLNR. Round Robin (RR) scheduling has been sug-
gested where MDs are served in a cyclic order irrespec�ve of the channel con-
di�on. Propor�onal Fairness (PF) has been proposed [137] to provide long-term
fairness across the MDs taking into account both the channel states and also the
past throughputs. In [130] QoS-aware throughput fairness was proposed. We,
therefore, study the downlink MU-MIMO schemes for improving the capacity of
RoF-based hybrid Fi-Wi network while ensuring that each MD receives a guaran-
teed QoS using the metric proposed in [130].
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6.3.1 System model
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Figure 6.1: MU-MIMO downlink Fair-SLNR precoding for Fi-Wi indoor

We consider a downlink MU-MIMO scenario for the Fi-Wi indoor environment
(see Fig. 6.1). The HCC is trying to communicate with K MDs, having one antenna
each, via a single CAN with N transmit antennas. As shown in Fig. 6.1, the signals
for different MDs are generated at the LWAP in the HCC. A�er SLNR precoding and
scheduling, the signals are op�cally modulated onto different wavelengths using
individual E/O converters. The different op�cal wavelengths are then transported
through the ber to the CAN, where op�cal/ electrical conversion is done at each
individual antenna of the CAN and the signal is radiated in the cell area. Different
antenna elements across the CAN are thus accessed using different op�cal wave-
lengths making the system transparent. We make the following assump�ons:

• The total number of antennas across all the MDs, K, in the cell area of
the CAN, is larger than the total number of antennas across the CAN, N
(i.e., K > N ). This sa�ses the condi�on for the applica�on of linear
beamforming techniques.

• The op cal channel introduces no bit error and the propaga on delay
is negligible. This is a valid assump�on because the ber length in aver-
age homes would not exceed a few hundred meters, resul�ng in negligible
propaga�on delay. Also, since the ber lengths are limited to a few hun-
dred meters, the ber dispersion would not be signicant to introduce any
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bit error. We should, however, note that extra ber propaga�on delay may
have a nega�ve impact on the performance of the MAC if it exceeds certain
�meouts of the WiFi MAC protocol and the network performance could be-
come worse. The extra propaga�on delay thus might require adjustment
of MAC parameters, e.g., the acknowledgment �me-out [69].

• Quasi-sta c me-variant spa ally uncorrelated Rayleigh fading channel.
A quasi-sta�c�me varying indoor radio channel is a good assump�on which
is validated by [138]. The Rayleigh fading channel assump�on is reasonable
because connec�vity within indoor cell areas predominantly lacks strong
line of sight signal paths because of furniture, walls, human movement,
to name a few. The spa�ally uncorrelated channel assump�on is true if
the separa�on between the antenna elements in the CAN is at least half a
wavelength.

Let hk(t) ∈ C1×N denote the channel gain from the antennas, across the
CAN, to MD k at �me t. For a specic �me-slot t, the transmi�ed symbol of MD k
is given by xk(t). The transmi�ed symbol is pre-mul�plied by a unit norm beam-
forming precoding vector bk(t). The received signal vector at MD k can thus be
wri�en as:

yk(t) = hk(t)
N∑
i=1

bi(t)xi(t) + wk(t)

= hk(t)bk(t)xk(t) +

hk(t)
N∑
i �=k

bi(t)xi(t) + wk(t) (6.1)

where wk(t) ∼ N(0, σ2) represents the addi�ve white Gaussian noise. The
power alloca�on across all the MDs is assumed to be equal. We also assume
that the signal variance is equal to 1 and the signals for different MDs are not
correlated. The SINR for MD k at �me slot t can be given by:

SINRk(t) =
|hk(t)bk(t)|2

σ2 +
∑N

i=1,i �=k |hk(t)bi(t)|2
(6.2)

Similarly, SLNR for MD k at �me slot t can be given as:

SLNRk(t) =
|hk(t)bk(t)|2

σ2 +
∑N

i=1,i �=k |hi(t)bk(t)|2
(6.3)
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Reminiscing (6.3) and (6.2) we can observe the difference between leakage and
CCI. CCI is used to represent the interference caused at the desired MD from all
other MDs. Leakage refers to the interference caused by the desired MD to all
other MDs. So intui�vely a higher SLNR means a larger desired signal power than
leakage caused by the desired MD onto other MDs.

While SINR serves as the benchmark criterion, the problem of nding maxi-
mum SINR is computa�onally complex as beam designing is interleaved. The level
of complexity is too high for such beams to be implemented since the op�mal so-
lu�on is obtained by generalized eigenvalue decomposi�on implemented with
an itera�ve algorithm. SLNR calcula�on for the MD only depends on the beam
of that MD and hence it simplies the problem. A closed-form solu�on maximiz-
ing the SLNR is shown to be achievable and hence nding the precoding vectors
is computa�onally easier. The HCC offers centralized control and is assumed to
have the CSI of all the MDs. So it is easier to precode and schedule the messages
for the MDs.

Our goal is to maximize the network capacity based on SLNR precoding and
scheduling while taking into account the QoS requirements, that each MD de-
mands. We, therefore, propose our Fair-SLNR scheduling algorithm and compare
it against the Greedy-SLNR algorithm as proposed in [135] and with the Random
scheduling and SLNR precoding scheme.

6.3.2 Scheduling algorithms

Greedy-SLNR scheduling

In the Greedy-SLNR based scheduling, we compute the maximum SLNR across
each MD at every �me slot, assuming that all the MDs use leakage based pre-
coded beamforming vector, which is used to maximize the SLNR metric.

From (6.3) and using the Rayleigh-Ritz quo�ent property as in [139] we can
get SLNR for MD k at �me slot t as:

SLNRk(t) ≤ maxev

(
h∗k(t)hk(t)(

σ2I + H̃∗
k(t)H̃k(t)

)
)

(6.4)

where
H̃k(t) = [hT1 (t).....h

T
k−1(t)h

T
k+1(t).....h

T
N (t)]T , is the extended channel ma-

trix and it excludes the MD k's channel vector.
maxev denotes the largest eigenvalue. Since we have only one antenna per

MD there is only one non-zero eigenvalue possible.



511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma
Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017 PDF page: 135PDF page: 135PDF page: 135PDF page: 135

6.3 Downlink MU-MIMO: Perfect CSIT 127

The precoding vector bk(t) can hence be found out to be propor onal to the
eigenvector corresponding to the maximum eigenvalue, which is the same eigen-
value as given by (6.4):

bok(t) ∝ maxev

((
σ2I + H̃∗

k(t)H̃k(t)
)−1

h∗k(t)hk(t)

)
(6.5)

The leakage power is computed accurately on the y for every me slot. The
SLNR based successive scheduling algorithm is used to select the set of MDs to
be served in each me slot. This scheme was proposed in [135], which we call
the Greedy-SLNR algorithm as only the MDs maximizing the network capacity are
chosen. The issue of throughput fairness among MDs is neglected.

At every me slot's rst itera on, the scheduler in the HCC selects the MD
with the largest channel gain, γk(t), as given by:

γk(t) = |hk(t)|2 (6.6)

The scheduler then adds MDs to the selected MD set, S(t), in the succes-
sive itera ons. The maximum number of itera ons per me-slot is equal to the
number of transmi ng antennas at the CAN. Each itera on at every me-slot,
the HCC adds only one MD with the largest SLNR. Only the leakage power to the
MDs selected in the previous itera on is considered in the scheme as proposed
in [135]. Since we assume that we have full CSI at the HCC, the computa on of
the SLNR for each MD is accurate. Thus the SLNR based precoding vector for MD
k, k = {1, ......, N}, can be given by:

bk(t) ∝ maxev

((
σ2I+ H̃∗

k(t)H̃k(t)
)−1

h∗k(t)hk(t)

)
(6.7)

where H̃k(t) = [hTs1(t)(t)...h
T
sk−1(t)(t)h

T
sk+1(t)(t)...h

T
sN (t)(t)]

T .
The greedy-SLNR scheme fails to sa sfy the MDs demand for throughput fair-

ness. The algorithm only strives to maximize the network capacity and does not
pay any a en on to the individual MDs demand. So some MDs get lower data
rate and a few get much higher data rates. Thus the scheme fails to sa sfy the
QoS demand per MD. The pseudo-code for the Greedy-SLNR scheduling is given
in Algorithm 4.

Random scheduling

Random scheduling with an SLNR precoding scheme also serves as one more com-
para ve scheme against our proposed Fair-SLNR scheduling. In this scheme, at
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Algorithm 4 Greedy-SLNR based scheduling
TIME-SLOT (t=n,n ≥ 1);
Initialize : S(n) = {φ}; Ŝ(n) = {1, 2, ....,K};
s1(n) = argmaxk∈Ŝ(n)|hk(n)|2;
S(n) = S(n)

⋃{s1(n)}; Ŝ(n) = Ŝ(n)− {s1(n)};
for j=1:N-1 do
H̃j(n) = [hTs1(n)......h

T
s|S(n)|(n)]

T ;

while for each k ∈ Ŝ(n) do
1. find precoding vector bok(n);
2. normalize bok(n) to unity;
3. find SLNRk(n);

end while
sj+1(n) = argmaxk∈Ŝ(n){SLNRk(n)};
S(n) = S(n)

⋃{sj+1(n)}; Ŝ(n) = Ŝ(n)− {sj+1(n)};
end for

every �me slot, the MDs are selected randomly from the MD set and they are
mul�plied with their SLNR precoded beamforming vectors before being trans-
mi�ed. This scheme is used to showcase the importance of SLNR scheduling, to
guarantee that the overall network capacity is improved.

Fair-SLNR scheduling

In the MU-MIMO downlink broadcast scenario, the HCC is likely to provide
a variety of services to different MDs, each with different QoS requirements.
Therefore, the main goal of the scheduler, in the Fair-SLNR based precoding and
scheduling, is to maximize the network capacity while ensuring that at least the
minimum individual throughput as demanded by the MD is a�ained. For sup-
por�ng such heterogeneous throughput fairness among the MDs, a throughput
fairness metric as proposed in [130] is used. The fairness metric for MD k at �me
t > 1 can be given as:

μk(t) = exp
( C̄(t)− ak c̄k(t)

ξ + ak c̄k(t)

)
(6.8)

Constant valued ak allows for different demand of throughput among different
MDs. A very small value of ξ is chosen for avoiding the denominator from being
zero.
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Algorithm 5 Fair-SLNR based scheduling
TIME-SLOT (t=1);
Initialize : S(1) = {φ}; Ŝ(1) = {1, 2, ....,K};
s1(1) = argmaxk∈Ŝ(1)|hk(1)|2;
S(1) = S(1)

⋃{s1(1)}; Ŝ(1) = Ŝ(1)− {s1(1)};
for j=1:N-1 do
H̃j(1) = [hTs1(1)......h

T
s|S(1)|(1)]

T ;

while for each k ∈ Ŝ(1) do
1. find precoding vector bok(1);
2. normalize bok(1) to unity;
3. find SLNRk(1);

end while
sj+1(1) = argmaxk∈Ŝ(1){SLNRk(1)};
S(1) = S(1)

⋃{sj+1(1)}; Ŝ(1) = Ŝ(1)− {sj+1(1)};
end for
TIME-SLOT (t=n,n > 1);
Initialization : S(n) = {φ}; Ŝ(n) = {1, 2, ....,K};
s1(n) = argmaxk∈Ŝ(n)μk(n)|hk(n)|2;
S(n) = S(n)

⋃{s1(n)}; Ŝ(n) = Ŝ(n)− {s1(n)};
for j=1:N-1 do
H̃j(n) = [hTs1(n)......h

T
s|S(n)|(n)]

T ;

while for each k ∈ Ŝ(n) do
1. find precoding vector bok(n);
2. normalize bok(n) to unity;
3. find Fair − SLNRk(n) = μk(n)SLNRk(n);

end while
sj+1(n) = argmaxk∈Ŝ(n){Fair − SLNRk(n)};
S(n) = S(n)

⋃{sj+1(n)}; Ŝ(n) = Ŝ(n)− {sj+1(n)};
end for
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The moving average of MDk′spast throughput for�me slot t as given by [130]:

c̄k(t) = (1− 1

κ
)c̄k(t− 1) +

1

κ
Ck(t− 1) (6.9)

κ denotes the smoothing factor, and Ck(t − 1) is the data rate of MD k at the
previous last �me-slot t− 1. C̄(t), used in (6.8), is dened as:

C̄(t) = (1/K)

K∑
k=1

c̄k(t) (6.10)

C̄(t) represents the moving average of past throughputs across all the MDs.
Thus the MDs might be excluded from the selected scheduled set for transmis-
sion, even if they have a higher channel gain than other MDs, if they fail to meet
the throughput fairness constraint. The main idea of using the metric, described
in (6.8), is to incorporate the scaled devia�on of throughput to the SLNR metric,
for each MD k. Thus the Fair-SLNR metric for MD k, at �me t, can be given as:

Fair − SLNRk(t) =
μk(n)|hk(t)bk(t)|2

σ2 +
∑N

i=1,i �=k |hi(t)bk(t)|2
(6.11)

So we only choose an MD when it has a maximum value of Fair-SLNR among
all other MDs. The pseudo-code for the Fair-SLNR scheduling is shown in Algo-
rithm 5. In the rst �me-slot, the MDs are scheduled as discussed in the previous
sec�on of Greedy-SLNR scheduling (see Fig. 6.2 (a)). From �me-slot two onwards
(see Fig. 6.2 (b)) the scheduling algorithm also takes into account the through-
put fairness metric as described by (6.8). So as it is evident from the algorithm
proposed, for the rst itera�on the scheme searches to maximize the throughput
fair largest channel gain of the MD. Once the rst MD is chosen in the rst itera-
�on, then the algorithm tries to include a single MD in every other itera�on based
on the maximiza�on of the throughput Fair-SLNR criterion. In the calcula�on of
throughput Fair-SLNR, the leakage power to MDs selected in the previous iter-
a�on is considered. The throughput fairness metric takes into account the QoS
demanded by the MDs. SLNR precoding is used to precode the selected MDs sig-
nal and is sent to the CAN using op�cal transmission employing different op�cal
wavelengths.

6.3.3 Comparison of Fair-SLNR, greedy-SLNR and random scheduling

We compare our proposed Fair-SLNR scheduling scheme against the Greedy-SLNR
scheduling and Random scheduling. The performance of the schemes are com-
pared for (a) downlink network capacity, and (b) fairness. We choose to compare
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Figure 6.2: Fair-SLNR algorithm for: (a) Time-slot (t = 1) (b) Time-slot (t =
n, n > 1)
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these two parameters as our mo�va�on was to provide high downlink through-
put while sa�sfying every MD's QoS requirements.

Table 6.1: Simula�on parameter
Parameter Value
ξ, ak 0.1, 1
κ (smoothing factor) 2
SNR-per MD [0,5,10,15,20,25] dB
N (number of Tx. antenna at CAN) 3
K (number of MDs) 10

We use MATLAB to generate the simula�on results. The simula�on parame-
ters are provided in Table 6.1. The wireless channels are modeled as a Rayleigh
random variable with mean 0 and variance 1. The choice of wireless channel is
explained in our assump�ons before. The value of the smoothing factor is taken
to provide equal weight to both the immediate past value of data rate for MDs as
well as the past moving average throughput for MDs. The value of ξ is chosen to
avoid the zero denominator case, as men�oned earlier. The value of ak is kept at
1 to provide equal throughput fairness across all the MDs. It is the easiest case,
assuming that all MDs demand the same throughput. It provides us an opportu-
nity to calculate the Jain's Fairness Index, discussed later in this sec�on, for our
proposed scheme. As we assume that the channels are quasi-sta�c �me varying,
in the simula�ons, a�er every 4 �me-slots the channel gains are changed. We
schedule 3 MDs a�er every 4 �me-slots and these MDs transmit their message
during those �me-slots.

Network capacity
We perform Monte Carlo simula�ons in MATLAB to obtain the numerical re-

sults. In our gures, we plot the average values of the network capacity obtained
over all the simula�on runs. We compare the network capacity in bits/s/Hz for
the schemes w.r.t. per MD SNR, which is given by 1/σ2. The Fair-SLNR scheme
achieves almost the same network capacity compared to the Greedy SLNR scheme
as shown in Fig.6.3. For an MD SNR of 25 dB, the Fair-SLNR achieves .0034%
less network capacity as compared to the Greedy SLNR scheme, which is very
marginal. This is because of the assump�on of ideal condi�ons with perfect CSIT
and a smaller number of MDs to select from. Also since the cell area is small, the
probability of nding large differences in SLNR is also very small.

There is a large difference in network capacity achieved by the Greedy-SLNR
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Figure 6.3: Network capacity vs. SNR

and Fair-SLNR schemes in comparison with the Random scheduling scheme. For
e.g., for MD SNR of 25 dB, the Random scheduling achieves 28.4% and 28.9% less
network capacity as compared to the Fair-SLNR and the Greedy-SLNR scheme re-
spec�vely. This shows that the SLNR scheduling is important, to take into account
the channel varia�ons indoor.

Fairness
Now we will quan�fy the fairness index for the schemes discussed. We u�lize

the Jain's Fairness Index, which is dened below.
Jain's fairness index (JFI)quan�es the fairness of the achievable MDs through-

put values, where there are K MDs and ri is the average throughput for the i’th
MD. JFI can take values ranging from 1

K to 1. 1 represents the maximum fairness
when all MDs receive the average throughput.

JFI =

(∑K
i=1 ri

)2

K
∑K

i=1 r
2
i

(6.12)

In the simula�ons, we choose that all the MDs have similar throughput re-
quirements (i.e., basically all the MDs are assumed to be accessing the same
traffic category). We thus tried to measure the fairness achieved by different
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schemes. In Fig.6.4, we plot the individual MD data rates achieved by all the MDs
for the different schemes. As can be seen from the plot our throughput Fair-SLNR
scheme achieves a maximal value of fairness in JFI, for all MD SNR levels. We
could also perform the simula�ons by varying the value of ak for different MDs
and guarantee QoS across all of the MDs depending on their individual through-
put needs.

6.4 Downlink MU-MIMO: Imperfect CSIT

This sec�on extends our work described in Sec�on 6.3.
The system model for this sec�on is similar to the system model explained

in Sec�on 6.3.1. In Sec�on 6.3, we assumed knowledge of perfect CSIT at the
HCC. But the assump�on is not realis�c, so we have to relax the perfect CSIT as-
sump�on. There are two forms of CSIT errors that can be introduced, as given
below:

• An erroneous es�mate of the pilot signals at the MDs, that are used to
calculate the CSI.
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• Errors introduced due to the feedback delay of the CSI from the MDs to the
HCC.

Assump on: In this sec on, we are however neglec ng the imperfec on in
CSIT caused due to feedback delay. This is a valid assump�on as we considered
that the channels are quasi-sta�c. Thus the feedback delay is much smaller than
the coherence �me of the channel.
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Figure 6.5: MU-MIMO downlink Fair-SLNR precoding for Fi-Wi indoor with imper-
fect CSIT

The SLNR for MD k at �me slot t can be given as before (see (6.3)):

SLNRk(t) =
|hk(t)bk(t)|2

σ2 +
∑

i �=k |hi(t)bk(t)|2
(6.13)

6.4.1 Error es�ma�on of channel

We assume that the techniques used at the MDs for channel es�ma�on are not
perfect, and they introduce errors. Thus the HCC will obtain erroneous CSI val-
ues. Let us denote the perfect CSI, for MD k at �me t, as hk(t). The erroneous
es�mates are represented as ĥk(t) and the difference between them as the error:

ek(t) = hk(t)− ĥk(t) (6.14)



511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma
Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017 PDF page: 144PDF page: 144PDF page: 144PDF page: 144

6.4 Downlink MU-MIMO: Imperfect CSIT 136

The distribu�on of ek(t) is CN (0, σ2
eI) [140]. The quality of the channel es�-

ma�on is indicated by the error variance and is assumed to be known to both
the HCC and the MDs. The degrada�on in the performance of the SLNR-based
scheme is signicant due to error es�mates of the CSI. We can, however, make
MMSE based altera�on so that we obtain a close approxima�on of the CSI by
reducing the effect of the es�ma�on errors.

Channel modica on

This sec�on aims at es�ma�ng a modica�on matrix of size N × N , using the
MMSE based approach, to reduce the signicant effect of es�ma�on error. For
nota�onal simplicity, in this part, we neglect the �me index. Let us denote the
channel modica�on matrix as F and the full channel es�mate matrix as Ĥ. The
entries of Ĥ includes the imperfect CSI received from the MDs. The equivalent
channel matrix a�er modica�on can be expressed as:

Ȟ = ĤF (6.15)

The modica�on matrix Fopt can be obtained by minimizing mean squared error,
MSE = E

[∥∥H− Ȟ
∥∥2], sa�sfying the power constraint, which can be given as:

Fopt = argminTr(F∗F)=1E
[∥∥H− Ȟ

∥∥2] (6.16)

Here, Tr(.) represents the trace of the matrix. By equa�ng the gradient of the
MSE, with respect to F, and equa�ng it to zero we obtain [141]:

`Fopt = (Kσ2
eI + H∗H)−1(H∗H) (6.17)

where H represents the full channel matrix. The obtained F̀opt is a global min-
imizer, which can be easily proved by deriving the Hessian matrix and no�cing
that the Hessian matrix is posi�ve denite. Normalizing `Fopt to sa�sfy the power
constraint gives:

Fopt = `Fopt/
√

Tr
(

`F∗opt `Fopt
)

(6.18)

The minimum mean squared error variance becomes [141]:

σ2
mod = E

[∥∥H− Ȟ
∥∥2] = σ2

e/r
r∑

i=1

λi/(λi + σ2
e) (6.19)
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where r is the rank andλ1, .....λr are the non-zero eigenvalues of the full transmit
channel covariance matrix Hcov, which is given by:

Hcov = E [H∗H] (6.20)

Therefore a er modica on, to account for the erroneous CSI, the modied SLNR
can be given by:

SLNRmod
k (t)=

b∗k(t)
(
ȟ∗k(t)ȟk(t) + σ2

modI
)
bk(t)

b∗k(t)
(
σ2I+

∑
i �=k σ

2
modI+

ˇ̃H∗
k
ˇ̃Hk

)
bk(t)

(6.21)

where ˇ̃Hk represents the modied extended channel matrix for MD k obtained
a er taking into account the imperfec on in CSI. Here we also include the me
index parameter. The op mal solu on for the precoding vector can thus be given
by:

boptk (t) ∝ maxev
(
ȟ∗k(t)ȟk(t) + σ2

modI,

σ2I+
∑
i �=k

σ2
modI+

ˇ̃H∗
k(t)

ˇ̃Hk(t)
)

(6.22)

The maxev(.) is used to represent the maximum eigenvector. A er obtaining the
modied channel es mates and the op mal precoding vectors, the next step is to
precode and schedule the MDs. The main goal of this sec on is also to maximize
the network capacity based on SLNR precoding and scheduling, under imperfect
CSIT, taking into account the QoS requirements that each MD demands. The com-
para ve study of the deteriora on of the network capacity between perfect and
imperfect CSI is presented in a later part of this sec on.

6.4.2 Fair-SLNR scheduling with imperfect CSIT

Now, we provide the pseudo-code of the algorithm, which is just a mere ab-
strac on of the Fair-SLNR algorithm proposed in Sec on 6.3.2. However, in this
pseudo-code, given in Algorithm 6 the imperfec on in CSIT is taken into account
and hence modied accordingly.

6.4.3 Bounds on the achievable sum-rate

We provide a bound for the achievable sum-rate of the system per me-slot. If we
replace hk of (6.1) by ȟk, as we only have knowledge of the modied equivalent
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Algorithm 6 Fair-SLNR based scheduling
TIME-SLOT (t=1);
Initialization : S(1) = {φ}; Ŝ(1) = {1, 2, ....,K};
s1(1) = argmaxk∈Ŝ(1)|ȟk(1)|2;
S(1) = S(1)

⋃{s1(1)}; Ŝ(1) = Ŝ(1)− {s1(1)};
for j=1:N-1 do

ˇ̃Hj(1) = [ȟTs1(1)......ȟ
T
s|S(1)|(1)]

T ;

while for each k ∈ Ŝ(1) do
find boptk (1)

normalise boptk (1) to unity;
find SLNRmod

k (1)
end while
sj+1(1) = argmaxk∈Ŝ(1){SLNRk(1)};
S(1) = S(1)

⋃{sj+1(1)}; Ŝ(1) = Ŝ(1)− {sj+1(1)};
end for
TIME-SLOT (t=n,n > 1);
Initialization : S(n) = {φ}; Ŝ(n) = {1, 2, ....,K};
s1(n) = argmaxk∈Ŝ(n)μk(n)|ȟk(n)|2;
S(n) = S(n)

⋃{s1(n)}; Ŝ(n) = Ŝ(n)− {s1(n)};
for j=1:N-1 do

ˇ̃Hj(n) = [ȟTs1(n)......ȟ
T
s|S(n)|(n)]

T ;

while for each k ∈ Ŝ(n) do
find boptk (n)

normalise boptk (n) to unity;
find Fair − SLNRk(n) = μk(n) ∗ SLNRmod

k (n)
end while
sj+1(n) = argmaxk∈Ŝ(n){Fair − SLNRk(n)};
S(n) = S(n)

⋃{sj+1(n)}; Ŝ(n) = Ŝ(n)− {sj+1(n)};
end for
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channel matrices a er MMSE es ma on, we can write it as follows:

y̌k(t) = ȟk(t)b̌k(t)xk(t) +

ȟk(t)
∑
i �=k

b̌i(t)xi(t) + wk(t)

= ȟk(t)uk(t) +∑
i �=k

ȟk(t)ui(t) + wk(t) (6.23)

where uk(t) represents the precoded signal that is being transmi ed. The data
rate of MD k, ignoring the me-index, can be given by:

Ratek = I(uk; y̌k) (6.24)

Now taking
∑

i �=k ȟkui +wk as the resultant total noise term owing to the inter-
ference and the desired MD's receiver noise and represen ng it as nk we have:

y̌k = ȟkuk + nk (6.25)

The maximum Ratek achievable under imperfect CSIT can be given by:

Ratek ≤ Eȟk log

(
1 +

|ȟk|2(1/N)

E[nkn
∗
k|ȟk]

)

≥ Eȟk log

(
|ȟk|2(1/N)

E[nkn
∗
k|ȟk]

)
(6.26)

The inequality in equa on (6.26) is because we assume a high SNR regime. We
replaced E[|uk|2] by 1/N . Thus:

Ratek ≥ Eȟk log
(|ȟk|2(1/N)

)−
Eȟk log

(
E[nkn

∗
k|ȟk]

)
(6.27)

The inequality in (6.27) assumes that the resultant noise is Gaussian distributed
which is the worst case [142]. So replacing the resultant distribu on with any
other distribu on will perform be er. Now applying Jensen's inequality we have:

Ratek ≥ Eȟk log
(|ȟk|2(1/N)

)− log (E[nkn
∗
k]) (6.28)
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Thus, Ratek can be expressed as:

Ratek ≥ Eȟk log
(|ȟ|2(1/N)

)− log
(
σ2E[|ȟk|2]N − 1

N

)
(6.29)

Thus the bound for the sum rate, SR, across the selected MDs for a �me slot can
be given as,

all selected MDs∑
Eȟk log

(
1 +

|ȟk|2(1/N)

E[nkn∗
k|ȟk]

)
≥ SR ≥

all selected MDs∑
Eȟk log

(|ȟk|2(1/N)
)−

log
(
σ2E[|ȟk|2]N − 1

N

)
(6.30)

6.4.4 Channel adap�ve power alloca�on (CAPA)

In Sec�on 6.3, the SLNR precoding scheme assumed that the transmi�er uses
equal power for each MD's transmission. But in reality in wireless communica-
�on system, the channel state of every MD is usually different. Thus if the trans-
mit power is allocated according to the real CSI, some gains may be achieved
due to the improved power efficiency. For MU-MIMO systems, the average BER
of all MDs is dominated by the worst one [143]. Therefore considering a channel
adap�ve scheme based on the SLNR precoding, as proposed in [144], can improve
the communica�on quality of the worst MD by increasing the transmi�ed power.
SLNR is related to the real CSI and thus it is used in distribu�ng the power adap-
�vely according to the CSI. This we refer to as channel adap�ve power alloca�on
(CAPA). The detailed power alloca�on process is described as follows:

The transmi�ed power is allocated according to each MD's SLNR values. The
power distributed to each MD k is inversely propor�onal to its SLNR value. It can
be denoted as:

pk
Ptotal

=
1/SLNRk∑N

k=1 (1/SLNRk)
(6.31)

where Ptotal is the total transmit power.

6.4.5 Fair-SLNR scheduling under perfect and imperfect CSIT

This sec�on compares the performance of our proposed downlink MU-MIMO
Fair-SLNR scheduling scheme under imperfect and perfect CSIT. It also compares
the performance of the scheme under equal power alloca�on policy and CAPA
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Table 6.2: Simula�on parameter
Parameter Value
ξ, ak 0.1, 1
κ (smoothing factor) 2
SNR-per MD [0,5,10,15,20,25] dB
N (number of Tx. antenna at CAN) 3
K (number of MDs) 10
Error Variance (σ2

e) 0.1-0.2

policy. The performance metrics are (a) downlink network capacity, and (b) av-
erage network bit error rate.

We perform Monte Carlo simula�ons in MATLAB to obtain the numerical re-
sults. In our gures, we plot the average values of the network capacity and the
average network bit error rate obtained over all the simula�on runs.The paramet-
ric values chosen for the simula�on are given in Table 6.2. The choices of parame-
ters for calcula�ng the throughput fairness metric, i.e., the smoothing factor (κ),
ξ and ak, are kept the same as in Sec�on 6.3.3 for the reasons disclosed in that
sec�on. We also simulate the wireless channel gains under the same scenario, as
described in Sec�on 6.3.3, to maintain consistency in our simula�ons. The error
variance1 is varied between 0.10 to 0.20.

Network capacity
We again run a Monte-Carlo simula�on for each scheme and we compare

the network capacity in bits/s/Hz for the schemes w.r.t. the per MD SNR, which is
given by 1/σ2. In Fig. 6.6 the network capacity in bits/s/Hz is compared for differ-
ent values of transmit SNR for the cases comparing perfect CSIT with imperfect
CSIT. We can make the following observa�ons,

• We observe a drop of approximately 20% in network capacity from the per-
fect CSIT case when comparing against imperfect CSIT, withσ2

e equal to 0.10
at 25dB transmit SNR. The decrease in throughput is due to imperfect CSIT
which causes the SINR to decrease.

• We observe that at high SNR, of 25dB, the difference in the network capac-
ity achieved for different error variances exhibits a trend of a lesser percent-

1The simula�on range for error variance was chosen arbitrarily. But for our simula�ons, these
choices are sufficient, as we are interested in nding the trend of the varia�on in our network
downlink capacity.



511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma
Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017 PDF page: 150PDF page: 150PDF page: 150PDF page: 150

6.4 Downlink MU-MIMO: Imperfect CSIT 142

0 5 10 15 20 25
0

5

10

15

20

25

30

SNR (dB)

Ne
two

rk 
cap

aci
ty 

(bi
ts/

s/H
z)

Imperfect CSIT σ2
e= 0.20

Imperfect CSIT σ2
e=0.15

Imperfect CSIT σ2
e=0.10

Perfect CSIT
18.36 %

20.34 %

23.29 %

Figure 6.6: Network capacity vs. SNR

age of decrease in network capacity for lower error variance as compared
to the higher error variance counterpart. For, e.g., the percentage of de-
crease in network capacity for perfect CSIT (i.e., σ2

e is zero) to σ2
e = 0.10,

for σ2
e = 0.10 to σ2

e = 0.15 and for σ2
e = 0.15 to σ2

e = 0.20 are 20.34%,
18.36% and 23.29% respec�vely. This is because at high SNR, the higher
signal power compensates for the es�ma�on errors.

• We can also observe that at low SNR, of 0dB, the difference in the network
capacity achieved for different error variances exhibits a trend of increas-
ing percentage of decrease in network capacity for lower error variance as
compared to the higher error variance counterpart. For, e.g., the percent-
age of decrease in network capaci�es for perfect CSIT (i.e., σ2

e is zero) to
σ2
e = 0.10, for σ2

e = 0.10 to σ2
e = 0.15 and for σ2

e = 0.15 to σ2
e = 0.20 are

27.82%, 9.57% and 1.55% respec�vely. This shows that at low SNR values,
the gap in network capacity widens as the es�ma�on errors are highlighted
because of the lower signal power level.

Fig. 6.6 was generated assuming that we have an equal power alloca�on (EPA)
policy. However for the reasons men�oned earlier, in Sec�on 6.4.4, we carried
out simula�ons with CAPA and compared it against the EPA policy for both im-
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perfect and perfect CSIT. We no�ced the drop in network capacity was large for
imperfect CSIT and the gap widens marginally more with CAPA (see Fig. 6.7). For
,e.g., for 25dB SNR the percentage of decrease in network capacity for the EPA
and CAPA scheme under σ2

e = 0.15 and σ2
e = 0.20 are 1.81% and 1.45% respec-

�vely. It is obvious, as we are trading network capacity for bit error rate (BER) by
alloca�ng more power to the worst case MD. Fig. 6.7 shows the varia�on of the
network capacity for the EPA and CAPA policy under both imperfect and perfect
CSIT.
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Figure 6.7: Network capacity vs. SNR for different power alloca�on policy

Average network bit error rate
Fig. 6.8 shows how the average network BER varies with the different power

alloca�on policies. We can see that there is a signicant improvement of average
network BER at high transmit SNR. For BER value of 10−7, the imperfect CSIT with
CAPA outperforms EPA by 3dB.

6.5 Conclusion

We proposed a downlink MU-MIMO throughput Fair-SLNR precoding and schedul-
ing algorithm to provide high network downlink capacity, over a Fi-Wi indoor
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cell area, while guarantying QoS for the MDs served. We compared our scheme
against a greedy-SLNR and random scheduling scheme, and showed that our Fair-
SLNR scheme provides maximum JFI, i.e., 1, while the downlink network capacity
is comparable to the greedy-SLNR scheme.

We then compared the performance of our Fair-SLNR scheme under both per-
fect and imperfect CSIT. We made a close approxima on es mate of the perfect
CSI from the imperfect channel knowledge by performing MMSE modica on.
We also provided bounds on the sum rate achievable, per me-slot, for the imper-
fect CSIT case. From our simula ons, we made a few observa ons. We observe a
drop of 20% network capacity, with error variance of 0.10 and at 25 dB transmit
SNR. We also observed that, at high SNR, the network capacity exhibits a trend
of less percentage of decrease for lower error variance as compared to the high
error variance, as the high SNR compensates for the es ma on errors. Also, we
found out that at low SNR values the gap in network capacity widens, from lower
error variance to higher error variance, as the es ma on errors are highlighted
because of the lower signal power level. Finally, we showed that, in the case of
imperfect CSIT, we can opt for CAPA. It performs be er in terms of BER, while
marginally diminishing the network capacity, in comparison to the EPA scheme
with imperfect CSIT.



511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma
Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017 PDF page: 153PDF page: 153PDF page: 153PDF page: 153

6.5 Conclusion 145

6.5.1 Limita�ons and future work

• Fiber dispersion and propaga on delay: Please refer to Chapter 5 for the
explana�on.

• Mul ple cells basedMU-MIMOFair-SLNR scheduling: From the analysis of
our single cell based Fair-SLNR scheduling scheme, in downlink MU-MIMO,
we observe that it can provide high network capacity as well as QoS, re-
quested by an MD. Therefore, it may be interes�ng to study our scheme
for mul�ple-cells based MU-MIMO, because then we can take advantage
of the distributed antenna system nature of the Fi-Wi architecture to even
be�er coordinate among the MDs, in different cells, and improve the down-
link network capacity further.
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7

Conclusions & Future Direc ons

“An expert is a man who has
made all the mistakes, which can
be made, in a very narrow eld.”

- Niels Henrik David Bohr

Conclusions

Indoor networks are a major contributor to the data traffic that is generated in to-
day’s world and are growing very rapidly. This disserta�on deals with the evolving
needs of indoor communica�on, especially with the shi� in paradigm from being
just connected to the Internet to a hyper-connected world. The demand gener-
ated by indoor MDs has changed vastly owing to the ubiquitous smart phones
and the introduc�on of many new demanding applica�ons and services. The de-
mand for higher capacity with guaranteed QoS, energy-efficiency, reduc�on of
the opera�onal cost, in 5G, has made the engineers reconsider the indoor net-
work architecture. In this disserta�on, we adopted the hybrid Fi-Wi architecture
described in Chapter 2 because of its centralized management, support of a plu-
rality of wireless standards, scalability, ease of maintenance and other economic
aspects that make it future-proof.

Op�cal bers provide large bandwidth and future proof backhaul connec�on.
Wireless coverage for the last few meters, on the other hand, provides devices
with the much needed freedom of being untethered and mobile. Thus u�lizing
a Fi-Wi infrastructure we reap the benets of both worlds. In this disserta�on, a
centrally managed hybrid Fi-Wi network is discussed. The radio signal genera�on
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and processing of the signals are performed at the centralized HCC. The HCC ba-
sically serves as the controller of the indoor network, thus offering the benets
of a centrally managed indoor network. Using RoF technology, the radio signals
generated at the HCC are distributed across the CANs inside the building. Thus
the CANs along with the HCC form a distributed antenna system. As the RoF tech-
nology is agnos�c to the radio signals that are transported from the HCC to the
CAN, a plethora of wireless standards can be supported via this architecture, thus
making the architecture future proof. In this disserta�on we consider the most
widely accepted indoor communica�on technology for connec�on of MDs to the
APs. The disserta�on proposed techniques for improving network performance
and management of WiFi in a hybrid Fi-Wi architecture. In this architecture, APs
in spaces in the building were replaced by distributed antennas (namely CANs),
and the HCC hosts AP func�onality and serves as the network manager. This ar-
chitecture provides exibility in connec�ng different network elements namely
CANs and APs. An inherent advantage of this architecture is that we form small
femto-cell clusters which are served by individual CANs instead of a single wire-
less cell. This helps to increase the network capacity and the network reliability
and reduces EM radia�on by lowering the transmit power levels.

Although the architecture presents lots of advantages, there are several in-
herent issues that needed to be addressed. The problems were classied into
three broad categories:

• Dynamic radio resourcemanagement: The indoor network should be able
to cope with the temporal and spa�al varia�ons in MD traffic demand and
provide them with the required services. The dynamic connec�vity be-
tween CANs and APs (colocated at the HCC) allows for re-assigning capacity
from APs to cells with different MD traffic demands. In this disserta�on, we
dealt with techniques for dynamically assigning CAN to APs to deal with the
rising MD traffic demand and its variability.

• Energy-efficiency: The network should be able to operate energy-efficiently.
One of the major issues with the tradi�onal deployment of CE-WLANs is the
wastage of energy due to redundant layers of APs which are deployed to
provide extra capacity during the most cri�cal traffic demand situa�ons. In
a tradi�onal deployment of CE-WLAN, the APs are connected to a central
WLAN manger which switches on or off the APs based on the MD traffic.
But it costs more energy to operate an AP than a simple CAN. In this dis-
serta�on we show that the hybrid Fi-Wi architecture effec�vely addresses
this problem.
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• Improving network capacity: Finally, the network capacity has to scale to
cope with the traffic demand. The hybrid Fi-Wi network u�lizes the mul-
�ple antennas available at the CANs to implement MU-MIMO techniques.
This improves both uplink and downlink capacity per MD and total network
capacity while providing fairness and QoS guarantees to MDs. Different up-
link and downlink MU-MIMO schemes are thus proposed in this disserta-
�on.

Let us now provide an overview of the conclusions drawn from the previous
chapters. We summarize our ndings with respect to the aforemen�oned prob-
lems. To achieve dynamic radio resource management in a hybrid Fi-Wi network
we proposed the dynamic assignment (DA) scheme in Chapter 3. The DA u�lizes
the exible connec�vity between CANs and APs (colocated at the HCC) to per-
form conges�on control (uplink delay or downlink delay) in the network. The DA
algorithm achieved signicantly lower maximum delay values for both cases. For
example, we showed that we achieved a 45.7% reduc�on for 200MDs distributed
non-uniformly, and 66% for 10 video streaming, 51 best effort and 25 constant bit
rate MDs distributed non-uniformly, for both maximum AP uplink and downlink
delay respec�vely as compared to the sta�c assignment (SA) scheme. We also
proved that the DA algorithm a�ained an efficient assignment, i.e., an efficient
Nash equilibrium solu�on, using the deni�ons from coali�on game theory. This
implies that the DA assignment leads to the maximum total delay (downlink or
uplink) reduc�on for the network.

In Chapter 4 we dealt with the energy-efficiency opera�on of the indoor Fi-
Wi CE-WLAN. We mo�vated the problem of energy wastage in CE-WLAN by using
real life trace-sets from Dartmouth college campus [98]. We provided an archi-
tecture for RoF CE-WLAN, where more APs are connected to the SCANs if the
traffic demand in the network increases and cannot be sa�sed by the connec-
�vity through PCANs. We made use of the dynamic traffic varia�ons over space
and �me and the exibility of the AP to CAN connec�on to make the Fi-Wi net-
work more energy efficient. We discussed the different scenarios of tradi�onal
and RoF CE-WLAN deployment, viz., a colocated network en�ty and a clustered
network en�ty scenario and showed that the clustered network en�ty scenario
can lead to large energy saving for the RoF CE-WLAN architecture, e.g., 25% more
energy efficient than tradi�onal CE-WLAN for the academic building in our sce-
nario. We discussed energy saving for both deployments under both scenarios
for channel u�liza�on based on the On-Demand strategy and showed large en-
ergy savings, energy efficiency and resource u�liza�on for such RoF-based CE-
WLAN. Finally, we proposed a power-managed load-balancing (PMLB) scheme
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that helped to achieve both energy efficiency and load balancing among the net-
work en��es (CANs and APs). It further improved the network performance, e.g.,
a 52.9% lower energy per bit goodput for the PMLB strategy as compared to the
On-Demand strategy for 10 MDs distributed non-uniformly.

Finally, in Chapters 5 and 6, we proposed different physical layer techniques
for Fi-Wi uplink and downlink to improve network capacity. Chapter 5, studied
the Fi-Wi uplink capacity and the issues that are faced by the WiFi uplink. One of
the inherent problems of WiFi implementa�on in a Fi-Wi architecture is collisions
due to hidden node terminals. In Fi-Wi, mul�ple CANs can connect to the same
AP and thus face the hidden node problem. We proposed the use of a mul�-
user detec�on technique, successive interference cancella�on (SIC), to resolve
the problem. We discussed the capacity and probability of outage a�ainable for
the SIC scheme in the Fi-Wi network. We also proposed a transmit power con-
trol scheme for SIC, which could be generalized for any number of MDs. Our
main contribu�on is the proposal of a unique opto-spa�al mul�plexed mul�user-
MIMO scheme that results in a higher ergodic capacity with a much lower bit
error probability.

The Fi-Wi downlink was discussed in Chapter 6. In this chapter we proposed a
downlink MU-MIMO scheduling scheme, Fair-Successive Leakage to Noise Ra�o
(Fair-SLNR) scheduling, that tries to maximize the overall downlink network ca-
pacity over a cell area taking into account the different MD demands of through-
put and their respec�ve channel gains. We compared our scheme against the
Greedy SLNR scheduling and the Random SLNR scheduling. The Fair-SLNR algo-
rithm tries to ensure the different QoS demanded by the MDs. We studied the
Fair-SLNR scheme both under perfect and imperfect CSIT for the equal power al-
loca�on (EPA) and the channel adap�ve power alloca�on (CAPA) policy. While the
perfect CSIT Fair-SLNR yields the highest network capacity, the drop in capacity for
error variance of 0.20 was approximately 50.12% with the EPA scheme (for 25dB
SNR). Using the CAPA scheme under the same error variance further reduces the
network capacity marginally by 1.45%, but we achieved a lower network bit error
rate (BER) for CAPA. For, e.g., a BER value of 10−7, the imperfect CSIT with CAPA
outperforms EPA by 3dB.

Table 7.1 provides the summary of our most important ndings in the disser-
ta�on. Based on the poten�al and the limita�ons of our research, we propose,
in the sec�on below, an outline of the future course of ac�on that could help to
build a be�er understanding of the Fi-Wi control and network management.
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Table 7.1: Conclusions of disserta�on results
Chapter Scheme(s) Proposed Result

Chapter 3 Dynamic Assignment (DA)

1) Reduc�on of uplink delay:
DA < SA
2) Reduc�on of downlink delay:
DA < SA

Chapter 4
1) On-Demand Strategy
2) PMLB Strategy

1.1) Energy efficiency:
RoF CE-WLAN > Tradi�onal CE-WLAN
1.2) Switching changes (APs):
Comparable (RoF CE-WLAN
≥Tradi�onal CE-WLAN)
1.3) Resource u�liza�on:
RoF CE-WLAN > Tradi�onal CE-WLAN
2.1) Power saving:
PMLB RoF CE-WLAN = On-Demand RoF
CE-WLAN
2.2) Energy per bit Goodput:
PMLB RoF CE-WLAN < On-Demand RoF
CE-WLAN

Chapter 5 1) SIC WiFi
2) Opto-spa�al MU-MIMO WiFi

1) Ergodic Capacity gain:
MU-MIMO > SIC > Tradi�onal WiFi
2) Probability of bit error:
MU-MIMO < SIC < Tradi�onal WiFi
3) Packet Transmission Time:
MIMO < SIC < Tradi�onal WiFi

Chapter 6 Fair-SLNR MU-MIMO scheduling

1) Network capacity:
Greedy SLNR < Fair-SLNR < Random SLNR
2) Fairness (JFI):
Maximum for Fair-SLNR (≈1)
3) Network capacity:
Perfect CSIT > Imperfect CSIT with EPA >
Imperfect CSIT with CAPA
4) Average network BER:
Imperfect CSIT with EPA > Imperfect CSIT
with CAPA



511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma
Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017 PDF page: 159PDF page: 159PDF page: 159PDF page: 159

151

Future direc�ons

Indoor mul�ple standard radio technology support

We should not limit ourselves to a single radio standard, but rather take advan-
tage of the unique mul�-radio support that the Fi-Wi architecture can provide.
In this disserta�on, we considered only the IEEE 802.11 standard. But different
standards should behave as a unique single pla�orm with mul�ple op�ons, where
the MD traffic could be dynamically supported by any of the radio technologies
to guarantee QoS across MDs and maximize the overall indoor network perfor-
mance.

Dynamic resource management via transmit power control, frequency
planning and inter-technology handovers

In Chapter 3 we discussed techniques for dynamic resource management using
only space, user, �me-slots and available network en��es (namely, CANs inside
rooms and APs collocated at the HCC) as op�mizable degrees of freedom. How-
ever we did not make use of the transmission power, different wireless standards
and the different frequency channels available. These are very important degrees
of freedom that should be explored and indeed can help in a be�er management
of radio resources. Use of mul�ple wireless technologies can help in cri�cal con-
di�ons, by allowing ver�cal handovers between the technologies, when one tech-
nology is congested. Differen�a�on of service level agreement within the set of
MDs, that are supported by the Fi-Wi architecture, can also be seen as a different
dimension to the dynamic resource management problem.

Energy efficient RoD schemes, using transmit power control, frequency
planning, inter-technology opera�on, and cogni�ve networking

In Chapter 4 we provided a be�er understanding of the energy-efficient opera-
�on of the indoor CE-WLAN networks using �me-slots, space, and user as the op-
�mizable degrees of freedom. However, we neglected the dimension of mul�ple
radio standard support, transmit power and frequency channels available. Thus
u�lizing the aforemen�oned neglected degrees of freedom, different resource on
demand schemes can be proposed for different scenarios. Many heterogeneous
devices have a variety of embedded components like the camera and many sen-
sors which help to build mul�-contextual informa�on which can support cogni�ve
func�onali�es. Ar�cial intelligence and machine learning techniques provide a
variety of autonomous solu�ons to solve problems even on a wide scale. Thus it



511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma
Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017 PDF page: 160PDF page: 160PDF page: 160PDF page: 160

152

is interes ng to know if any approach can be developed to couple the knowledge
from those elds to realize the cogni ve networking concept for such hybrid Fi-Wi
indoor networks.

Massive MU-MIMO for higher capacity

In Chapter 5 and 6 we discussed mul -antenna techniques (MU-MIMO) for im-
proving the uplink and the downlink capaci es. A recent development is massive
MIMO. Hybrid Fi-Wi networks present an interes ng scenario for implementa-

on of massive MIMO systems by u lizing a large number of antennas across the
CANs.
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Coali on Game Theory

Game theory has proven to be useful in modeling interac ve decision situa ons in
both wired and wireless communica on networks. It provides a useful analy cal
tool to predict the outcome of complex interac ons among ra onal en es. The
concepts of coali on game theory forms an excellent t to study the problem of
op mal CAN-AP associa on using uplink or downlink delay as the metric deno ng
the conges on level in the network.

Coali on games for CAN-AP associa on

M = {1, 2, ....m} denotes the set of independent APs and N = {1, 2, ....n} de-
notes the set of CANs as described in Chapter 3. Using the terminology from
coali on game theory, we refer to set Si as a coali on of i. Since there are m APs
in the network there are m independent coali ons in the system and each CAN
joins any one of those m coali ons.

To propose a coali on game theory framework that models the interac on of
the APs, we need the following deni ons.

Deni on A.1. A coali on S ⊆ M is a set of an AP and the CANs associated with
it.

Deni onA.2. The set S = {S1, ..., Sm} is a par on ofM if Si∩Sl = φ, ∀i, l ∈ M,
i �= l and

⋃
i∈M S = M.

Deni on A.3. A coali on forma on game < M, U > consists of a nite set M
and an aggregate u lity func on U(.) of m coali ons in the system, that asso-
ciates with every non-empty subset Si of M, a real number U(Si) which is the
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maximum aggregate payoff1 available.

We can express the op�miza�on problem w.r.t. total uplink or total downlink
delay. Below, we discuss the problem by taking uplink delay, i.e., air�me cost, as
the metric.

An AP can serve a CAN only when both are associated with each other. Con-
sidering the metric of uplink delay (approximated using air�me cost, as described
in Chapter 3), when CAN j is associated with AP k, i.e., in coali�on Sk , the air�me
cost of CAN j is,

Δ{j} = bjk (A.1)

The total air�me cost across AP i from CANs associated to it,

Δi =
∑

∀j∈Ci
Δ{j} (A.2)

where, Ci represents the CANs associated with AP i. AP i thus gains a benet
of U(Si) = U(Δi), where U(.) is taken as a concave func�on. Then the grand
aggregate u�lity of the m coali�ons S (i.e.,

∑m
i=1 U(Si)) can be given as the sum

of the u�li�es U(Si) of the coali�ons in S, i.e., i ∈ S.

Conges on Control Game: Objec ve Func on

The grand aggregate u�lity func�on U(S) for a coali�on S is the maximum aggre-
gate payoff of APs in S, and can be denoted by a concave func�on. The conges�on
level balancing or maximizing the grand aggregate u�lity can thus be formulated
as a concave op�miza�on problem as given below,

max

m∑
i=1

U(Si) = max
m∑
i=1

U(Δi) (A.3)

subject to:
Δ{j} = bjk (A.4)

Δi =
∑

∀j∈Ci
Δ{j} (A.5)

bjk ≥ 0, j ∈ N, k ∈ M (A.6)
1Please note that the maximum aggregate payoff, U(Si), corresponds to the delay achievable

for subset Si. Thus, U(Si) u�lizes a func�on, dependent on the delay for Si, that provides a real
value as output of the func�on. TheU(Si) func�on ensures that lower the value of delay achievable
for subset Si higher will be the maximum aggregate payoff value.
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The aim of the conges�on balancing game (assigning CANs to APs) is to nd an
op�mal par��on S∗ that generates the op�mal grand aggregate u�lity

∑m
i=1 U(S∗i ).

For comparing two par��ons of the same set M which are given as S =
{S1, ....., Sm} and F = {F1, ....., Fm} in a coali�on game, a ra�onal operator �
has been dened in [145] .

Deni on A.4. A par��on S is preferred over par��on F i.e. S � F, if and only if∑m
i=1 U(Si) >

∑m
i=1 U(Fi).

Deni on A.5. A par��on S = {S1, ..., Sm} for the< M, U > coali�on forma�on
game is a stable par��on [145], if Sm (∀m ∈ M and |Sm| > 0) does not have an
interest in changing the current par��on S by moving CAN k (∀k ∈ Sm) to another
coali�on Sn (∀ n ∈M, n �= m and |Sn| < N).

Theorem 3.7.1. The Dynamic assignment (DA) algorithm produces a stable par-
on, which achieves minimal total delay for the network.

Proof. The steps in which we can prove that the dynamic assignment (DA) algo-
rithm terminates in a stable par��on, which obtains minimum total delay (i.e.,
grand op�mal aggregate u�lity) for the indoor network are:

• To prove that the algorithm terminates in a stable par��on.

• The stable par��on obtains the op�mal grand aggregate u�lity for the net-
work.

Step 1: In the algorithm at each round (r) and in every itera�on (i) of that
round only two coali�ons Srk(i) and Srn(i) may change their aggregate u�li�es
where r = {1, 2, ...γ} and i = {1, 2, ....|Mc|}. The current par��on Sr(i) will
be updated only if the total u�lity of the coali�ons Srk(i) and Srn(i) can be in-
creased by moving the CAN t where, t ∈ Srk(i) to Srn(i). Since the u�li�es of other
(m − 2 × i) coali�ons remain the same for that itera�on i, the grand aggregate
u�lity of the system

∑m
j=1 U(Srj(i)) will be non-decreasing. For every round we

repeat the process for Mc itera�ons and thus the grand aggregate u�lity a�er ev-
ery round

∑m
j=1 U(Srj) will be non-decreasing as compared with

∑m
j=1 U(Sr−1

j ).
Thus every round of the DA algorithm produces a sequence of par��on S1, S2,....
with Sr�Sr−1 for r = {1, 2, ....γ}. Since the number of different par��ons for the
< M,U > coali�on forma�on game is nite, the sequence of par��ons will ter-
minate over �me at a par��on S∗ = {S∗1, ....S∗m}, where any non-empty coali�on
S∗k, k ∈ M can never increase the grand aggregate u�lity of the network by mov-
ing the CAN t to S∗n where n ∈ M and n �= k. Thus according to Deni on A.5,
S∗ = {S∗1, ....S∗m} is a stable par��on for the< M,U > coali�on forma�on game.
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Step 2: Now we have to prove that the op�mal aggregate grand u�lity of
the network can be obtained at the stable par��on. The grand aggregate u�l-
ity

∑m
i=1 U(Si) is a func�on of the par��on S. Since the number of different

par��ons for the < M,U > coali�on forma�on game is nite, the number of
different grand aggregate u�li�es of the network is also nite. Using the DA al-
gorithm for CAN par��on we have shown that

∑m
i=1 U(Sri ) >

∑m
i=1 U(Sr−1

i )
∀r = {1, 2, .....γ}. At the stable par��on S∗ = {S∗1, ...., S∗m}, the grand aggre-
gate u�lity of the system cannot be increased by upda�ng the par��on anymore.
Therefore the grand aggregate u�lity given by stable par��on S∗ is the op�mal
aggregate u�lity. This concludes our proof.
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Nota ons & Symbols

Nota on

a Scalar

b Vector

H Matrix

I Iden ty Matrix

a
⋃
b Union of a and b

HT Transpose of Matrix H

HH Hermi an of Matrix H

|H| Frobenius norm of Matrix H

H̃ Extended Matrix H

Tr (H) Trace of Matrix H

E [.] Expecta on

max {a, b} Maximum of a and b

|.| Absolute value

�.� or det (.) Determinant

logx (.) Logarithm of (.) to base x

exp (.) Exponen al of (.)

N (a, b) Gaussian Distribu on with mean a and variance b
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maxev (H) Maximum eigenvalue of Matrix H

I (a, b) Mutual Informa on a and b

P (a) Probability Distribu on Func on of a

P [a ≤ b] Cumula ve Distribu on Func on

Symbol

y Received Signal

x Transmi ed Signal

h Channel gain

H Channel Gain Matrix

α Amplica on Factor

P Power

n Noise

B Bandwidth

X Received Signal Strength

r Rate

τ Probability of Collision

L Packet Length

C Capacity

γ Signal to Noise Ra o

Eb Bit Energy

T Message Transmission Time

b Precoding vector

κ Smoothing factor

ĥ Erroneous Channel Es mate vector
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e Error vector

θ Channel U liza on Threshold

D Average Queue Wai ng Time

d Distance

Oca Channel Access Overhead

Op Protocol Overhead

Bt Number of bits in test packet

Rb
a(i) Transmission rate between AP b and MD i under CAN a

ept Packet error rate for the test packet

TXj Packet transmission me ra o for MD j

Bt Number of bits in test packet

Tt Total me interval of the test data frame

Δb{a}(i) Air me cost of MD i across CAN a connected to AP b

Δb Total air me cost across AP b

Ab
a Total number of MDs across CAN a connected to AP b

Cb Set of CANs opera ng under AP b

η Packet Collision Ra o

Fi(t) Number of packet arrivals across MD i's queue un l me t

q(t) Queue length Vector un l me t

ν Mean arrival rate vector

RnD
mi Down-link rate achieved by MD i connected to AP m using CAN n

Ts Dura on of slot me

q̄i(t) MD i's average queue length

DiCBR Average wai ng me for constant bit rate MD i
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σ2
TiCBR

Variance of service �me for constant bit rate MD i

DiV S Average wai�ng �me for video streaming MD i

σ2
TiV S

Variance of service �me for video streaming MD i

s Shape parameter

DiBE Average wai�ng �me for best effort MD i

σ2
TiBE

Variance of service �me for best effort MD i

σ2
t Variance of the inter-arrival �me

bnDmi Down-link throughput for MD i connected to AP m using CAN n

pDmi Probability of successful transmission between AP m and MD i

Pm Transmission �me of the payload

Hm Transmission �me of the header packet and the data packet

TSIFS Transmission �me consumed by short interframe space

TDIFS Transmission �me consumed by distributed interframe space

TACK Transmission �me due to acknowledgment

CWavg Average conten�on window length

pcollisionmi Collision probability of AP m's transmission to MD i

WnD
mi Down-link packet transmission �me from AP m to MD i using CAN n

Li Average packet length for MD i

V nD
mi Down-link delay for MD i connected to AP m using CAN n

V D
m Down-link delay across AP m

ψ MAC Control Packet

ϑ Probability of a MD transmi�ng in an arbitrary slot

U(.) U�lity Func�on
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Acronyms

4G Fourth Genera�on

5G Fi�h Genera�on

ABS Associa�on Based Strategy

ACK Acknowledgment

AGC Automa�c Gain Controller

AP Access Point

ATT A�enuator

BE Best Effort

BER Bit Error Rate

CAPWAP Control And Provisioning of Wireless Access Point

CA Centralized Assignment

CAN Cell Access Node

CAPA Channel Adap�ve Power Alloca�on

CBR Constant Bit Rate

CCDF Complementary Cumula�ve Distribu�on Func�on

CCI Co-Channel Interference

CDF Cumula�ve Distribu�on Func�on

CE-WLAN Centralized Enterprise-WLAN
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CSI Channel State Informa�on

CSIT Channel State Informa�on at Transmi�er

CSIR Channel State Informa�on at Receiver

CSMA/CA Carrier Sensed Mul�ple Access/Collision Avoidance

CTS Clear To Send

DAS Distributed Antenna System

DPC Dirty Paper Coding

DIFS Distributed Interframe Space

DSSS-DBPSK Direct Sequence Spread Spectrum-

Differen�al Binary Phase Shi� Keying

EBG Energy per Bit Goodput

EDCF Enhanced Distributed Coordinated Func�on

EPA Equal Power Alloca�on

ev eigen-vector

Fi-Wi Fiber-Wireless

HCC Home Communica�on Controller

HetNet Heterogeneous Networking

HGI Home Gateway Ini�a�ve

Hz Hertz

ICT Informa�on and Communica�ons Technology

ILP Integer Linear Programming

ISM Industrial, Scien�c and Medical

JFI Jain's Fairness Index

LD Laser Diode
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LTE Long Term Evolu�on

LWAP Light-weight Access Point

MAC Medium Access Control

MEANS Management and Control of Energy-efficient

Ad-hoc Networks and Services

MEMS Micro-Electro-Mechanical Systems

MIMO Mul�ple-Input and Mul�ple-Output

MMSE Minimum Mean Squared Error

MD Mobile Device

MU-MIMO Mul�user-Mul�ple Input and Mul�ple Output

MUX Mul�plexer

OFM Op�cal Frequency Mul�plica�on

PCAN Primary Cell Access Node

PA Power Amplier

PD Photo-Diode

PF Propor�onal Fairness

PHY Physical

PMLB Power Managed Load Balanced

QoS Quality of Service

RNM Radio Network Manager

RoD Resource on Demand

RoF Radio-over-Fiber

RR Round Robin

RSS Received Signal Strength



511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma511794-L-sub01-bw-version_1-DebBarma
Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017Processed on: 26-7-2017 PDF page: 189PDF page: 189PDF page: 189PDF page: 189

181

RSSI Received Signal Strength Indicator

RTS Request To Send

Rx/TRx Transceiver

SA Sta c Assignment

SCAN Secondary Cell Access Node

SCM Sub-Carrier Mul plexing

SDN Signal Distribu on Network

SIC Successive Interference Cancella on

SIFS Short Interframe Space

SINR Signal-to-interference-and-noise Ra o

SLNR Signal-to-leakage-and-noise ra o

SNMP Simple Network Management Protocol

SNR Signal to Noise Ra o

SU-MIMO Single User-MIMO

TIA Trans-impedance Amplier

UMTS Universal Mobile Telecommunica ons System

VoIP Voice over Internet Protocol

VS Video Streaming

W Wa

WDM Wavelength Division Mul plexing

WiFi Wireless Fidelity

WLAN Wireless Local Area Network

xDSL the Digital Subscriber Line

ZF Zero-Forcing
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