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Chapter 1

Introduction

Introducing a work is always an art, the art of storytelling, starting with a vague
and general idea and uncovering, word by word, the specific details of the story.
In this chapter, we begin with a general overview of the challenges in the new
era of communication and control, and then we dive into a particular body of
work pertaining to the design of dynamic communication protocols for control
systems which is commonly referred to as event-triggered control (ETC).

1.1 Motivation

We are living in an information-rich era, where almost every aspect of our lives
is influenced by ubiquitous information networks. Not long ago the world wide
web was just a new medium amongst others to ease connectivity, but now it is a
large global information grid to which nearly half (45.6% by 2015) of the world’s
population is connected [1].

Whether believing the opportunistic view of Metcalfe’s law [2] stating that
the value of each network grows quadratically by the number of its users (i.e.
O(n?) with n users) or having a more realistic viewpoint that the growth in value
is more of an order of nlog(n) [3], the connectivity is financially very attractive.
As a result, the internet has become not only the most dominant networking
medium but also an essential aspect of daily life influencing our health, social
behavior, educational systems, economy, security, industries and so on [4]. This
also lead to the concept of the Internet of Things (IoT) defined in [5] as:

“In what’s called the Internet of Things, sensors and actuators embedded
in physical objects - from roadways to pacemakers - are linked through
wired and wireless networks, often using the same Internet Protocol (IP)
that connects the Internet. These networks churn out huge volumes of
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Figure 1.1. How much more valuable does a network become as it grows with respect
to its users? Source: “Metcalfe’s law is wrong -communications networks increase in
value as they add members- but by how much?”, B. Briscoe, A. Odlyzko and B.
Tilly. © [2006] IEEE.

data that flow to computers for analysis. When objects can both sense
the environment and communicate, they become tools for understanding
complexity and responding to it swiftly. What’s revolutionary in all this is
that these physical information systems are now beginning to be deployed,
and some of them even work largely without human intervention.”

This situation is unparalleled in human history and, as a consequence, the study
of networks and their effects have become a scientific, and technological imper-
ative for the 21st century [6]. This is also the case for control science, which
is the field of engineering providing methods and principles to design systems
that operate automatically in a dynamic environment in order to obtain a de-
sired performance. In fact, the rapid growth in the usage of networked (wire-
less/wired) sensors and actuators creates many challenges and opportunities for
control science. These challenges can be divided into two areas being the control
of networks and the control over network [8], which are explained in more detail
next.

Many control systems operate in real-time, that is, there is a tight time win-
dow to gather and process data, and update the control actions. A real-time
application usually consists of several real-time tasks, which are activated either
at regular intervals called the period (periodic tasks) or at the time of an event
(aperiodic or event-driven tasks) [9]. A typical real-time control system consists
of a plant, a digital controller and communication interfaces including sensors,
samplers, holders, and actuators. The plant is often a continuous-time process
whose behavior is monitored via sensors and is manipulated through actuators.
Since the controller is digital and the communication network is packet-based,
discrete-time samples of continuous-time measurement data are sent to the con-
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Figure 1.2. The four stages of the Industrial Revolution: The concept of IoT has
found its way into many industries especially the manufacturing environment leading to
Industrie 4.0, a fourth industrial revolution [7]. Source: the German Research Center
for Artificial Intelligence. © [2011] DFKI GmbH.

troller. The controller processes this data to generate control actions, which
in turn are sent to the holding systems, where the digital to analog conversion
takes place and a continuous-time actuation signals are generated. Therefore, in
these control systems, the closed-loop model contains both continuous-time and
discrete-time signals, as such, these systems are known as sampled-data control
systems [10]. Extensive research has been conducted on sampled-data systems
especially in the 90’s. However, in the context of sampled-data systems, all the
sensors are considered to be sampled, and all the actuators are assumed to be up-
dated at predefined sampling periods whether it is a global sampling period as in
single-rate control or multiple sampling periods as in multi-rate control. This as-
sumption typically does not hold in the context of control over networks. In fact,
in the latter context, there are (i) limitations of communication resources, for
example, when only a limited number of communication channels are available
at each time instant, as well as (ii) network-induced problems such as packet
dropouts, delays, etc., which also cause aperiodic and time-varying sampling
and transmission processes. This asks for the development of new methods for
analysis and design of control systems operating over communication networks.
Control over networks deals with the challenges that arise in the control of these
networked control systems (NCSs) [8,11].

Control of networks, on the other hand, tackles the development of new
techniques in protocol design, power management, routing, etc. This is a mul-
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tidisciplinary field in which both the findings of the control and communication
fields play an important role. Furthermore, next to the advancement in com-
munication and computation technologies, there is a strong need for tools to
manage the communication and computation resources in terms of bandwidth
allocation and deadlines assignments, respectively. Also, as more and more de-
vices, mostly battery-powered, are operating remotely, it has become crucial to
design new tools to manage the energy resources.

In the sequel, we provide some examples of technologies and applications in
which the control over/of network can be useful.

Examples of 1oT’s opportunities for control
Wireless sensor networks (WSNs)

A wireless sensor network consists of spatially distributed standalone devices
that are connected through a wireless network. These devices have computation,
communication, and sensing capabilities, which can be used to monitor physical
phenomena, such as temperature, pressure, etc., in a large-scale system and to
cooperatively transmit these data to a main monitoring unit [12].

Preferably these WSNs run with low-cost and highly scalable computation
devices like Raspberry Pi [13,14] that are battery-powered. Therefore, these
computation devices have limited energy resources. On the other hand, wireless
transmissions can be responsible for up to 98% of the overall energy consumption
of the wireless devices [15]. Consequently, communication resource management
can play an important role in increasing the lifetime of each sensor, leading to
an improved overall performance of a WSN.

Cloud computing

An important application of resource allocation is in cloud computing, which can
be seen as a byproduct of the Internet of Things. In cloud computing, a pool
of scalable computation power, storage, and services are delivered on demand
to clients over the Internet [16]. For example in the case of battery-powered
devices, like smartphones, cloud computing can be very beneficial when the
savings from offloading the computation exceeds the energy cost of the additional
communication to the cloud center. This asks for smart resource allocation tools
(see, e.g., [17,18]). Cloud computing also opens several opportunities for control,
robotics and WSN applications. In fact, stand-alone, low-cost devices in the
near future may send processing tasks to the cloud instead of computing these
locally, enabling these devices to offload resource-intensive tasks such as image
processing. However, cloud computing will also have a cost. Assuming that
such a cost will be proportional to the required computational usage, it will be
important to manage the access to these resources, similar to the communication
resource management problems mentioned above.
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Figure 1.3. Communicating cars, not long ago communication between cars was a
dream. The use of ‘tethering’ permitted bulky recording equipment to follow in the
vehicle behind without affecting the test vehicle. Source: Ford of Britain 100: Image
of the week - 18/52 (© [2011] Ford.co.uk

Communicating vehicles

Increasing road traffic has created many challenges in terms of road safety, air
pollution, and energy consumption in many countries resulting in the advent
and development of Intelligent Transportation Systems (ITS) technologies that
contribute to improved traffic flow and safety. Not long ago exchanging sensor
data between cars was only possible through tethering (Figure 1.3), but nowa-
days vehicles are empowered by advanced communication systems and compu-
tational resources enabling the communication between cars and, therefore, the
implementation of ITS technologies. In fact, advanced wireless technologies en-
able Cooperative Adaptive Cruise Control (CACC) by extending the Adaptive
Cruise Control (ACC) technology with the addition of information exchange be-
tween vehicles through Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure
(V2I) wireless communication [19,20]. The CACC concept appears to improve
traffic throughput by decreasing the inter-vehicle’s distance. However, the full
potential of CACC in increasing highways capacity is only visible when more
than 60% of the vehicles apply CACC [19]. On the other hand, in dense traffic
situations, intensive network usage degrade the reliability of the wireless network
and increase the transmission delay which in turn can have a significant negative
influence on the performance of CACC. Therefore, in the development of CACC,
the allocation of communication resources will be extremely important [21].

1.2 Communication Resource Management
Efficient utilization of communication resources is one of the key challenges in

many new networked control applications as also illustrated by the examples at
the end of the previous section. To address this challenge, several solutions have
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Figure 1.4. Illustration of different network-resource-utilization solutions in a single-
loop control structure: (a) Periodic control in which the loop is closed at fixed periodic
time instants, (b) self-triggered control in which the feedback-time instants are deter-
mined based on the plant model and the last transmitted data (e.g., sensor measure-
ments), and (c) event-triggered control in which the control loop is closed whenever a
certain criterion relying on current data is satisfied.

been introduced. We can roughly classify these solutions in two categories.

Open-loop/Static Solutions Periodic sampling and control is the most com-
mon approach. In this method, communication takes place at prespecified
periodic time instants designed to meet the communication resource con-
straints as well as the performance of the control loop. It is clear that the
periodic solutions are easy to implement. However, they lack the flexibility
to efficiently utilize communication resources. For example, in the case of
battery-powered sensors, this means that the sensors wake up every time
instant of a periodic sequence and transmit sensor data even if the data
has not changed when compared to the previous transmission instant. This
solution typically requires unnecessary use of resources.

Closed-loop/Dynamic Solutions In closed-loop solutions for resource man-
agement, one needs to introduce an additional computational unit or de-
cision maker that specifies, based on the available information, the time
instants at which the transmission should happen. This decision maker is
designed such that the transmissions only take place when needed to guar-
antee stability and performance properties, thereby reducing the utilization
of the available communication resources. Roughly speaking, two differ-
ent approaches for these methods have been proposed being a proactive
approach known as self-triggered control (STC) and a reactive approach
known as event-triggered control (ETC).

o Self-triggered Control
In STC (see, e.g., [22-26]), each time instant at which the network is
utilized, the next utilization time is also determined based on available
information from sensors and the process model. This method for making
transmission decisions is, roughly speaking, blind to the changes that
may occur between the scheduled utilization times. Although in some
safety-critical applications (e.g., vehicle platooning and CACC), this may
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be a drawback, in many other applications with limited computation
and energy resources it can provide significant benefits. For example in
the case of battery-powered wireless sensors, STC requires that at each
wakeup time of the sensor the next wakeup time is also computed. This
allows the sensors to operate on standby power between these wakeup
times thereby preserving valuable energy resources and extended the
lifetime of the batteries.

o Fuvent-triggered Control
The fundamental idea behind ETC is that network utilization should be
triggered by events inferred from the state or the output. This method
is reactive as the available information, and in some cases the process
model, are continuously used to determine if the resources should be
utilized or not. The ETC can play an important role in communication
resource management in safety-critical applications, where the system
model is not accurate enough or where, due to the highly unpredictable
occurrence of disturbances, it is necessary to monitor the process al-
most continuously. For example, in hazard detection systems based on
wireless sensors [27], continuous monitoring of environment is necessary,
but the transmissions of sensors’ data are only required when a devi-
ation from the desired behavior is observed or anticipated. Therefore,
event-triggered algorithms can play a major role in managing energy and
communication resources by transmitting data only when it is necessary.

The difference between these solutions is illustrated in Figure 1.4.

In this dissertation, the main focus is on the design of ETC algorithms using
an optimization-based view-point. In the next section, we will give an overview
of the current state of the art regarding ETC.

1.3 Event-triggered Control: A literature over-
view

Motivated by the necessity of addressing energy, computation, and communica-
tion constraints when designing feedback control loops, the pioneering works [28]
and [29] portrayed some clear advantages of event-based control with respect to
periodic control when handling these constraints. In subsequent works, system-
atic designs of event-based implementations of stabilizing feedback control laws
were explored (see, e.g., [30-34]) and an emerging body of research work gener-
alized these results leading to alternative approaches [35-42], including the case
of output-feedback ETC, which has inherent complications, see, e.g. [43].

The works [28,30,32] proposed to trigger transmissions when the norm of the
state or the error between the previously transmitted state and the current state
exceeds a certain threshold (absolute triggering). In [28], it was shown that such
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a policy, also known as the absolute threshold policy, can outperform periodic
control regarding the steady-state variance for the same average transmission
rate for a scalar linear system. Another influential work [33], proposed to trigger
transmissions when the norm of the error between the new and the previously
transmitted data exceeds a weighted norm of the new state in order to guarantee
a decrease rate for a Lyapunov function. The resulting policy is often referred to
as relative threshold policy. In [44], mixed threshold policies that combine the
relative and absolute threshold policies, were proposed. There, it was shown that
the absolute threshold part, ensures a nonzero minimum inter-transmission time
and thus guarantees a bound on the total number of transmissions. Recently,
dynamic ETC in which the conditions to trigger transmissions take into account
past state information was proposed in [45] which was further improved and
extended to output-based triggering conditions in [37]. In another view point, the
works [33,36,37,43-45] can be classified as Lyapunov-based approaches (mostly
for nonlinear/hybrid systems) in which the ETC policy is derived through a
performance notion, categorized by L, stability, Input-to-state stability (ISS),
etc., while guaranteeing a lower bound for inter-event times.

On the other hand, ETC policies can also be obtained from optimal control
formulations taking into account the closed-loop performance and the network
usage (see, e.g., [34,38-40,46-51]). These formulations are more common for lin-
ear systems. The optimal design problem for single-loop control systems with an
information-constrained feedback loop can be regarded as a two-person team de-
cision problem. In fact, when an event-triggered decision-maker collocated with
the sensors transmits data via the network to a remote controller collocated
with the actuators, the controller and the event-triggered decision-maker take
the role of individual decision-makers aiming at the optimization of a shared
objective [52]. The closed-loop performance is typically defined in terms of a
quadratic cost as in the celebrated LQR and LQG problems. As one of the earli-
est attempts in characterizing the optimal event-triggered policy, [49] formulates
the optimal communication logic as a long term average cost optimization prob-
lem that can be solved using dynamic programming. In [53], it is shown that if
the triggering policy is fixed in advance and does not use past control actions,
then the certainty equivalent control is optimal for a quadratic cost function.
In [52,54], a detailed characterization of the optimal co-design of event-trigger
and controller in the framework of linear quadratic control under three variants of
resource constraints has been investigated. There it is shown that under a nested
information structure, the set of policy pairs where the controller is a certainty
equivalent controller is a dominating policy. Consequently, the co-design prob-
lem reduces to the joint design of an event-trigger policy and a state estimator.
This joint optimization of the estimator and the event-trigger for scalar systems
results in absolute threshold policies for event-triggered mechanism and a class
of Kalman-like filters for the estimator [55]. In [56], it is shown that in the class
of symmetric absolute threshold event-triggered policies, the optimal triggering
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mechanism can be obtained via dynamic programming. In [57], optimal trigger-
ing conditions under model uncertainty was investigated. There, by following a
similar approach as in [52], a triggering mechanism via dynamic programming
formulations has been proposed. In [58], utilizing a different performance index
in terms of the second moment of a scalar stochastic linear system, an ETC
mechanism is designed such that, in the presence of packet dropouts, the second
moment of the state converges exponentially to a desired set in finite time. It
is further shown that the proposed policy in [58] under mild conditions provides
guaranteed bounds over the transmission rate.

Despite their analytical importance, the obtained dynamic programming for-
mulations in the aforementioned works suffer from the curse of dimensionality.
Therefore, most of the optimal triggering policies proposed in the literature are
hard to implement in practice and lack the insight and the simplicity of the basic
policies described in the pioneering works [28, 30, 32, 33].

Prompted by these facts in some works suboptimal event-triggered controllers
with guarantees on the closed-loop performance and/or on the network usage
have been proposed [26,40, 46,48, 53,59, 60]. One can trace back this approach
to the early work of [28], in which it was shown that the event-based sampling
outperforms the periodic sampling regarding average variance of deviation error.
In [59], a suboptimal absolute threshold policy is proposed. This policy incurs a
performance within a factor of 6 of the optimal achievable performance. To ob-
tain this performance, an algorithm to minimize an upper bound on the system
performance using a quadratic approximate value function for the underlying
Markov decision process has been provided. In [46], a suboptimal scheduling
policy with a fixed decision horizon within which a specific number of trans-
missions are allowed has been proposed. There, the question is how to identify
these transmission instants for upcoming horizon based on available information
at the beginning of the horizon. The authors in [46] developed an approximate
dynamic programming formulation and provided suboptimal solutions with guar-
anteed performance with respect to the periodic control at the same transmission
rate. In [47], while the ETC policy is assumed to be given as a relative threshold
policy, a suboptimal controller design procedure is carried out. This resulted in
a guaranteed upper bound on the performance of the closed-loop system. In [48],
a policy which decides between two sampling rates is introduced, and it is shown
that the resulting performance is bounded. The fast sampling rate is selected
when the state is outside of a desired predefined region to steer the system back
to the desired region and a slow sampling which is active as long as the system is
in the desired region. In [61], a robust event-triggered model predictive control
(MPC) scheme based on Tube MPC methods was proposed. It was shown that
the proposed ETC retain a guaranteed bound with respect to the periodically
updated counterpart, with a reduced average amount of communication between
the controller and the actuators.

In this dissertation, as we shall see, we will not aim at obtaining optimal
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Figure 1.5. The schematic of the considered structure in Chapter 2: (a) The overall
loop structure: The sensors are connected to the ETC block, which decides the trans-
mission times and computes the control input at the transmission instant. (b) Inside
the ETC: A scheduler decides based on the available sufficient statistics provided by
the estimator and the event generator whether or not the computed control action will
be transmitted.

solutions for the design of ETC policies, but rather suboptimal solutions that are
simple to implement and intuitive with guaranteed performance. The research
outputs that are presented in this dissertation are published in [62-65] and under
review [66-69]. The content and contribution of theses publications are provided
in the next section.

1.4 Research questions and dissertation contri-
butions

We approached the suboptimal ETC design from two different perspectives. The
first perspective was motivated by the following question:

How to design output-based ETC policies with performance guarantees?

In Part I of this dissertation, we aim to answer this question by proposing
simple-to-implement policies with guaranteed performance bounds in terms of a
quadratic cost.

In Chapter 2, we propose a new output-feedback stationary controller which
is guaranteed to have a performance within a constant factor of the optimal
periodic control performance (with all-time communication), while reducing the
communication load. Performance is defined in terms of a quadratic average cost
and we consider the co-design problem in which both the control inputs and the
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Figure 1.6. The overall setup and proposed policies in Chapter 3: Sensor query
depends only on the Kalman filter covariance matrices X, while the control update
transmissions are scheduled based on the Kalman filter state estimate &, and the
previously transmitted control input Gy _1.

transmission decisions are designed simultaneously. The proposed transmission
policy is based on a quadratic function of the Kalman filter state estimate, while
the control input is determined by a linear function of this state estimate. The
structure of the proposed ETC is shown in Figure 1.5. Furthermore, we discuss
variants of the proposed policy. Interestingly, one of the proposed policies takes
the form of a mixed threshold policy, as in [44], in which the absolute threshold
term is proportional to the estimation error covariance and therefore to the
magnitude of the disturbances. On the other hand, in the special case of no
disturbances, it boils down to the relative threshold policy provided in [70],
which in turn is connected to the policy provided in [33].

As an extension of Chapter 2, in Chapter 3, we consider an NCS in which a
remote controller queries the plant’s sensors for measurement data and decides
when to transmit control inputs to the plant’s actuators. The proposed ETC
policies for sensor query and control input transmissions are derived using ap-
proximate dynamic programming (in particular, rollout techniques [71]) for an
optimization problem which includes a quadratic performance cost defined in
terms of state and input variables and penalty terms for transmissions. The new
policy can be separated into an offline scheme for sensor query and an online
scheme to schedule control input transmissions. This is illustrated in Figure 1.6.
In the online scheme determining the controller-to-actuator transmissions, the
decisions are based on the state estimates, which are not known a priori and
can be obtained via the time-varying Kalman filter. In the offline scheme for
sensor query, transmissions are based on the covariances of the Kalman filter
state estimates, which are known a priori. Interestingly, we can interpret this
offline scheme as a policy in which transmissions occur when a function of the
covariance of the Kalman filter exceeds a given threshold, which connects well
to some policies proposed in this area of research (see, e.g., [72]). The main
advantage of this approach is that we can show that this event-triggered policy
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Figure 1.7. Comparison of research questions in terms of performance: (a) Design of
ETC policies with guaranteed performance bounds in terms of the performance of the
periodic time-triggered control (Part I of this dissertation) (b) Design of ETC policies
that outperform the periodic time-triggered control (Part II of this dissertation).

is stable (in a mean-square sense) and leads to performance guarantees in terms
of the cost of all-time transmission policy, which was not the case in most other
optimization-based ETC schemes. We discuss how this policy can be tuned to
trade closed-loop performance guarantees and average transmission rates. Both
schemes are simple to implement and have an insightful interpretation thereby
increasing the acceptance of practitioners. In fact, as we will mention later, we
validated the analytical results obtained in this chapter in an experimental setup
presented in Chapter 6.

Although the focus on the first part was on simple and intuitive suboptimal
event-triggered policies with performance guarantees, an interesting research
problem that arose was:

How to develop policies that not only have guaranteed performance but
also outperform the periodic time-triggered policies in terms of quadratic
performance for the same average transmission rate?

The difference between these two research questions is illustrated in Fig-
ure 1.7. To answer the second question, in Part II of this dissertation we propose
ETC policies that are consistent. We say that an ETC policy is consistent if
(a) the policy achieves a better closed-loop performance for the same average
transmission rate or in other words, the same closed-loop performance at a lower
average transmission rate, compared to the traditional periodic control and (b)
generates no transmissions in the absence of disturbances.

In Chapter 4, we present a class of consistent policies for linear quadratic
control, which takes the form of dynamic ETC recently proposed in the litera-
ture [45], [37]. In dynamic ETC, the conditions to trigger transmissions take into
account past state information, in contrast with most policies where transmission
decisions only depend on the present state information [39,46,48,49,54,59,73,74].
We consider a model for disturbances using Poisson jump processes, which, as
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Figure 1.8. [Illustration of the key property to establish consistency in Chapter 5.
For periodic control, the trade-off curve between average quadratic performance vs.
transmission rate is convex.

suggested in [75], can capture the more commonly used Wiener process model
for linear quadratic Gaussian (LQG) control and are easier to handle mathemat-
ically. Moreover, these processes can also capture sporadic disturbance models.
Our policy builds upon the trade-off curve between average inter-transmission
time and average quadratic performance for periodic control, which we char-
acterize explicitly. While it is not hard to find an example where the second
property of consistency does not hold, the effectiveness of ETC policies make it
nontrivial to find an example when ETC policies perform worse than periodic
control. However, we manage to provide an example of a linear quadratic con-
trol problem for which a traditional ETC policy, where transmissions occur if
the Euclidean norm of the error between the system’s state and a state estimate
exceeds a threshold, does not satisfy the first consistency property.

Motivated by this observation, in Chapter 5, we propose an absolute thresh-
old ETC policy, using a weighted norm different from the Euclidean norm that
is guaranteed to be consistent. The performance is measured by an average
quadratic cost, as in the standard linear quadratic Gaussian (LQG) framework.
While we consider continuous-time systems, the plant is only monitored period-
ically, at a fast rate, at which the transmission-triggering condition is checked.
Therefore, this policy can be seen as a periodic ETC (PETC) policy a term
introduced in [76]. The proposed solution builds upon a key result establishing
the convexity of the trade-off curve between average cost performance vs. trans-
mission rate for periodic control. In fact, we show that for the proposed ETC
policy the pair (rate, performance) is below the tangent line of the periodic curve
at the point corresponding to the base period of PETC policy. This property is
illustrated in Figure 1.8.

In the last part of this dissertation, we focus on the experimental validation
of some of the results of the previous setup to answer:

How to experimentally validate the developed results and deal with practical
features such as packet dropouts in real scenarios?
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(b)

Figure 1.9. The ground robots used in the experimental validations in (a) Chapter 6
for 1D motion and (b) Chapter 7 for 2D motion.

In Chapter 6, we explore the validation of the proposed policy in Chapter 3
in the context of the remote control of a ground robot in 1D, see, Figure 1.9-(a).
The experimental set-up consists of a robot, a wired camera, a control unit,
and a wireless network as shown in Figure 1.6. The camera is used to obtain
images of the robot in its workspace. The camera takes an image at designated
time instants, which are defined by the controller, and sends the images to the
controller. The controller receives the images from the camera and processes
the images to get the estimated position of the robot with respect to a certain
reference frame. Based on the estimated position of the robot the controller can
compute new control actions. These computed control actions are sent through a
wireless network to the actuators of the robot at designated time instants, which
are defined by the controller, and the robot is steered towards the origin of the
reference frame. The experiments validate the usefulness of the ETC policy
derived in Chapter 3. In fact, the communication is reduced by 80% and 90%
for the sensors’ and the actuators’ networks, respectively, while guaranteeing the
performance bounds on the cost with respect to the all-time transmission policy.

As a follow up to the experimental validation presented Chapter 6, in Chap-
ter 7, we considered an experimental scenario with the goal of having a robot
track a predefined reference in 2D while preserving transmissions between the
controller and the robot, see Figure 1.9-(b). In this scenario, we assumed that
both actuators’ and sensors’ networks are subject to packet dropouts with known
dropout probabilities. Prior to conducting the experiments, we developed two
ETC policies corresponding to two different information structures. The pro-
posed ETC policies depend on underlying characteristic of dropout model and
obtain a closed-loop performance bound in terms of the performance of all-time
transmission policy. Furthermore, the experiments validate the usefulness of the
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developed ETC policy and showed that the triggering can be reduced by 88% in
the actuator’s network, while achieving a performance withing the guaranteed
bound.

1.5 Outline of the dissertation

This dissertation is divided into three main parts. Each part consists of two
chapters each of which is based on a research paper and is self-contained with
respect to other chapters and can be read independently.

Part I: Suboptimal ETC with guaranteed performance

Chapter 2: In this chapter, we propose an output-based ETC solution for linear
discrete-time systems with a performance guarantee relative to periodic time-
triggered control, while reducing the communication load. The performance is
expressed as an average quadratic cost and the plant is disturbed by Gaussian
process and measurement noises. We establish several connections with previ-
ous works in the literature discussing, in particular, the relation to absolute and
relative threshold policies.

Chapter 3: In this chapter, we consider an NCS in which a remote controller
queries the plant’s sensors for measurement data and decides when to transmit
control inputs to the plant’s actuators. The goal is to reduce transmissions
compared to all-time transmission policy while guaranteeing that the closed-
loop performance is within acceptable bounds. Our approach extends a recent
line of research where explicit ETC policies with performance guarantees are
derived using approximate dynamic programming. The proposed policy in this
new setting can be separated into an offline scheme for sensor query in which the
transmission instants are computed a priori and an online scheme to schedule
control input transmissions.

Part II: Consistent suboptimal ETC

Chapter 4: In this chapter, we propose a dynamic ETC strategy that is consis-
tent for any linear system when performance is measured by an average quadratic
cost. We say that an ETC policy is consistent if it achieves a better closed-loop
performance than the traditional periodic control for the same average trans-
mission rate and generates no transmissions in the absence of disturbances. A
numerical example shows that these conditions may not be necessarily satis-
fied by an event-triggered policy for which transmissions are triggered if the
Euclidean norm of the error between the system’s state and a state prediction
exceeds a given threshold.
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Chapter 5: In this chapter, we propose an absolute threshold ETC policy in
which a weighted norm (instead of Euclidean norm) of the error is used in trig-
gering mechanism. We show that this ETC policy can always ensure consistency
based an average quadratic performance measure. The proposed policy is of the
class of periodic ETC policies that guarantee a fixed minimum inter-event time
between transmission instants.

Part III: Experimental validation and application to ground robotics

Chapter 6: In this chapter, we extend and experimentally validate an ETC
strategy presented in Chapter 3 for the remote point stabilization problem of a
ground robot. This strategy specifies when transmissions should occur in both
sensor-controller and controller-actuator channels, and guarantees a bound on
performance measured by a finite-horizon quadratic cost. The experimental re-
sults are coherent with the simulation results and reveal that the proposed ETC
leads to a tremendous data transmission reduction (up to 90%) with respect to
periodic time-triggered control, with a minor performance loss.

Chapter 7: In this chapter, we propose an ETC policy with guaranteed per-
formance under unreliable actuators’ and sensors’ links. The proposed policy is
an absolute threshold policies whose weightings are influenced by the underlying
characteristic of the packet dropout in the communication networks. An exper-
imental setup for validation of the proposed algorithm has been developed. The
setup consists of a ground omni-directional robot remotely controlled to follow
a predefined trajectory. The experimental results show that using the proposed
ETC the triggering can be reduced by 88% in the actuator’s network, while
achieving a performance withing the guaranteed bound.

Chapter 8: In this chapter, we conclude this dissertation and provide some
interesting future research directions for the suboptimal design approach in ETC
context.
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Chapter 2

Output-based Event-triggered
Control with Performance
Guarantees

In this chapter', we propose an output-based event-triggered control solution
for linear discrete-time systems with a performance guarantee relative to peri-
odic time-triggered control, while reducing the communication load. The per-
formance is expressed as an average quadratic cost and the plant is disturbed
by Gaussian process and measurement noises. We establish several connections
with previous works in the literature discussing, in particular, the relation to ab-
solute and relative threshold policies. The usefulness of the results is illustrated
through a numerical example.

2.1 Introduction

As mentioned in Chapter 1, recent research advocates that replacing periodic
control and communication paradigms by event-triggered paradigms can have
significant benefits in terms of reduced usage of communication, computation
and energy resources. The fundamental idea behind event-triggered control
(ETC) is that transmissions should be triggered by events inferred based on
available state or output information, as opposed to being triggered periodically
in time.

The pioneering works [30,32,77] proposed to trigger transmissions when the
norm of the state or estimation error exceeds a certain threshold (absolute trig-
gering). In particular, [77] showed that such a policy, also known as the absolute

IThis chapter is based on [66].
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threshold policy, can outperform periodic control in terms of a quadratic cost
for the same average transmission rate for linear plants subject to Gaussian
disturbances. Another influential work [33], considered a nonlinear model with-
out disturbances and proposed to trigger transmissions in order to guarantee
a decrease rate for a Lyapunov function. The resulting policy, often referred
to as relative threshold policy, specifies that transmissions should occur when
the norm of the error between the new and the previously sent data exceeds
a weighted norm of the state. To combine the benefits of these two class of
policies, in [44], mixed threshold policies were proposed, which is constructed by
combining the relative and absolute threshold policies.

As an alternative, event-triggered control policies can also be obtained from
optimal control formulations taking into account the closed-loop performance
and the network usage (see, e.g., [34,38-40,46-51]). The closed-loop perfor-
mance is typically defined in terms of a quadratic cost as in the celebrated LQR
and LQG problems. Although the optimal event-triggered controller is in gen-
eral computationally hard to find for these problems, some works following this
approach have proposed suboptimal event-triggered controllers with guarantees
on the closed-loop performance and/or on the network usage [26,40,46,48,59,60].
Interestingly, some of these suboptimal policies take the form of absolute [59]
and relative [70] threshold policies, connecting well with the early works such
as [77] and [33] as mentioned abov