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Visual Analytics for Digital Radiotherapy:
Towards a Comprehensible Pipeline

Prostate cancer is one of the most frequently occurring cancer types in males. It is of-
ten treated with radiation therapy, which aims at irradiating tumors with a high dose, while
sparing the surrounding healthy tissues. In the course of the years, radiotherapy technology
has undergone great advancements, but there is still room for further improvement.

Clinical researchers are now aware that tumors are not only different from each other.
They are also highly heterogeneous within, consisting of regions with distinct tissue char-
acteristics. According to these characteristics, clinical researchers should choose adequate
radiation doses for each intra-tumor region. Tailoring radiotherapy planning to the specific
needs and intra-tumor tissue characteristics of each patient is expected to lead to more ef-
fective treatment strategies. Currently, clinical research is moving towards this direction, but
a deep understanding of the specific tumor characteristics of each patient, and the integra-
tion of all available knowledge into a new radiotherapy planning pipeline are required.

The patient- and tumor-specific radiotherapy planning pipeline involves complex multi-
modal and multi-valued data. Understanding and analyzing this data can be a demanding
and time-consuming task, even for experienced clinical researchers. Additionally, all impli-
cated data include sources of uncertainty, which can affect the accuracy and/or precision of
the final planning outcome. Some of these uncertainties can be minimized. The rest, which
cannot be avoided, need to be studied and their effect on radiation therapy planning needs
to be predicted. As a consequence, there is an emerging need for solutions and tools, which
can help clinical researchers explore, understand and analyze all the available patient- and
tumor-specific information.

The goal of this dissertation is to investigate and provide solutions and tools, which em-
power clinical researchers to gain insight into the complex data and processes present at
each step of the radiotherapy pipeline. This kind of solutions and tools can be sought within
the domain of Visual Analytics, the scientific field that connects visualization techniques with
other disciplines, such as data mining or statistics, in highly interactive environments. To this
end, we designed comprehensible visualization strategies for the interactive exploration and
analysis of the radiotherapy planning data and processes, enabling the integration of the
knowledge and cognitive skills of the intended clinical users.

More in particular, we introduce a novel technique, the Orientation-Enhanced Parallel Co-
ordinates Plots, for the representation and exploration of multi-variate, multi-dimensional
data (Chapter 4). With our technique, which is an enhancement of Parallel Coordinate Plots,
we improve the display of the data, addressing the challenging topic of reducing clutter due
to overplotting of polylines.



Additionally, we propose a number of visualization designs, more specific to the radio-
therapy planning pipeline. Initially, we provide a visualization design for the exploration and
visual analysis of potential variability in imaging-derived features, caused by differences in the
methods employed for their computation (Chapter 5). With this, we facilitate the — currently
tedious — exploration of variations of the feature space, with respect to patient anatomy.

Furthermore, with a new visualization framework, we support the easy exploration and
analysis of the feature space of imaging-derived intra-tumor tissue characteristics (Chap-
ter 6). This component enables the identification of distinct intra-tumor regions, the explo-
ration of tumor heterogeneity, new knowledge discovery within the feature space of tumor
tissue characteristics, as well as hypothesis generation and confirmation, with respect to
clinical reference data, such as histopathological data. We demonstrate the strengths of
the proposed framework with an additional practical application, where we employ the pro-
posed system to aid the design and to understand the behavior of tissue characterization
classifiers.

Moreover, we propose a Visual Analytics tool for the exploration and assessment of
errors occurring during the segmentation of the involved organs from the medical images
(Chapter 7). Our proposed approach supplies new insight in the performance of the em-
ployed segmentation algorithms.

In addition, we demonstrate the use of a new visualization design to address the ex-
ploration and analysis of variability in an ensemble of radiotherapy dose plans, generated by
adjustments in the previous steps of the pipeline (Chapter 8). With this work, we aim at
providing new understanding into the impact of these adjustments on the final outcome.

Finally, we present a new Visual Analytics system for the exploration and analysis of
Tumor Control Probability modeling to evaluate and predict the outcome of a radiotherapy
treatment (Chapter 9). With our introduced approach, the — up to now disregarded — imaging-
induced uncertainty and sensitivity analysis of the employed radiobiological parameters can
be incorporated in the workflow of clinical researchers, providing new possibilities for the
evaluation of the selected radiotherapy strategies.

Allin all, this dissertation describes solutions from the field of Visual Analytics, aiming at
incorporating information from the distinct steps of the radiotherapy planning pipeline, along
with potential sources of uncertainty, into comprehensible visualizations. These approaches
contribute towards the interactive exploration and visual analysis of the involved data and
processes at each step of the radiotherapy planning pipeline, creating a fertile ground for
future radiotherapy planning and visualization research.

Xii



Visual Analytics voor Digitale Radiotherapie:
Naar een Inzichtelijke Werkwijze

Prostaatkanker is een veelvoorkomende vorm van kanker, die vaak wordt behandeld door
middel van radiotherapie. Hierbij wordt getracht de tumor met een hoge dosis ioniserende
straling te bestralen en het omliggende gezonde weefsel te sparen. Radiotherapietechnieken
hebben grote ontwikkelingen doorgemaakt in de afgelopen jaren, maar er is nog altijd ruimte
voor verdere verbeteringen.

Tumoren kunnen niet alleen verschillend zijn ten opzichte van elkaar, maar een enkele
tumor kan ook verschillende weefseltypen bevatten, die op een andere manier behandeld
moeten worden. Het aanpassen van radiotherapiebehandelingen voor de specifieke weef-
selkarakteristieken binnen de tumor in iedere patiént zou kunnen leiden tot effectievere be-
handelingen. Het huidige klinische onderzoek richt zich steeds meer op dergelijke behandel-
methoden, maar een goed begrip van de specifieke tumorkarakteristieken en de integratie
van deze kennis in een nieuwe patiént-specifieke planningsmethode voor radiotherapiebe-
handelingen ontbreekt nog.

Patient- en tumorspecifieke planning van radiotherapiebehandelingen vergt analyse van
complexe data uit verschillende modaliteiten. Het analyseren en begrijpen van dit soort data
kan een moeilijke en tijdrovende taak zijn, zelfs voor ervaren klinische onderzoekers. Daar-
naast is iedere soort data onderhevig aan bepaalde onzekerheden die de nauwkeurigheid
en precisie van de behandeling kunnen beinvioeden. Sommige onzekerheden kunnen gem-
inimaliseerd worden, andere kunnen niet worden vermeden en dienen daarom te worden
onderzocht en het effect ervan op de behandeling dient te worden voorspeld. Daarom is van
belang dat er methoden worden ontwikkeld die klinische onderzoekers kunnen helpen alle
beschikbare patiént- en tumorspecifieke data te bekijken, begrijpen en analyseren.

Het doel van dit proefschrift is het onderzoeken en ontwikkelen van methoden die klinis-
che onderzoekers kunnen helpen inzicht te krijgen in complexe data en processen in iedere
stap in het radiotherapie proces. Voor dit soort methoden maken we gebruik van Visual Ana-
lytics, waarbij visualisatietechnieken worden gecombineerd met andere onderzoekgebieden
zoals datamining en statistiek in interactieve computerprogramma’s. Daarvoor hebben we
begrijpelijke visualisatietechnieken ontwikkeld om interactief onderzoek en analyse te kun-
nen doen naar data en processen met betrekking tot radiotherapiebehandelingen, die het
mogelijk maken de kennis en cognitieve vaardigheden van de klinische gebruikers te integr-
eren in de planning.

In Hoofdstuk 4 introduceren we een nieuwe techniek genaamd Orientation-Enhanced
Parallel Coordinate Plots voor de representatie en exploratie van multivariate en multidimen-
sionale data. Met deze techniek, een uitbreiding van Parallel Coordinate Plots, verbeteren we
de visualisatie van polylines.



Daarnaast beschrijven we een aantal specifieke visualisatiemethoden voor de planning
van radiotherapiebehandelingen. In Hoofdstuk 5 beschrijven we een visualisatiemethode
voor de exploratie en visuele analyse van potentiéle variabiliteit in features (eigenschappen)
die zijn berekend uit beelden, veroorzaakt door verschillen in de methoden waarmee ze berek-
end zijn. Hiermee maken we de exploratie van de feature space met betrekking tot variatie
in de anatomie mogelijk.

In Hoofdstuk 6 beschrijven we een nieuw visualisatie framework voor de gemakkelijke
exploratie van de feature space van de weefselkarakteristieken binnen de tumor berekend uit
de beelden. Dit framework maakt mogelijk: identificatie van onderscheidende gebieden bin-
nen de tumor, exploratie van de heterogeniteit van de tumor, nieuwe ontdekkingen binnen de
feature space en het opstellen en testen van hypotheses met betrekking tot klinische referen-
tiedata, zoals histopathologische data. Daarnaast laten we de voordelen van dit framework
zien met een praktische toepassing waar we het systeem gebruiken om het ontwerp en het
begrip van classifiers voor het herkennen van weefseltypen te ondersteunen.

In Hoofdstuk 7 introduceren we een methode voor de exploratie en beoordeling van
fouten die zijn ontstaan bij segmentatie van organen in medische beelden. De methode
zorgt voor nieuwe inzichten in de kwaliteit van de gebruikte segmentatiemethodes.

In Hoofdstuk 8 laten we het gebruik van een nieuwe visualisatiemethode zien voor de
exploratie en analyse van variabiliteit in verschillende radiotherapiedosisplanningen resul-
terend uit aanpassingen in de voorgaande stappen in de radiotherapie pipeline. Met dit werk
hopen de invloed van deze aanpassingen om het uiteindelijke resultaat van de behandeling
beter te kunnen begrijpen.

In Hoofdstuk 9 presenteren we een nieuw Visual Analytics systeem voor de exploratie en
analyse van Tumor Control Probability modeling voor de evaluatie en predictie van het resul-
taat van radiotherapiebehandelingen. Met deze methode kan de onzekerheid in de gebruikte
radiobiologische parameters worden meegenomen in de workflow van klinische onderzoek-
ers, wat zorgt voor nieuwe mogelijkheden met betrekking tot de evaluatie van radiothera-
piebehandelingen.

Samengevat beschrijft dit proefschrift verschillende Visual Analytics methoden gericht
op het gebruiken van informatie en potentiéle bronnen van onzekerheid binnen de verschil-
lende stappen van radiotherapiebehandelingen om deze te kunnen presenteren in begrijp-
bare visualisaties. Deze methodes dragen bij aan de interactieve exploratie en visuele anal-
yse van data en processen in iedere stap van de pipeline van radiotherapiebehandelingen en
kunnen worden gebruikt voor verder onderzoek naar radiotherapiebehandelingen en visual-
isatiemethoden.
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H ontixd avdluon o Wio To xatovonTy| Teoceyylon

™ dneLonic axtvodepameiog

O xapxivoc tou mpootdtn elvan éva and Ta cuvniéaTtepa BN XaEXIVOL TOLU GUVOVTATOL
otov avdpxd Thnduoud. Tt Yepaneio Tou cuvieTdton N yerion axtivodepanciog, N onola
oTOYEVEL GTO VoL Tapdo el VYN BOOT aXTVOBOAOEC TOU XATAG TEEPEL TOUG TAdONOYIXOUG
10T00¢, UE OG0 BUVATOV ALYOTEPES TUPEVERYELEC YLl TOUC TERYBAANOVTES PUOLOAOYIXOUG
totovs. To tedevtalor ypdvia, 1 axtivoleparmeutixr teyvoloyla €xel onueldoet Wioitepn
np60d0, oG emdEyETUL TEPAUTEPL BehTiwoTng.

IIéov elvon Yvwotd 6Tl oL xapxivixol dyxol dev Blapépouy Hovo PETal TOug, oA
T TOY POV aoTeEAOUVTOL antd ETEROYEVE(C TardoAoYIXOUS 16 TOUS, oL OToloL PECOLY BlaxpELTd
loTONOYXA YopoxTneloTixd mou yenlouv Ceywpetothc avtipetonionc. Ilpooapudlovtog
xoTEAANAA TV axTivoVepaneia o TIC LOLULTEPES AVEYXES ol OTA EVOOTERA OYXONOYLXS Y AP0~
TNELoTIXd Tou xdde aolevols, umopolue Vo ETTOYOUUE O TEAECPORES CTEAUTNYIXES Vep-
aneloc. Enl tou napdvtoc, xhixéc €peuvec 0deV0LY TEOC AUTA TNV XATEVYUVOT), ATOUTHOVTIS
L0 IO OUGLIO TIXT] XUTAVONOT] TWV IBLUTERWY OYXONOYIXODV YOLOXTNELO TIXDY ToU Xdde ao-
Vevole xou TNV EVowudtwon OAne auThc T Yvoone otny depamneio.

Auth 1 tpocéyyion, Tou Aopfdvel ULV TIC LBLOTNTES TV ACVEVIV O TO Y APAXTNELO-
XA TOV OYXWVY TOu, eUThéxel ToluddoTtata o ToAuchvieta dedoyeva. H xotovonon
%O OVEAUGT] AUTOV TWV SEBOUEVLY Elvon wiar amanTnTixn xou yeovoPBopa dladixaactio, SOoxoAN
aXOUOL X0 YLOL TOUG TIO EUTELpOUS xAvixols epeuvntéc. Emmpoodétwe, ta epmhexdueva
dedoyuéva mepthap3avouy ofeBatdTnNTES, TOU UTOEOUY Vo ETNEEGCOLY TNV axplBelo xoL TNV
oplotnTar Tou emuunTol anoteréouatos. Mepwée and avtéc Tic afeBoudTnTec unopolv
va xatamoleunvoiv. ‘Ooceg 8ev punopolv vo anogevyYoly, ogellouvy va yeketndolv xou 1
enldpoon Toug 6T0 TEAXO anoTENeoUa TEENEL Vo TeoPBAepUel. ¢ ex TolToL, €xEl TPOXVEL
o teheutata Ypdvior ) avdyxn yior véeg AUoElC xan Epyalela, Tou pnopolv va Bondroouv
TOUC XAWVIXOUC EREUVNTEC VAL DLEPEUVACOUY, VO XOTOVOHOOLY X0l VO oVaAUGOLY OAES TIC
SLod€otues 0YRONOYIXES TANEOYORIES TWV AGVEVHV.

O otdyoc authc Tne datefBrc elvon 1 diepebivnon xan 1 mopoy ) AOGEWY ot EpYONELWY,
TIOU EVIGYUOUY TOUC XAWVIXOUCS ERELYNTES O TNV TPOOTEVELS TOUC VoL EUTAOUTICOUY TIC YVOOELS
TOUG OYETXE Ue Tot TohVGUVIETA Yo TOALBLG TorTa Bedouéva Tig Sladixaciog Tou Tpoypeaud-
Tlopov e axtivoroyxnc Yeponeloc. Tétowou eldoug Moelc umopodv va avalntniody ctov
emotnuovxd topéa tne OntixAc Avdhuone (Visual Analytics), o omolog cuvdéel Teyvixée
omTxoTolinong (Visualization) HE GANOUC ETLOTNUOVIXOUE AABOUS, OTWS TOV XAEdO Tng
eZbpulne dedouévwy (data mining) xou tne otatioTxhc, péow dadpactixdtntac. Méoo ota
mhadotar awthc TS BtateBhc, oYEddoTNXAY VEEC Xou EVANTTES OTEATNYLXES OTTIXOTOINONG
yio Ty Olabpao Ty Slepebynom xaL AVIAUGCT) TV TEoUvVaPeERUEVTOY BeBOUEVLY XaL TV Oi-
adLXOoL)Y Ao TG OTOlEG TEOXVTTOVY. AUTEC Ol GTEATNYIXES EMLTEETOLY TNV EVOWUATMOOT



TV YVOOEWY X0l TV VONTUXOV IXUVOTATOV TWV EUTAEXOUEVLDV XAVIXWY XeNoT®V, xod)
OAN) TNV AVAAUTIXY) TEOGEYYLON.

ITio cuyxexpléva, elodyouye plo TpdTUTY TeEY VXY, ovopalouevn Orientation-Enhanced
Parallel Coordinates Plots, v tnv aneixdvion xou BlEpeEbYNON TV EUTAEXOUEVKDY TOAU-
Sudotatwy dedopévewy (Kepdhawo 4). Me tnv napoloa teyvixd, 1 omolo anotelel ovot-
acTxh evioyuon twv Hdn urapydéviwy Parallel Coordinates Plots, Behtudvouue tov tpdmo
TAEOUCIAoNS TONUBLEC TATLY BESOUEVLV.

Emniéov, nopatideton éva cOotnua yioe 0 Siepedvnorn ol TV OmTixr avdiluon ev-
BeyOUEYNC UETOBINTOTNTOC OTA YVWERIOUTA TOU TEOEpyoVTaL ANtd TIC LUTEIXES ELXOVES TOU
acdevolc (imaging-derived features) (Kegpdhowo 5). Auth 1 petoPAntdinta unopel vo tpoée-
Vel and T yeHon SLaPoETIXMY HEVOSWY UTOAOYLGUOU TWV TROUVIPELUEVTWY YVWOPICUATWY.
Me tov oyedloopd mou npoTelvoule, BlEuXoADVoLUE TNV BUoXOAN — U€yet TEdTVOC — Blepel-
VNOM TOV ATOXACEWY QUTOY, 0 oYéon HE TNV avatoulo Tou acVevolc.

3N ouvéyew, pe éva véo mhalolo ontixonoinong, unootnetlovue tny eEepedvnom xou
AVEAUGT) TOU GUVOROU TV EVEOTERWY OYXOANOYIXWY Y APUXTNELC TIXWY, OTWC AUTE €XOLV €E-
ay Vel and Tic didopes LedOB0UC LUTELXAC ATEOVIONE TOL aoVEVOLS (imaging-derived fea-
tures) (Kegdhawo 6). Auté to véo gpyahelo emTpémel TNV TALTOTOMOT TV BlaxpLtdV evBo-
OYXONOYIXOY TEPLOY WY, TNV BLEEEDVNOY TNS ETEPOYEVELUS TOU OYXOU, TNV ATOXTNOY VEWY
YVOOEWY GYETIXE UE Ta YopaxTneloTixd Yvwplouata (feature space) twv etepoyevdv me-
PLOY Y TOL 6YX0L, xadWs entlong xou TN dnutovpyia ¥y Ty emPBeBalwon vtodéoewy, o oyéon
ue dAha xAwixd dedopéva, onwe totomadoloyixd dedouéva. Iapadétovye pa emnpdodetn
TEAXTIXT EQUPUOYY TOL GTOV EUXONO OYEDLICUO XOU O TNV XaTtovonon Uedodwy tadvounone
xou yepoxtnpopol Wtk (tissue characterization classifiers).

Ennpocdétwg, nopovaidlouye éva véo epyarelo Ontixng Avdhuong yia tnv diepedvnon
%o 0ELOAGYNON GPUAUATWY TOU TEOXVOTTOUV XAUTE TOV XATUUEPIOUO TWV 0pYEVWY GTIC Lo-
Tpwée ewdvee (segmentation) (Kegdhouo 7). H mpotewbuevn mpocéyylon Teocpépel [ia
XOUVOVPLOL ELXOVOL OYETIXE UE TNV ATOTEAECUATIXOTNTO TWV YENOLLOTOOVUEVLY UEYOIWV.

Axéun, mpotelvoupe ) xprion evic véou epyoleiou anedviong Yo T Blepedvnon xat
avdluon e evieEYOUEVNS UETIBANTOTNTOC UECa GE €val GOVONO TEOYEOUUUATIOUEVOY OX-
TVONOYIXADY TAGVLY, Ta ontolor €xouv tpoxiel and dudpopes Tpomonolhoelc xod” 6hn T
Budpxela tne Swodixacioc npoypoppatiopol tne Vepanelac (Kepdhowo 8). Méow avtol,
OTOYEVOUUE GTO VO TPOGHEROLUE ot VEA avTindn yior Tov ovTixTtuno Tou Uumopodv va
€Y 0LV EVOEYOUEVES TPOTOTIOLNGELES TAVL GTO TEAXO ONMOTENEGHA.

Téhoc, mapouctdlovpe éva véo obotnua Ontixhc Avdluone yia tnv eepedvnon xou
AVEALOT TV LOVTEAWY TTOU YENOLLOTOLOVOVTOL XAUTE TNV TEOBAEYT TOU AmoTEAECUATOS TNG
axtwvodepancetoc (Tumor Control Probability modeling) (Kepdhowo 9). Me auth poc tnv
npocéyylon, ol — napofheqicioes, Ewg twpa — ABeBoudTNTEC TWV UOVTEAWY UTOEOLY Vo
EVOLUATWI0VOY 6N PON EpYACIOC TLWV XALVIXWY EPELYNTWY, TEOCPEPOVTIS VEES SUVATOTNTES
YLOL TNV EXTUNOT TOU OTOTEAEGUATOS TWV ETUAEYUEVOV OXTVOUEQUTEUTIXMY O TRUTIYIXMV.

Suvolxd, auth 1 dlatelB teplyedpet Aboel and Tov xAdbo tne OntixAc Avdivong, mou
GTOXEVOUY GTNV EVOWUATWOT TANROPOELOY amd T Sdpopa BAuata tTne dtadixasciacs Tou
AXTVOAOYIXOU TIROYEOUUITIOHOU Xoll EVOEYOUEVLY TINYGOY afeBotdtnrac, péoa oe EVANTTES
anewxovioels. Autéc ol AMOOELS GUVELGPEPOLY G TNV Bladpao TiXY Blepelivnom ot AVIAUCT) TV
EUTAEXOUEVLV BEBOUEVWY Xau LEVOBWY, DNULOUEYOVTIS XUTIAANKO EBoQOS YLoL UEANOVTLXY
¢peuva 1600 GTOV Xhwixd Touéa 660 xaL oTov Xxhddo e Ontixic Avdhuone.

XVi
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1.1. Motivation

Cancer involves a group of diseases, which are characterized by the uncontrollable and ab-
normal division of cells. These cells have also the potential to invade or spread from one
organ or body part to another [183, 309]. In 2012, 14.1 million people were globally diagnosed
with cancer, while 8.2 million deaths have been attributed to malignancies [262]. Yet, the
constantly rising life expectancy of the population, as well as the changes in the lifestyle in
the developed world, are expected to induce an increase in the current rates. In the next two
decades, cancer incidence is expected to rise by 60% among the population [262].

Prostate cancer is the specific type of cancer that develops in the prostate gland of the
male reproductive system. Being first in incidence and second in mortality, it is one of the
most common malignancies in males [6, 309)]. However, this type of cancer can be success-
fully treated, usually through radical prostatectomy, chemotherapy or radiotherapy. Among
these, the latter is the most common, with 60% of all prostate cancer patients being referred
to radiotherapy at some stage of their treatment [66].

In the past decade, radiotherapy technology has undergone a big revolution, offering
exceptional flexibility in dose delivery. It has managed to improve treatment by irradiating tu-
mors with a high dose, while minimizing the side effects of radiation on the adjacent healthy
organ tissues [300]. Despite the significant achievements of radiotherapy, there is still room
for further improvement. Each patient case should be handled individually, as tumors might
differ in type, aggressiveness, location, or size. Additionally, tumors are heterogeneous tis-
sues, consisting of distinct regions with different characteristics. Understanding better the
specific anatomical and intra-tumor characteristics of each patient and incorporating these
into treatment planning, by selecting the most adequate radiation strategy for each tumor
region, can lead to the design of more effective treatments [266].

To this end, a standardized process, which will include all available patient- and tumor-
specific information, needs to be designed and employed. Developing a reusable, but per-
sonalizable radiotherapy pipeline, tailored to the specific anatomical and intra-tumor charac-
teristics of each patient, is the main goal of the FP7 European Project DR THERAPAT - Digital
Radiation Therapy Patient [89], part of which is this dissertation. The pipeline proposed by
the DR THERAPAT Project consists of several steps, which are depicted in Figure 1.7 and will
be discussed in detail in the upcoming chapters.

In this pipeline, imaging data of the prostate of the patient are initially acquired, using
several modalities. From this, additional features indicative of tissue characteristics may
be computed. Subsequently, tumor tissue characterization takes place to enable the iden-
tification of intra-tumor regions. At this point, the specific characteristics of each region,
such as aggressiveness or resistance to treatment, are derived. The structures surrounding
the prostate, which need to be spared during treatment, must be identified as well. This is
performed during the segmentation step. Based on all this tumor tissue and anatomical in-
formation, radiation doses can be selected adequately, to more effectively treat the different
tumor parts, without harming the adjacent healthy organs, during the planning phase. After
the radiotherapy plan is designed, the eventual response of the tumor to the employed radio-
therapy treatment strategy is modeled. From the latter, clinical researchers can predict the
outcome of the treatment.

This patient- and tumor-specific radiotherapy planning pipeline involves data, which are
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Figure 1.1: Schematic depiction of the steps of the patient- and tumor-specific radiotherapy planning
pipeline, employed in clinical research to create personalized, tumor-tailored radiotherapy plans.

constantly growing in complexity. In addition, this data might include noise, inaccuracies,
errors and uncertainties, which also need to be considered, studied, or predicted. Currently,
the mental processing and cognitive analysis of this complex information is a tedious task,
even for experienced clinical researchers. Hence, there is an emerging need for tools and so-
lutions, to help clinical researchers explore, understand and analyze the complex information
involved in the tumor-tailored radiotherapy planning pipeline.

Conventional computational solutions would not be sufficient for exploration and hy-
pothesis generation purposes, as there is one essential aspect that cannot be easily autom-
atized and incorporated: the prior knowledge and cognitive skills of the involved clinical ex-
perts. Yet, in visualization, human vision and perception can be exploited to amplify cognition
and provide new insight for clinical researchers, helping them to achieve better understand-
ing of the information from the radiotherapy planning pipeline. Of particular interest is the
field of Visual Analytics [142). This is, in essence, the integration of visualization techniques
with other disciplines, such as data mining or statistics, further enhanced by the capabil-
ities of interactive visual interfaces. Visual Analytics is particularly suitable for facilitating
interactive data exploration and analysis, and for providing a deeper cognitive insight for the
intended users [142, 269].

In the present context, Visual Analytics has the potential to provide a direct means of
feedback on imaging data, tumor tissue characterization, segmentation and modeling of
the tumor response to treatment for clinical researchers. This can be attained by design-
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ing comprehensible visualizations for the interactive exploration and visual analysis of the
involved data and processes. In this way, the intended clinical researchers are empowered
to derive information from their data, to understand the newly discovered knowledge, and to
formulate or confirm hypotheses with respect to their observations and findings. The main
research goal of this dissertation can be summarized as:

To the best of our knowledge, involving clinical experts through visual analysis and inter-
action inthe workflow of the entire personalized and tumor-specific radiotherapy pipeline has
not been addressed before. In addition to that, despite the broadness of applications that the
field of Visual Analytics has tackled, the exploration and analysis of the data involved in the
radiotherapy planning pipeline has also not been addressed. Although there are numerous
ways of visualizing multi-dimensional and complex data [143], the most relevant previous ap-
proaches are not fully compatible with our specific field of application, nor with the involved
data and requirements of clinical researchers.

1.2. Contribution and Outline

The primary contribution of this work is the design and implementation of Visual Analytics so-
lutions, which are able to increase the knowledge and understanding of clinical researchers
into the data and processes of the radiotherapy planning pipeline. We propose new visual-
ization strategies in the form of novel application prototypes, which advance the state-of-art
in visualization. Our proposed solutions are structured following the radiotherapy pipeline,
as depicted in Figure 1.2. In particular:

- We introduce a novel technique for the representation and exploration of multi-variate,
multi-dimensional data, as an extension of Parallel Coordinate Plots (PCPs) [128]. Re-
ducing clutter due to overplotting of polylines in this representation is a challenging
topic, and the proposed technique addresses it, by improving the display of the data
and by emphasizing their underlying structure. Pattern and outlier discernibility is en-
hanced, especially, in cases where multiple patterns are present or when the view on
certain patterns is obstructed by noise. This technique, called Orientation-Enhanced
Parallel Coordinate Plots, can be applicable to several steps of the pipeline, as well as
to other broader applications.

+ We provide a visualization design for the exploration and visual analysis of potential
variability in imaging-derived features, caused by differences in the methods employed
for their computation. Currently, this is a tedious and time-consuming task for clini-
cal researchers, which does not provide all the necessary insight. The presented ap-
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Figure 1.2: Overview of the contributions of the core chapters of the dissertation. Each chapter ad-
dresses one or more steps of the tumor-tailored radiotherapy pipeline, depicted in Figure 1.1.

proach provides a solution for the easy exploration and analysis of variations in a sin-
gle combined view. Particular attention is given to the association of observations
from the feature space to patient anatomy.

+ We present a new Visual Analytics system that addresses the easy exploration and
analysis of the feature space of imaging-derived intra-tumor tissue characteristics.
This work employs dimensionality reduction, enabling the identification of distinct
intra-tumor regions, the exploration of tumor heterogeneity, new knowledge discovery
within the feature space, as well as hypothesis generation and confirmation, with re-
spect to clinical reference data, such as histopathological data. An additional practical
application of the proposed system, namely aiding the design of tissue characteriza-
tion classifiers and understanding their behavior, is also introduced.

+ We propose a new Visual Analytics tool for the exploration and assessment of errors
occurring in the segmentation step of the pipeline. Here, the focus is on the visual
analysis of errors in the segmentation of the involved pelvic structures surrounding
the prostate and on how Visual Analytics can supply insight into the prediction of the
performance of the employed segmentation algorithms. These two key-points of the
segmentation step of the radiotherapy pipeline have not been addressed before.

+ We demonstrate a new visualization design to address the exploration and analysis
of variability in an ensemble of radiotherapy dose plans, generated by adjustments in
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the previous steps of the pipeline. For example, parameter adaptations in one of the
previous steps might result into differences in the final dose planning outcome. The
goal of this design is to provide insight into the effect of these adjustments in the
pipeline on the resulting radiation dose plan.

- We establish a new Visual Analytics system for the exploration and analysis of tumor
control probability modeling. This modeling is often performed in clinical research to
evaluate and predict the outcome of a radiotherapy treatment. With our introduced
approach, the — up to now disregarded — imaging-induced uncertainty and sensitivity
analysis of the radiobiological parameters employed in the model can be incorporated
in the workflow of clinical researchers, providing new possibilities for the evaluation
of the selected radiotherapy strategies.

All proposed solutions share three common main characteristics. First of all, they can be
described as highly interactive exploratory environments that amplify the understanding of
clinical researchers into data or processes of the pipeline. In all of them, insight is achieved
through a high level of involvement of the intended users. Secondly, they are all designed
taking into consideration the characteristics of the data, the users — clinical researchers —
and the specific tasks that these users need to perform at each step of the pipeline, follow-
ing the Data-Users-Tasks Design Triangle concept [178]. Thirdly, evaluation plays an impor-
tant role in all of the proposed solutions. After the design and implementation, all of them
are carefully evaluated with their intended users, following commonly employed evaluation
guidelines [159].

The remainder of this dissertation is structured as follows. Chapters 2 and 3 are estab-
lishing the clinical and technical background of this work, respectively. Chapter 2 gives an
overview of the clinical background, providing all the necessary information for understand-
ing the radiotherapy pipeline, its components and the data or processes involved at each
step. Chapter 3 provides a summary of the technical background of this work. Basic con-
cepts of the visualization field are presented and previous related work is discussed, with
particular focus on the existing limitations, open problems and challenges. Chapters 4 to 9
comprise the core of this dissertation. More in particular, Chapter 4 proposes a novel tech-
nigue for the representation of multi-variate, multi-dimensional data, which is applicable to
the whole radiotherapy pipeline. Chapters 5 to 9 are structured to address each of the steps
of the radiotherapy pipeline, as shown in Figure 1.2. Finally, Chapter 10 concludes the disser-
tation, providing an overview and discussion of the obtained results. A reflection regarding
lessons learned and directions for future work are also presented in the final chapter of this
dissertation.



Clinical Background

Medicine is a science of uncertainty and an art of probability.

Sir William Osler (1849-1919)

In this chapter, a brief overview on the basics of cancer and, in particular, of prostate cancer is
provided. Basic concepts of radiotherapy are introduced, with emphasis on the radiotherapy
planning pipeline and the steps, which need to be performed prior to radiotherapy treatment.
The multi-varied and multi-dimensional data involved at each step of the pipeline, along with
potential sources of uncertainty, are also presented.
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2.1. Cancer: An Overview

The oldest reference to cancer dates back to 1600 BC, in an ancient Egyptian textbook on
trauma surgery, called the Edwin Smith Papyrus [300]. The papyrus did not refer to the dis-
ease as cancer, but it described several cases of breast tumors, and proposed surgical treat-
ments. The term cancer (in greek, xopxivoc or xapxivepa) is credited to Hippocrates (c. 460
- 370 BC), due to the resemblance of the shape of tumors to a crab [200]. Hippocrates at-
tributed cancer to an excess of black bile — a belief that defined cancer for many centuries, as
a systemic disease or a natural process. According to this theory, any kind of local treatment,
such as surgery, was considered unsuitable [200, 300].

The theory of Hippocrates continued to prevail, until the French physician Claude Gen-
dron (1663-1750) described cancer as a locally hard-growing mass, which cannot be treated
by drugs, but needs to be removed with all its filaments [200]. In the 18th century, Jean Astruc
and Berhard Peyrilhe were the first to conduct experiments, seeking better diagnosis, new
treatments and deeper understanding of the causes of the disease [200]. The development
of microscopes, in the late 19th century, made possible the examination of cancer tissues
and tumors [192]. Researchers discovered that cancer cells differ in appearance from nor-
mal cells, and started focusing more on investigating the behavior of cancerous tissues. In
the following years, several different theories and studies about the origin, the causes and
the treatment of cancer emerged, out of which, many were discarded [192].

Nowadays, researchers are able to diagnose tumors, even in early stages. Through the
examination of the genetic information of cells, scientists are able to determine the pro-
cesses that are responsible for the initiation of cancer in a patient. Current theories explain
that cancer is the result of abnormal cellular growth, during which cells proliferate and divide
in an unregulated way. This occurs due to genetic mutations in otherwise non-reproductive
cells [300]. In many tumor types, mutations both in the genes that promote the prolifera-
tion of cells and in the genes that stop cell division, are encountered. These mutations may
be triggered by exposure to carcinogens, such as radiation, sunlight or smoking [171, 300].
However, gene mutations can also be passed on through generations in a familial expres-
sion of the disease, while random mutations are also possible [300]. A schematic depiction
of the abnormal processes taking place before and during the multiplication of cancer cells
is presented in Figure 2.1.

Tumors can originate from any cell and are, in general, divided into two categories: be-
nign and malignant [300]. The former are well differentiated and do not invade surrounding
normal tissues, but can compress it causing damage. The latter have the ability to spread to
other body parts though the bloodstream or lymphatic system, in a process called metasta-
sis [300]. They canalso divide and grow by creating new blood vessels to sustain themselves,
in a process called angiogenesis [87, 300]. In addition to these two types, pre-malignant
cases are also possible. These involve abnormal cells that may develop into malignancies,
if left untreated.

Early detection and diagnosis is considered an important factor in tumor treatment, as
chances of metastasis are lower [300]. However, not all cancer types are accompanied with
clear symptoms, making detection and diagnosis difficult in the early stages. Advances in
medical imaging have increased the capabilities of physicians to detect tumors, and — in
some cases — screening tests are performed. Examples of screening tests include mam-
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Figure 2.1: Schematic depiction of all processes occurring during the uncontrolled and abnormal divi-
sion and growth of cancer cells, in a malignant tumor. Figure created by the author, inspired by figures in
the website of the National Institute of Health [184].

mography for breast cancer, or colonoscopy for colorectal cancer [163, 264]. Medical imag-
ing, such as Computed Tomography (CT) or Magnetic Resonance Imaging (MRI), has al-
lowed a view on the inside of their patients, aiding clinicians to determine more appropriate
treatments. Currently, cancer can be successfully treated through a vast selection of tech-
niques [300], among which surgery, chemotherapy and radiotherapy.

2.2. Prostate Cancer

Prostate cancer — or carcinoma of the prostate — refers to the development of cancer in
the prostate, a gland in the male reproductive system [275]. The prostate gland is a walnut-
shaped and sized organ that consists of fibrous, glandular and muscular tissues. It sur-
rounds the urethra, and is located between the bladder and the urogenital diaphragm.

In pathology, the prostate is divided into four zones [191]. These include the peripheral
zone, which is the biggest part of the gland and the location where 70-80% of cancer origi-
nates; the central zone, which surrounds the ejaculatory ducts and accounts for more aggres-
sive types of cancer; the transition zone, which surrounds the urethra; and the fibro-muscular
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Figure 2.2: The anatomy of the prostate and its main surrounding structures. Drawing created by Peter
Mindek for this dissertation.

zone or stroma. The anatomy of the prostate, as well as the main structures around and
inside it, are presented in Figure 2.2.

Prostate cancer is the most common malignancy in males. Approximately 1out of 6 men
are estimated to develop the disease in their lifetime [300]. Several factors may increase the
risk of prostate cancer, among which older age, hereditary predisposition and race [7, 300].
More than 60% of prostate cancer cases occur in men above 65 years, while having a first-
degree relative with the disease doubles the risk [7]. Additionally, African Americans have a
higher incidence of the disease in comparison to other races of similar age [300].

Often, prostate cancer screening and diagnosis are performed through digital rectal ex-
amination, prostate-specific antigen (PSA) testing, biopsy, and medical imaging [300]. Stag-
ing of the disease is necessary to determine the most suitable treatment, and is performed
using the so-called TNM Classification of Malignant Tumors [77, 300]. This system takes
into consideration the size of the primary tumor (T), the number of involved lymph nodes (N)
and the presence of metastasis (M). Another standardized scoring method, which is often
employed, is the Prostate Imaging Reporting and Data System (PI-RADS), which is assessed
on imaging data of the prostate of the patient [8].

If a biopsy is performed, then the Gleason grading system [82, 125] can be used, as well.
For this, the degree of differentiation and the morphology of the tumor are graded to deter-
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Figure 2.3: Increasing Gleason grades indicate increasing aggressiveness of the prostate tumor, which
is accompanied by changes in the formation, differentiation and structure of the glands. Figure adapted
from [300].

mine a Gleason score (GS). Lower grades denote slowly growing, non-aggressive tumors,
while higher grades denote invasive and metastatic malignancies. A schematic example of
the Gleason grading system is depicted in Figure 2.3.

Common treatments for prostate cancer include radical prostatectomy, hormonother-
apy, chemotherapy and radiotherapy [300]. Yet, the most frequently adopted treatment is
radiotherapy, addressing up to 60% of all prostate cancer patients at some stage during
their treatment [66].

2.3. Radiotherapy

Radiotherapy, or radiation therapy (RT), is one of the most common approaches for cancer
treatment, which uses ionizing radiation to treat malignant cells. It is used as therapeutic
treatmentto cure the disease, as adjuvant therapy to prevent tumor recurrence, or as palliative
treatment to relieve patients from several symptoms [300]. Often, radiotherapy complements
surgery, chemotherapy, hormonotherapy, immunotherapy or a combination of those [300].

Radiotherapy has been used as cancer treatment for more than a century [254, 267] -
starting in 1896, when x-rays were first employed to treat breast tumors [108]. With the dis-
covery of radioactive elements by Marie Curie, a new era in medical research and treatment

I
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began [267]. Although the hazards of radiation exposure were still unknown, radiotherapy
was already applied to many diseases. Prior to World War Il, only radium was known and
used as source of radiation for radiotherapy, but later additional artificial radioisotopes were
employed [146, 254]. In the 50s, linear particle accelerators were developed, improving many
aspects of radiotherapy [38, 254]. In the 70-80s, new imaging technologies allowed for 3D ra-
diation delivery, Intensity-Modulated Radiation Therapy (IMRT) [162, 165] and Image-Guided
Radiation Therapy (IGRT) [311]. All these advances enabled better targeting tumors, with
better treatment outcomes and less side effects for healthy tissues [267].

Radiotherapy is based on the concept that ionizing radiation can damage the genetic
information of cancerous tissues [300]. The administered radiation dose used in radiation
therapy is measured in Grays (Gy), and varies depending on the type and stage of cancer
being treated. In general, the response of tumor tissues to radiation is determined by their
size, but especially by their radiosensitivity [267, 300]. More radiosensitive cancers, such
as leukemia or epithelial tumors, can be treated by moderate doses, while more resistant
ones, such as renal cancer or melanoma, require much higher doses. Hypofractionation [267,
300] of the dose is another common practice, where the total dose is spread out in small
amounts over time, to allow the recovery of normal cells and to prevent the repair of tumor
cells between fractions.

Currently, the two most common technologies of radiotherapy treatment are External
Beam Radiation Therapy (EBRT) and Brachytherapy (BT) [267, 300]. In the former, the ra-
diation source is located outside of the patient. In the latter, the radioactive sources are
positioned precisely in the area to be treated, affecting only a very localized area [93]. An
example of EBRT is Intensity-Modulated Radiation Therapy (IMRT), which can precisely ad-
dress concave tumors, such as tumors enclosing the spinal cord or major blood vessels.
This is achieved, by modulating the intensity of the radiation beam near the tumor volume,
while decreasing or avoiding the radiation among the surrounding healthy tissues [301]. In
order to reduce the toxicity to the normal tissues, radiation beams need to be shaped and
aimed from several angles of exposure, to cumulatively target the tumor [300].

Still, radiotherapy may result in a number of side effects, most commonly fatigue or skin
irritations [300]. In particular, prostate cancer radiotherapy may cause rectal bleeding, incon-
tinence, impotence, as well as other urinary or bowel-related side effects.

2.4. The Radiotherapy Planning Pipeline

Prior to the administration of the radiation dose, the delivery strategy and prescribed dose
need to be determined, in a process called treatment planning [300]. Conventional radiother-
apy treatment planning consists of a number of steps, which are depicted in the upper part
of Figure 2.4.

After the patient has been diagnosed and referred to radiotherapy by a physician, medical
imaging is employed to obtain a view into the patient. This is done, typically, using Computed
Tomography (CT). Subsequently, the target tumor and the surrounding organs at risks are
defined. In order to account for patient setup errors [263] and for other sources of inaccu-
racy [131, 234], safety margins are added around the organ volumes [19, 131, 176]. These
safety margins are shown schematically in Figure 2.5.
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Figure 2.4: Schematic depiction of the conventional radiotherapy pipeline (top, inspired from [300])
and its modification (bottom), with the integration of patient- and tumor-specific knowledge, in order to
achieve a treatment planning, tailored to the intra-tumor characteristics of each subject, as proposed by
the DR THERAPAT project [89].

The volume that contains the palpable, or visible in imaging techniques tumor is called
Gross Tumor Volume (GTV). The Clinical Target Volume (CTV) contains the GTV with an
additional a safety margin around it, based on anatomical and biological guidelines. Finally,
there is the Planning Target Volume (PTV), which accounts for the effect of the movement of
the tissues of the CTV, the movements of the patient, variations in the size of the CTV tissues
and variations in beam geometry characteristics, to ensure that the CTV actually receives the
prescribed dose [19, 131, 176].

After the localization of the tumor and adjacent organs, an initial treatment plan is de-
signed, using dedicated treatment planning software. This treatment planning software de-
fines the geometric, radiobiological and dosimetric aspects of the treatment, optimizing for
tumor treatment and for healthy tissue preservation [300]. Once the plan is performed, it
is reviewed and approved. Still, before the treatment delivery, the location of all implicated
structures, as well as the selected radiation strategy are verified, once more.

In the past decades, radiotherapy treatment has managed to improve tumor control, and
to minimize the radiation-induced toxicity in healthy tissues around the tumor. However, a
standardized process, which, as described in Chapter 1, will include all available patient- and
tumor-specific information, still needs to be designed and employed [266]. To achieve this,
a number of additional steps need to be conducted. These steps have already been briefly
presented, in Figure 1.7 (Chapter 7).

In the lower part of Figure 2.4, we depict schematically how the basic radiotherapy plan-
ning pipeline is affected, when additional patient-specific and tumor tissue information are
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Figure 2.5: Safety margins to account for patient setup errors and other sources of inaccuracy, during
the administration of the radiation dose. The Gross Tumor Volume (GTV), Clinical Target Volume (CTV)
and Planning Target Volume (PTV), as well as the organs at risk (OAR) are denoted. Outside of the
PTV, the Treated Volume (TV) and the Irradiated Volume (IV) are additionally defined. Figure adapted
from [300].

included, in order to achieve a more personalized planning, tailored to the specific intra-
tumor properties of each patient. In this new, modified pipeline, data from different acquisi-
tion modalities, their derived features or parameters, segmented data, tumor-specific tissue
characteristics, as well as relationships between them, need to be integrated, as shown in
Figure 2.4. The modified pipeline is the one proposed by the DR THERAPAT project [89].

Apart from the aforementioned multi-modal and multi-valued data, another important
aspect is the uncertainty, which is present at all steps of the planning pipeline. In literature,
there is no unanimous opinion on the definition of uncertainty. According to the National
Institute of Standards and Technology (NIST), data uncertainty includes concepts, such as
statistical variation or spread, error or inaccuracy and minimum-maximum ranges [167]. An-
other definition is provided by Griethe et al. [104], as a composition of different concepts, such
as error (outlier or deviation from a true value), imprecision (resolution of a value compared
to the needed resolution), subjectivity (degree of subjective influence in the data) and non-
specificity (lack of distinction for objects). In the current case of radiotherapy planning, we
define uncertainty as any variation in the dose planning outcome, which is produced by an
ad-hoc choice or a stochastic process, in one or more steps of the radiotherapy planning
pipeline.

In all steps of the radiotherapy planning pipeline, there are several sources of uncertainty.
Although some of these uncertainties can be minimized, there are others that cannot be
avoided. The accumulation and propagation of uncertainties, throughout the entire pipeline,
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may have an influence on the dosage planning, and the final outcome of the planning pro-
cedure. Therefore, the analysis and communication of uncertainty to the clinical user would
also be essential for the interpretation of the outcome, for reducing the existing uncertainties
and, potentially, for improving the final outcome.

Incorporating patient-specific tumor and anatomical characteristics, as well as the in-
volved uncertainty, in the radiotherapy planning pipeline is currently addressed only in re-
search — not in clinical practice. Researchers are interested in exploring and analyzing the
complex, multi-valued data involved in the tumor-tailored planning pipeline, in order to un-
derstand the data and formulate hypotheses concerning their patients, the approaches that
are being followed during the pipeline and the treatment strategies that need to be pursued.
These researchers could be radiation oncologists, radiologists and clinical physicists, and
also researchers that are working on algorithms and methods used through the pipeline.

In the following sections, we will separately address each step of the personalized radio-
therapy planning pipeline, along with the data, uncertainty, and processes that are of partic-
ular interest for researchers and for the present dissertation.

2.4.1. Multi-Parametric Imaging

The purpose of the first part of the pipeline is to obtain the images needed for radiother-
apy planning, from a multitude of acquired medical imaging sequences [124]. The multi-
parametric imaging thatis employed in prostate cancer research includes T2-Weighted Mag-
netic Resonance Imaging (MRI), Diffusion-Weighted Imaging (DWI), Dynamic-Contrast En-
hanced MR Imaging (DCE-MRI) and, optionally, MR Spectroscopy [16, 25, 51, 124]. Addition-
ally, Computed Tomography (CT) Imaging may be performed [124]. All aforementioned im-
ages need to be registered, in order to be transformed into the same coordinate system. An
example of a multi-parametric imaging acquisition is shown in Figure 2.6.

Computed Tomography (CT) Imaging is the acquisition of a series of X-ray images at
different angles, which are composed together into a volume [220]. Each single X-ray image
exploits the different absorption properties of tissues with different densities. CT imaging is
not suitable for soft tissue differentiation, but it provides a very good contrast between soft
tissue and bones. Hence, it can be used to provide anatomical context, with respect to the
pelvic bones, while it can also aid to identify whether the cancer has already spread into the
lymph nodes, other organs or boney structures [124].

Magnetic resonance imaging (MRI) is a medical imaging technique, which exploits the
properties of human tissues in magnetic fields [220]. The basic concept behind MRl is that,
when the protons of nuclei of atoms — in particular hydrogen, which is in abundance in the
water molecules of the human body — are placed in a magnetic field, they align themselves
along this field. When a radio frequency pulse is emitted and tuned to a specific range of
frequencies, at which the hydrogen protons precess, the magnetic spins of some hydrogen
protons flip with a specific angle. When the radio pulse is stopped, these hydrogen protons
align back with the magnetic field, losing energy and emitting an electromagnetic signal.
This emitted signal is detected by receiver coils located around the body and the intensity of
the received signal is used to build up the cross sectional images of the patient.

By using different pulse sequences, different tissue characteristics are brought forward,
creating different kinds of images from inside the human body [220]. T2-Weighted imaging
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T2W-MRI

DCE-MRI

Figure 2.6: The four main medical imaging acquisitions that are used for prostate cancer diagnosis
and detection: T2-Weighted Magnetic Resonance Imaging (MRI), Diffusion-Weighted Imaging (DWI),
Dynamic-Contrast Enhanced (DCE) MR Imaging and Computed Tomography (CT). The latter (CT) is
used to provide anatomical context.

is one of the basic sequences of MRI and is commonly employed in prostate imaging [16,
25, 51, 124], in order to highlight the peripheral zone, which is the biggest part of the gland
and the location where 70-80% of cancer originates [191]. The central zone, the transitional
zones and the stroma have a lower signal intensity in T2-Weighted images.

Diffusion-Weighted (DW or DWI) MRI is an imaging method that produces in-vivo im-
ages of biological tissues, exploiting the diffusion of water molecules [256]. It is based on
the concept that the diffusion of water molecules inside a voxel of tissue, which is the ran-
dom Brownian motion of these water molecules, is constrained by the boundaries of the cell
membranes. Different tissues or pathologies can affect the properties of diffusion, which
can be used to identify highly dense cellular tissue, like tumors [16, 25, 51, 124]. As a mea-
sure of the magnitude of diffusion and to quantitatively asses the cell membrane restriction
of water, the apparent diffusion coefficient (ADC) maps are used [256]. In prostate cancer,
there are indications that lower diffusion values relate to higher tissue cellularity, which is a
sign of the existence of a tumor [16, 25, 51, 124].

Dynamic-Contrast Enhanced (DCE) MRI is based on the idea that different tissues have
different uptake properties, when they are injected with a contrast agent [16, 25, 51, 124].
Tumors tend to develop new, disorganized and permeable vessels, which have thinner and
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Figure 2.7: Signal Intensity enhancement curves for three different types of tissue (malignant, benign
and ambiguous) across time. Figure inspired from [190].

weaker walls [283]. Thus, they show early and rapid enhancement and early wash-out of con-
trast agents, unlike healthy tissue, as shown in Figure 2.7. In order to study the vascularity, the
vascular perfusion and vessel permeability characteristics of the tissues, pharmacokinetic
(PK) modeling is performed. From that, different maps, indicative of tissue characteristics
are calculated [257]. These characteristics will be discussed in the upcoming section.

All these imaging acquisitions are accompanied by uncertainty, mainly from noise or
artifacts inherent in each scanning procedure. More specifically, T2-Weighted MR imaging
has high sensitivity and poor specificity for tumor detection and characterization [156, 282],
while it usually suffers from artifacts, due to patient motion.

DW-MRI has highly varying sensitivity and specificity for tumor detection [147, 282], de-
pending on patient population characteristics, on the prostate tissue zone and on the scan-
ning procedure itself. In DW-MRI, different degrees of diffusion weighting can be applied,
in order to retrieve the ADC maps. This degree of diffusion is described by the so-called
b-value and, traditionally, a value of 1000 sec/mm? is used, due to hardware restrictions
for achieving acceptable echo times. However, there is no general consensus and several
recommendations for b-values have been made in literature [193]. Still, the use of higher b-
values can enhance the sensitivity and the specificity of the acquisition [25, 51], but they can
also deteriorate the contrast resolution among healthy and tumorous tissues [51]. Among
others, additional common problems in DW-MRI can be motion artifacts [25, 244, 248] even
from small movements of the rectum or the bladder, poor spatial imaging resolution and
image distortions, due to magnetic field inhomogeneities at the interfaces between different
tissues [25, 51, 248].

DCE-MRI alone has reported highly varying sensitivity and specificity for the detection
and characterization of tumors [156, 282]. This means that several benign conditions, such
as prostatitis or infections, may have the same appearance as tumors in DCE-MRI [26, 119,
282, 288]. In addition to this, the employed pharmacokinetic modeling may also be a source
of uncertainty, which will be further discussed in the upcoming section. Another major
source of uncertainty in DCE-MRI is related to motion artifacts, such as patient motion dur-
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ing acquisition, involuntary rectal motion or bladder filling [39, 283, 288], which can affect the
quality of the images.

Several sources of uncertainty, such as the ones related to the specificity and sensitivity
of each one of the employed acquisitions, may be minimized by combining the different
imaging modalities. Many studies have demonstrated that the combination of the different
acquisitions can improve detection, diagnosis and staging [16, 25, 51, 124]. Nevertheless,
there are others sources of uncertainties that cannot be avoided, and their effect needs to
be analyzed and explored.

Inthis first step of the radiotherapy planning pipeline, clinical researchers are interested in
exploring the involved multi-varied, multi-dimensional data effectively. Patterns and trends
within these data need to be identified and relationships among data dimensions require
to be discovered, especially when noisy, complex data are present. The current method of
exploration of this data is a rudimentary slice-based technique, where all slices of the dif-
ferent imaging volumes are visually inspected and the relationships between different ac-
quisitions are mentally performed. This exploratory method provides limited insight and is
time-consuming — hence, new techniques need to be investigated and designed.

2.4.2. Features Derivation from Medical Images

As mentioned in the previous section, it is common practice to derive several features from
medical images, in order to obtain information about patient-specific tissue characteristics.
In the present case, we focus on the derivation of features from DCE-MRI data.

A way of measuring tissue properties from DCE-MRI data is to extract several measures
from the enhancement curves, presented in Figure 2.7. In this case, several measures can
be considered: the wash-in velocity of enhancement, which is the flow of the contrast agent,
entering the blood plasma; the wash-out velocity of enhancement, which the flow of the con-
trast agent, being diffused out of the blood plasma into the extracellular extravascular space;
the peak or maximum enhancement intensity; the time between the beginning of the acqui-
sition and the peak of contrast; and the area under the curve (AUC), to relatively quantify the
enhancement of contrast agent over time. Additional measures can also be calculated.

Another way of measuring tissue properties from DCE-MRI data is to employ one of
the established pharmacokinetic (PK) models [153, 257, 271]. These models are employed
to derive per voxel a set of PK parameters, which describe the distribution of the contrast
agent inside the tissue and are indicative of tissue characteristics [257].

One of the most common and simple PK models is the Extended Tofts model (ETM) [271],
which is a mathematical model that quantifies per voxel the exchange of contrast agent be-
tween the vessel and the extracellular extravascular space, as shown in Figure 2.8. In this
case, four parameters are derived: K"a"$ (min™"), which denotes the concentration of con-
trast agent, transferring from the blood plasma into the extracellular extravascular space; kep
(min™), which denotes the concentration of contrast agent, transferring from the extracellu-
lar extravascular space to the blood plasma; Ve (mL/100mL of tissue; %), which denotes the
extravascular extracellular space volume per unit of volume of tissue; and Vp (mL/100mL of
tissue; %), which is the blood plasma volume per unit of volume of tissue.

Apart from the Extended Tofts Models, there are more complex mathematical mod-
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Figure 2.8: The Extended Tofts Model, as an example of pharmacokinetic (PK) modeling applied on
DCE-MRI data. Figure inspired from [271].

els [61, 152, 197, 283]. Each of these models considers a number of assumptions or crisp
choices, depending on which, the number or values of the obtained parameters, or even the
parameters themselves may differ.

In general, most uncertainties and errors in DCE-MRI data can be associated to the gen-
eral lack of standardized acquisition and modeling protocols, which results into problems in
the repeatability and the reproducibility of the computed parameters [244, 288]. To name a
few, a high temporal resolution is required, so that the enhancement curves can be described
completely and significant errors in the estimation of the pharmacokinetic parameters dur-
ing the fitting procedure can be avoided. However, high temporal resolution is conflicting
with high spatial resolution and different trade-off strategies in spatiotemporal resolution
can be followed [39, 113, 157, 288]. Another source of uncertainty can originate from the
choice of the arterial input function (AIF), such as reference-based AlFs, population-based
AlFs and AlFs measured from the DCE-MRI magnitude or phase signal [61, 152,197, 283, 314].
Quantification of the AIF is usually demanding, because it depends on the saturation, the
blood flow and the eventual inhomogeneity of the magnetic field [39]. The choice can be
either based on literature knowledge or on calculations, which might both introduce uncer-
tainty [197]. Other assumptions in the pharmacokinetic modeling approach include assump-
tions on blood hematocrit values, contrast agent relaxivity, models that lead to the over-
simplification of the contrast agent injection and the determination of blood plasma flow
rates [197], which can also induce uncertainty to the calculation of the DCE-MRI derived pa-
rameter maps [39, 63, 68, 197].
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Figure 2.9: Standard layout for the inspection of pharmacokinetic (PK) parameter maps (columns) of a
tumor, modeled using three different PK models (rows). Some parameters of the two-Compartmental
Exchange model (2CXM) are not involved in the Tofts model (TM) and Extended Tofts model (ETM), and
are missing [257]. Figure courtesy of J. F. Kallehauge, Aarhus University Hospital.

The impact of the modeling choice, as well as the suitability of each model for every
patient is not fully comprehended [139]. For clinical researchers working on PK modeling,
it is valuable to investigate how the derived PK parameters behave with different modeling
choices. To this end, they currently employ a slice-based technique in their exploration and
analysis, similar to the one described in the previous section, which is sub-optimal in provid-
ing insight and tedious. An example of this method is presented in Figure 2.9.

2.4.3. Tumor Tissue Characterization

For many years, it has been common practice to consider tumors homogeneous masses.
In reality, tumors are heterogeneous tissues, enclosing multiple regions with distinct char-
acteristics. Incorporating patient-specific intra-tumor tissue information into radiotherapy
planning can play animportant role in tumor diagnosis and in designing more effective treat-
ment strategies, where distinct intra-tumor tissues are irradiated with adequately selected
radiation doses [106, 107].

Currently, the only way to investigate intra-tumor tissue heterogeneity is to study data ac-
quired from invasive procedures, such as from biopsies or from the inspection of histopatho-
logical slices. To perform a non-invasive in-vivo identification and exploration of intra-tumor
tissues, clinical researchers need to associate histopathological findings, such as Gleason
scores [82] with features derived from co-registered imaging data, such as perfusion from
DCE-MRYI, or diffusion from DW-MRI data.

The exploration and analysis of the characteristics of distinct intra-tumor regions is not
a trivial subject, but it is an essential component of the radiotherapy planning pipeline. The
intra-tumor tissue classification exploration can be additionally used by clinical researchers
to evaluate and assess supplementary clinical data that are often used as reference or as a

20



2.4. The Radiotherapy Planning Pipeline

means of diagnosis and outcome prediction [106, 107]. These clinical reference data may be,
for instance, data from risk prediction models [106]. Furthermore, the exploration of tumor
tissue characterization could be of particular interest for researchers developing classifica-
tion algorithms, to aid the design of classifiers that can differentiate between distinct tissue
types, as well as to understand the behavior of such classifiers.

2.4.4. Segmentation

The segmentation step of the radiotherapy planning pipeline aims at constructing models
of the prostate and the organs at risk in the area involved, such as the rectum and the blad-
der. Segmentation of the bones and the body surface is also important, as these structures
provide information for anatomical reference.

The results of this step are highly dependent on the selected segmentation method and
the eventual parameter settings of the chosen algorithms. Segmentation can be either per-
formed manually, semi-automatically, or automatically. In manual segmentation, medical
experts inspect the imaging slices one-by-one and delineate the structures of interest. This
procedure can be time consuming, but it can also create inter-observer variability, which may
pose critical questions concerning the reproducibility and accuracy of the procedure [24, 59].
Therefore, automatic methods are often preferred, with a lot of effort being invested in the
development of robust algorithms [43, 76, 148, 239]. However, opting for an automatic algo-
rithm may also come with several limitations and challenges.

The segmentation of structures in the pelvic area involves organs with a large variability
in shape, size and imaging intensity [59]. The noise, inappropriate resolution or geometrical
distortions induced by the MR scanner can be detrimental when we need to segment smaller
prostate volumes [148]. In addition to that, it has been documented that prostate volumes
can vary by an average of +10%, the bladder and the rectal volumes can vary by +£30%, while
the seminal vesicles can vary up to 100% [232]. The variation of the prostate center of mass
has been found to vary less than 1 mm in the left-right direction, but up to 1cm in the anterior-
posterior and the superior-inferior direction [232].

Organ motion is another important factor that needs to be taken into account in the
radiation therapy planning pipeline [145,148, 157,199, 239, 270]. The prostate and the seminal
vesicles move not only relatively to the bony structures, but also within the pelvic region, due
to their position close to the bladder and the rectum. For example, the distension of the
adjacent organs, due to filling, may result into the displacement of the prostate [62, 232].

In this step of the radiotherapy planning pipeline, the focus of clinical researchers is on
creating robust segmentation algorithms. Still, their implemented methods might not be
able to account for all cases and may perform sub-optimally. In such cases, it is required
to predict anatomic regions and circumstances under which these methods are more prone
to inaccuracies. The ultimate goal, in this case, would be to determine how to improve the
segmentation process, namely the selected methods and their settings.

2.4.5. Radiotherapy Dose Planning

After segmentation, the actual radiotherapy plans is designed. A simulation of the treatment
planning is performed in dedicated software, as described in the previous sections. This
software takes care of maximizing the effect of the dose in the tumor areas, while minimiz-
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ing the toxicity in the adjacent healthy organs. Our focus in this work is not on the actual
dose planning procedure, but on the incorporation of the variability in planning, which can be
induced as a result of adjustments or choices in the previous steps of the pipeline.

All previously mentioned steps introduce their own specific uncertainties. In particular,
the results of each step also highly depend on the employed methods and their assump-
tions, or chosen algorithms and their respective parameter settings. It is valuable for clinical
researchers to understand and evaluate the sensitivity of the treatment plan to different as-
sumptions and parameterizations, from the previous steps of the pipeline. In that way, they
can assess whether different choices in the planning pipeline can have an impact on the final
treatment planning and be aware of this, when designing their treatment plans.

2.4.6. Tumor Control Probability Modeling

Clinical practice aims at choosing the most effective radiotherapy strategy, based on clinical
knowledge and guidelines. However, clinical research aims at thoroughly evaluating all pos-
sible treatment alternatives. These take into account several points, such as dose escalation,
uniform or non-uniform tumor irradiation, the amount of the received dose and eventual frac-
tionation of the treatment. To simulate and evaluate the effects of these different treatment
strategies, clinical researchers need radiobiological modeling. This involves two aspects:
Tumor Control Probability (TCP) modeling [302] and Normal Tissue Complication Probabil-
ity (NTCP) modeling [172]. TCP models are statistical models that quantify the probability
that a tumor is effectively controlled, i.e. treated, given a specific radiation dose. NTCP mod-
els are statistical models that quantify the probability that normal tissue around the tumor
is harmed, given a specific radiation dose. Figure 2.10 presents an example of TCP/NTCP
modeling prediction. In the present work, only the TCP modeling part will be addressed.

Conventional TCP models are linear regression models, based only on statistical and
literature knowledge. Recently, novel TCP models [48] started incorporating additional infor-
mation from imaging modalities, such as DW-MRI [48]. In this way, patient-specific proper-
ties of tumor tissues are included, improving the radiobiological accuracy of TCP modeling.
As a consequence, these image-based TCP models are subject to uncertainties, inherent in
their employed imaging modalities, with significant impact on the outcome. In addition to
this, the modeling step includes, amongst all, parameter assumptions, which are not always
crisp choices [97, 258, 302]. The parameter sensitivity of the model is also an aspect, which
needs to be taken into consideration when predicting the outcome of a specific radiotherapy
strategy. Currently, these two aspects are not incorporated into clinical research, neglecting
significant information for the outcome prediction.

2.4.7. Supplementary Steps of the Radiotherapy Planning Pipeline

In the presented radiotherapy planning pipeline, an additional step has been implicitly con-
sidered — registration. MRl and CT data need to be registered in order to combine functional
and anatomical information, while multi-parametric MR images also need to be registered
to ensure the same coordinate space for each image acquisition. In addition to that, the
histopathological data that are used in clinical research, also need to be registered to all other
available data. Although we will not address registration in the present work, we need to un-
derline the importance of this process. The literature on registration methods is vast [327]
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Figure 2.10: The concept of Tumor Control (TC) Probability [302] and Normal Tissue Complication (NTC)
Probability [172].

and different algorithms can be employed, each with different strengths and implications.

Registration may be accompanied by uncertainty, which may have an impact on the re-
mainder of the radiotherapy planning pipeline, as well. Uncertainty in image registration is
primarily related to the inherent characteristics of the different imaging modalities that are
co-registered. In addition to this, different registration algorithms may bring different types of
uncertainty, related to the localization accuracy or robustness [141]. In particular, the use of
non-rigid registration requires the selection of parameters, which can yield results with large
variability [231]. In other cases, the lack of objective ground truth in the validation of registra-
tion creates the need for manual registrations by experts, which introduces uncertainty that
is related to inter-observer variability.
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A picture is worth a thousand words.

English idiom

In this chapter, we identify and present the research field, to which the current work belongs,
providing the necessary technical background and setting the context of this dissertation. For
this, we introduce the field of Visualization and, in particular, the field of Visual Analytics to
the reader. Basic terminology or techniques, which are vastly used throughout the entire dis-
sertation, are also presented. Additionally, we provide a general overview of state-of-the-art
visualization systems and solutions dealing with multi-dimensional or multi-varied data, and
with uncertainty. Other related work — more specific to methods and techniques presented
in the core chapters of the dissertation — will be discussed in detail within each one of the
following chapters.



3.1. Visualization

3.1. Visualization

As already mentioned in Chapter 1, the field of visualization can provide solutions for re-
searchers, investigating the different steps of the radiotherapy planning pipeline. These so-
lutions aim at providing better understanding and deeper insight into the complex data and
processes, involved in radiotherapy planning.

According to Cliff Pickover, Visualization is the art and science of making the unseen
workings of nature visible [204]. In essence, Visualization is the scientific field that employs
elements from the field of computer graphics to create meaningful visual representations of
the data [46], which can facilitate interpretation and can provide access to — or deepen — the
understanding of users, taking advantage of the human vision and cognition.

Visualization can be described as a tool to enhance human cognitive capabilities — and
not a set of automatic computational methods, which aims at replacing humans [182]. There-
fore, Visualization can be particularly suitable and powerful, in cases where users know little
about their data and processes [182], but need to explore and discover new knowledge within
these, generate or confirm hypotheses, and make decisions.

Card et al. [46] describe the Visualization process, depicted in Figure 3.1, as a number
of steps which enable visual sense making. Initially, raw data is collected and transformed
into data tables, which are derived data that are easier to manipulate and understand. Then,
these data are turn into visual structures, with the aid of visual mappings. Subsequently, a
transformation is employed to provide perspective on the data, in a view that is presented
to the user. The user, finally, interprets the view and gains a deeper insight into the data.
Perception, cognition and interaction play a very important factor in the explorative process,
as users navigate through the data and interact with them, in order to understand the involved
information.

Data Visual Form
_— —am— _—
Data Visual View
Transformations Mappings Transformations

Interaction

Figure 3.1: Overview of the visualization process, described by Card et al. [46] as the mapping of data
to visual forms that support human interaction for visual sense making.

Visualization can be applied to many different application fields, among which to pro-
cesses and data from the medical field. In this case, we refer to it as Medical Visualiza-
tion [217]. A common taxonomy of Visualization is done, with respect to the characteristics
of the data. The term Scientific Visualization refers to the discipline that engages data with
a geometric structure or inherent spatial information, which are typically related to scientific
applications, such as medical data [277]. Information Visualization refers to the discipline
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that deals with abstract, non-physical data [277, 299]. In addition to these two fields, there is
the distinct discipline of Visual Analytics [58], which is discussed in the following section.

3.2. Visual Analytics

Visual Analytics is one of the three main flavors of Visualization. It is the result of integrating
concepts from Scientific and Information Visualization, with other disciplines and analytical
processes, such as data mining or statistics. This integration usually happens in a highly in-
teractive environment, where analytical sense making and reasoning are supported. Thomas
and Cook [58] describe Visual Analytics as the science of analytical reasoning facilitated by
interactive visual interfaces, while Keim et al. [144] state that:

The human factor, or human-in-the-loop concept, is an essential component of Visual An-
alytics solutions, which focus on integrating and combining the strengths of human abilities
for sense and decision making, with semi-automated methods for data analysis [182, 276].
The human is deeply involved in the process, while steering the exploration through visual-
ization and interaction. The process of Visual Analytics is depicted in Figure 3.2.

In the present dissertation, Visual Analytics will be employed to provide insight into the
data, information and knowledge at each distinct step of the radiotherapy planning pipeline,
through the interactive exploration and analysis of the involved data and processes.

3.3. Fundamental Techniques and Methods

In the coming chapters, we will present Visualization solutions for the exploration and analy-
sis of each step of the radiotherapy planning pipeline. All of them incorporate several design
methods and interaction techniques, which are briefly described below:

+ The Information Seeking Mantra [249] can be summarized as: Overview first — Zoom
and filter — Details-on-demand. According to this, users should first have an overview
on the data, which can give a global impression about the information within the data.
Then, users should be able to zoom in and filter the data, in order to obtain more
detailed information. At the end, all detailed information should be shown on demand.
This process should be enabled through interaction.

- The Visual Analytics Seeking Mantra [142] is an adaptation of the Information Seek-
ing Mantra, adapted to fit within the field of Visual Analytics: Analyze first — Show the
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Figure 3.2: Overview of the Visual Analytics process, described by Keim et al. [142]. In Visual Analyt-
ics, the strengths of visual data exploration and automated data analysis are combined with the data,
visualization and models, to obtain knowledge within a highly interactive environment.
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important — Zoom, filter and analyze further — Details-on-demand. In contrast to the
original Mantra, the data need to be initially visually analyzed to show the most inter-
esting or relevant aspects.

The Data-Users-Tasks Design Triangle [178] is a concept that dictates that, during the
design of a Visual Analytics system, three aspects should be taken into consideration:
the data involved in the process, the users for which the system is being designed and
their respective needs, and the tasks that the system is required to fulfill.

« Multiple (Coordinated) Views [294] is a widely used design method in Visual Analytics.

This refers to employing multiple views that provide different viewpoints on the data, in
order to observe the data and their in-between relations though different perspectives.
Multiple Views are usually combined with Brushing and Linking, described below, to
facilitate the identification of relationships between data.

* Brushing and Linking (B/L) [18, 40, 143] is a concept that involves selecting one or sev-

eral interesting items in one view, and highlighting corresponding items in another. As
stated by Keim, this method is meant to overcome the shortcomings of single tech-
niques, and provides more information than the exploration of individual views.

+ The idea behind Focus + Context (F+C) [46] is to present items at different levels of

detail. More interesting or relevant items are presented with more detail, while less
important items are presented with less detail, but are retained in the view, in order to
provide context for a better understanding and insight.
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+ The notion of the Overview + Detail technique [54] is related to the combined use of
Multiple Views and Focus + Context. Here, at least two views are presented to the
users: one with a rough overview on the entire visualization space, and one with a
detailed view of a smaller portion of the space.

3.4. Related Work

The field of Visual Analytics has addressed numerous fields of application in the past. The
exploration and visual analysis of the data involved in the radiotherapy pipeline, however,
has not been explicitly tackled before. Each step of this pipeline requires different handling,
depending on the involved data and processes to be explored, on the tasks that have to be
fulfilled, and on the intended users and their needs.

During all steps of the pipeline, the topics revolve around the exploration and visual anal-
ysis of multi-dimensional, multi-varied data with complex relationships, or the incorporation
of uncertainty into the designed visualizations. Therefore, in this section, we will address
previous related work, with respect to these two categories. In the other chapters, we will
deepen into literature that is more specific to each step of the pipeline.

3.4.1. Visualizing Multi-Dimensional, Multi-Varied Data

The literature that addresses the visualization of multi-dimensional and complex data is
vast [143]. In this section, we will focus on previous related work that is relevant to ours.
Initially, we will present traditional, widely used techniques from the field of Information Vi-
sualization and, subsequently, a number of Visual Analytics system designs and methods
that support the exploration and analysis of multi-variate, multi-dimensional complex data.
At the end of this section, we go one step beyond the exploration and understanding of data,
by discussing the use of Visual Analytics to understand dimensionality reduction and clus-
tering processes.

Multi-Dimensional Information Visualization Representations

Among all distinct techniques that have been designed in the field of Information Visual-
ization [143], two have been extensively employed: the Scatterplot Matrix and the Parallel
Coordinates Plot.

The Scatterplot Matrix, or SPLOM, is a matrix-like configuration of all pairwise scatter-
plot views of the dimensions of the data [50, 110, 280]. It is based on the concept of small
multiples by Tufte [279]. Being easy to comprehend and interpret, it has become a power-
ful representation of multi-dimensional data and it can be used as a good starting point for
the exploration of relationships within the data. However, with an increasing number of di-
mensions, the number of scatterplots — and subsequently, the demand for screen space -
increases rapidly. In addition to that, it may cause significant cognitive load, as the part of
the SPLOM below the diagonal is redundantly encoding the same information, as the part
above the diagonal. Without interaction, SPLOM may also require from the user to use their
memory, in order to identify and analyze relationships within the data. Furthermore, each
scatterplot of the SPLOM is able to show only pairwise relations within the data. An example
of the use of the this representation is depicted in Figure 3.3 - a.
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Parallel Coordinates Plot, or PCPs, is another widely known and used representation for
high-dimensional data [128]. In this case, multiple data dimensions are mapped one-by-one
to a number of parallel vertical axes. Each multi-dimensional data object is mapped to a
polyline that intersects the axes, connecting the scalar values of every dimension. PCPs
efficiently display in a single view all 2D projections of adjacent data dimensions [126, 129,
303], enabling the identification of relations and the detection of data patterns or trends,
especially with the help of interaction [112, 251] such as brushing [111] or reordering [13, 201,
285]. A limitation of PCPs is that they might suffer from clutter due to overplotting [112]. This
causes problems in the exploration and interpretation, especially in high density data. Still,
scalability is not only an issue with respect to the number of data points; it is also a matter
of an acceptable number of axes. The order of the latter is also important as it implicitly
determines the relationships that can be identified and explored. An example of PCPs is
presented in Figure 3.3 - b.

Figure 3.3: An example of visualizing the four dimensions of the iris dataset [86], using (a) a Scatterplot
Matrix (SPLOM) and (b) the Parallel Coordinates Plot (PCPs). The two representations were created,
using D3.js [29].

Visual Analytics for the Exploration of Multi-Dimensional Data

In the field of Visual Analytics, there are many solutions and systems, which deal with the
exploration of multi-dimensional data. In this section, we select the most relevant to the con-
tent of this dissertation and we present them, dividing them them into four main categories.
We present solutions where only two data dimensions are visualized after being selected by
the user; solutions where linear projections of the data are visualized; solutions where non-
linear projections of the data are visualized; and solutions visualizing all data dimensions
through projections and providing understanding in the employed projections. At the end of
this section, we provide a summarized view and connection to our own work.
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Selection and visualization of two data dimensions. The exploration of multi-dimensional
data has been tackled multiple times before, by allowing the user to select two data dimen-
sions of particular interest and visualizing only these. Early examples include the Grand
Tour [15] and the XmdvTool [295].

More recently, WEAVE [103] was introduced as an environment for the interactive visual-
ization of multi-dimensional data. It employed linking and brushing between custom three-
dimensional visualizations and multi-dimensional statistical representations. The WEAVE
system was an improvement to mere visualizations of scientific data and to existing statisti-
cal visualization packages, by allowing the user to quickly compare and to correlate variables,
while also visualizing the spatial data. However, the system did not support the simultaneous
incorporation of data from different modalities.

Coto et al. proposed the MammoExplorer system [60], to enable the exploration and anal-
ysis of breast DCE-MRI data. In this approach, segmentation techniques were linked to visu-
alization, in an interactive environment. Scatterplots were used to show the enhancement of
the contrast agent in DCE-MRI data. Combined with two-dimensional and three-dimensional
anatomic representations of the data through brushing and linking, they enabled the iden-
tification and characterization of breast lesions. For conveying temporal information, the
authors proposed using multiple scatterplots, with all the limitations that such an approach
could entail. Color encoding was employed to highlight brushed areas, while volume ren-
dering was performed using Maximum Intensity Projection (MIP) or Composite Ray Casting
(CRC). Focus+Context was employed to selectively visualize the brushed data, while keeping
the rest of the context visible with less details.

The work of Hennemuth et al. [116] presented a method for the exploration and visualiza-
tion of the perfusion and late enhancement in myocardial tissue MRI data, for the detection
of distortions due to motion. The authors implemented an approach to inspect the enhance-
ment curves and their derived parameter distributions, in different areas of the myocardium.
For this, they enabled users to segment regions by thresholding the parameter space. They
also provided a functionality to compare regions segmented with different settings. Brushing
and linking was a necessary interactive component, also in this work.

Another well-known system, which was employed for the interactive exploration and vi-
sual analysis of various multi-dimensional and time-varying data, was SimVis [72, 73, 74,
158, 179]. SimVis was using multiple linked views, interactive feature derivation and selec-
tion through smooth brushing, and Focus+ Context visualizations, to visualize, explore and
analyze data from a multitude of domains, from engines to hurricane data, and from air flow
to medical datasets, such as brain perfusion data.

Visualization of linear data projections. Up to now, all presented systems faced issues,
either with respect to the acceptable number of display views or with respect to the displayed
dimensions of the data, which were limited to two, by user selection. The latter started being
addressed more suitably with the incorporation of linear projection methods [154] in Visual
Analytics approaches.

The work of Oeltze et al. [189] enabled the exploration of the correlations and relations
between several features and parameters of perfusion data. In their approach, they initially
extracted time-intensity curves (TICs) that characterize the amount of contrast-agent en-
hancement at each voxel in the perfusion imaging data. From these curves, they derived
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parameters that could be used as indicators in the diagnosis of tumors. To check the even-
tual correlation between these parameters, they employed Principle Component Analysis
(PCA) [137] to reduce the dimensionality of their parameter space. After that, they used mul-
tiple linked views to enable the user to explore and analyze complex or multi-dimensional
features within their data. This work allowed the localization of specific characteristics of
the parameter space in the anatomic and temporal domain, it enabled a multi-variate analy-
sis of the parameter space and it facilitated the local exploration of the data.

In a comparable approach, Fang et al. [84] proposed a method for the visualization and
exploration of time-varying medical image datasets. In their work, a time-activity curve (TAC)
was extracted from each voxel of the time-varying dataset, similarly to the TICs of Oeltze et
al. [189]. Using linear projections techniques, all the voxels with similar TACs were retrieved
and meaningful features that form these similarities were brought forward. With this ap-
proach, they managed to distinguish between tissues with different features, such as heart,
liver and lung tissues.

Visualization of non-linear data projections. The frameworks, which were discussed up to
this point, were able to visualize either user-selected pairs of dimensions or two-dimensional
linear projections of the multi-dimensional data. This entails the limitation of providing a
restricted view on the entire data, as well as assuming that the structure of the involved
feature space is characterized by linearity.

To address these points, Blaas et al. presented a new approach to handle large multi-
fleld data, showing both the anatomical domain and the high-dimensional feature space of
the data in an interactive environment, with multiple linked views [23]. They employed this
approach to investigate its utility in data segmentation. To this end, they demonstrated its
classification functionality by finding clusters and their relations within the data, as well as
its capability for selective data visualization based on feature values. Interaction, brushing
and linking, feature selection and pattern analysis were used again to enhance the data ex-
ploration process.

To extend this work, Steenwijk et al. [261] proposed a Visual Analytics system for cohort
studies. This approach enabled inter-patient studies, where users could easily easy explore
multi-modal and multi-timepoint parameters across patients by extracting and visualizing
parameters of interest. In their approach, the investigation of a full medical cohort was made
possible in a highly interactive framework for the visual and statistical analysis of the involved
data.

Recently, the Cytosplore application of Hollt et al. [122] was introduced to provide under-
standing into the cellular composition of the immune system and the properties of the cells,
as derived from mass cytometry data. It consisted of an interactive environment, which was
built on the basis of dimensionality reduction to represent a high-dimensional feature space
of cells. Multiple linked views on the data, at different level of details, facilitated the explo-
ration of the exploding feature space of mass cytometry data. The interface of Cytosplore
is presented in Figure 3.4.

Visualization of data projections, providing insight into the employed projection techniques.
The frameworks, which were discussed up to now, aimed only at the exploration and under-
standing of the involved data. There is a number of approaches that aims — additionally, or
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Figure 3.4: An example of Cytosplore, as proposed by Hollt et al. [122], with its four main components:
(a) overview, (b) embedding and (c) heatmap. Figure courtesy of Thomas Héllt, Delft University of Tech-
nology.

instead — at providing insight and means for direct feedback on an employed projection or
clustering techniques.

Jeong et al. [133] proposed a system for the evaluation and understanding of the results
of Principal Component Analysis (PCA) [137]. Although PCA is widely used, many times it
becomes difficult to understand why a specific result is achieved. In order to aid the user
to understand and use PCA appropriately, the iPCA system was developed. It consisted of
multiple interactive coordinated views for the visualization of multi-variate data and their
correlations in three spaces, i.e., the original data space, the eigenspace and the projected
space.

TheiVisClassifier [52] was another Visual Analytics system for obtaining insight into clus-
tered data and the classification process performed with linear discriminant analysis (LDA).
It enabled users to explore high-dimensional data, using a combination of different views.
These included parallel coordinate plots, scatterplots and heat maps for an overview on the
cluster relationships in both high and low dimensional domains. In this way, a new interactive
interpretation of LDA and its outcomes was facilitated.

DimStiller [127] was another tool for the visual analysis and exploration of dimensional-
ity reduction. It used a set of abstractions to structure and navigate through the complex
processes of dimensionality reduction, by providing guidance in the feature space, through
interaction.

Poco et al. [207] proposed a system where the user could modify, control and improve
2D or 3D projections of complex diffusion tensor imaging feature spaces. The system was
targeting the exploration of large collections of fiber tracts for diagnosis and for understand-
ing brain functions. To do so, users could interact with or modify and improve the generated
Local Affine Multidimensional projections (LAMP). Views on the fiber space and the projec-
tions of the feature space were presented to the user and linked bi-directionally, to enhance
the exploration of the data.

Seo et al. [247] designed a system, where multiple linked views were employed to an-
alyze clustering results in genome data. This work focused on the analysis of hierarchical
clustering, which may be complex and difficult to understand and analyze. With the proposed
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system, the user was presented with several views and features to obtain an overview of the
data and the features that contribute to the clustering outcome. The user could also control
the clustering process and interact with the generated outcomes.

Finally, Turkay et al. [281] presented a visual analysis method to analyze how clustering
results change in time. The structural and quality changes of the clusters were encoded in
a Parallel Coordinates view, while another view visually summarized properties of the clus-
ters over time. These two components were linked through brushing and enabled users to
enhance the understanding of the temporal evolution of clusters.

Connection to our work. All previously presented systems and solutions aim at dealing
with the representation and exploration of multi-dimensional data. In the first category, the
user needed to select two data dimensions and visualize them. However, this kind of ap-
proaches would not be sufficient for the data at the different steps of the radiotherapy plan-
ning pipeline, because of the implicated dimensionality and complexity. Furthermore, such
approaches would require prior knowledge about which dimensions are more significant,
which is not feasible in our case. The second category included solutions employing linear
projections to represent and visualize the data. As already explained, these solutions make
specific assumptions about linearity in the structure of the data, which is not guaranteed in
the case of the complex data of intra-tumor tissue characteristics. Therefore, these two cat-
egories are not suitable for the exploration and analysis of the data involved in radiotherapy
planning.

Closer to the approaches that we will introduce in the upcoming chapters are the solu-
tions employing non-linear projection techniques, as well as the solutions that aim at under-
standing the underlying structure of the data and at providing means for feedback on the
result of the employed techniques. Yet, all previous related work is not fully applicable to
our application domain and to the specific radiotherapy pipeline steps, as we will describe in
detail in the following chapters.

3.4.2. Uncertainty Visualization

Uncertainty visualization is a relatively new and popular domain [31, 136). Although the im-
portance of raising awareness on uncertainty information and its influence on the data has
been stressed multiple times [30, 105], in many cases this concept is still overlooked with
serious implications [30, 167]. For example, in the present case of the radiotherapy planning
pipeline, the precision and accuracy of the outcome of the radiotherapy procedure can have
consequences on the treatment outcome. Hence, it is crucial to incorporate information
about eventual sources of uncertainty into the radiotherapy pipeline.

Uncertainty visualization is a difficult and demanding task. Often, uncertainty comes as
an additional channel of information, which needs to be visualized on top of other underlying
data. This can increase the complexity of the view and the visual overload, decreasing the
understanding of the user about the original data and the implicated uncertainty. When ap-
proaching an uncertainty visualization problem, the choice of the design methods depends
on the nature of the uncertainty data itself, on the uncertainty data type and on the already
employed visualizations of the remainder of the data [104]. This design choice is often not
easy, as uncertainty tends to dominate over certainty in the data [36], which results into
visualizations where the underlying data are distorted or obscured, while uncertainty is em-
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phasized [49, 104].

Some of the most common design approaches for the visualization of uncertainty, which
have been vastly used in the past [36, 27, 195], are summarized in the scheme of Figure 3.5.
All of them entail a number of limitations. Using free graphical variables is suitable in cases,
where a representation within the already existing geometry of a structure is required. The
choice of which variable should be used to encode uncertainty is not easy, and the combina-
tion of these attributes with the visualization for the other information within the data must
be done in moderation and with consideration. Using additional graphical objects needs sen-
sible and careful management, as the underlying data should not be overshadowed by the
uncertainty visualization. Opting for this approach might also mean that the user faces the
chance of a cluttered visualization, where visual overload cannot be avoided [185]. Employ-
ing interactive representations for uncertainty visualization requires a lot of interaction with
the interface, which may be distractive for the user, if not properly designed. Animations can
also be distractive, as they are known for causing visual fatigue to the user [168].

In the following two sections, we will present previously designed methods for visualiz-
ing uncertainty. We separate them into uncertainty incorporated in Scientific Visualization
solutions, and uncertainty in Information Visualization or Visual Analytics systems.

Uncertainty in Scientific Visualization Systems

The literature on solutions for the Scientific Visualization of uncertainty is vast. In the cur-
rent section, we introduce the most relevant solutions, using the categorization presented
in Figure 3.5. In the upcoming chapters, several of the described methods and visual cues
will be used as inspiration for the visualization of the uncertainty, implicated in the different
steps of the radiotherapy pipeline.

Using free graphical variables. Free graphical objects, such as color, brightness, fuzziness,

— Free Graphical Variables —p—  Additional Graphical ~—r— Animation —
. Color Variables . speed
+ Size + Difference images * Duration
« Position + Glyphs * Blinking
« Angle + Geometry changes * Blur
+ Focus + Labels « ROM
* Speckles * Iso-surfaces * Order
* Fuzziness * Iso-contours . .
« Transparency + Contour boxplots — Other _—
« Edge crispness * Annotation grids . Mouse interaction
" fexture t o  Acoustic or haptic feedback

Figure 3.5: A categorization of different methods, which have been employed in literature for the visu-
alization of uncertainty.
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texture, or combinations of the previous, have been employed for the visualization of uncer-
tainty in a multitude of application fields. However, the available non-conflicting free graph-
ical objects are often limited, limiting also the potential to encode simultaneously several
sources of uncertainty.

Color and texture are the most frequently encountered techniques. The concept behind
the use of these methods is that color is an easy and effective attribute, which can be used
as an additional parameter, without adding much distraction, if adequately selected. On the
other hand, when texture is employed to encode uncertainty, the surface color is available for
the visualization of an additional variable. For example, the paper of Botchen et al. [30] pre-
sented a texture-based technique for visualizing uncertainties in real-world measured data
or inaccuracies in simulated flow data. This was performed either with a generic texture
filtering process to improve the perception of uncertainty affected regions or with a user-
adjusted color coding of uncertainty. Color and texture was also employed by Rhodes et
al. [230], in a surface visualization of the structure under investigation.

In the same category, Twiddy et al. [284] proposed to visualize missing data using some
neutral and non-distracting shades of grey, Davis et al. [65] employed an approach where dif-
ferent shades or different levels of hue represented different levels of uncertainty, and Roth
et al. [233] proposed to use a two-dimensional discrete scheme that varied in color and the
alpha channel value. An extension to a continuous scheme was introduced by Hengl [115]
for visualizing uncertainty, using the HSI color space. Finally, Coninx et al. [57] visualized un-
certain scalar data fields by combining color encoded with animated, perceptually adapted
Perlin noise, while Drapikowski et al. [75] presented a method for depicting uncertainty in
surface-based models from fragments of CT or MRI data, with the combined use of a color
scale to show the quality of uncertainty present at various locations of the data.

Apart from color and texture, other free graphical objects were used by Djurcilov et al. [71].
In this work, the uncertainty was incorporated directly into volume rendering using grids for
one-dimensional data and transfer functions for two-dimensional data. Additionally, post-
processing by adding speckles, holes, noise and texture to locations of uncertainty was also
proposed. In this case, the simultaneous use of color, transparency, noise, speckles could
be conflicting and, hence, difficult for the user to interpret.

A different approach is encountered in the paper of Grigoryan et al. [105], who adopted
point-based surfaces that showed the uncertainty of a tumor surface. The surfaces were
rendered as a collection of points, where each point was displaced from its original location
along the surface normal, proportionally to the uncertainty. Combined with pseudo-coloring
and transparency, this method could handle up to six dimensional uncertainties. However,
the employed deformation of the shape of the rendered structures may not always be an
adequate choice. This is the case for medical applications, where the anatomical shape of
structures should be preserved.

Using additional graphical variables. The literature presented in this section includes meth-
ods where additional graphical variables, meaning additional objects, were used. This is a
good solution to the limited amount of free graphical variables, but it can entail clutter in the
visualization, encumbering the exploration and interpretation of the underlying data.

Pang et al. [195] and Johnson [136] gave an interesting overview of uncertainty visualiza-
tion techniques that use additional graphical objects. In the paper of Pang et al. the authors
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discuss uncertainty visualization methods, such as adding glyphs or geometry, and modify-
ing attributes or geometry. There are more papers proposing the use of additional graphical
objects, such as uncertainty glyphs [306] or distorted annotation grids [49] to show the un-
certainty along with the data.

Glyphs have also been used in the paper of Lodha et al. [167]. In this work, six methods
for visualizing uncertainty in flow visualization with the use of glyphs, envelopes, animations,
priority sequencing, twirling baton displays of trace viewpoints and rakes were presented. All
those methods were tested on artificial datasets and demonstrated to be valuable for peo-
ple interested in decision-making, especially when missing or imperfect flow data were in-
volved. In a medical visualization application, Schultz et al. [243] propose a method to model
and visualize the probability distribution of fiber directions from diffusion MRI data. These
directions were integrated into a new glyph representation, which significantly enhanced the
insight into the direction of fibers and their uncertainty in comparison to previously employed
glyph designs for the same purpose [138].

Other methods, which involved the calculation and visualization of iso-surfaces in an un-
certain field, were discussed by Pothkow et al. [209, 210, 211, 212], Pfaffelmoser et al. [203]
and Ferstletal. [85]. Aparticularly interesting approach was described in the paper of Whitaker
et al. [305], where the authors introduced an abstraction of the boxplot metaphor to encode
the variability and quantify the uncertainty in ensembles of contours. The proposed method
was called contour boxplots and was based on the concept of data depth to generate an
ordering of the data, based on the location of each sample within the density function.

Using animations. Animation has been used for the visualization of fuzzy data, taking
advantage of the sensitivity of the human visual system to motion and dynamic changes in
a display [95]. A medical application of uncertainty visualization using animations can be
found in the paper of Lundstrom et al. [168]. Here, uncertainty in tissue classification was
addressed with the use of animation methods. Uncertainty was animated in the volume
rendering of anatomical structures, with the use of transfer functions. Regions that were
certain remained static, while uncertain structures changed with time in an animation cycle.
This method was, though, evaluated and documented to cause visual fatigue [168].

Uncertainty in Information Visualization and Visual Analytics Systems

Uncertainty has been tackled less often in Information Visualization and Visual Analytics
systems. Below, we present the most relevant approaches, diving them with respect to the
aforementioned two fields of Visualization.

Uncertainty in Information Visualization. Atraditional way of displaying uncertainty in Infor-
mation Visualization was to use error bars to convey accuracy in measurements or boxplots
to convey information on the value ranges and outliers [213]. Modifications of these tech-
nigues have allowed the incorporation of additional statistical information. An example of
that was the modified boxplot or violin plot. In this representation, the size or the skew of the
boxes have been used to encode additional statistical information [27]. Also, the 2D boxplot
has been used for the same purpose [27, 213].

However, the dimensions of the conveyed information were still limited to a small num-
ber. In order to solve this issue, the summary boxplot was proposed in the paper of Potter
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et al. [214]. In this approach, the summary boxplot incorporated a collection of descriptive
statistics that were able to highlight features of the data, related to uncertainty due to errors.
The features of summary boxplots were easy to identify and their two-dimensional extension
facilitated the comparison of correlations and the ability to highlight variations.

Although the research on uncertainty visualization in univariate data is rich, an exten-
sion to multivariate data is encountered less frequently. A method for the visualization of
uncertainty in high-dimensional data involved the incorporation of this information into Par-
allel Coordinate Plots. Barlowe et al. [17] proposed a novel visualization pipeline for exploring
interactively multi-variate data and their relationships. Having mentioned the inherent limita-
tions of parallel coordinate plots, it is not difficult to imagine that incorporating uncertainty
in this representation can encumber the visualization and exploration of the data and their
correlations, and increase the visual overload for the user.

Two more examples of methods for exploring multi-valued data, along with their un-
certainty, were proposed by Elmqvist et al. [81] and by Xie et al. [310]. EImqvist et al. took
advantage of the simplicity, familiarity and clarity of scatterplots, expanding their use into
a matrix of scatterplots to interactively visualize multi-dimensional data. They called their
approach rolling the dice, because the transition between different scatterplots in the matrix
was performed as animated rotations in 3D space. The users could build queries to refine the
visualization and could re-order the animation space to highlight correlations, inaccuracies
and differences among them. In the approach by Xie et al, the authors investigated different
approaches for including uncertainty in visualizations using different viewing methods, such
as Scatterplot Matrices, Parallel Coordinates and glyphs.

Uncertainty in Visual Analytics. Berger et al. [20] implemented an interactive system for the
continuous analysis of a sampled parameter space with respect to multiple target values,
using multiple linked views of 2D scatterplots and Parallel Coordinate Plots. Their approach
could guide the users to explore the data and to find interesting patterns in them, as well
as to detect inaccuracies and uncertainties. A similar approach was presented in the paper
of Matkovic et al. [174], where they used multiple linked views, including 2D and 3D scatter-
plots, histograms, Parallel Coordinates Plots and pie charts. The goal was to visualize and
explore data from simulations, which can usually be complicated and their correlations or
comparisons can be difficult to identify.

In forecast and meteorology visualization, uncertainty has also been often addressed.
Potter et al. [216] first created an interactive and dynamic framework for the visualization of
uncertainty in the field of climate modeling and meteorology, by using multiple linked dis-
plays. Noodles, a system for the exploration and visual analysis of forecast uncertainties,
was later proposed by Sanyal et al. [238]. In this approach, Multiple Coordinated Views were
employed to provide different views on uncertainty, such as with ribbons, glyphs, spaghetti
plots and colormaps. This visualization was implemented to be used interactively for the
detection of the effect of a meteorological event on weather prediction.

In the medical field of application, Saad et al. [236] proposed an interactive tool for the
exploration and analysis of probabilistic segmentation results. This approach was meant for
the analysis of regions with segmentation uncertainty, using a number of widgets that were
integrating the analysis of multivariate probabilistic field data with direct volume rendering.
Another paper proposing an interactive visualization of uncertainty in the medical field was
published by Brecheisen et al. [33]. In this paper, the authors proposed a visualization tool
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that allows the visual exploration of the impact of small parameter variations on the result
of fiber tracking in Diffusion Tensor Imaging (DTI) data. The purpose of this paper was the
assessment of sensitivity of chosen parameters and the evaluation of intra-patient results.

Additional or more specific systems and methods for uncertainty visualization are going
to be addressed in the upcoming chapters. These systems will be more relevant to the topic
of each chapter and will be discussed there in detail.

3.5. Evaluation of Visualization Solutions

Evaluation is an important aspect of the design and implementation process of visualiza-
tion systems. In the field of visualization, many discussions have been conducted on this
topic. Recently, many papers providing guidelines and address methods for performing an
evaluation have been published [12, 79, 130, 159, 181, 205, 245], also in the field of medical
visualization [100, 255].

However, in this work, we have based the evaluation of all our visualization designs and
implementations on the paper of Lam et al. [159], which is more general and includes also
notions, concepts and methodologies from the other evaluations schemes. Lam et al. cat-
egorize evaluation approaches into seven scenarios for Information Visualization systems,
which can also be applicable in Scientific Visualization or Visual Analytics systems. These
categories include the following seven scenarios:

+ Understanding Environments and Work Practices (EWP), where feedback is requested
from a group of evaluation participants, with or without using the visualization sys-
tems, through understanding the work, analysis or information processing practices.
This can be performed with field observations or interviews.

- Evaluating Visual Data Analysis and Reasoning (VDAR), where a visualization system
is assessed on the basis of whether it supports analysis and reasoning and helps to
derive knowledge in a domain. This is usually performed with case studies or con-
trolled experiments.

+ Evaluating Communication Through Visualization (CTV), where a visualization system
is evaluated based on whether it can communicate information for teaching/learning
oritcan helpin presenting anidea. This can be performed with controlled experiments
or field observations and interviews.

+ Evaluating Collaborative Data Analysis (CDA), where the value of a visualization sys-
tem to aid the collaboration of people in a team for data analysis is assessed.

+ Evaluating User Performance (UP), which aims at measuring how specific features of
the visualization system affect the performance of the user. This can be performed
with controlled experiments.

- Evaluating User Experience (UE), which aims at obtaining feedback and the opinion

of the users on the visualization system. Informal evaluations, but also usability tests
are employed to measure UP.
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+ Automated Evaluation of Visualization (AEV), which is related to the measurement of
the performance of the algorithm.

This categorization has been extended by Isenberg et al. [130] with one additional cat-
egory: Qualitative Result Inspection (QRI/), where evaluations are conducted by means of
qualitative discussions and assessments of visualization results, not by end users of the
visualizations, but by general viewers. The categories that are more relevant for our work
are the EWP, VDAR, UP and UE. In the upcoming chapters, we will discuss in detail, for each
step of the pipeline, how we built and performed our evaluations to assess the value of our
designed visualization solutions.
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Above all else, show the data.

Edward R. Tufte (1942 -)

In this chapter, we present a novel technique for the extension of Parallel Coordinate Plots
(PCPs), a common choice for the representation and exploration of multi-variate, multi-dimen-
sional data. Among others, this kind of data are encountered throughout the entire radiother-
apy planning pipeline. The proposed enhancement aims at improving the display of the data
by emphasizing their underlying structure and patterns. Hence, it could be employed at all
steps of the pipeline, but also in other applications outside this domain. Chapter 4 is based on
the paper:

Raidou, R.G., Eisemann, M., Breeuwer, M., Eisemann, E. and Vilanova, A., 2016. Orientation-
Enhanced Parallel Coordinate Plots. IEEE Transactions on Visualization and Computer Graph-
ics (Proceedings of the Information Visualization 2016), 22(1), pp.589-598 [222].



4.1. Abstract

4.1. Abstract

Parallel Coordinate Plots (PCPs) is one of the most powerful techniques for the visualization
of multi-dimensional, multi-variate data. However, for large datasets the representation suf-
fers from clutter due to overplotting. In this case, discerning the underlying data information
and selecting specific interesting patterns can become difficult. We propose a new and sim-
ple technique to improve the display of PCPs by emphasizing the underlying data structure.
We call this technigue Orientation-Enhanced Parallel Coordinate Plots (OPCPs).

Our proposed OPCPs improve pattern and outlier discernibility by visually enhancing
parts of each PCP polyline with respect to its slope. This enhancement also allows us to
introduce a novel and efficient selection method, the Orientation-Enhanced Brushing (O-
Brushing). Our solution is particularly useful when multiple patterns are present or when
the view on certain patterns is obstructed by noise.

We present the results of our approach with several synthetic and real-world datasets.
Finally, we present the results of a user evaluation, which verifies the advantages of the
OPCPs in terms of discernibility of information in complex data. The results also confirm
that O-Brushing eases the selection of data patterns in PCPs and reduces the amount of
necessary user interactions compared with state-of-the-art brushing techniques.

4.2. Introduction

Parallel Coordinate Plots (PCPs) [128] are used for the visualization of multi-dimensional,
multi-variate data. With the use of PCPs, multiple data dimensions are mapped one-by-one
to a number of parallel vertical axes, as described in Chapter 3. Each multi-dimensional data
object is mapped to a polyline that intersects the axes, connecting the scalar values of every
dimension [128], as depicted in Figure 3.3. PCPs are able to efficiently display in a single view
all 2D projections of adjacent data dimensions [126, 128, 303]. In this way, they enable the
identification of relations and the detection of data patterns or trends — especially with the
help of interaction [112, 251] such as brushing [111] or reordering [13, 201, 285].

A limitation of PCPs is that they might suffer from clutter due to overplotting [112]. This
causes problems in data exploration and interpretation, especially in high density data. Re-
ducing visual clutter in PCPs is an important topic [14, 91, 175, 188, 320]. However, most of
the previous solutions are complex and focus mainly on aiding the detection of clusters in
the data [14, 320], not in revealing the overall data structure. In other cases, the proposed
visualizations may even unintentionally lead to concealing patterns and outliers [14, 188]. Fi-
nally, other solutions require interaction to achieve clutter reduction [91, 175], which is not
always possible.

We propose a simple technique to improve the representation of datasets in PCPs: the
Orientation-Enhanced Parallel Coordinates (OPCPs). Our technique visually enhances spe-
cific parts of each PCP line, depending on its slope. It enables discerning individual trends
and patterns, while it may even reveal patterns that are potentially obscured in traditional
PCPs. This enhancement also allows us to introduce a new brushing technique to facilitate
pattern selection in complex data, the Orientation-Enhanced Brushing (O-Brushing).

Our work consists of the following two major contributions:
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+ The concept of Orientation-Enhanced Parallel Coordinates (OPCPs) to improve the
view and discernibility of patterns in otherwise cluttered PCPs, without loss of low
density data information or outliers.

+ A versatile brushing technique based on the OPCPs: the Orientation-Enhanced Brush-
ing (O-Brushing). It enables efficient selection of individual data structures, with re-
duced user interaction.

The remainder of this chapter is organized as follows: Section 4.3 provides an overview
on previous work related to the topic of clutter reduction and discernibility improvement in
PCPs. Section 4.4 is the core of this chapter, where the OPCPs and the O-Brushing tech-
nigues are presented and discussed. Section 4.5 presents the results of our proposed ap-
proach, while Section 4.6 presents the results of our user evaluation. Finally, Sections 4.7
and 4.8 conclude the chapter with a discussion on several points with respect to OPCPs and
propositions for future work.

4.3. Related Work

Many different techniques have been proposed for enhancing the display of multi-variate
data and for reducing clutter in Information Visualization representations [80], including PCPs.
Some approaches require the manipulation of the axes of the representation, using reorder-
ing [13, 201, 285, 313]. These approaches are able to reveal hidden patterns and facilitate
data interpretation. However, in data with a large number of points reordering is insufficient.
Other approaches involve visual enhancement of PCPs by rendering curves or splines instead
of lines [11,102, 268, 320]. Such approaches are especially effective in reducing clutter at the
crossings of PCP lines, but they might suppress data patterns, such as outliers.

Another commonly encountered group of techniques requires clustering, combined with
different kinds of visual enhancements. Among these, we often encounter:

+ manipulating PCPs by averaging polylines and visualizing correlation coefficients be-
tween polyline subsets [250],

- filtering PCPs based on frequency or density of the data [14],

+ combining polyline splatting for cluster detection and segment splatting for clutter
reduction [319],

+ using cluster-based hierarchical enhancements and proximity-based coloring schemes
to provide a multi-resolution view to the data [91],

+ enabling context visualization at several levels of abstraction, both for the representa-
tion of outliers and trends [188],

+ using several transfer functions to reveal specific clusters and patterns in the data [134].

All previously mentioned cases involve clustering methods and focus on detecting and
differentiating specific clusters or trends in the data — not data patterns or underlying struc-
tures. In certain cases, clustering solutions inevitably lose information in low density areas,
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when reducing overplotting in high density areas. The approach of Zhou et al. [319] even
requires animation, which is not always feasible. Finally, a more artistic approach was pro-
posed by McDonnell et al. [175]. It incorporates a variety of techniques when rendering PCPs,
such as edge-bundling, visualization of the distribution and density of the data via opacity
and shading or silhouettes for easy distinction of overlapping clusters. However, not all tech-
nigues can be used in a single view, as some of them do not work well, if combined.

PCPs have also been used in combination with other representations, such as Star Glyphs
[83,227], radviz [21], or scatterplots [315). As recognized by Holten et al. [123], combining scat-
terplots with PCPs outperforms many other PCP variants, such as combining with colors,
opacity, curved polylines or animations. PCPs have also been combined with histograms [92]
to simultaneously show the density and slopes of polylines. This combination enables the
exploration of clusters, linear correlations and outliers in large datasets, with more emphasis
on data-driven and not pattern-revealing exploration.

Interaction makes local and dynamic data enhancements possible. The use of lenses [78,
307] or brushing are typical examples. As part of the XmdvTool [295], a number of different
brushes have been proposed by Martin et al. [173] and Ward [296]. Depending on the infor-
mation that needs to be shown in the data, different brushes are used for highlighting, linking
or masking the underlying data. Additionally, wavelet approximations are used to enhance
brushing [308], by showing different parts of the polylines at different resolutions. However,
brushing two variables in a non-separable way has only been enabled by the angular brush-
ing proposed by Hauser et al. [111]. The most important state-of-the-art brushing approaches
related to our approach are presented in Figure 4.1.

To sum up, there are different approaches for data enhancement and readability im-
provement in PCPs. However, most of the solutions aim at reducing clutter in PCPs by clus-
tering the data, without giving a better understanding of the overall underlying structure. Data
details such as outliers are often unintentionally hidden. Additionally, some solutions work
better, or only on a screen, either because they are animated or because they require interac-
tion. Finally, most of the approaches require complex steps, which means that they cannot
always be easily reproduced or used. In the following sections, we present our approach to
handle all aforementioned challenges.

4.4. Orientation-Enhanced Approach for PCPs

Our solution consists of two main components: the Orientation-Enhanced Parallel Coordi-
nate Plots (OPCPs) for the visual enhancement of PCPs, which will be described in sec-
tion 4.4.2, and the Orientation-Enhanced Brushing (O-Brushing) for the interactive selection
and analysis in OPCPs, which will be presented in section 4.4.3.

4.4.1. Background: Parallel Coordinate Plots

In a simple two-dimensional dataset with dimensions d; and d», a data point D = (y1, y2) is
plotted as a PCP line. This line is intersecting the two vertical axes d; and d» at the positions
y1 and y», respectively, as shown in Figure 4.2. When plotting the PCP lines, it is common to
employ opacity as a simple way of representing the density of the lines [112]. From now on
we will refer to this enhancement as density PCPs.
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Figure 4.1: Overview of different state-of-the-art brushing approaches for PCPs. With the red lines, we
denote the PCP lines in each case, which were selected with the brushing operations illustrated in blue.
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Figure 4.2: Schematic representation of the concept of PCPs for the simple case of a two-dimensional
point D with dimensions d; and d, and dimension values (y1,y2): (a) In a scatterplot. (b) Ina PCP.
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4.4.2. Orientation-Enhanced Parallel Coordinate Plots

Holten et al. [123] conducted an evaluation of PCP variants, where they demonstrated that no
other enhancement from the examined alternatives improves PCPs significantly apart from
combining scatterplots with PCPs. Inspired by this paper, we investigated a simple way to
combine effectively the two representations to enhance the display of PCPs. In many papers,
the combination of PCPs with scatterplots has been limited to having multiple interactive
linked views. This might entail memory limitations for the user, caused by switching the
view between the two separate representations.

The goal of the proposed visual enhancement of PCPs is to provide a better understand-
ing in the visualized data, by integrating PCPs and their corresponding scatterplots in one
view. A similar approach was followed by Yuan et al. [315]. However, this technique is com-
plex and requires bending the polylines to fit to the points of the scatterplots. In contrast, we
are looking for a simple approach that keeps the original appearance of PCPs intact. In the
proposed OPCPs, the basic principle is to enhance the PCP lines with respect to their slope.
This solution links PCPs and the corresponding scatterplot of the neighboring two axes, in a
natural way. In the remainder of the subsection, we describe the steps that we followed for
the design of our OPCPs.

Mapping. For illustration purposes, we demonstrate our concept using a two-dimensional
case. For simplicity, we also assume that the data values for each dimension have been
normalized to the range [0,1]. In Figure 4.3 - a, we show a PCP line which is defined by its
dimension values (y1, y2) and a slope a:

y2—nN
=L 70 4.1
a=" (@)

where dy is the distance between the two vertical PCP axes. In essence, we map the PCP
line to a unique reference point P = (xp, yp) in the space between the two PCP axes, with
xp €0,dy] and yj, € [0,dy], where dy is the length of the vertical axis, as shown in Figure 4.3
-a. The slope in equation (4.1) is linearly mapped to xp, while y,, is chosen to make P lie on
its corresponding PCP line:

di  dy
Xp = E at (4.2)
Vp = Vi+xp-a (4.3)

In Figure 4.3 - b, we show an example with multiple PCP lines and their respective refer-
ence points. Equations (4.2, 4.3) result into a point-to-point transformation — or warping —
of a 2D scatterplot space to the OPCP space, as shown in Figure 4.4. This illustration shows
the link between the scatterplot points and the reference point positions on the PCP lines.

Representation. To visually enhance each reference point and to preserve the orienta-
tion and context of its PCP line, we create a small line segment, which we call Orientation-
Enhanced PCP (OPCP). It is a small segment that shares the original PCP line orientation
and is centered at the reference point P.
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Figure 4.3: Schematic representation of the concept behind OPCPs: (a) Mapping of the slope a of the
PCP line (y1, y2) to the reference point P = (xp, yp) between the two PCP axes. (b) Mapping of the slopes
of multiple PCP lines to their corresponding reference points in the PCP space.
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Figure 4.4: Schematic representation of the transformation from (a) the scatterplot space to (b) the
OPCP space. Here, we use a 2D colormap [229] and annotations to show the point-to-point correspon-
dence from one space to the other.

Assigning a constant intensity and a given length to each segment would result into
OPCP segments that would not be visually separated, if they would be very close to each
other. Therefore, we vary the intensity of the segments using a kernel smoother. We smooth
the edges of the segments and assign higher intensities in the middle, which is the location
of the reference point P, as shown in Figure 4.5.

This desired intensity profile can be achieved with peak-shape kernels, such as a Gaus-

sian kernel [107]. The intensity I of the OPCP segment, resulting from a reference point
P = (xp, yp) after applying the Gaussian kernel, will be described as:
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Figure 4.5: Alternatives considered for the intensity encoding of the OPCP segments. Next to each case,
we show also the intensity profile.

2
L= xp)” ) (4.4)

where ¢ is the bandwidth of the kernel, which is user-defined, and k is a scale factor, which

relates to the height of the peak and is given by: #271 The bandwidth ¢ has an impact

on the length of the OPCP segment: larger o values result in smoother and wider-spread
segments. Figure 4.6 shows an example of OPCPs applied to three simple synthetic cases
and the effect of o on their appearance.

Visual Enhancement. In the paper of Harrison et al. [109], it is stated that PCPs can em-
phasize specific correlations more than others. Depending on the data aspects that need
to be emphasized, we propose to employ three enhancement methods: gamma correction,
transfer functions, and histogram equalization.

Gamma correction [101] allows the user to remap the levels of the intensity range, in order
to discern more details in the darker parts of the OPCP segments. This can be accomplished
with low values of gamma, while increasing values of gamma sharpen the OPCPs. Gamma
correction is applied per pixel, transforming the intensity I to Igcorr = I7. The effect of the
parameter y is depicted in Figure 4.7.

The effect of gamma correction can be generalized by applying a transfer function (TF),
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Figure 4.6: Effect of the o value of the Gaussian kernel on OPCPs, for three simple synthetic cases. To
increase the visibility of the segments, we have linearly scaled the image intensities to the range [0, 1].

aiming at controlling the contrast in the representation. As introduced in the work of Jo-
hansson et al. [134], different TFs affect the appearance of different data aspects. A linear
TF gives an overview on the data, a logarithmic TF enhances low density areas, a square root
TF emphasizes outliers in the data, and a quadratic TF enhances the high density areas. The
effect of the four previously mentioned TFs is shown in Figure 4.8.

Optionally, histogram equalization [107] reassigns the intensity values of an image, such
that the output will exhibit a uniform distribution of intensities. Histogram equalization can
create a background-foreground effect and enable better discernibility of different patterns
inthe data, especially in the presence of noise or of strong patterns. The impact of histogram
equalization in OPCPs is depicted in Figure 4.9.

Overlay. We enhance PCPs by overlaying the OPCP segments on top of the traditional PCP
polylines — for example, on density PCPs. To this end, we employ alpha blending [208], as
shown in Figure 4.10 - a. Overlaying OPCPs on top of PCPs helps in preserving the main ben-
efit of the latter, which is the connectivity across data dimensions. In this way, PCP polyline
bundles can still be traced.

Additional color encoding of OPCPs can enhance and visually separate them from the
underlying PCPs, as shown in Figure 4.10 - b. To reduce as much as possible the chances
of distracting the user by overlaying OPCPs on the PCP polylines and interfering with PCP
bundle tracking, the appearance of OPCPs can be further adjusted. The user can modify the
color and opacity of the OPCP segments, but also to fine-tune the o and y values to make the
OPCPs more or less prominent. For the purpose of this work, we encode the OPCP intensities
as black color values in the explanatory examples and red in the overlay examples.
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Figure 4.7: Effect of the gamma correction on the appearance of the OPCPs. Here, the ¢ value was set
to 10 and the image intensities were scaled to the range [0,1].

v

Linear TF Logarithmic TF Square Root TF Quadratic TF

Figure 4.8: Enhancement of different data aspects, using transfer functions (TFs). Here, we use a syn-
thetic dataset with a dominant linear relation among the dimensions and a few outliers. The bandwidth
o was set to 10 and the image intensities were scaled to the range [0, 11.

Parameter values. The parameters involved in the visual enhancement of the OPCPs, such
as the bandwidth o and the gamma correction value y, should depend on the specific aspects
of the data that need to be brought forward. Therefore, we do not assign a specific set of
values, but allow them to be user-controllable. In our interactive tool, we initially assign a set
of values (o=10 and y=1), which give already a good result, but can be changed adequately
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No Histogram Equalization With Histogram Equalization

4

Figure 4.9: Effect of histogram equalization on the appearance of OPCPs. Here, the o was set to 10 and
ytol.

Figure 4.10: Example of alpha blending in random noisy data: (a) Alpha blending of histogram equalized
OPCPs with density PCPs. (b) Color encoding of the foreground blended OPCPs (red) and background
density PCPs (black).

by the user.

4.4.3. Orientation-Enhanced Brush (0-Brushing)

Brushing [112, 251] is a common strategy for the selection of polylines of interest in PCPs.
However, when the amount of plotted lines increases, this selection becomes difficult. OPCPs
have an important property: they establish for each 2D data point a unique position in the
space between each pair of the PCP axes. This allows us to introduce a new brushing ap-
proach that is applied in the OPCP space, for easier and more efficient selection of specific
data patterns, which we name Orientation-Enhanced Brushing (O-Brushing).

0-Brushing is performed on OPCP segments in two ways: either with a traditional brush
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metaphor (O-Brush) or with a prober (O-Prober). These two methods are shown in Fig-
ure 4.11. The O-Brush acts as a lasso brush [112], applied only in the OPCP space. It requires
two user interactions, namely two clicks. The O-Brush is shown in Figure 4.11 - a. The O-
Prober is an interactive rectangle that can be resized and moved around the representation,
as depicted in Figure 4.11 - b. It works similarly to an area brush applied only in the OPCP
space. It requires maximally three interactions, namely, 2D resizing and translation.

Compared to traditional brushing methods, the O-Brush and O-Prober act only in the
OPCP space, hereby allowing for a more precise and local selection and resulting in a reduced
amount of required user interaction. The O-Prober and the O-Brush can produce the same
result, but their main difference is that the former can be used to probe through the dataset
for multiple similar patterns — for example, for lines with a given slope or a range of slopes —
employing minimal user interaction. In our current implementation, the O-Prober is a simple
movable rectangle of user-defined size, but it could be easily extended to arbitrary shapes.

Figure 4.12 shows a comparison of the O-Brushing methods with their alternatives from
existing literature. It depicts for each brushing technique the best achieved result, and the
user interactions required to select one specific pattern of interest. In this example, the
specific selection is only possible with the composite slider brush and the two proposed
0-Brushing methods. However, the two O-Brushing methods require fewer user interactions
than the composite sliders. In our interactive implementation, we included also the state-of-
the-art brushes, to enable users to perform selections both in the traditional PCP space and
the OPCP space.

4.5. Results

In this section, we present the results obtained by the application of OPCPs and the O-
Brushing to different datasets, intending to provide a deeper understanding into the OPCPs
space and its characteristics. To this end, the visualization of the OPCPs was implemented

N

O-Brush O-Prober

Figure 4.11:  Schematic representation of the concept behind O-Brushing. The thick gray segments
represent an OPCP for each underlying PCP line. With red we denote the selections in each case, while
with blue we depict the brushing operation.

52



4.5. Results

Composite Slider Brush Lasso Brush Angular Brush
2 interactions (4 clicks) 1 interaction (2 clicks) 2 interactions (3 clicks)

O-Brush O-Prober
1 interaction (2 clicks) max. 3 interactions

Figure 4.12: Example for the comparison of O-Brush and O-Prober against traditional brushing methods,
when attempting to select the same part, i.e., data points with middle values of both dimensions. All
brushes have been applied individually to the data. In this example, the lasso and area brush do not
succeed in selecting the specific data region. We show also the number of user interactions, i.e, the
number of clicks, required for each of the brushes. The composite slider brush requires maximally four
clicks, the O-Brush requires two clicks and the O-Prober requires maximally 3 user interactions (resize in
both dimensions and translate). Here, red is used to encode the OPCPs and blue to denote the selected
PCP lines, using each of the brushes.

in Python on the GPU, using OpenCL. The interaction for the brushing was realized using the
Visualization ToolKit (VTK) [2].

We tested the OPCPs on two different types of data. First, inspired by previous work [134,
315], we tested the behavior of OPCPs on a number of synthetic cases with two-dimensional
data with 1000 data points, containing predefined patterns and structures. PCPs and OPCPs
are meant for multi-dimensional data, but we employ these two-dimensional examples for
illustration purposes. Secondly, to demonstrate a real usage scenario of OPCPs, we used
multi-variate data obtained from various databases [1, 4, 135, 164].

4.5.1. Results with Two-Dimensional Synthetic Stimuli

In Figure 4.13, we show our approach as applied to the synthetic stimuli, together with their
corresponding scatterplots and density PCPs. From this figure, the warping transformation
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of the scatterplot space on the PCPs, which was described in section 4.4.2, becomes obvi-
ous. From these examples, we confirmed that the OPCPs, in comparison to PCPs, facilitate
the discernibility of multiple data patterns, data outliers and also data structures obstructed
by noise. In the remainder of the section, we illustrate this with additional examples.

Discernibility of data patterns. We assume two main subcategories of relationships in
the data: either there is a single relationship in the data, which is not immediately recogniz-
able; or there are multiple and more complex relationships. Examples of both results were
shown in Figure 4.13. In the first category, we include four different stimuli. For the cubic
and square root stimuli, the OPCPs facilitate the identification of the different patterns com-
pared to PCPs, because of the visible correspondence to the scatterplot space. Additionally,
the double spread and sinusoidal stimuli, have a similar appearance when shown in the den-
sity PCPs. However, the OPCPs allow to see that these are different patterns. Finally, for
the second category, it is also easier to identify the multiple relations between the two data
dimensions - or data clusters - when employing the OPCPs, as depicted in Figure 4.13.

Discernibility of data outliers. We use two synthetic stimuli, for which the dimensions are
linearly correlated, as shown in Figure 4.14. In addition to this, the second stimulus contains
some outliers. By overlaying the OPCPs on the density PCPs, we enhance the main pattern
in the data, which is a linear relationship, without obscuring the outliers.

Discernibility of noise-obstructed data structures. We created two stimuli with initially no
correlation between the two dimensions, as shown in Figure 4.15. In addition to this, a struc-
ture with a linear relationship between the dimensions was then added to the second stimu-

Single Relationships Multiple Relationships
Scatterplot Density PCPs OPCPs Scatterplot Density PCPs OPCPs

square root,

cubic
double spread
sin

"\

Figure 4.13: Examples showing that the OPCPs allow the discernibility of (multiple) patterns or clusters
in the synthetic stimuli.
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Scatterplot Density PCPs OPCPs

Figure 4.14: Examples showing that the OPCPs enable the discernibility of outliers in the synthetic
stimuli.

Scatterplot Density PCPs OPCPs

Figure 4.15: Examples showing that the OPCPs enable the discernibility of noise-obstructed structures
in the synthetic stimuli.

lus. In density PCPs, this structure is hidden. By overlaying the OPCPs on the density PCPs,
we can visually enhance the obstructed data structure and recover the underlying relation.

4.5.2. Results with Multi-Variate Synthetic and Real Data

In a real-world analysis, PCPs are used to visualize multi-variate data. To additionally as-
sess our approach, we employ more complex data with more realistic data patterns across
their dimensions. Among these datasets, we included four well-known datasets from vari-
ous databases. The employed datasets are the apartments dataset from the database of
TU Braunschweig [1] with 2,290 data points, the Venus dataset from the database of the
XmdvTool [4] with 8,784 data points, the Dut5d dataset from the database of the Xmdv-
Tool [4] with 16,384 data points and the household dataset from UCI repository [164] with
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apartments (2,290 datapoints)

—— |

household (2,075,259 datapoints)

Figure 4.16:  Application of OPCPs to multi-variate synthetic or real data obtained from various
databases [1, 4, 164].

2,075,259 data points. Figure 4.16 shows the results of using OPCPs to represent the above
mentioned datasets. The OPCP advantages discussed in section 4.5.7 are again apparent in
these cases.

In the apartments dataset, especially between the first two data dimensions, multiple
data patterns are emphasized. They are also more discernible when using OPCPs, as shown
in Figure 4.16 - a. This also occurs between the second and third dimension of the same
dataset, as depicted by Figure 4.16 - b. In this dataset, OPCPs are also able to bring forward
outliers — for example, between the second-third and third-fourth data dimensions, which
were not easily discernible in the density PCPs, as can be seen in Figure 4.16 - c.

In the Venus dataset, the OPCPs facilitate the identification of distinct patterns — for
example, three patterns between the second and third data dimension, as depicted in Fig-
ure 4.16 - e. In addition to this, OPCPs allow to visually enhance the multiple small clusters
between the first two dimensions, which is shown in Figure 4.16 - d, as well as outliers be-
tween the third and fourth data dimension that are not visible in the respective density PCPs,
presented in Figure 4.16 - f.

In the Out5d dataset, pattern identification becomes easier throughout all dimensions,
especially in parts of the representation, where the patterns are obstructed by noise. An
example of this is visible in Figure 4.16 - g,h,i, in the last three dimensions of the data.
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Finally, in the household dataset, between the first two dimensions, but also between
the third and fourth dimensions of the data, patterns that were not visible in the traditional
density PCPs are brought forward with the use of OPCPs. This is demonstrated in Figure 4.16
- jk. Especially, in Figure 4.16 - k, there are two main patterns in the data, which appear
as a single pattern in the density PCPs. Also, between the last two data dimensions there
are several outliers, which are significantly enhanced with the OPCPs, as can be seen in
Figure 4.16 - I.

Advantages of the O-Brushing. Based on the added benefits of OPCPs, it is expected that
O-Brushing will facilitate the selection of the respective data structures in the OPCP space, in
comparison to state-of-the-art brushing methods, which act in the PCP space. In this work,
we compare our proposed O-Brushing to methods, such as the lasso brush, the angular
brush and the composite slider brush. Examples of the use of O-Brushing are shown in
Figure 4.12 and Figure 4.17.

Figure 4.177. Examples showing that the OPCPs allow the selection of (a) outliers and (b) noise-
obstructed structures in the data.

4.5.3. Performance

The performance of our approach was tested on several datasets from various databases [1,
4,135, 164]. The datasets vary between 1,000 and 2 million data points. The test was con-
ducted on an Alienware Aurora R4 with an Intel Core i7-4820K @ CPU 3.70GHz Processor,
16GB RAM and NVIDIA GeForce GTX 780. The performance results are depicted in Fig-
ure 4.18. The system is implemented on the GPU and enables interactive brushing. The
0-Brush and O-Prober can be employed for almost real-time data-driven selection.

4.6. Evaluation

To test our approach with respect to the state-of-the-art, we conducted a user evaluation.
We used the implemented interactive prototype, which enables visualizing data with den-
sity PCPs and OPCPs, as well as data selection with all five brushing techniques: compos-

57



4.6. Evaluation

10000

1000

time (ms)

100

10 | L L
1000 10000 100000 1000000 10000000

number of datapoints

Figure 4.18: Performance times of OPCPs for multi-variate synthetic or real data from various
databases [1, 4, 135, 164].

ite slider brushes, classical lasso brush [112], angular brushing [111], as well as our two O-
Brushing approaches.

The evaluation was designed based on the paper of Lam et al. [159] and consisted of
two main parts. The first part was a controlled user study to measure User Performance
(UP) [159] with the OPCPs and O-Brushing, against density PCPs and traditional brushing.
For this part, we performed three experiments, which are described in detail in the follow-
ing subsections. The second part consisted of answering a questionnaire to measure User
Experience (UE) [159], using Likert scales, ranking, and open questions.

We employed 16 participants, with various backgrounds: Computer Science (11, out of
which 5 from Computer Graphics and 4 from Visualization), Electrical Engineering (3), Physics
(1) and Biomedical Engineering (1). Most of them (9) had preliminary knowledge of PCPs, al-
though only one participant had worked with PCPs before. Before the evaluation, we gave a
short introduction, we demonstrated the functionality of the prototype — for example, how
to perform data selections with each method —, and we allowed participants to use it, until
they felt confident with it. In average, people spent around 5 minutes on the prototype before
the experiment.

4.6.1. First Part: User Performance

We performed three experiments. The first experiment aimed at measuring the performance
of users in discerning patterns, outliers, and data structures obstructed by noise using den-
sity PCPs or OPCPs. We created two comparable, two-dimensional synthetic datasets per
case, and we visualized them with both representations. Then, we showed static images of
the representations to the users in a randomized order, and we asked them to perform tasks,
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such as identifying and pointing out patterns in the data, outliers and noise-obstructed data
structures. For each one of the static images, we measured the time that users needed to
give a conclusive answer and accuracy of their answers. Since the data were synthetic, we
already knew the exact number of the required structures in the data. Thus, every wrong or
unidentified pattern was penalized in the accuracy measurement.

The second experiment aimed at measuring user performance in selecting specific pat-
terns, outliers, and noise-obstructed data structures, with state-of-the-art brushing or O-
Brushing. We created a two-dimensional synthetic dataset per case. We showed static
images to the users, explaining which part of the data needed to be selected. Then, we
asked them to perform a selection of the previously specified data part, using only one of
the brushing techniques at a time, in a random order. All tasks were possible with all meth-
ods. Again, we measured time, accuracy, and number of interactions, or number of clicks,
required for task completion.

The third experiment aimed at measuring performance with multi-variate, complex data
and tasks. We created two comparable five-dimensional synthetic datasets, using the PCDC
tool [34]. Then, we designed a set of questions, which were related to identifying and/or
selecting data patterns, outliers and noise-obstructed structures. The users were asked to
apply traditional brushing to one of the datasets with PCPs, and O-Brushing to the other
dataset with OPCPs to perform the given tasks. The order of the dataset and approach,
as well as their combination, was alternated randomly, to reduce bias from learning. We
measured completion time, accuracy and number of interactions, or clicks, required from
the user for the task completion.

The outcomes of the statistical analysis of the experiments are summarized in Fig-
ures 4.19 - 4.21, at the end of this chapter. The first and third experiment were analyzed
with paired t-tests, while the second was analyzed with ANOVA and Tukey's HSD test.

The results of the first experiment (Figure 4.19) indicate that identification of patterns,
outliers and noise-obstructed structures is more accurate with OPCPs than with PCPs (p <
0.01). Especially, in case where a structure is obstructed by noise in the data, the OPCPs
were much more accurate (u = 1,0 = 0) than PCPs (u = 0.06,0 = 0.25). The distinction of
noise-obstructed structures is also faster (p < 0.05) in OPCPs: users required half the time to
recognize these kinds of structures in the data with OPCPs than with PCPs. For pattern and
outlier detection, there is no conclusive result for the time performance, but the accuracy is
significantly improved with OPCPs.

The outcome of the second experiment (Figure 4.20) shows that O-Brushing is faster
and more accurate (p < 0.01), in all cases. For pattern and outlier selection, O-Brushing also
requires significantly less interactions (p < 0.05). From Tukey's HSD test, it results that there
is no statistically significant difference between the performance of users when using the
O-Brush or the O-Prober. Based on this test, the overall ranking of the different brushing
techniques for the three investigated tasks results as: the two variants of O-Brushing, angular
brushing, composite brushing using sliders and lasso brushing.

The results of the third experiment (Figure 4.21) demonstrate that our approach is more
accurate than the state-of-the-art approach, for the four given tasks. The combined use of
OPCs with O-Brushing had an average accuracy of 0.96 for all tasks, while traditional PCPs
with standard brushing only 0.75. In this experiment, there were no indications that pattern
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discernibility requires less time with OPCPs. However, for the other three tasks the use of
OPCPs and the proposed 0O-Brushing makes a big difference in performance times. For ex-
ample, for pattern selection our approach requires half the time of the traditional approach.
Overall, there is an indication that when selection is involved, our approach is also signifi-
cantly faster and requires less interaction (p < 0.05).

4.6.2. Second Part: User Experience

The second part of the evaluation consisted of conducting a survey. First, we asked users
to grade PCPs and OPCPs and, also, the five previously used brushing methods, using Likert
scales. The outcome of the statistical analysis of the experiments is summarized in Fig-
ure 4.22. From the statistical analysis, it resulted that the PCPs were easier to understand,
but the OPCPs were considered significantly easier to use (4.13), more useful (4.44) and also
more suitable for the identification of patterns (4.44), outliers (4.38) and noise-obstructed
data structures (4.31), compared to traditional PCPs. Moreover, the composite sliders and
O-Brushing were considered easier to use and useful, while the easiest to understand were
composite sliders and the O-Prober. The sliders and O-Brushing were considered most suit-
able for pattern selection, while for outlier and obstructed structure selection only O-Brushing
was preferred.

The next part of the questionnaire consisted on ranking the two representations using
the same scale and the five brushing methods. The OPCPs were ranked significantly higher
(8.31) than the PCPs (5.81) (p < 0.05), while the O-Brush and the O-Prober were ranked sig-
nificantly higher (8.25 and 8.29, respectively) than the sliders (6.50), the lasso (4.81) and the
angular brushing (5.25) (p << 0.01).

The questionnaire was concluded with open questions. The participants replied that the
OPCPs can be very strong in structure detection in the data, especially when there is a lot of
overlap in the data. However, the OPCPs take more time to get used to and might require
some training for naive users. Also, finding simple correlations across dimensions can be
easier sometimes with PCPs only. O-Brushing makes it easier to select patterns locally, but
O-Prober could be improved by using also different shapes, other than the rectangle. Most
users commented that our approach supported them more in the identification and selection
of patterns and outliers, in particular. For simple cases, due to the fact that OPCPs require
prior familiarization and training, they might be less suitable. However, for cluttered data, the
advantages are straightforward.

4.7. Discussion

The results of the application of OPCPs on synthetic and real datasets presented in sec-
tion 4.5, as well as the evaluation results of section 4.6, brought forward a number of limita-
tions and raised several points for discussion.

Firstly, the proposed OPCPs are a visual enhancement of PCPs that enables the discerni-
bility of patterns, outliers and noise-obstructed structures in the data. In the paper of Holten
et al. [123], it is stated that combining scatterplots with PCPs can result in significant per-
formance gains for the users. In many papers, the combination of PCPs with scatterplots
is limited to having multiple linked views, where interactive linking and brushing can reflect
selections from one representation to the other. However, in this case, users need to switch

60



4.7. Discussion

between windows and use their mental memory for data exploration and analysis — for ex-
ample, when the user performs an operation and sees the result in another window.

Our OPCPs, instead, are not aiming at substituting scatterplots or at using linked scatter-
plot views. They focus on giving a better understanding of the data represented by PCPs, by
integrating in a seamless way the two representations in one, combining their benefits and
reducing the memory limitations that result from switching between the two separate rep-
resentations. We consider that a comparison between scatterplots linked to PCPs against
OPCPs is out of the scope of this work, as the latter is a visual enhancement of PCPs and
not a new representation on its own. Still, if a user would consider it necessary, OPCPs could
be linked to additional scatterplots. In this case, it would make sense to investigate a com-
parison between scatterplots linked to PCPs, and scatterplots linked to OPCPs.

Additionally, from our evaluation it resulted that the interpretability of the patterns might
not be straightforward. Our approach requires a certain level of familiarization with the en-
hancement. However, during the evaluation, the users were able to identify patterns more
accurately than with traditional PCPs. Also, the cognitive load induced by the use of OPCPs
is not so significant, to slow down the analysis of the data. As it can be seen in the eval-
uation results, in the vast majority of the tasks, the time needed to perform an operation
using OPCPs and the related O-Brushing is significantly less than the time needed to per-
form the same operation with state-of-the-art techniques. This is a first indication that the
interpretability of patterns in OPCPs is not compromised. In a future additional evaluation, it
would be interesting to research this further.

Moreover, there was no evidence so far that the use of OPCPs might be distractive for
the user or interfering with bundle tracking. OPCPs are a new visual enhancement that re-
quires some training, as pointed out by users. However, in our interactive tool the appearance
of OPCPs can be adjusted by fine-tuning the ¢ and y values to make the enhancement as
prominent as the user would like. Also, there is always the option to adjust the color and
opacity of the OPCP segments, to interfere less with the underlying PCPs and the polyline
bundles. In the user evaluation, we included tasks where bundle tracking was necessary.
In these cases, the users could perform the tasks without problems. However, for a more
conclusive answer to this point, a more extensive study would be required.

For the brushing functionality, in the interactive version of our tool, the users can select
in which of the two spaces — PCP space or OPCP space — they would like to brush. In
the OPCP space, the two proposed O-Brushing methods can be employed, while in the PCP
space, state-of-the-art brushing, such as angular or lasso or composite brushing, can be
used. As some users stated during the evaluation, having the possibility to choose the space
to perform selections on the data is useful in different occasions: for example, if the user
needs to perform selections based on the range values of some dimensions, state-of-the-
art brushing methods are more appropriate and more straightforward to use. However, if
specific patterns, or outliers or structures in the data need to be selected, then O-Brushing is
more efficient.

To conclude with, we foresee some limitations of our approach. First, OPCPs require
some familiarization, as they are not immediately intuitive. Additionally, they require a wider
spacing between the dimension axes as compared to traditional PCPs in order to be effec-
tive. Moreover, the OPCPs should be accompanied by PCPs, to preserve context and con-
nectivity across dimensions. Finally, the O-Prober could improve by using free-hand shapes
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or a scribbling interface instead of the predefined rectangle. This would enable easier, faster
and more accurate selection of specific patterns with OPCPs, similarly to the shape-based
method proposed by Muigg et al. [179].

4.8. Conclusions and Future Work

Parallel Coordinate Plots exhibit overplotting, which results in a cluttered view on the data.
Therefore, discerning the underlying data information and selecting interesting patterns can
become difficult. We proposed a new technique, the Orientation-Enhanced Parallel Coordi-
nate Plots, to improve the view and discernibility of patterns in otherwise cluttered PCPs.
We achieved our goal by visually enhancing parts of each PCP line with respect to its slope,
hereby incorporating information from scatterplots in the representation [123].

Compared to the state-of-the-art, our approach is simple and provides better discernibil-
ity of data patterns, especially when there are multiple overlapping patterns or when there
are outliers and structures, obstructed by noise. We evaluated our approach with several
synthetic and real-world datasets. One of the main advantages of OPCPs is that they allow
a new and versatile selection method, the Orientation-Enhanced Brushing. Brushing in the
OPCPs space enables an efficient selection of individual data structures involving a reduced
user interaction when compared to the state-of-the-art selection tools in PCPs. On the other
hand, OPCPs require more training, compared to PCPs.

A direction for future work includes employing color transfer functions in the OPCPs for
better discrimination of the different data patterns, or even clustering. Moreover, it would
be interesting to extend the evaluation of our proposed visual enhancement, but also of the
related brushing method, to cover the points discussed in section 4.7. Finally, the extension
of the O-Prober to other shapes should allow easier, faster, and more interactive selections
of data patterns.
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First Experiment
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Figure 4.19: Results for the experiments conducted as part of the evaluation, for the first experiment
of the User Performance (UP) part (performance in discerning patterns, outliers, and data structures
obstructed by noise using density PCPs or OPCPs) with two datasets (D1, D2). The small white circles
denote outliers in the measurements. The asterisks denote a statistically significant difference (p <0.05)
between the measurements, as it resulted from our statistical analysis using a paired t-test.
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Second Experiment
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Figure 4.20: Results for the experiments conducted as part of the evaluation, for the second experi-
ment of the User Performance (UP) part (performance in selecting specific patterns, outliers, and noise-
obstructed data structures, with state-of-the-art brushing or O-Brushing). The small white circles de-
note outliers in the measurements. The asterisks denote a statistically significant difference (p <0.05)
between the measurements, as it resulted from our statistical analysis using ANOVA and Tukey's HSD
test.
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Third Experiment
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Figure 4.21: Results for the experiments conducted as part of the evaluation, for the third experiment
of the User Performance (UP) part (performance with multi-variate, complex data and tasks). The small
white circles denote outliers in the measurements. The asterisks denote a statistically significant dif-
ference (p <0.05) between the measurements, as it resulted from our statistical analysis using a paired
t-test.
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Figure 4.22: Results for the experiments conducted as part of the evaluation, for the User Experience
(UE) part. The asterisks denote a statistically significant difference (p <0.05) between the measure-

ments, as it resulted from our statistical analysis using ANOVA and Tukey's HSD test.
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Well, I must endure the presence of a few caterpillars,
if I wish to become acquainted with butterflies.

Antoine de Saint-Exupéry (1900 - 1944), The Little Prince

In this chapter, we present a novel technique for the representation, exploration and visual
analysis of variations in imaging features, derived by means of pharmacokinetic modeling.
Our approach supports the exploration of variations in the derived features, across modeling
choices, in a single combined view. Particular emphasis is given on the association of obser-
vations from the feature space to patient anatomy. Chapter 5 is based on the paper:

Raidou, R.G., van der Heide, U.A., van Houdt, PJ., Breeuwer, M. and Vilanova, A., 2014. The
iCoCooN: Integration of Cobweb Charts with Parallel Coordinates for Visual Analysis of DCE-
MRI Modeling Variations. Proceedings of the Eurographics Workshop on Visual Computing
for Biology and Medicine (VCBM 2014), pp. 11-20 [227].



5.1. Abstract

5.1. Abstract

Efficacy of radiotherapy treatment depends on the specific characteristics of tumor tissues.
To determine these characteristics, clinical practice uses Dynamic Contrast Enhanced (DCE)
Magnetic Resonance Imaging (MRI), as already described in Chapter 2. DCE-MRI data is
acquired and modeled using pharmacokinetic modeling, to derive per voxel a set of param-
eters that are indicative of tissue properties. However, different pharmacokinetic modeling
approaches can be employed — thus, making different assumptions and resulting in param-
eters with different distributions or even in different parameters. A priori, it is not known
whether there are significant differences under different modeling assumptions, and which
assumption is best to apply. Therefore, clinical researchers need to know at least how differ-
ent choices in modeling affect the resulting pharmacokinetic parameters and the locations,
where parameter variations are occurring more frequently .

In this paper, we introduce the iCoCooN: a visualization application for the exploration
and analysis of model-induced variations in pharmacokinetic parameters. We designed a
visual representation, the Cocoon, by integrating in a perpendicular setting, Parallel Coordi-
nate Plots (PCPs) with Cobweb Charts (CCs). PCPs display the variations in each parameter
between modeling choices, while CCs present the relations in a whole parameter set, for
each modeling choice. The Cocoon is equipped with interactive features to support the ex-
ploration of all data aspects, in a single combined view. Additionally, interactive brushing
allows to link the observations from the Cocoon to the anatomy of the patient.

As part of this work, we conducted evaluations with experts and also with general users.
The clinical experts judged that the Cocoon, in combination with its features, facilitates the
exploration of all significant information and especially enables them to find anatomical cor-
respondences for their observations from the feature space. The results of the evaluation
with general users indicate that the Cocoon produces more accurate results, compared to
independent small multiple views.

5.2. Introduction

As mentioned in the early chapters of this dissertation, the efficacy of radiotherapy is hypoth-
esized to depend on the specific characteristics of tumor tissues. Tumor characterization
requires the use of different imaging modalities, among which Dynamic Contrast Enhanced
(DCE) Magnetic Resonance Imaging (MRI). These are time series of three-dimensional im-
age volumes, which reflect the absorption of a contrast agent by tissues as a function of
time after injection. After DCE-MRI data acquisition, clinical practice uses one of the estab-
lished models to derive a set of output parameters per voxel, which is indicative of tissue
characteristics. However, different modeling approaches require different assumptions or
choices. Depending on these choices, the resulting parameters might present different val-
ues or might be fundamentally different.

It is difficult to decide beforehand whether different assumptions or choices lead to sig-
nificant parameter differences and which assumption leads to a better description of the
tumor tissues. Therefore, it is valuable for clinical researchers to explore the variability in
the parameter values, as given by the different alternatives. In this way, they can identify
which anatomical regions are affected more by the modeling choices and whether this has
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an impact on the final clinical decision and treatment. Apart from exploring variations in
the parameters independently, it is also important to know how the relationships between
parameters change. Still, these relationships are complex and the effect of different assump-
tions on DCE-MRI modeling is difficult to predict. To the best of our knowledge, there is no
tool that allows this kind of inspection.

In this paper, we introduce a new application: the iCoCooN (Integrated Cobweb Charts
and Parallel Coordinate Plots for Visual ANalysis of DCE-MRI Modeling Variations). It is a
visualization tool for the exploration and analysis of variability in the parameter values that
result from different choices during DCE-MRI modeling. As part of the iCoCooN, we designed
a new representation: the Cocoon. For this, we integrated Parallel Coordinate Plots (PCPs)
with Cobweb Charts (CCs), which are also called Star or Spider Plots, Radar Charts or Kiviats
in literature. In this way, we manage to simultaneously show different significant aspects of
the data and to provide a more effective exploration. The interactive features of iCoCooN
facilitate data exploration and improve anatomical interpretation.

After the design, we conducted an evaluation of iCoCooN with clinical experts, where we
performed two case studies, with patient data. Due to the limited amount of field experts, we
conducted an additional usability study with non-experts, to increase the statistical power
of our evaluation. Our work presents the following contributions:

+ The iCoCooN is a new interactive application that enables the visual analysis of DCE-
MRI modeling variations and, especially, the association of the observations from the
parameter space to the patient anatomy.

+ The Cocoon is a visual representation within the iCoCooN, which results from the in-
tegration of PCPs with CCs. It enables the exploration and analysis of the DCE-MRI
modeling information in a single combined view.

+ The evaluations demonstrate the potential of the iCoCooN for the analysis of DCE-MRI
modeling variations.

The remainder of this chapter is organized, as follows: Section 5.3 summarizes the nec-
essary clinical background information. Section 5.4 provides an overview on previous work.
Section 5.5 is the core of this chapter, where the design of our proposed approach is pre-
sented and discussed. Section 5.6 presents the results of our evaluations. Finally, Section 5.7
concludes the chapter with a discussion and propositions for future work.

5.3. Clinical Background

Dynamic-Contrast Enhanced (DCE) Imaging is a commonly used MRI technique in cancer di-
agnosis. The basic concepts of DCE-MRI data have already been described in Chapter 2. As
a short reminder, these are 4D data, which depict the absorption and washout of a contrast
agent (CA) in tissue over time, based on the idea that this process happens differently, in dif-
ferent tissues. Usually, pharmacokinetic (PK) models [153, 257, 272] are employed to derive
per voxel a set of PK parameters, indicative of tissue characteristics, as shown in Figure 2.8
(Chapter 2).

Each PK model contains a number of assumptions or crisp choices [61, 152, 197, 283],
which may affect the values of the resulting parameters, as shown in Figure 2.9 (Chapter 2).
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Clinical researchers do not know a-priori whether there are significant differences among
models or their assumptions, and which is the optimal to apply. Therefore, it is valuable for
them to investigate how the derived PK parameters behave with different modeling choices.
In this way, they can explore the impact of these choices on the precision of the treatment
outcome. The current practice for this exploration has been shown in Figure 2.9 (Chapter 2).
Here, the so-called PK parameter maps are explored visually side-by-side, making the whole
procedure time consuming and limited in insight. More specifically, in a real-world analysis,
clinical researchers are interested in performing the following tasks, at a voxel level:

- Identification of Variability (T1) — How does each one of the PK parameters vary
across different modeling choices?

« Identification of Relations (T2) — What kind of relations develop within each of the PK
parameter sets?

« Comparison of Behaviors (T3) — How modeling choices affect the relations within
each of the PK parameter sets?

+ Detection of Patterns (T4) — How modeling choices affect patterns within the data?

+ Association to Anatomical Reference (T5) — What is the anatomical location of spe-
cific interesting behaviors or features?

5.4. Related Work

In this section, we present the most relevant work related to the iCoCooN. The exploration
and analysis of perfusion parameters that characterize the shape of the DCE-derived en-
hancement curves and their correlation with the data has been presented in a survey of
existing applications, by Preim et al. [218]. Yet, model-induced variability of PK parameters
has not been addressed by any of these applications. The minimization of uncertainty in ki-
netic PET modeling parameters has been addressed in the work of Nguyen et al. [186], which
allows the exploration of variabilities in the parameters. However, the capabilities to show
relations between parameters and the effect of variability on these are limited.

Combining PCPs with CCs has also been tackled in other applications. In Temporal
Stars [187], discrete multiples of radial graphs, with each axis representing a variable, are
set along a central time axis to describe variation with time. This representation is useful
for comparing different star glyphs, or for monitoring time evolution of the variables. As an
extension, the 3D Kiviat [273] combines variable axes circularly arranged to a central time
axis and a surface rendering around the 2D Kiviats for each time step to show the evolution
of the 2D Kiviats in time. In this way, 3D Kiviats show correlations between attributes, while
preserving the focus on time evolution.

The visualization proposed by Fanea et al. [83] also employs a combination of PCPs and
Star Glyphs in a single configuration, to address clutter in the former. Each Star results from
PCP polylines unfolding around the central axis and depicts a data item or a data dimen-
sion, thus maintaining the total number of dimensions. The PCPs of this visualization do
not provide additional dimensions with additional information or insight in data relations or
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patterns. Finally, in VisLink [56], inter-relationships between multiple visualizations can be
interactively explored, with the form of multiple 2D layouts positioned in space and linked
together to show data associations.

Our approach combines specific attributes of the previous work with new ones, to ac-
commodate all the requirements of our application, as mentioned in Section 5.3. We keep the
Star Glyphs for the exploration of relations and behaviors in each parameter set [83, 187, 273],
but we provide additional dimensions with PCPs for the exploration of trends and relations
in each one of the parameters across these different choices. In this way, the PCPs provide
additional information and are not restricted to time representation [187, 273] or to linking
multiple representations [56]. Finally, we incorporate functionality to link observations from
the parameter space to the anatomical space, which is not provided in any previously pub-
lished work.

5.5. The Design of the iCoCooN

After DCE-MRI acquisition, different output parameters are derived per voxel, through PK
modeling. At this point, different established models and/or several assumption alternatives
can be considered. In order to visualize all data aspects, as described in Section 5.3, we
employ the workflow proposed in Figure 5.1.

For the visualization of each one of the PK parameters across the different choices, we
decided to employ PCPs [128]. This representation allows the user to visualize multiple data
dimensions in limited space and to detect trends and patterns. In our case, each line in the
PCPs corresponds to a location in the medical volume and each dimension to a PK param-
eter derived from different modeling choices, as depicted in Figure 5.2. This is a suitable
choice for the identification of model-induced variability in each of the PK parameters.

For the visualization of each modeling choice, we decided to employ CCs [50]. This com-
pact iconography representation combines the advantages of PCPs with glyphs, for the easy
detection of patterns among different plots [143]. This is based on the human perceptual
ability to easily discern shape differences. In the present application, each line in the CCs
corresponds to a location in the medical volume and each dimension to a PK parameter de-

Acquisition Modeling The iCoCooN
Behaviors
Comparison
Variability
Identification
Pattern
I Detection

Relations
Identification

Anatomic
Reference

Figure 5.1: Workflow considered for the construction of the iCoCooN. With dark grey, we denote the five
requirements discussed in Section 5.3, for the visualization and exploration of the required data aspects.

71



5.5. The Design of the iCoCooN

Choice 1 Choice 2 Choice 3 Choice 1 Choice 2 Choice 3
PK1 PK1 PK1
PK1
PK 4
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PK 2
Y
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PK 2 PK 2 PK 2
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PK 3 PK 3 PK 3
PK1 PK1 PK1
PK 4 PK2 PK 4 PK 2PK 4 PK2
PK 3 PK3 PK3
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Figure 5.2: Configuration of Cocoon from perpendicular integration of PCPs and CCs. Here, we consider
four PK parameter sets (PK 1-4), from three different modeling assumptions (Choice 1-3).

rived from one modeling choice, as depicted in Figure 5.2. Itis a proper choice for comparing
qualitatively a whole PK parameter set against another, or for locating relations, similar and
dissimilar behaviors or outliers in a parameter set.

Using a single PCP to encode the PK parameter values, and an additional discrete axis
for the different modeling choices, would not be an appropriate option. This solution would
add clutter in the representation, due to an increasing number of overlapping lines from the
different modeling choices. Although this limitation could be solved with the technique pre-
sented in Chapter 4, an additional issue with this solution is that it would only provide an
overview on global shifts in the parameters, disregarding spatial relationships between pa-
rameter sets. Therefore, for visualizing and linking both intra- and inter-model information,
both PCPs and CCs are needed. However, if many variables are involved in the exploration,
independent multiple PCPs and CCs might be visually cumbersome, due to the amount of
windows. For these reasons, we decided to create a new representation, the Cocoon, from
the perpendicular integration of PCPs and CCs in a single 3D view with orthographic projec-
tion [180].

With the 3D Cocoon, we facilitate the exploration, by conveying different views of the
data in an equal context. This is also one of our main differences with respect to previous
work [56, 83, 186, 187, 218, 273]: the PCPs of the Cocoon are not linking multiple CC repre-
sentations, but they show additional dimensions of the data. In this way, we facilitate linking
between parameters and modeling choices in a compact view, without forcing the user to
use his memory during tasks, as in the case of the independent small multiples.
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Figure 5.2 depicts the concept behind the configuration of the Cocoon, when we have
four parameters to compare across three assumptions. For our application, we need to
show a limited number of different modeling assumptions and a maximum of six indepen-
dent parameters, which is the maximum number of parameters encountered in the two-
Compartment Exchange Model [257], previously described in Chapter 2. The optimal number
of parameters is four, but for more than four parameters in the CCs, the user can selectively
switch on and off axes in the representation. Therefore, the scalability of the Cocoon is ade-
quate for this concrete application, and we consider out of the scope of this paper to study
higher dimensionality. Figure 5.3 shows an implementation of the Cocoon for the concept
of Figure 5.2.

At this point, we needed to address three main issues with respect to the Cocoon: the
complexity of interaction, eventual perception constraints due to limited short term memory
[206] and clutter [64, 112, 180]. For the first issue, we facilitate interaction by reducing the
degrees of freedom. Not all orientations of the Cocoon are sensible, so the user can rotate
the Cocoon only around the latitudinal and longitudinal axes, represented in Figure 5.2 by x
and y, to adapt the view. For the second issue, the specific tasks in our application do not
require to rely on short term memory. However, the user can still selectively show the inde-
pendent multiple PCPs and CCs, to clarify information from the Cocoon. The small multiple
PCPs and CCs are linked to the Cocoon and viceversa [180, 298].

Forthe last issue, we increase the visibility of the polylines of the Cocoon using low alpha
values, but also a colormap based on the lines density, as shown in Figure 5.3. The density
colormap enables better discernibility of overlapping bundles, giving animpression of texture
and a first idea about the variability of the data. For example, high density lines that highly
vary throughout the assumptions may indicate that the assumptions have a strong impact

paA

- —

Figure 5.3: An implementation of the Cocoon for four PK parameters (KaNS v, Vplasma and Kep [271])

and three assumptions (INdAIF, PopAlIF and ParAlF). In the zoomed view, a density colormap is employed
for better line visibility. Here, red denotes very low density or outliers, yellow low density and white high
density.
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on parameters. On the other side, very low density lines that highly vary throughout the
assumptions may indicate outliers. Other methods to improve visibility and reduce clutter,
such as the ones described in Chapter 4, could have also been employed, but adjustments
to suit the 3D design of the Cocoon should be first considered.

Clinical researchers usually look at specific combinations of PK parameters, which we
offer as the default view in the axes configuration. To improve the view and to increase visi-
bility further, we use a number of interaction features. Axes reordering often affects positively
the view and the ability to see relations and trends in the data [293], while scaling allows to
pull apart dense parts of the representation for better discernibility. Although automatic al-
gorithms for axes reordering can be helpful, given the dimensionality of our application, they
were not considered further.

Additionally, band coloring allows the user to extend a primitive clustering, based on the
values of one dimension of the Cocoon, to all. We employ a divergent colorblind safe col-
ormap from ColorBrewer [44], in order to differentiate between low, medium and high param-
eter values. Figure 5.4 - a shows how band coloring aids the rough detection of trends in the
data, visualized as color bands. Moreover, brushing allows the users to explore, analyze and
detect interesting trends and relations by selecting areas or values of specific interest in the
Cocoon [143, 295], as presented in Figure 5.4 - b. Finally, linking the brushed observations
to the medical data, by highlighting the corresponding regions in a 2D slice viewer and a 3D
model, establishes correspondence to the patient anatomy, as shown in Figure 5.4 - ¢, d.

We implemented the iCoCooN in Python as a DeVIDE module [32], employing the Visual-
ization Toolkit (VTK) [2].

5.6. Evaluation

In order to assess the value of the iCoCooN, we conducted an evaluation, inspired by the
article of Lam et al. [159]. It consists of two parts. First, we performed an evaluation of
the iCoCooN with clinical researchers. Then, we conducted a general evaluation to test the
usability and effectiveness of the Cocoon and to increase the statistical power of the eval-
uation, given the limited availability of field experts. For the second part, we abstracted the
tasks from the clinical field to a more general domain, so that they could also be performed
by non-experts.

5.6.1. Evaluation with Clinical Researchers

In order to evaluate whether the designed visualization meets its requirements, we con-
ducted individual evaluations with intended users. We included four field experts from two
different institutions (Netherlands Cancer Institute and Aarhus University Hospital), repre-
senting two types of clinical researchers: two clinical physicists and two biomedical engi-
neers. As a proof of concept, we used two cases. First, we employ a prostate tumor case,
where clinical researchers want to explore and analyze the effect of different clinically estab-
lished choices of arterial input function (AIF) [61, 152, 198] within the same model on the PK
parameters and their in-between relationships. Second, we use a cervical tumor case, where
clinical researchers want to explore and analyze how the parameters and their in-between re-
lationships vary when derived using three different established models [153, 257, 272]. These
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datasets were provided by the clinical researchers and are described in Table 5.1.

The evaluation consisted of four phases. The third phase was task-specific, while the others
were general and aimed at clarifying three broader aspects:

+ Does the proposed Cocoon offer new understanding in the data, in comparison to
current practice and in comparison to the independent multiple PCPs and CCs? If yes,
how? If no, why?

- Do the features (axes reordering, scaling, band coloring, brushing and linking with re-
spect to the anatomy) of the Cocoon contribute to the visualization and facilitate cog-
nition? If yes, how? If no, why?

- Does brushing and linking contribute to the exploration and interpretation of the data?
If yes, how? If no, why?

In the first phase of the evaluation, we simulated the visual environment for the explo-
ration of the PK parameter space in prostate and cervical data. In this phase, we were in-
terested in obtaining an initial opinion on the individual features of the iCoCooN. This part

©

Figure 5.4: The interactive features of the iCoCooN. (a) Band coloring on the Vyjagma axis of the first
AIF for the identification of trends in the data. The zero values of Vpjagmq for the first AIF (brown lines),
correspond to the middle values of K@ in the circle. The legend shows the employed colormap. (b)
Brushing the Cocoon. Cyan brush in PCPs and magenta in CCs are employed to reduce occlusion due
to overlapping polylines and glyphs. (c) Visualization of the brushed bundles from (b) only. (d) Linking
to 2D anatomy and to 3D model.
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Table 5.1: Description of the datasets used in the evaluation with clinical researchers. We work on the
whole prostate region, but only on the specific tumor region in the cervix, due to the high anatomical

variability of the organ between individuals.

Resolution  Voxel size Tme; ROI size Modelling PK maps PK maps
5 resolution : PK maps resolution  voxel size
(voxels) (mm3) (voxels) choices 3
() (voxels) (mm?3)
brosiate | 256%256% 80(228;20 JaF | 43Dmaps 256x256x  1xTx3
dataset 20 for 120 T3 25 prostate alternatives per 20 (as in asin
timepoints size) choice DCE-MRI) DCE-MRI)
2.273x
Cervix  OXW6x 5073 39338 | 3 ifferent > Aand6 TT6xXI76x 55037 3
20 for 120 2.5 (specific 3D maps 20 (asin ;
dataset - . 2273 x3 A models (as in DCE-
timepoints tumor size) per model DCE-MRI) MRI)

was also used as training, so the tool was initially operated by the first author, while the test
subject first observed a demonstration and then explored the functionality. We asked the
test subjects with a questionnaire to comment on the clarity and potential usefulness of
each one of these features, but also to quantify their value using a grading scale (1-5). The
second phase required from the test subjects to grade (1 -5) the ability to identify variations
and relationships in the data, but also to relate them to the anatomy and pathology of the
patient. The third phase required a more detailed hands-on exploration of the data, aiming
at evaluating the insight provided by the iCoCooN. In this phase, the test subjects operated
the tool themselves and they were asked to explore the data in the iCoCooN and to analyze
their observations, as they would do in a real case, performing the tasks of Section 5.3. In
the last phase, they evaluated the tool as a whole, based on their experience, commenting
also on the strengths, limitations and missing features of the iCoCooN.

First Phase: the iCoCooN Features

In the first phase, the test subjects evaluated the features of the iCoCooN individually, fol-
lowing a questionnaire. The quantitative results from this evaluation are summarized in Ta-
ble 5.2, with a convention of 1 for negative to 5 for positive. All features of iCoCooN received
scores above 4, apart from two cases with a neutral grade (3), where the subjects com-
mented that they needed to form a more concrete opinion by performing actual tasks.

Using a questionnaire, we also asked for general comments on each one of the features.
First of all, the Cocoon was considered understandable and relatively easy to use. The test
subjects confirmed that it enables the identification of variations, relations and trends in the
multidimensional data in a combined view, even for parameters that do not seem to have
an obvious association in the independent multiple views. The restricted manipulation of
the Cocoon in space is according to the test subjects appropriate. Yet, the Cocoon requires
training for learning how to obtain the most adequate view and to interpret the conveyed
information. They were inclined, though, to say that there is no need to additionally inspect
the independent multiples. The independent multiples might be used selectively, only for
details-on-demand or for easier tasks that involve single parameters. However, they stated
that they needed to confirm this impression with a more exploratory task.
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Table 5.2: First phase of the evaluation: Evaluation of the features of iCoCooN by the four clinical re-
searchers, using a grading scale (1=negative, 5=positive).

Cocoon Concept 3 4 4 4
Cocoon Manipulation 5 4 5 4
Cocoon instead of Small Multiples 5 3 4 4
Scaling/Reordering 4 5 5 4
Band/Density Coloring 4 4 5 4
Brushing/Linking 4 5 5 5

The advantages of reordering and scaling the Cocoon axes are also straightforward for
data interpretation, while band coloring provides a visual context of how the values of one
parameter behave with respect to the rest and aids the detection of basic patterns in the
data. The application of the density colormap was considered useful for distinguishing over-
lapping lines and for deciding on the importance of the variations, relations or trends. This
feature requires training, but was regarded as easy to learn. Finally, according to the test
subjects, currently there is no tool with brushing and linking functionality for their purposes.
They described it as potentially easy to learn and use — an appropriate and appealing fea-
ture for data exploration, especially for relating observations from the Cocoon to the patient
anatomy.

Second Phase: Information Identifiability

In the second phase, the test subjects had to grade (1-5) the ability to identify specific infor-
mation using the iCoCooN, namely the variability and relations or trends, and the ability to
relate findings from the iCoCooN to anatomy. The quantitative results from this evaluation
are summarized in Table 5.3, with a grading convention of 1 for easy to identify to 5 for diffi-
cult. All but one gradings were below 2, indicating that the test subjects considered the three
tasks easy. In only one case, the relation to the anatomy received a neutral grade (3), as the
test subject explained that he would need to interact with the Cocoon more, to form a more
concrete opinion.

Table 5.3: Second phase of the evaluation: Evaluation of the ability to identify information in iCoCooN
by clinical researchers, using a grading scale (1=easy, 5=difficult).

Ability to identify variability 2 2 1 2
Ability to identify relations in the features 2 1 2 2
Ability to identify relations to anatomy 2 1 2 3
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Third Phase: Case Studies

In this phase, the test subjects used iCoCooN for the exploration and analysis of a prostate
dataset and a cervical dataset from the DR THERAPAT project, as they would do in a real
case, executing the tasks of Section 5.3. The patient-specific findings presented below are
observations of the clinical researchers.

Case study — Prostate. The test subjects were interested in exploring how the four PK
parameters of the extended Tofts model (K™%, ve, vy a5ma and kep) [272] vary across three
different AIF choices (Individual, Population-based and Parker-based AlF) [61, 152, 198]. The
AIF is used as an input assumption to the model and there are different options for its
shape [152]. The behavior of the parameters for the different AIF choices, presented these
major patient-specific findings:

- Identification of Variability (T1) — The KaS parameter, which relates to the tissue
permeability, remains highly unaltered throughout the different AIF choices, as shown
in Figure 5.5 - a:1. Minor changes in the distributions are reflected by changes in the
density colors. The Vjjasma, Which relates to the blood plasma volume, presents sig-
nificant variations throughout the AIF choices, depicted in Figure 5.5 - a:2.

« Identification of Relations (T2) — Lower and slightly decreasing ve, which relates to the
volume of the extracellular extravascular space, is associated to slightly increasing kep
and lower values of K"aS as presented in Figure 5.5 - a:3.

+ Comparison of Behaviors (T3) — Although the general behavior of the parameter sets
seems stable across the AIF choices, the differences in the density colors of the CCs
reflect slight changes in K", v, ., and kep, which can be seen in Figure 5.5 - a.

Detection of Patterns (T4) — The highest values of KI"@S gre related to high values of
kep and ve in all three AIF choices, as shown in Figure 5.5 - b:1. This is also related to
values of vy|asmg that are highly variable between the AIF choices, visible in Figure 5.5
-b:2

- Exploration and Anatomical Reference (T5) — Low Ve and low KI@S regions reflect
the necrotic core of the tumor and some outliers at the border of the prostate, which
is depicted in Figure 5.5-a:3,4.

Case study — Cervix. The test subjects explored how the application of different models
(Tofts model: TM, Extended Tofts model: ETM and Two-Compartmental Exchange model:
2CXM) [257] affects the behavior of the respectively derived PK parameters in the tumor.
The first model results in two parameters (K@ and ve). The second has three parameters
(KNS, ve and vp). The third gives five parameters (K@, ve, vp, Fp and PS) [257]. An
opposite Akaike information criterion (AIC.) is additionally included to each PK set. The AIC¢
relates to the relative quality of fit of each model. High values of AICc mean high relative
quality. The test subjects identified the following major patient-specific findings:

- Identification of Variability (T1) — The K@ parameter does not present significant
changes despite the application of different models, apart from slight decreases be-
tween the ETM and the 2CXM, as can be seen in Figure 5.6 - a:1. This, together with
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Density
s

Figure 5.5: Exploration and visual analysis of a prostate tumor case with iCoCooN during the third phase
of the evaluation with clinical researchers.
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high and stable AIC¢ in the TM and ETM models, is an indication that these models
had a reasonable fit. This finding can be seen in Figure 5.6 - a:2.

- Identification of Relations (T2) — In the 2CXM, high AIC¢ is highly correlated with high
flow Fp and permeability-surface area product PS, as depicted in Figure 5.6 - b.

« Comparison of Behaviors (T3) — Regions with lower K"@S and lower ve present lower
vp inthe ETM and 2CXM, as shown in Figure 5.6 - a:3. In the ETM model, v presents
a big spread. This is bigger than in the 2CXM, as presented in Figure 5.6 - a:4,5. This
variability in the vp values of the 2CXM is related to the slight variability in K@ values,
which is visible in Figure 5.6 - a:5.

- Detection of Patterns (T4) — In regions, where the K@ and the ve values are low,
the AIC. values do not present significant changes across the three models. This is
shown in Figure 5.6 - a:2,3. This finding means that clinical researchers expect that
they will all give similar classifications.

+ Exploration and Anatomical Reference (T5) — A usual indication of malignancy is the
combination of low ve and low KiraN$_This is the necrotic core of the tumor, shown in
Figure 5.6 - a:6, which has the worst responses to treatment. In these parts, the model
that fits better is TM, which is confirmed by slightly higher AIC¢ values in the Cocoon.

Fourth phase: the iCoCooN Overall

In the last phase of the evaluation, the test subjects commented on the iCoCooN overall and,
mainly, on its strengths, limitations and missing features. According to their experience, they
judged the application as useful: the Cocoon in combination with its features provides the
necessary information and the user requirements are met. They were also asked to com-
pare the tool to current clinical practice, namely, the slice-based inspection of all alternative
parameter maps. To that, they commented that current practice is mainly manual and men-
tal work, which hampers the identification of variabilities and relations in the data, since it
requires from them to go through the multiple slices of all the parameter maps. Instead, the
Cocoon is versatile in showing multiple dimensions in one view and in aiding their investiga-
tion. Thus, it enables them to see the consequences of each modeling choice, to perform
and analyze selections and see their exact relation to the anatomy.

Although the first results of the evaluation are promising, they also exposed some limi-
tations. The iCoCooN is a tool that needs training and time to learn. This is also supported
by the statements of the test subjects in the previous phases of the evaluation. They agreed
that once the user becomes familiar with the visual mapping of the dimensions, the explo-
ration and analysis is faster and easier than with current practice. In order to improve this
further, semi-automation of the data exploration and analysis would be required. Moreover,
the iCoCooN misses the functionality for the inspection of the related enhancement curves,
in order to quantitatively see the absorption of the contrast agent in the tissue. This would
give additional information on the physical meaning of the visualized data and their patterns.
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2CXM

Figure 5.6: Exploration and visual analysis of a cervical tumor case with iCoCooN during the third phase
of the evaluation with clinical researchers.
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5.6.2. Usability and Effectiveness Evaluation

Our application is built for a specific target group and, so far, we have only conducted user
studies with a limited amount of experts. In order to strengthen our evaluation, we decided to
perform a controlled study with non-experts, particularly for the usability and effectiveness
of the Cocoon, compared to independent multiples. For this, we translated the clinical tasks
of Section 5.3 to two domains more accessible to general users. The generalization of the
tasks is described in Table 5.4. As we are outside the clinical domain, linking to the anatomy,
which was already positively judged by clinical researchers, is not tested here.

Table 5.4: Translation of clinical tasks to tasks with the synthetic datasets, for the controlled study.

A number of parameters from different
measurements (e.g. in weather forecast
from different weather stations).

Data A number of PK parameters for different
Dimensions modeling assumptions.

Identify which of the PK parameters remains
unaltered/presents variability throughout
the different modeling assumptions.

Identify which of the parameters remains
unaltered/presents variability throughout
the different measurements.

Identification of
Variability (T1)

Find a relationship or trend between two or
more parameters throughout the different
modeling assumptions.

Find a relationship between two or more
specific parameters throughout the
measurements.

Identification of
Relations (T2)

In which of the measurements do we
encounter a specific behavior of two or
more parameters?

Comparison of In which of the assumptions do we
Behaviors encounter a specific behavior of two or
(T3) more parameters?

Detection of
Patterns (T4)

Find a specific pattern in the parameter
behaviors. How does it change throughout
the assumptions?

Find a given pattern in the parameter
behaviors. How does it change throughout
the measurements?

e.g. Which assumption do you trust more
for each zone of the tumor based on all the

e.g. Which measurement do you choose if

Exploration o "
. parameters? you demand specific characteristics?

For the remaining tasks, we created two synthetic, but realistically sized datasets using
the PCDC tool [34]. Since we focus on evaluating the Cocoon for our concrete application, we
use similar dimensions to the ones of our case. Exploring the limits of scalability of the rep-
resentation is not expected to be of interest in our application. Therefore, it was considered
out of the scope of this paper and was not tested further.

We had 15 test subjects: 8 females and 7 males, between 23 and 44 years old. All of
them had normal vision, with or without glasses and none of them was colorblind. Their
background included electrical engineering (4), computer sciences (3), biomedical engineer-
ing (2), mechanical engineering (2), chemistry (2), hydraulics engineering (1), and mathe-
matics (1). They described their computer expertise as medium (9) to high (6). Only two test
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subjects had previous familiarity with PCPs and CCs.

First, we gave them a small introduction to explain the reasoning behind the study and to
present notions such as PCPs, CCs and the Cocoon. Secondly, we demonstrated the basic
functionality of the Cocoon. Thirdly, we did some first exercises, until the test subjects were
confident with the visualizations. Fourthly, we conducted two experiments with the synthetic
datasets. For each one of the experiments, the test subjects needed to perform the five
tasks given in Table 5.4 as fast and accurate as possible, once using only the independent
multiples and once only the Cocoon. We exchanged the order of the two representations
both between the experiments and across users, to avoid bias. For all tasks, we measured
completion times and correctness of answers, which were known to us. Finally, we asked
the test subjects to complete a small survey, consisting of a grading scale (1 -5), an overall
ranking (1-10) and open questions.

Results of the Evaluation with General Users

The completion times and correctness for the five tasks of the two experiments, as well
as the gradings of the test subjects are summarized in Tables 5.5 and 5.6, respectively. In
these tables, we color-encoded their statistically significant difference, as it resulted from
t-tests analysis. For the more demanding tasks, i.e. comparison of behaviors, detection
of patterns and exploration, the observations from the Cocoon were more correct than the
independent multiples in both experiments (p < 0.05). The time difference was in favor of
the independent multiples, but not statistically significant between the two representations
(p>0.05), except for the variability task in the second experiment. Additionally, there is a
statistically significant difference between the gradings in the two representations in favor
of the Cocoon, which was judged more suitable for the more demanding tasks and for the
identification of relations task (p < 0.05). Also, it was considered less overloading than the
independent multiples (p < 0.01). Both representations, were considered comparably use-
ful, easy to use and understand (p > 0.05). In the overall ranking, the Cocoon comes first with
a difference of 1.67 points (p = 0.0012), while only two test subjects ranked the independent
multiples higher. Nine test subjects commented that they would not need the independent
multiples at all, on top or instead of the Cocoon. The rest commented that the independent
multiples could be useful and faster in certain instances, such as simple tasks, for compar-
ison of few parameters or for beginners.

In their general comments, the test subjects stated that when higher dimensionality is
involved in the tasks, they preferred the Cocoon, because they could check everything in a
single, compact view (The Cocoon offers compact information giving a more intuitive under-
standing of complex relations. With the independent multiples, | had to compile all the infor-
mation from multiple windows in my mind first). They also stated that Cocoon made them
more attentive, efficient and eventually more accurate (/ felt that | could be faster with PCPs.
However, | realized that | was jumping easily to conclusions and making more mistakes, be-
cause | was not paying attention to the multiple relations that affected my observations). Yet,
choosing the most effective view is time demanding and requires training (I needed to think
and learn which was the most effective view. Getting the correct view of the Cocoon takes
time, The Cocoon has a higher learning curve, but can provide more information at a glance
with adequate training).
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5.7. Conclusions and Future Work

Inthis chapter, we presented the iCoCooN: a visualization tool that aids clinical researchers to
explore and analyze how different choices in modeling affect the parameter space derived
from modeling DCE-MRI data. The contribution of our work lies within the design of the
Cocoon that allows users to explore the required DCE-MRI data aspects in a single combined
view. The interactive features of the tool facilitate the exploration and interpretation of the
data and, especially, the correspondence to anatomy.

The value of the iCoCooN for our application was confirmed by an evaluation with clini-
cal experts. An additional evaluation with general users indicated that the Cocoon produces
more accurate results compared to the independent PCPs and CCs, especially for more com-
plex tasks. At any case, adequate training of the users is essential. The evaluations also
provided feedback towards future work. The tool can still improve by reducing interaction
workload and time for adjusting the view. In addition to this, reducing clutter in the Cocoon
with lines illumination or bundling [123] or the incorporation of OPCPs (Chapter 4) could fur-
ther be considered. Finally, although the tool can be extended to other similar applications,
scalability needs to be examined by additional evaluations. First indications show that iC-
oCooN has good potential of use for the easier exploration and analysis of model-induced
variations in DCE-MRI data.
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Table 5.5: Results from the evaluation with general users. We present the mean (u) and standard
deviation (o) of completion times (¢ in s) and task correctness (corr, 0=wrong to 1=correct) for the
two experiments. Bold indicates lower time and higher correctness, while color relates to statistically
significant difference (dark green: p <0.01, green: p <0.05, orange: p > 0.05).

Cocoon Independent Multiples
First

Experiment He I H corr 9 corr He gt H corr O corr

Variability (T1)
Relations (T2)
Behaviors (T3)
Patterns (T4)
Exploration

Second
Experiment

Variability (T1)
Relations (T2)
Behaviors (T3)
Patterns (T4)

Exploration
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Table 5.6: Results from the evaluation with general users. We present the mean (u) and standard
deviation (o) of gradings (1-5) and the overall rankings (1-10) for the two representations. Bold indicates
higher grading, while color relates to statistically significant difference (dark green: p <0.01, green: p <
0.05, orange: p > 0.05).

Independent Multiples

Characteristics

5 Easy to Use

Easy to Understand

Useful

Suitable for (T1)

Suitable for (T2)

Suitable for (T3)

Suitable for (T4)

Suitable for Exploration

Not Overloading

Overall Ranking
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Visual Analytics for the
Exploration of Tissue
Characterization

My name is Sherlock Holmes.
It is my business to know what other people don’t know.

Sir Arthur Conan Doyle (1859 - 1930), The Adventure of the Blue Carbuncle

Chapter 6 is divided into two parts. In the first part (Part |), we propose a visual analysis tool
that enables clinical researchers to identify, explore and analyze the tissue characteristics of
distinct intra-tumor regions. The second part (Part Il) is an extension of the application of this
visual analysis tool, with the purpose of enabling a more insightful design of tissue classifiers.
The latter was performed outside of the field of prostate cancer to demonstrate the breadth of
applications that can be addressed with the proposed tool. Chapter 6 is based on the following
publications:



Raidou, R.G., Van Der Heide, U.A,, Dinh, C.V,, Ghobadi, G., Kallehauge, J.F, Breeuwer, M. and
Vilanova, A, 2015. Visual analytics for the exploration of tumor tissue characterization. In
Computer Graphics Forum (CGF), Vol. 34, No. 3, pp. 11-20 [226)].

Vilanova, A., Raidou, R.G., and Pezzotti, N., 2015. Visual Analysis for Hypothesis Generation
in Medical Imaging Research. Proceedings of the 9th MedViz Conference (MedViz 2015),
pp.11-12 [289].

Raidou, R.G., Moreira, M.P, van Elmpt, W., Breeuwer, M. and Vilanova, A., 2014. Visual an-
alytics for the exploration of multiparametric cancer imaging. In IEEE Conference on Visual
Analytics Science and Technology (VAST) 2014, pp. 263-264 [225].

Raidou, R.G., Kuijf, H.J., Sepasian, N., Pezzotti, N., Bouvy, W.H., Breeuwer, M., and Vi-
lanova, A., 2016. Employing Visual Analytics to Aid the Design of White Matter Hyperintensity
Classifiers. Medical Image Computing and Computer-Assisted Intervention — MICCAI 2016:
19th International Conference, Proceedings, Part II, Springer International Publishing, pp. 97-
105 [223].
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6.1. Abstract

6.1. Abstract

Tumors are heterogeneous tissues consisting of multiple regions with distinct characteris-
tics. Characterization of these intra-tumor regions can improve patient diagnosis and en-
able a better targeted treatment, where radiation doses are chosen adequately for each
region. Ideally, tissue characterization should be performed non-invasively, using medical
imaging data to derive per voxel a number of features, indicative of tissue properties. How-
ever, the high dimensionality and complexity of this imaging-derived feature space prohibits
easy exploration and analysis — especially when clinical researchers require to associate
observations from the feature space to other reference data, such as features derived from
histopathological data. Currently, the exploratory approach used in clinical research consists
of juxtaposing these data, visually comparing them and mentally reconstructing their rela-
tionships. This is a time consuming and tedious process, from which it is often difficult to
obtain the required insight.

We propose a visual tool for the easy exploration and visual analysis of the feature space
of imaging-derived tissue characteristics. In addition to this, the tool enables knowledge dis-
covery and hypothesis generation and confirmation, with respect to reference data used
in clinical research. We employ, as central view, a reduced 2D embedding of the imaging-
derived feature space. Multiple linked interactive views provide functionality for the explo-
ration and analysis of the local structure of the feature space, enabling linking to patient
anatomy and other clinical reference data. We performed an initial evaluation with ten clin-
ical researchers. All participants agreed that, unlike current practice, the proposed visual
tool enables them to identify, explore and analyze heterogeneous intra-tumor regions and to
generate and confirm hypotheses, with respect to clinical reference data.

6.2. Introduction

As described in Chapter 2, tumors are heterogeneous tissues, enclosing multiple regions
with distinct characteristics. Incorporating these distinct tissue characteristics information
into radiotherapy planning can play an important role in tumor diagnosis and in designing
more effective treatment strategies. For example, better targeted radiotherapy planning,
where distinct intra-tumor tissues are irradiated with tailored doses, can be achieved.

Currently, intra-tumor tissue heterogeneity is investigated by studying histopathological
data acquired from biopsies. To substitute histopathology, clinical researchers need to as-
sociate histopathological findings, such as aggressiveness or resistance of a part of the tu-
mor, to features derived from imaging data. For example, Dynamic Contrast Enhanced (DCE)
and Diffusion Weighted (DW) Magnetic Resonance Imaging (MRI) are employed in tumor
analysis to derive per voxel, using mathematical models, features indicative of tissue char-
acteristics. In addition to histopathology, clinical researchers often employ in their analysis
supplementary clinical data that they use as reference, such as maps that predict high-risk tu-
mor zones or maps depicting tumor control probability. These data also need to be explored
in association with the imaging-derived features.

Moreover, the derivation of tumor tissue characteristics from imaging data is based on
complex mathematical models [257]. Different modeling approaches make different as-
sumptions, resulting in features with different distributions, as presented in Chapter 5. A
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priori, it is not known whether different alternatives in modeling present significant differ-
ences or which option leads to better results. Additionally, all modeling approaches intro-
duce model-fitting inaccuracy in the derived features, as described in Chapter 5. Exploring
variability and incorporating inaccuracy induced by different modeling approaches, with re-
spect to anatomical or clinical reference data, can have significant impact on the final clinical
decision and treatment.

However, the high dimensionality and complexity of the imaging-derived feature space,
along with the model-induced variability and inaccuracy, makes exploration a difficult task.
The structure of this feature space is also not fully comprehended and, in state-of-the-art
clinical research workflow, there is no easy and insightful way to link observations from
histopathology or clinical reference to features derived from imaging.

In this chapter, we introduce a visual analysis tool for tumor tissue characterization. We
mainly focus on knowledge discovery and hypothesis generation and confirmation, by link-
ing imaging-derived tissue characteristics to anatomical and clinical reference data. In our
approach, we employ as central view, a reduced embedding, which maps the feature space
of imaging-derived tissue characteristics into a 2D information space. Multiple linked inter-
active views provide functionality for the exploration and analysis of the local structure of
the feature space, enabling the user to retrieve information on distinct intra-tumor regions
and to associate observations between the feature space and clinical reference data.

The contribution of this work is the design and implementation of a visual tool for the
exploration of tumor tissue characterization. To the best of our knowledge, there is no other
tool to serve this purpose. The proposed visual tool incorporates the following components:

+ It supports the identification and exploration of intra-tumor regions, which have dis-
tinct imaging-derived tissue characteristics.

- It facilitates the exploration and analysis of the feature space structure in relation to
patient anatomy.

+ It enables the association of observations from clinical reference information to the
feature space and vice versa.

- It allows the exploration and analysis of model-induced variability and inaccuracy of
the feature space.

The remainder of the first part of this chapter is organized as follows: Section 6.3 in-
cludes all the necessary background information. Section 6.4 provides an overview on pre-
vious work, and Section 6.5 is the core of this chapter, where our proposed approach is
presented and discussed. Section 6.6 presents the results of our user evaluation and the
conducted case studies. Finally, Section 6.7 concludes the chapter with a discussion and
propositions for future work.

6.3. Clinical Background

Several imaging modalities are used in tumor analysis and diagnosis. In this dissertation,
we focus on prostate and cervical tumors, which are investigated using MRI data, such as
DCE and DW images, which have been already presented in Chapters 2 and 5. However, our
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approach can be easily generalized to include other modalities, such as Computed Tomog-
raphy (CT) or Positron Emission Tomography (PET). In this work, we will employ the tissue
properties that can be derived from DCE-MRI data using one of the established pharma-
cokinetic (PK) models [257], as well as from DWI to derive the apparent diffusion coefficient
(ADC) [256]. These tissue properties need to be explored and analyzed, and the distinct
intra-tumor regions that these features form, need to be identified.

Additionally, clinical researchers require to associate findings in the imaging-derived fea-
ture space to observations from reference data and vice versa. This data might be anatom-
ical images, such as T2-weighted MRI scans, or derived clinical data. The latter can be, for
example, derived from linear regression models predicting high-risk tumor zones [106], or
histopathological data that are obtained invasively from patient biopsies and can reveal in-
formation on tumor aggressiveness or resistance [82]. As already described in Chapter 2,
Gleason Scores (GS) are assigned to delineated tumor tissue foci based on their micro-
scopic appearance. For example, high GS tumors are more aggressive and have a worse
prognosis [82]. To substitute invasive histopathology, information such as the GS need to be
associated with non-invasive, imaging-derived features.

In current clinical research, the exploration and analysis of the feature space of imaging-
derived tissue characteristics is conducted using a simplistic slice-based technique, shown
in Figure 2.9 (Chapter 2). The values of each imaging-derived feature are encoded with a
colormap [139]. Then, these so-called parameter maps are juxtaposed, manually inspected
slice-by-slice and mentally compared and analyzed. The cross-sectional analysis of the
imaging-derived features with clinical reference data is also done in a similar way. This ap-
proach has high memory demands, as it requires from the user to mentally reconstruct re-
lationships and patterns in the data and it is sub-optimal in insight.

Clinical researchers require an exploratory tool that allows them to perform the following
tasks:

- To identify and explore intra-tumor regions with distinct imaging-derived tumor tissue
characteristics. (T1)

- To analyze and understand the structure of each distinct intra-tumor region and, then,
to compare these intra-tumor regions. (T2)

- Todiscover relations between the feature space of imaging-derived tumor tissue char-
acteristics and clinical reference data. Also, to generate and confirm hypotheses that
can associate these two. (T3)

+ Toidentify, explore and analyze the impact of variability or inaccuracy, in the derivation
of tumor tissue characteristics from imaging data. (T4)

6.4. Related Work

Several systems have been proposed for the exploration and visual analysis of feature spaces
derived from medical imaging. The most similar to our field of application were proposed
by Preim et al. [218], Glasser et al. [99] and Fang et al. [84], as well as our own previous
work [227] that was presented in Chapter 5. However, these papers are mainly focusing on
the exploration and analysis of perfusion parameters or on the distinction of tumors from
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healthy tissues. None of these applications addresses intra-tumor tissue characterization
based on imaging-derived features or cross-analysis with clinical reference and histopatho-
logical data.

Our approach is centered around a dimensionality reduced view, namely a 2D embed-
ding that preserves local structure in the feature space and that allows visual analysis of
clusters and their intrinsic feature characteristics. For this reason, we reviewed also the lit-
erature related to visualizations employing dimensionality reduction techniques. Some of
these previous approaches have also been discussed in detail in Chapter 3.

Dimensionality reduction. Traditionally employed approaches for 2D projection of feature
spaces include the Grand Tour [15], XmdvTool [295], WEAVE [103] and SimVis [72, 189], as
described in Chapter 3. These frameworks visualize high-dimensional datasets through pro-
jections combined with a number of linked techniques for the visualization of the underlying
feature space. However, they all support the visualization of 2D projections of the multidi-
mensional data after the selection of two specific variables from the entire feature space.
As explained also in Chapter 3, user selection of two specific variables is not an appropriate
choice for our case as it requires prior knowledge about the data and their eventual rela-
tionships. In addition, none of these systems supports linked brushing or selection from a
spatial view — the anatomical or clinical reference space, in our case — to an abstract view.
Cluster analysis visualization is also not possible.

Frameworks to overcome some of these limitations were proposed by Blaas et al. [23],
Steenwijk et al. [267], Jeong et al. [133], Choo et al. [52], Ingram et al. [127] and Poco et al. [207].
Most of these techniques were presented in detail in Chapter 3. They all integrate projection
techniques with multiple information visualization views and bi-directionally linked scientific
visualization views, to enhance data exploration. Nevertheless, the previously mentioned
work is not fully applicable to our case. Even if all applications enable to identify clusters and
to explore the respective feature space of the data, none of them supports incorporation of
variability and inaccuracy in their analysis. Especially, they do not enable to cross-analyze
the feature space with clinical reference data and histopathology, for knowledge discovery
and hypothesis generation and confirmation.

Visual analysis of clusters. We are mainly interested in visualizing clusters that are present
in the multidimensional feature space of the data, as identified by the user, but also in visual-
izing the feature characteristics of each cluster and their inbetween relationships. There are
various methods for visual analysis of clusters, of which the most relevant to our work are
H-BLOB [259], Narcissus [114], SmallWorlds [287], but also the frameworks proposed by Seo
and Shneiderman [247], Linsen et al. [166], Glasser et al. [98] and Turkay et al. [281]. How-
ever, in some of these frameworks, the visual complexity of the visualizations makes them
unsuitable for cluster visualization of large data sets. Also, in all previously mentioned work
no information is provided about the structure of a cluster and other metrics, such as the
quality of separation of two clusters.

To sum up, there are several systems that are able to manage feature spaces similar to
ours. There are others that employ projections and multiple views in their approaches and
several that facilitate visual analysis of clusters. However, to the best of our knowledge, there
is no visual tool incorporating all the required functionality for our field of application.

93



6.5. Visual Analysis of Tumor Tissue Characterization

6.5. Visual Analysis of Tumor Tissue Characterization

After the acquisition of the imaging data, tumor tissue characteristics are derived from med-
ical images. However, the dimensionality and complexity of this imaging-derived feature
space does not allow the easy visual exploration and data-driven analysis. The proposed
visual tool aims at satisfying the specific exploratory needs of clinical researchers, working
on tumor tissue characterization. Therefore, our design choices are oriented to fulfill their
requirements, as described in Section 6.3.

Our visual tool consists of three mutually linked components, as illustrated in Figure 6.1.
A 2D embedding of the feature space forms the central view in our visual tool. This view
is complemented by an anatomical view of a clinical reference space and multiple linked
interactive views for the visual analysis of clusters.

The first requirement is the identification and exploration of distinct intra-tumor regions
with similar tissue characteristics (T1). An option for the completion of this task could be
to employ a scatterplot matrix to visualize all imaging-derived features. As already men-
tioned in Chapter 3, this would allow only pairwise comparison of the features. However,
relations between features in different intra-tumor regions are expected to be more com-
plex. To incorporate information from the feature space of tumor tissue characteristics in
one simple view that enables visual exploration of all features, dimensionality reduction is
required. In this way, we map the high dimensional imaging-derived feature space (N-D) to a
lower dimensional space (2D). This is performed as part of a pre-processing step and several
dimensionality reduction techniques could, therefore, be used.

In our approach, we choose to employ t-Distributed Stochastic Neighbor Embedding (t-
SNE) [286]. t-SNE has the ability to map data from a high dimensional feature space into
a 2D embedding space, preserving the local structure of the initial N-D space. In this way,
the embedding can be represented in a simple 2D scatterplot, shown in Figure 6.2 - a, the
dimensions of which do not have a direct association to the initial features. In this embed-
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Figure 6.1: General profile of the proposed visual tool. The core of the tool consists of three components
(all denoted in grey), linked to each other (links denoted with dotted lines).
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Figure 6.2: Visualizations used for the identification and exploration of distinct intra-tumor regions with
similar tissue characteristics (T1). (a) The 2D embedding of the feature space. (b) The representation
of the anatomical space. (c) The density plot of the embedding to aid the visibility of visual clusters.

ding, each high dimensional data point is embedded in an abstract 2D space, in such way
that the resulting 2D data points plotted nearby represent N-D data points with similar values
in the high dimensional feature space. In our case, nearby 2D data points in the embedding
represent volumetric positions with similar imaging-derived tissue characteristics, while vox-
els with dissimilar tissue characteristics are plotted further apart. We remark that the voxel
location is not used in the embedding — only the imaging-derived features.

To provide context from the embedding map to the anatomical space, we apply a 2D
colormap [35], to the points of the embedding, based on the position that they have in the 2D
scatterplot. Then, this 2D colormap is propagated in the form of an overlay on the anatomical
images, as shown in Figure 6.2 - b. The 2D embedding map also supports interactive selec-
tion of regions of points, which we call visual clusters. An example of this kind of selection is
shown in Figure 6.2 - a, in purple. When one visual cluster is selected, a color is assigned to
it and this color is used coherently in all views to represent it. To visualize the selections, we
did not employ transparency in the points for Focus+Context (F+C), because the visualiza-
tion of the whole space is equally important, throughout the whole exploratory process. We
use color, instead, to enable multiple selections. The association between the two spaces,
performed through brushing and linking, provides also an evaluation of the localization of the
visual clusters selected in the embedding space.

In some cases, visual clusters in the 2D embedding are not well-defined, or overlapping
points may give a misleading representation of the space. For these reasons, we introduce
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a dual-view in the scatterplot, to depict also the point density, as illustrated in Figure 6.2 - c.
Hereby, the exploration can be guided by the density peaks, which might reflect the location
of densely populated visual clusters. To intuitively depict high density regions versus low
density, we employ the heated body colormap [35].

The embedding provides a view on a reduced abstract 2D space, as the dimensions of
the embedding do not have a direct relation to the imaging-derived features. Yet, clinical re-
searchers need to be able to link back to this feature space and analyze the underlying high
dimensional feature structure of the identified intra-tumor regions (T2). This part is achieved
with several linked interactive views, which hold complementary information and are inter-
actively updated when the user selects one or more visual clusters in the embedding.

Two initial interesting aspects of the underlying data are the distributions of the features
of the selected regions and the pairwise correlations among these features, which we visual-
ize respectively with boxplots and a simplified color-coded scatterplot matrix (SPLOM) [47],
as shown in Figure 6.3 - a,b. These representations were chosen, as they are intuitive and
well-known to the intended clinical users. For a simplified correlation view, we abstract
the SPLOM by calculating and visualizing directly Pearson’s correlation p, instead of all the
points. We color-code the calculated correlation value to the divergent red-to-blue colormap
[35] to show the range from p = -1 (red) to p = +1 (blue), as presented in Figure 6.3 - b.

To identify relations that go beyond two dimensions of the selected visual clusters, we
additionally use parallel coordinate plots (PCPs) [128], as depicted in Figure 6.3 - c. PCPs are
versatile in representing multiple dimensions in a single view and are commonly used to eas-
ily detect patterns, trends and outliers. In our design, PCPs can be either straight or curved
polylines, rendered with low opacity for clutter reduction and improved readability. They also
support bi-directional brushing and linking to the embedding, to establish connection with
the high dimensional space. As a common way to link observations from different windows,
colors are used coherently to denote in all views the same visual cluster.

For the easy comparison and assessment of the feature characteristics of distinct intra-
tumor regions, we employ an additional view on the selected visual clusters. In this view, we
provide information on the validity of each visual cluster, visualizing three commonly used
internal validity measures: cohesion, separation and the average silhouette coefficient [265].
Cohesion (WSS) is a measure of how closely objects are related within a visual cluster and
is measured by the within sum of square distances to the mean feature vector:

WSS= Y (x-m)? (6.7)

xeC

where C is the selected visual cluster, m the mean feature vector of the visual cluster and
x a feature vector element of the visual cluster [265]. Separation (BSS) reflects how distinct
or well-separated a visual cluster is from another, using the between visual clusters sum of
square distances:

BSS=Y|C;lm-m;)? (6.2)
i
where C; are the selected visual clusters, m; their respective mean feature vectors, |C;| the
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Figure 6.3: Visualizations used to analyze the underlying structure of the features of the each intra-
tumor region (T2). (a) Boxplots are employed to show the distribution of features, (b) SPLOMs depict
the correlations between features and (c) PCPs illustrate relations beyond two dimensions of the data.

size of visual clusters and m is the overall mean feature vector [265). The average silhouette
coefficient (s) combines the notion of cohesion and separation:

. BSS-wss 6.3)
max(BSS, WSS)

The average silhouette coefficient ranges between 0 and 1, but it is usually interpreted in
an ordinal way. Values between 0-0.25 denote bad-defined visual clusters, 0.26 — 0.5 weak
clusters, 0.51 —0.75 reasonable clusters and 0.76 — 1 stand for excellent clusters [265]. An
initial option for the visualization of these indices would be a table, which would, however,
need sequential analysis and be time-consuming, especially for the comparison of more
than two clusters. For this reason, we abstract these numbers to glyph attributes in a 2D
view, as shown on Figure 6.4 - a. First, we abstract each visual cluster to a sphere, which
is an intuitive encoding for a group notion. The color of each sphere is used for the easy
distinction of multiple visual clusters and is the same as the color used in all other views, for
each visual cluster.

Cohesion is mapped to the area and opacity of each sphere. As presented in the legend
of Figure 6.4 - b, small and opaque spheres depict firm and coherent visual clusters, while
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Figure 6.4: Cluster analysis view for comparison and assessment of two distinct intra-tumor regions
(T2). On the left side (a,b), internal validity measures of each cluster are encoded and presented to
the user. On the right side, (c) LDA allows the user to identify which features contribute most in the
separation of two visual clusters.

large and transparent spheres depict incoherent, cloudy-like visual clusters. Transparency is
needed to avoid occlusion and to emphasize the coherent visual clusters. Hereby, to preserve
context despite the combined use of size and transparency, we force a minimum limit in both
visual encodings.

Forthe separation between two visual clusters, we considered two alternatives: encoding
its value to the distance of the spheres or using an additional glyph in-between the spheres.
The first option results in a cluttered view, where small spheres were often included or even
hidden by the larger ones. Thus, we position among each pair of spheres a double-ended
arrow glyph, whose thickness encodes the separation of the two visual clusters. Thin arrows
depict well-separated visual clusters giving the illusion of distance, while thick arrows depict
badly-separated visual clusters, as shown in the legend of Figure 6.4 - b. We also force a
minimum limit in the arrow thickness.

The choice of the double-ended arrow allows the incorporation of the silhouette coeffi-
cient in the visualization. In this glyph arrow, each end belongs to one visual cluster of the
pair and the color encodes the value of the coefficient, using a luminance color scale. This
is presented also in the legend of Figure 6.4 - b.

For a more detailed comparison of the visual clusters in the feature space, it is also nec-
essary to show the most prominent features that differentiate them. At this point, we perform
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a Linear Discriminant Analysis (LDA) [22] between each pair of visual clusters. This is used
to calculate the vector that maximizes the linear separation between the means of these
clusters, while it minimizes the variance within each cluster. For each pair of clusters, we
also obtain the separation histograms resulting from the projection of the high dimensional
feature space of the visual clusters on the separation vector. We initially overlay the separa-
tion vector as text over the separation arrows of the visual cluster validity representation, as
shown in Figure 6.4 - a.

A more intuitive and faster-to-perceive choice is to visualize the separation vector in a
separate view as a stacked bar, to show which feature or combination of features contributes
more to the separation. As we also want to show how good this separation is for each visual
cluster pair, we use a matrix-like configuration to additionally show the distribution and the
pairwise cluster projected histograms. This view can help to identify which multiple features
contribute to the separation of clusters, as depicted in the bottom right side of Figure 6.4 - c.
The colors in the histograms are used for visual cluster distinction and are consistent to the
colors employed in all views, while the colors in the stacked bar are used for the distinction
of the different features.

The association of the feature space with the anatomical or clinical reference space and
vice versa (T3) is one of the most important aspects for clinical users. Without the clinical
reference context, users would not able to generate and confirm hypotheses. For anatom-
ical inspection, the visual tool provides functionality to slice through any kind of volumetric
imaging data and a linked 3D view of the organ where the tumor is located. To enable si-
multaneous inspection of clinical reference data, we need another 2D slice-based view. The
anatomical and clinical reference views are bi-directionally linked to the embedding space.
Selections in one space are reflected in the other.

Linking the feature space to the anatomical or reference space is performed as described
in (T1). Linking the clinical reference space to the feature space is possible in two ways: by
color-encoding or brushing. In the first case, the entire discretized regions of the reference
data can be reflected on the embedding, with the use of a qualitative colormap [35] to match
each distinct region of the reference to the respective embedding points, as depicted in Fig-
ure 6.5-a. In the second case, specific regions of interest can be interactively brushed in the
reference space and linked to the other views, as illustrated in Figure 6.5 - b.

Finally, the easy exploration of the effect of modeling-induced variability and incorporation
of measurements of model-induced inaccuracy (T4) are also required. For variability, the vi-
sual tool enables side-by-side visualization of multiple linked 2D embedding maps, namely
one per feature space. Different models result in different feature spaces and embeddings.
Therefore, direct comparison of embedding spaces based on positions is not meaningful.
To preserve context across multiple embedding maps and to link the points of the embed-
ding map to their volumetric position in the anatomical space, we decided to use a simple
visualization. For example, visualizations which would require to trace lines across maps,
would be too complex and clutter the view. In our design, one map is used as reference.
Then, the position-based 2D colormap discussed in (T1) is used to retain the information of
the 2D position of each point across the multiple embedding spaces, as shown in Figure 6.6
-a. Allinteractions in one map or in the anatomy are reflected on all maps, to strengthen the
link between the different spaces.

For inaccuracy, clinical researchers are interested either in exploring regions with low
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Figure 6.5: Linking the anatomical/clinical reference to the feature space (T3) using (a) color-encoding
and (b) selection. The reverse linking has been already presented in Figure 6.2.

accuracy to explain why inaccuracy occurs or in restricting their analysis to regions with
high accuracy. To simplify this, we employ a double slider that allows to selectively visualize
accuracy ranges in the embedding. To enhance the visualization, points of the embedding
map within the selected accuracy range are visualized as firm, opaque and with well-defined
edges, if they have high accuracy, while lower accuracy points are transparent and with blurry
edges, as illustrated in Figure 6.6 - b.

Implementation. The entire user interface of the proposed visual tool is depicted in Fig-
ure 6.7. We implemented the visualization tool in Python as a DeVIDE module [32], employing
the Visualization Toolkit (VTK) [2], matplotlib and scikit-learn. The design of the visual tool
at this point requires a large number of windows, each one of which is needed to show a
specific complementary data aspect. The interface cannot be simplified drastically, given all
the tasks that we want to accommodate. Yet, we enable users to selectively manipulate the
profile of the tool and to selectively show the most useful representations for their specific
exploratory tasks.
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Figure 6.6: Visualizations for the easy exploration of the effect of (a) variability and (b) inaccuracy (T4).
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Figure 6.7: The entire interface of our proposed visual tool, for the exploration and analysis of tumor
tissue characteristics.

6.6. Evaluation

In order to assess the value of our visual tool, we performed an evaluation, inspired by the
paper of Lam et al. [159]. The evaluation was performed with ten domain experts from three
different institutions (Netherlands Cancer Institute, Aarhus University Hospital and MAAS-
TRO Clinic): three women and seven men. The group of participants included two research
physicists, three medical physicists, four biomedical engineers and one computer scientist,
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who works on the automatic classification of tumor tissue. All participants have normal vi-
sion, five with and five without glasses, and nobody is colorblind. They ranked their computer
expertise as intermediate to high and all have a high expertise in tumor tissue characteriza-
tion. Four of the participants were already familiar with the visual tool, as they were actively
involved in its design. In our results, we will treat these four participants separately from the
rest, to remove eventual bias.

Before the evaluation, we gave an introduction to the visual tool, where we explained
basic notions and main components. We simulated the visual environment for the explo-
ration and analysis of the high dimensional feature space of tumor tissue characteristics, as
the clinical researchers would do under real-life circumstances. At this point, the visual tool
was initially operated by the first author, while the clinical researchers observed the demon-
stration of the individual components. Nevertheless, they could also operate the visual tool
themselves anytime to better understand the functionality.

The first part of the evaluation included two case studies, which required hands-on ex-
ploration of the data, aiming at analyzing the actual relevance of the insight provided by
the visual tool, as it would occur in real clinical research settings. Each of the four tasks
of Section 6.3 was performed with the thinking-out-loud method, as the clinical researchers
explained and reasoned on the findings in the data. In the second part, the participants an-
swered a questionnaire.

6.6.1. Case Studies

In this section, we present the analysis performed by the evaluation participants, during the
case studies.

Case study: Prostate tumor. In this case, data from a patient with advanced prostate tumor
were employed. DCE-MRI and DW-MRI data were acquired. From these, four pharmacoki-
netic parameters maps (K@, kep, Ve, vp) [257] and the additional ADC map with a b-value of
1000, were respectively derived. Afterwards, t-SNE was applied to obtain a 2D embedding of
the six-dimensional feature space. This case consists of two subcases, where two different
clinical reference data were used:

+ A linear regression model [106] predicting four prostate risk zones (high to low risk
zone).

- Gleason Scores (GS) retrieved from histopathological data that reflect the aggressive-
ness of the tumor foci based on their microscopic appearance. To obtain the latter, the
patient was scanned and thereafter, the prostate was resected and histopathological
slices were prepared and registered to the imaging data.

The results of the first case are summarized in Figure 6.8. Here, two distant, well sepa-
rated regions of points were initially identified in the embedding map for further exploration,
as shown in Figure 6.8 - a. Linking to the clinical reference data shows that region 7 corre-
sponds to part of the high risk zone of the prostate, while region 2 corresponds to part of the
low risk zone, as depicted in Figure 6.8 - b. Using the cluster analysis view of Figure 6.8 - c,
the abstraction of region 7 shows that it is more coherent than region 2, but also that the two
regions are well separated from each other. The joint histogram of the two regions, in the up-
per right view of Figure 6.8 - d, also shows this separation, which is mainly due to a combined
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effect of three parameters (kep, K@ and ve), as it results from the vector of linear separa-
tion. This is also confirmed by the different patterns and relationships between the imaging-
derived features of the two regions, as shown by the parallel coordinates of Figure 6.8 - e and
the correlation matrix view of Figure 6.8 - f. The evaluation participants commented that the
findings of this part of the analysis correspond to their theoretical knowledge [257].

When the analysis is done by color-coding the points in the projection maps based on
the four discrete risk zones, as illustrated in Figure 6.8 - g, the low risk cluster 1 is partially
separated from the rest, but it is incoherent. Also, the two highest risk clusters 3 and 4 are
reasonably coherent, despite some dispersion in the map, but not well-separated from each
other. The employed risk prediction statistical model is built based on the same feature
space as the one employed in the current analysis. Thus, the results from the analysis should
be matching the model, but they do not. This can be an indication that the model is not able
to detect potential sub-clusters in the high risk zones. To cross-check that this is not caused
by inaccuracies during the derivation procedure of the features from the imaging data, high
values of the goodness of fit, relating to model accuracy, were selected.

In the second subcase, presented in Figure 6.9, the analysis was done using the GS

region 2 region 1

[

g

Figure 6.8: Case study of a prostate tumor patient, using as a clinical reference a linear regression
model [106] predicting the prostate risk zones.
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retrieved microscopically from the histopathology [82]. In this case, the analysis was per-
formed by going from the reference data to the embedding space. There are two regions
in the histological data: GS3 and GS4, where higher GS corresponds to more aggressive tu-
mor. We color-code the points of the embedding map with respect to the GS region that
they correspond. The points of the two GS regions did not correspond to well-defined, sepa-
rated visual clusters in the embedding space, which is an indication that the specific feature
space is not able to reflect the GS system. However, the visual tool could be used to detect
additional imaging-derived features that reflect GS in a better way.

Figure 6.9: Case study of a prostate tumor patient, using as a clinical reference Gleason Scores (GS)
retrieved from histopathological data that reflect the aggressiveness of the tumor foci based on their
microscopic appearance [82].

Case study: Cervical tumor. In this case, data from a patient with an advanced cervix
tumor were employed. Three different modeling approaches were used to derive pharma-
cokinetic parameters from DCE-MRI data. The employed pharmacokinetic models were the
Tofts model (TM), the Extended Tofts model (ETM) and the Two-Compartment Exchange
Model (2CXM)[257].

The first model results in two features (K@S and ve), the second, in three (KI@NS, v
and vp), and the third in five (K'@"S, ve, v, Fp and PS) [257]. The Akaike information criterion
(AIC.) that relates to the quality of fit of each model is included as an extra dimension in
each feature space.

For each one of the derived feature spaces, we computed a 2D embedding map. As
clinical reference, we used segmented data that depict the three regions of the tumor: the
periphery, the center and the in-between region. In literature [139], it has been hypothesized
that different models perform better in different tumor regions and our visual tool was used
for validation.
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Initially, the three embedding maps need to be compared. By colorcoding the points
based on the TM, it appears that the 2CXM behaves differently than the other two models,
as shown in Figure 6.10 - a. For example, the region denoted in the red box is consistent
in the ETM and TM, despite the fact that the cluster position is different across maps, as
depicted in Figure 6.10 - a. However, in the 2CXM map, this visual cluster does not exist, as
the points are spread. This is a confirmation to the theory that the 2CXM in some cases is
unnecessarily complex and thus may produce inaccurate results.

Then, two regions were selected, as illustrated in Figure 6.10 - b. From the anatomy,
based on the theoretical hypothesis [139], region 7 represents the areas where the simplest
model, the TM, should fit better. On the other hand, region 2 represents areas where the ETM
model fits better. For region 1, this is supported by the ETM embedding map: the correspond-
ing visual cluster presents a split, as shown in Figure 6.10 - b.

Similar observations can be drawn for the points of region 2 that also form a well-defined
region in the ETM map, but present a bigger spread in the TM map. These observations are
also validated by the parallel coordinates, visualizing the values of the features in Figure 6.10
- ¢. To compare the underlying structure of these two regions, we use the cluster analysis
view of Figure 6.10 - d, from which we identify that the visual clusters are well separated from
each other in both ETM and TM maps. The coherence, though, is better in the map of better
fit: region 7in TM and region 2 in ETM.

6.6.2. Interviews with Clinical Researchers

After the case studies, the participants were asked to complete a questionnaire. First, we
asked four questions, related to the four main tasks of Section 6.3. Each question required
an open answer, but also grading using Likert scales (1 —5) for the perceived effectiveness,
perceived efficiency and perceived satisfaction. In order not to compromise the results, we
separate in our statistical analysis the four people involved in the design and the other six
who were not involved.

It was found that the two groups had in most cases comparable results. The measured
variables received high scores, as summarized in Figure 6.11. The scores of the variability
and inaccuracy incorporation tasks were slightly lower than the other three, as some of the
participants noted that they would like to use the inaccuracy component more, before giving
aconclusive answer. One participant graded the efficiency of the second task lower, because
he stated that the interpretation of the cluster analysis view takes time when the user is not
familiar with the employed representations. The others considered that the representations
adopted in the multiple views of the visual tool were intuitive.

The participants were also asked to compare the visual tool to what they are currently
using and to evaluate the visual tool, as a whole, by discussing its suitability, strengths, limi-
tations and missing features. In comparison to the currently employed approach, they com-
mented: it is a much more elegant approach than what | am currently using. It is very intuitive
and versatile., continuing: | can learn more about the data and discover more about it, than
with the current approach.. They also said: / think the tool can help us to explore the feature
space better., and concluded that: The information provided by this tool is very interesting and
once collected for a wider population, it can be used to train a model based on more relevant
features that provide a better separation of tissues.
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TM (reference map)

region 1

anatomy

Figure 6.10: Case study of a cervical tumor patient, explored for three different modeling ap-
proaches [257].
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All participants agreed that the visual tool is overall understandable and easy to learn.
They also agreed that the suitability of the visual tool was mainly for data exploration, know!-
edge discovery and hypothesis validation or generation. Suitability for decision making might
come as a result of the previous, after better familiarization with the visual tool. The strong
features of the visual tool — and also what the evaluators liked more about it — are the multi-
ple interactive linked views on the data, the link between anatomy and feature space and the
incorporation of inaccuracy in the analysis, even if the latter received a lower mean grade.

According to the evaluation participants, a missing feature or limitation of the visual tool
is that it currently does not provide functionality for viewing simultaneously the PK parameter
maps in a supplementary slice-based view, which is still important for clinical users, due to
familiarity. Finally, some of the users commented that the areas of interest do not always
correspond with descriptive density variation areas in the 2D embedding. Therefore, it is not
always obvious how to define the selection boundaries in the embedding.

6.7. Conclusions and Future Work

The current exploratory approach for tumor tissue characterization based on imaging is time
consuming, making it difficult to obtain the required insight. In this chapter, we proposed a
visual tool that enables clinical researchers to perform easy exploration and visual analysis
of the feature space of imaging-derived tissue characteristics, and to discover new knowl-
edge, with respect to reference data used in clinical research. We employ, as central view,
a 2D embedding of the feature space, linked to multiple interactive views. These views pro-
vide information concerning the structure of the feature space and relations to anatomical
and clinical reference information. We performed an initial evaluation with ten clinical re-
searchers, who confirmed the usefulness of the visual tool in their analysis, as it opens new
possibilities in the exploration of the feature space and provides access to new insight in the
data. We illustrated this with two case studies performed during the evaluation.

A direction for future work includes the extension of the application to allow meaningful
follow-up or inter-patient analysis. It would also be interesting to extend the visual tool or to
generalize its functionality for other applications, where also a higher number of features is
involved. An example of this is demonstrated in Part Il of this chapter. Finally, the incorpo-
ration of embedding precision information in the analysis would also lead to more reliable
observations. The proposed visual tool is a promising basis for clinical researchers to iden-
tify, explore and analyze heterogeneous intra-tumor regions and particularly, to generate and
confirm hypotheses, with respect to clinical reference.
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Figure 6.11: Schematic representation of the evaluation results, for each one of the tasks of Section 6.3.
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6.8. Abstract

6.8. Abstract

The previously proposed Visual Analytics tool can be employed in many different applica-
tions. Among these, it can be used to aid the design of tissue classifiers and to increase the
understanding of their behaviors. We demonstrate this outside the field of prostate tumor
tissue characterization.

Accurate segmentation of brain white matter hyperintensities (WMHSs) is important for
prognosis and disease monitoring. To this end, classifiers are often trained — usually, using
T1and FLAIR weighted MR images. Incorporating additional features, derived from diffusion
weighted MRI, could improve classification. However, the multitude of diffusion-derived fea-
tures requires selecting the most adequate. For this, automated feature selection is com-
monly employed, which can often be sub-optimal.

In this work, we propose a different approach, introducing a semi-automated pipeline
to select interactively features for WMH classification. The advantage of this solution is
the integration of the knowledge and skills of experts in the process. In our pipeline, the
Visual Analytics system proposed in Part | [226] is employed, to enable a user-driven feature
selection. The resulting selected features of our approach are the intensities from T1 and
FLAIR images, Mean Diffusivity (MD), and Radial Diffusivity (RD) — and secondarily, Cs and
Fractional Anisotropy (FA). The next step in the pipeline is to train a classifier with these
features and compare its results to a similar classifier, used in previous work with automated
feature selection. Finally, Visual Analytics is employed again to analyze and understand the
classifier performance and results.

6.9. Introduction

White matter hyperintensities of presumed vascular origin (WMHSs) are a common finding
in MR images of elderly subjects. They are a manifestation of cerebral small vessel disease
(SVD) and are associated with cognitive decline and dementia [196]. Accurate segmenta-
tion of WMHs is important for prognosis and disease monitoring. To this end, automated
WMH classification techniques have been developed [10]. Conventional approaches include
raw image intensities from T1and FLAIR weighted MR images, but recently, it has been sug-
gested that diffusion MRI can improve the segmentation [155, 169]. Multiple features can be
derived from this imaging modality. Thus, careful feature selection is required.

In this work, we propose a semi-automated approach, to aid the design of WMH classi-
flers. Our novelty is the introduction of a user-driven, interactive pipeline that provides new
insight into the entire classification procedure, especially in the identification of an adequate
feature list and the outcome analysis. Up to now, the knowledge and cogpnitive skills of ex-
perts have not been intensively involved in the process. In the first step of our pipeline, we
employ the Visual Analytics system [226], which was presented in Part | of this chapter. Us-
ing this system, expert users select interactively the most important features. In the second
step, the resulting feature list is used to train a classifier for WMH segmentation. The perfor-
mance and results of this classifier can be analyzed and interpreted in the final step of the
pipeline, again using Visual Analytics. To the best of our knowledge, involving users through
visual analysis and interaction in an entire pipeline for feature selection, classification and
outcome evaluation for WMH structures, has not been addressed before.
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The remainder of the second part of this chapter is organized, as follows: Section 6.10 is
the core, where the novel pipeline for feature selection, classification and outcome evaluation
for WMH structures is presented. Section 6.11 presents the results of using our proposed
approach. Section 6.12 concludes with a discussion on several points with respect to our
proposed pipeline, along with propositions for future work.

6.10. Materials and Method

6.10.1. Subjects and MRI Data

We used the subjects of the MRBrainS13 challenge [177], with additional manual WMH de-
lineations. Subjects included patients with diabetes and matched controls. The cohort in-
cluded 10 men and 7 women, with an age of 71+4 years. All subjects underwent a stan-
dardized 3 T MR exam, including a 3D T1-weighted, a multi-slice FLAIR, a multi-slice IR,
and a single-shot EPI DTI sequence with 45 directions. All sequences were aligned with
the FLAIR sequence [148]. The diffusion images were corrected for subject motion, eddy
current induced geometric distortions and EPI distortions, including the required B-matrix
adjustments, using ExploreDTI [161].

The dataset includes T1, FLAIR and IR weighted images, as well as the following diffu-
sion features: Fractional Anisotropy (FA), Mean Diffusivity (MD), Axial Diffusivity (AD), Radial
Diffusivity (RD), the Westin measures Cr, Cp, Cs [304], and MNI152-normalized spatial co-
ordinates [148, 88]. This exact dataset has been previously reported in a study of Kuijf et
al. [155] for the investigation of the added value of diffusion features in a WMH classifier.
Since we could have access to the exact same data and we share the same goal, we will use
this previous work of Kuijf et al. as a baseline for the evaluation of our results.

6.10.2. Method

In this section, we describe our new pipeline for the user-driven, interactive selection of fea-
tures that can differentiate WMHs from healthy brain tissue. Our pipeline consists of three
steps, depicted in Figure 6.12. First, the data are interactively explored and analyzed by expert
users, using our tissue characterization system [226], which was presented in the previous
part of this chapter. From this step, we obtain through interaction and visual analysis a list
of features, adequate for WMH detection. These features are subsequently used to train a
classifier. After classification, the system is used again to evaluate and better understand
the classification process and outcome.

Feature Selection using Visual Analytics. Our previously described Visual Analytics sys-
tems [226] is employed to interactively explore the data of each one of the available subjects,
as shown in Figure 6.13. Initially, t-Distributed Stochastic Neighbor Embedding (t-SNE) [286]
is used to map the high-dimensional feature space of each subject, which was described
in Section 6.10.7, into a reduced 2D abstract embedding view, preserving the local structure
of the feature space. Spatial coordinates are excluded, as we are interested in preserving
similarities in the feature space, whereas the voxel positions could introduce bias.

In the resulting embedding view, which is presented in Figure 6.13 - b, close-by 2D data
points reflect voxels with similar behavior in the high-dimensional feature space. Therefore,
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Figure 6.12: The pipeline proposed for the user-driven feature selection, classification and outcome eval-
uation for the segmentation of White Matter Hyperintensities (WMHSs).
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Figure 6.13: Our proposed Visual Analytics system [226] during the exploration of the data of a subject
from the MRBrainS13 challenge [177]. The three main components of the system are denoted.

voxels from structures with similar imaging characteristics are expected to be grouped to-
gether in the embedding, in so-called visual clusters. The availability of manual delineations
of the WMHs as ground truth data allows to associate visual clusters from the feature space
to anatomy, and vice versa, as depicted in Figure 6.13 - a.

When a WMH-containing visual cluster is interactively selected, its intrinsic feature char-
acteristics can be explored. This can be conducted, for example, against other structures
of the brain, or against WMHs voxels that are not within the selected visual cluster. Then,
several linked views, such as the ones depicted in Figure 6.13 - ¢, are interactively updated
with complementary data information. This includes feature distributions and correlations,
multidimensional data patterns, cluster validity analysis and information on features that
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help separating visual clusters from each other, as given by the weights of the separation
vector of Linear Discriminant Analysis (LDA). In this way, features suitable for the detection
of WMHSs are interactively identified.

For example, for the subject of Figure 6.13, two visual clusters have been selected in the
t-SNE of the middle view. As depicted in the anatomical views, one corresponds to the WMH
core, highlighted in green, and the other to the periphery, highlighted in purple. Together,
they represent the biggest part of the structure. Still, several small parts are missed. The
separation vector, resulting from LDA between the two visual clusters containing the WMHs
against the rest of the brain, is extracted. From the weights of this vector, features adequate
for differentiating the detected WMHSs from the rest of the brain are identified. This analysis
is subject-specific and has to be performed on a single-subject basis. When all subjects have
been explored, the user decides on the most overall suitable feature list.

Classification. In this step, many different classification approaches could be followed, but
comparing all would be out of scope, for this work. Recently, Kuijf et al. [155] presented an ap-
proach for WMH classification, using the same set of diffusion features. To evaluate whether
our user-driven feature selection outperforms automated feature selection, we adopt a simi-
lar classification approach, as in the previous work of Kuijf et al. The list of features resulting
from the system is used to train a k-nearest-neighbor classifier for WMH segmentation. For
different feature combinations, several classifiers are trained with k = 50, 75, or 100, and the
neighbor-weighted is either uniform or distance-based [155].

Evaluation of Classification. In many cases, classifiers are treated as black boxes, and
users do not have actual insight into the achieved result. With this step, we want to provide
a way for evaluating and understanding both the results of the classifier and the classifier
itself. To this end, we import the binary masks resulting from the classification, which con-
tain the detected and the missed WMHs, into our Visual Analytics system [226]. The user
can interactively explore the high-dimensional feature space of the two regions of the mask,
and generate hypotheses about why the classifier failed to detect parts of the WMHs, with
respect to the imaging features.

6.11. Results

In this section, we present the results from each step of our proposed pipeline, for feature
selection, classification and outcome evaluation for WMH structures in the subjects of the
MRBrainS13 challenge [177].

Feature Selection using Visual Analytics. In most of t-SNE embeddings of the subjects, the
majority of voxels of the WMHSs are grouped together in one or two visual clusters, similar to
the case depicted in Figure 6.13. From selecting these visual clusters, we could identify that
for subjects with two visual clusters, these either correspond to the core and the periphery,
or to anterior and posterior WMHs. For large WMHs (top 50%), the visual clusters of the
embedding identify 84-98% of the structures. For the rest, the visual clusters can at least
detect the core, with a minimum detection percentage of 54%.

The multiple interactive linked views of the system show that there are comparable be-
haviors, within all cases of visual clusters, especially for larger WMH structures. As men-
tioned before, the cluster analysis view of the system provides the separation vector, result-
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ing from LDA between the visual cluster containing most of WMHs and the visual cluster of
the rest of the brain. Table 6.1 depicts, for all investigated subjects, the weights of separation
for these two visual clusters.

In all, but three cases, T1, FLAIR, RD and MD are more important and have a considerable
weight. For bigger WMHSs, Cg and FA also become important. The contribution of other
features such as AD, C, Cp and IR seems not significant. Considering also the (cor-)relations
between diffusion features, we decide on the overall set of features for the classifier: MD, RD,

Table 6.1: The most important features for each subject, as resulting from the weights of the LDA sep-
aration vector, performed for the detected visual clusters of WMH voxels against the rest of the brain.
The second column denotes the size of WMHSs in voxels. The third column shows the percentage of
WMHSs detected by visual clusters in our Visual Analytics tool. The other columns represent features,
and their weights are color encoded per row. The resulting feature list is the set MD, RD, T1 and FLAIR
(then, Cg and FA).

Subject Data Features

ID Size Fofnd CL CcP cs FA AD MD RD IR Tl |FLAIR

1 | 1664 | 98 0.15 -0.06 03 003

2 | 1370 | 93 0.08 -0.82 016 | 056

3 1167 91 01 0 01

4 819 | 89 | 075 | 006 | -475 |-427 | -17 012

5 613 | 87 1 | -006 [-475| -336 | 018 -0.12

6 571 | 89 | -222 | -148 -1.8 | 092 0.46

7 494 | 8 | -03 | -017 -0.84 -0.34

8 461 | 84 122 035 | -0.34 -017 | -0.47

9 417 | 79 -147 -0.22 | -3.04 -011

10 | 353 | 60 26 | 168 | -558 -2.62 -041

1 | 328 | 62 043 [-207 0.28 043

12 | 273 | 65 01 | -02 |-217 | -175| O -04

13 | 265 | 54 |-054|-019 [ -428 -174 |-084 -0.19

14 | 239 | 68 | 036 |-001|-179  -014 | -0.62 -0.01

15 | 228 | 63 164 -0.74 | -2.06 -219 | 1.28

16 | 221 | 76 | 081 | 001 0.64 0.02

17 | 220 | 84 |-078 | 022 =553 -2.59 | -1.74 0.44
E |
Negative High Low Positive High
Weight Weight Weight
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T1and FLAIR —and secondarily, Cs and FA. Here, we add the MNI152-normalized coordinates
(x, y, z) to better represent the brain volume and to suppress non-WMH structures.

Classification. Based on the results of the system, the following four combinations of
feature sets s; € S are chosen for our k-NN classifier:

+ s1: MD,RD, T1, FLAIR
© 581+ (%, y, 2)

+ s3. 51+ Cs, FA

< sq 83+ (x, y, 2)

For each classifier trained on a feature set s; € S, we measure the sensitivity and Dice
similarity coefficient (mean + standard deviation), as shown in Table 6.2. These measure-
ments are performed with respect to the available manual delineations of the WMH struc-
tures. Furthermore, our results are compared to the feature sets f; € F, previously used by
Kuijf et al. [155]:

« fi: T1 IR, FLAIR

© ffit (%), 2)

* f3i fi+ FA MD

© fu fo+ FA,MD

* f5! fa+ Cr, Cp, Cs, AD,RD

The results of Table 6.2 demonstrate that our proposed Visual Analytics-guided feature
selection can achieve similar or slightly better performance than the automated feature se-
lection presented by Kuijf et al. [155]. The two best performing feature sets of Kuijf et al. used
8 (f1) and 13 (fs) features, while our current two best methods use less features, with com-
parable results. Our approach allows to discard Cy, Cp, AD and IR, which do not contribute
in the classification, hereby saving scanning and computational time.

Evaluation of Classification. To evaluate the classification outcome, we introduce the re-
sults of the two best performing classifiers, sy and s4, into the Visual Analytics system. One
of the goals is to explore and analyze the parts of the WMHs that are missed, but also to
understand better how these classifiers work and how they can be improved. From an initial
inspection, it results that classifier s, is restricted to the core of the WMHSs, while s4 detects
an extension of it. The WMH core is always detected by both classifiers, as it has consistent
imaging characteristics and is well-clustered in the t-SNE embeddings. In subjects with big-
ger WMHs, s4 misses only small or thin structures and part of the periphery. In subjects with
smaller WMHSs, there is a tendency to miss periphery parts and posterior structures more
often than the anterior. For bigger WMHs, the core differs in T1, MD, RD with the missed
structures. Also, the latter are not as good clustered in the t-SNE embeddings as the core,
indicating that they are not coherent in their imaging characteristics. As WMHs become
smaller, the influence of T1 becomes less strong, while MD and RD seem to become more
important.
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Table 6.2: Sensitivity, Dice similarity coefficient (SI, higher is better) and number of features for the
classifiers, trained on combinations of features s; € S (top, from our Visual Analytics-driven approach)
and f; € F (bottom, from the work of Kuijf et al. [155]), with respect to the available manual delineations.

Our Visual Analytics-driven approach
Sensitivity (%) Dice Sl Features
s1 64.8 +£0.2 0.460 + 0.003 4

S 76.2 + 0.4 0.560 + 0.005 7

s3 66.3+0.2 0.471+ 0.004 5

Sy 76.6 +0.5 0.576 + 0.004 8

n

Automated approach of Kuijf et al. [155]

F  Sensitivity (%) Dice Sl Features
h 59.7+02 0.349 + 0.001 3
f 73.4+04 0.536 + 0.005 6
f 67.8+0.3 0.411+ 0.003 5

fa 772+0.4 0.565 + 0.004 8
f5 752+ 0.6 0.561 + 0.003 13

6.12. Discussion and Conclusions

We proposed a user-driven pipeline for aiding the design of classifiers, focusing on WMH
segmentation. Using Visual Analytics and employing the cognitive skills of an expert user,
we initially identified the list of features (MD, RD, T1, FLAIR, and secondarily, FA and Cs) that
are suitable for the separation of WMHSs. Then, this list was used for WMH classification. In
respect of previous work [155], our results are comparable. Yet, our results are not achieved
through a trial-and-error approach, but after a justifiable and understandable, interactive fea-
ture selection.

Additionally, our approach requires less features, which allows to skip several imaging
sequences, making the feature calculation less computationally intensive and time consum-
ing. For example, we concluded that Cy, Cp, AD and IR can be omitted, which saves valuable
scanning time (IR: 3:49 min).

After classification, we evaluated the classifier outcome in our proposed Visual Analytics
system. The periphery is constantly missed. Thin and small structures can be missed due
to partial volume effect, while the MNI152-normalized spatial coordinates can influence the
separation of posterior or anterior WMHSs. For certain subjects, the missed structures have
intrinsically different imaging characteristics.

In this case, more features, such as texture or tensor information, should be further in-
vestigated. The performance of the classifier could be further improved by adding additional
post-processing, to remove false positive detection, which was not performed here, to be
comparable to Kuijf et al. [155]. Also, it would be interesting to investigate what happens
when our Visual Analytics-selected features are used with more sophisticated classification
algorithms.
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6.12. Discussion and Conclusions

In the entire pipeline, the user interacts and guides the analysis. This has the advantage
that the cognitive capabilities of the user, which are not easily automatized, can be included
in feature selection. However, the results are user-dependent and it remains important to
analyze the bias introduced by the user. Although t-SNE is widely used [9] for understanding
and exploring high dimensional data, errors can also be introduced due to its use.

Adding more features for exploration in the Visual Analytics system, such as textural
features or information from tensors, could give interesting results. However, certain visu-
alizations of our system do not scale well to a high number of features. Therefore, new
visualizations would be needed to tackle hundreds of features. Finally, evaluating the use
of the pipeline with a user study, to define its general usefulness, is another point for future
work.

Nevertheless, employing Visual Analytics in the design of classifiers provides potential
for better understanding the data under exploration, and for obtaining more insight into clas-
siflers and the frequently exploding set of imaging features.
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Errors are portals to discovery.

James Joyce (1882 - 1941), Ulysses

In this chapter, we present a Visual Analytics solution for the exploration and assessment of er-
rors occurring during the model-based segmentation of pelvic structures. Our focus is on how
Visual Analytics can contribute towards the prediction of the performance of segmentation
algorithms. Chapter 7 is based on the paper:

Raidou, R.G., Marcelis, F.J.J., Breeuwer, M., Groller, E., Vilanova, A., and van de Wetering,
H.M.M., 2016. Visual Analytics for the Exploration and Assessment of Segmentation Errors.
Proceedings of the Eurographics Workshop on Visual Computing for Biology and Medicine
(VCBM 2016), pp. 193-202 [224].



7.1. Abstract

7.1. Abstract

Several diagnostic and treatment procedures require the segmentation of anatomical struc-
tures from medical images. However, the automatic model-based methods that are often
employed may produce inaccurate segmentations. These, if used as input for diagnosis or
treatment, can lead to sub-optimal results for the patients. Currently, experts working on the
development of these segmentation algorithms cannot easily perform an analysis to predict
which anatomic regions are more prone to inaccuracies, and to determine how to improve
their algorithms.

In this chapter, we propose a visual tool to enable experts, working on model-based seg-
mentation algorithms, to explore and analyze the outcomes and errors of their methods. Our
approach supports the exploration of errors in a cohort of pelvic organ segmentations, where
the performance of an algorithm can be assessed. Also, it enables the detailed exploration
and assessment of segmentation errors in individual subjects.

A usage scenario is employed to explore and illustrate the capabilities of our visual tool.
To further assess the value of the proposed tool, we performed an evaluation with five seg-
mentation experts. The evaluation participants confirmed the potential of the tool in provid-
ing new insight into their data and employed algorithms. They also gave feedback for future
improvements.

7.2. Introduction

Several diagnostic and treatment procedures require the segmentation of anatomical struc-
tures from medical images. This can be either performed manually, semi-automatically, or
automatically. In manual segmentation, medical experts inspect 2D imaging slices one-by-
one, and delineate structures. As this procedure can be time consuming, automatic methods
are preferred and, therefore, a lot of effort is being invested in algorithm development. Still,
automatic algorithms cannot account for all cases, and may perform sub-optimally.

Experts working on automatic segmentation algorithms can relatively easily detect the
errors. However, even for them, it is not trivial to understand why or how inaccurate out-
comes are produced. Exploring and assessing segmentation errors can provide experts with
new knowledge about the performance of their algorithms. For example, it can help them
to predict the anatomic locations and circumstances under which errors occur. Moreover, it
can aid them in confirming or generating hypotheses about their methods and, on the long
term, it can allow them to improve their segmentation results. Even if segmentations cannot
be improved, it still remains important to be aware of potential inaccuracies. Disregarding
this information might affect diagnosis or treatment, if the latter are based on erroneous
segmentation outcomes.

As proof-of-concept, we consider the automatic model-based segmentation of pelvic
structures [239], used as input to radiotherapy planning for prostate tumors. Planning such
a radiotherapy procedure requires the accurate segmentation of the prostate and the organs
at risk that need to be spared during irradiation. Also in this case, segmentation errors often
occur, and need to be explored and assessed. In current practice, this is not feasible on a pa-
tient basis, as it can only be done if golden standard segmentations are available. Therefore,
new means for the exploration and analysis of segmentation errors need to be devised.
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7.3. Model-Based Segmentation of Pelvic Organs

Our contribution is a visual tool that allows experts working on algorithms for model-
based segmentation of pelvic structures, to explore and assess the outcomes and errors of
their methods. Our approach incorporates the following two capabilities:

+ It supports the exploration and assessment of errors in a cohort of pelvic organ seg-
mentations. These segmentations result from applying the same algorithm to several
subjects. With this, experts inspect the general performance of the algorithm.

- It facilitates the detailed exploration and assessment of segmentation errors in the
pelvic organs of individual subjects. With this, experts can identify the specific details
about the performance of the algorithm, concerning each subject of the cohort.

To the best of our knowledge, there is no other tool with the comprehensive functionality that
our work offers. Although we demonstrate our visual tool on a specific case, our methods
could be generalized to other applications, and fit to other segmentation algorithms.

The remainder of this chapter is organized, as follows: Section 7.3 includes all the nec-
essary background information. Section 7.4 provides an overview on previous work, and
Section 7.5 is the core of this chapter, where our proposed approach is presented and dis-
cussed. Section 7.6 presents the results of a usage scenario, while Section 7.7 presents the
results of our user evaluation. Finally, Section 7.8 concludes the chapter with a discussion
and propositions for future work.

7.3. Model-Based Segmentation of Pelvic Organs

As described in Chapter 2, radiotherapy planning requires the accurate segmentation of the
prostate and all the surrounding organs at risk, such as the bladder, rectum and seminal
vesicles. For the segmentation of the involved pelvic organs, shown in Figure 7.1, automatic
model-based methods are often employed [76, 239].

In the present work, we consider the algorithm of Schadewaldt et al. [239], for the seg-
mentation of pelvic structures in CT images. In this method, structures are considered to
have a known general shape. Training data are used to build probabilistic models that ex-
plain the shape variation of each structure. These models are used as prior information,
and are positioned in the volume. Then, they are iteratively adapted to the boundaries of
the structure of interest [76], using a combination of rules. These rules describe how to use
features, such as gradient magnitude, which have been learned from training data. Different
features might be employed for different organs, or parts of these. More details about the
algorithm can be found in the papers of Schadewaldt et al. [239] and Ecabert et al. [76].

Although the selected segmentation method is robust, it is not always accurate. Yet,
the resulting inaccuracies might be propagated to the radiotherapy dose administration to
healthy organs, with unwanted side effects [300]. Our collaborating experts from Philips
Healthcare in Hamburg, working on the segmentation of these pelvic structures, need to
explore, understand, and assess the segmentation results, as well as their respective inac-
curacies. To this end, they generate, using their in-house algorithm [239], segmentations of
four organs — prostate, bladder, rectum, seminal vesicles — and their interfaces, in the form
of triangulated meshes. Meshes from different subjects have a triangle-to-triangle corre-
spondence.
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7.3. Model-Based Segmentation of Pelvic Organs

rectum

seminal

bladder vesicles

prostate

Figure 7.1:  The anatomy of the pelvic structures involved in this work. Image generated using
ZygoteBody™ .

Additionally, ground truth for each subject is available from delineations of pathologists.
Correspondence between the ground truth and the segmentation outcomes has been es-
tablished, as described in the paper of Schadewaldt et al [239]. From the ground truth, our
segmentation experts computed four local quality measures per triangle [239]. These are:

- The target error, which is the point-to-point distance from a triangle in the resulting
mesh, to the target location in the ground truth data, measures in mm.

- The features response, which indicates the strength of a number of algorithm features
at the target location.

- The weighted features response, which is the feature response, inversely weighted by
the distance to the target.

« The triangle area, measured in mm?.

The above mentioned measures are indicative of segmentation accuracy and are exten-
sively used by our intended users. For example, a triangle with high target error is expected to
have low feature response, meaning that the selected features are not strong enough to at-
tract the triangle towards the correct target position. Dramatic changes in the triangle areas
can be another sign of erroneous segmentations.

Moreover, feature response profiles are computed by our collaborating segmentation ex-
perts per triangle, after the adaptation of each mesh. As shown in Figure 7.2, the provided
data of the profile of each triangle result into a number of discrete point values. These val-
ues are located along a ray parallel to the normal of the triangle, centered to the adaptation
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7.3. Model-Based Segmentation of Pelvic Organs

Figure 7.2: Response profile (cyan) of a triangle, after mesh adaptation, centered at the adaptation
location (black) and parallel to the normal (red). There is also a latent peak, denoted with the cross.

location of each triangle. Each of these values indicate the strength of the features-rules
that were used for the adaptation at each index position of this ray, and they relate to the
above mentioned feature responses and target errors. During adaptation and profile com-
putation, neighboring triangles are influencing each other, as well. For this, profile inspection
in triangle neighborhoods, or in groups with similar response, can give a better idea of the
reliability than individual triangles. In such an inspection, the number and locations of peaks
—in essence, the local maxima — are important. Multiple peaks could indicate locations with
high feature responses that are competing during the adaptation. Non-centered peaks could
also be an indication of inaccuracy.

After a discussion with our collaborators, it resulted that they currently do not have an
intuitive and easy-to-use way to obtain new insight into their segmentation outcomes with
respect to the computed local quality measures, and the response profiles. They pointed out
a number of tasks that they are interested in performing:

+ For the full cohort of subjects:

— Explore the distribution of local segmentation errors and response profiles (T1-a).

- l|dentify anatomical locations (organs or part of these) where the algorithm per-
forms consistently (T1-b).

- ldentify subjects that are special cases (T1-c).

+ For an individual subject:

— Explore the distribution and anatomical location of the different local quality
measures (T2-a).

— Discover relations between local quality measures (T2-b).

— ldentify response patterns, for reliability evaluation (T2-c).
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7.4. Related Work

7.4. Related Work

Visual analytics for the exploration of segmentation outcomes has been addressed in sev-
eral recent papers. Among them, there are frameworks for the analysis of the impact of
parameters on segmentation algorithm outcomes, such as in the work of Torsney et al. [274]
and Frohler et al. [90]. Also, there is recent work on shape variability analysis [42, 149, 117].
However, the focus of these two categories is not on evaluating the employed segmentation
algorithms and their results.

Another category comprises comparative visualization, which rather deals with the qual-
itative or visual evaluation of two segmentation outcomes. Busking et al. [41] proposed vi-
sualizations for the comparison of two surfaces, using different kinds of visual or graphical
variables. In other papers, simple overlays [94] or extensions of checkerboard visualizations
on 2D imaging slices [170, 240], but also side-by-side comparisons of 3D volumes have been
used [5]. Visual variables, deformations, glyphs [317] and combinations of these have also
been employed [194]. Specifically for mesh comparison, MeshLab [53] and PolyMeCo [253]
have been proposed. Most of these papers refer to comparing two subjects, or one subject
with a reference.

Comparison of multiple subjects was only recently tackled by Schmidt et al. [241]. In this
work, a visual tool for the comparison of meshes is proposed, enabling the interactive explo-
ration of their differences. This tool is meant for evaluating meshes generated by different
algorithms with respect to a reference mesh and it is not fully applicable to the data that
we are dealing with. It does not allow to explore and compare any local quality measures
along with response profiles, which are necessary for our application. Additionally, it is lim-
ited to evaluating the visual quality of the resulting shapes. This is predominantly done in
user-selected regions, which need to be interactively inspected.

For the evaluation of the segmentation process and outcome von Landesberger et al. [290]
visualize the progress of quality during the segmentation of one organ. This approach en-
ables the analysis of the segmentation process, but it is limited to one subject. Later, they
improve this by proposing a method to show the distribution of quality values globally and
to select cases with high or low quality values for a detailed inspection [292]. This strategy
still does not allow the comparison of local quality measures across all subjects. In a more
recent paper [291], von Landesberger et al. present a system for assessing and comparing
segmentation quality across multiple datasets. A drill-down approach from an overview of
a group of subjects to a detailed view of user-selected cases is employed.

As follow-up, Geurts et al. [96] propose a method for the visual comparison and evalu-
ation of 3D segmentation algorithms. The goal is to determine the best segmentation al-
gorithm, among different alternatives. To this end, they investigated both global and local
approaches. Both previous works [291, 96] are similar to ours, but they are not fully applicable
to our available data and tasks. This especially holds for the tasks related to the exploration
of the segmentation response and the relations between local quality attributes. Table 7.1
shows schematically which requirements are (not) fulfilled by the most relevant previous
related work.
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7.5. Visual Analytics for the Exploration and Assessment of Segmentation Errors

Table 7.1: Requirement analysis concerning our application, for the tasks defined by the intended users
and described in section 7.3 (v': fulfilled; x: not fulfilled; o: partially fulfilled, or profile response not
fulfilled; -: non-applicable).

Compatibility ~ Multiple Compatibility with Tasks
with Data Subjects  (T1-a)  (T1-b)  (Ti-c)  (T2-a) (T2-b)  (T2-c)
Parameter Space Visualizations v x - - -
Shape Variability Visualizations x v
Earlier Comparative Visualizations x x - - - - -
[SPA*14] * v x o o x x *
[VLAA*13] x x x x x x x x
[VLBK*13] x v x x x x x x
[vLBB15] x v o v v v * *
[GSK*13] x v o v o v o x
v v v v v v v v

Our proposed approach

7.5. Visual Analytics for the Exploration and Assess-
ment of Segmentation Errors

The segmentation algorithm [239] is applied on imaging data from a cohort of subjects.
Then, the respective triangulated meshes are generated, along with the measures described
in section 7.3. Our approach enables the exploration and analysis of these measures using
the components shown in Figure 7.3:

- The exploration of the full cohort of subjects.
+ The exploration of an error hierarchy to detect special subject cases.

+ The exploration of an individual subject.

(T1l-a,b) (T1-¢) "\
Exploration of Exploration of
Eulll Celier Error Hierarchy

/ / Cohort Average

(T2-a,b,c) N
Exploration of
Individual Subjects

AV

Figure 7.3: The three main components of our approach, together with the tasks from section 7.3 that
they address. The abbreviations denote the different organs (P: prostate, B: bladder, R: rectum, V: seminal
vesicles).

Subjects

-
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7.5. Visual Analytics for the Exploration and Assessment of Segmentation Errors

7.5.1. Exploration of the Full Cohort

When exploring the full cohort of segmentation outcomes, segmentation experts initially
need to explore the distribution of local segmentation errors and the respective response
profile values (T1-a). Visual comparison of individual outcomes, though, may be time con-
suming, but also limited due to perception and screen space constraints [96]. For this reason,
we decided to provide an overview at the triangle level. As mentioned in section 7.3, the in-
dividual subjects of the cohort have a triangle-to-triangle correspondence. Thus, at each
triangle position, we compute the mean and the standard deviation across all subjects, of
both the target error and the response profiles.

For the target errors, mean and standard deviation are plotted in a scatterplot, where
each data point represents one triangle location, as depicted in Figure 7.4. Data points in the
scatterplot are rendered with a lowered opacity, to reduce clutter from overlapping points and
as a density indication. We call this representation a confidence scatterplot, as it can provide
information about three main regions of confidence based on the values of the mean and
the standard deviation of the target error, as shown in Figure 7.4.

To convey additional information about the distribution of the mean and the standard
deviation of the target error across the triangles of the mesh, we denote the first, second
and third quartile of the respective distributions. In a confidence scatterplot, points with low
mean and low standard deviation represent triangles where the algorithm performs system-
atically well. Points with high mean and low standard deviation represent triangles where
the algorithm performs systematically poorly. Finally, points with high standard deviation
correspond to uncertain areas. This is related also to task (T1-b).

s

c QU Q3

: > Q2
goed "t poor — Q3

f v

m

Figure 7.4: Confidence scatterplot of the mean error u against the standard deviation o, of the target
error of all subjects. We denote the three areas of performance (good performance: |u |o, poor perfor-
mance: 1u o, uncertain performance: 1o) (Ti-a). Three selections are made for good (green), poor
(magenta) and uncertain (cyan) performance, and links to the anatomy are shown (T1-b). Q1 -Q3
indicate the three quartiles.

126



7.5. Visual Analytics for the Exploration and Assessment of Segmentation Errors

For the response profiles a different approach is followed. As already mentioned in sec-
tion 7.3, the reliability of the algorithm can be assessed from the inspection of profiles in
triangle neighborhoods, and especially for triangles with similar response profiles. To this
end, the peaks, namely the local maxima, are considered. A region of triangles with single-
peaked response profile is more likely to be accurate than a region with multiple peaks. One
option to illustrate this would be to reduce the mean profile information to a single scalar,
representing the number of peaks. However, this would not convey the entire information
about the mean profiles. For this, we retrieve clusters of mean profiles with a similar shape.
These clusters can then be represented and visualized by an average profile.

Several clustering approaches can be employed [132]. However, determining a-priori the
optimal value of clusters can be difficult and time consuming. For this reason, approaches
such as k-means were discarded. For our application, we consider it more suitable to use
a hierarchical clustering method. The computation of clusters with similar mean profiles is
done, using an agglomerative hierarchical clustering method [297]. Initially, the number of
clusters is equal to the number of triangles. This is followed by a phase, where iteratively the
two most similar clusters are merged. Once a cluster is created, a representative, average
profile is used in the next iteration. Clustering is performed with the similarity S between two
normalized profiles p and g being:

S(p, @)=Y 1-1plil - qlil| (7.7)
i

where i is the index location of each triangle profile.

In this way, two mean profiles with close-by peaks are assigned a higher similarity score,
than two mean profiles with peaks further apart. After all iterations are finished, this algo-
rithm results in a dendrogram, which can be interactively browsed. For visualization pur-
poses we employ a collapsible profile tree metaphor, with the root being the average repre-
sentative profile of all triangles. This can be expanded, revealing all underlying depth levels
of clusters. The user can inspect the contents of the clusters interactively, without requiring
to define a-priori the preferred number of clusters.

Each representative profile from a cluster is depicted in a one-dimensional visualization,
also shown in Figure 7.5. In this visualization, the values at each index position of the repre-
sentative profile are normalized to the range [0..1]. Each value corresponds to one square and
is mapped linearly to a single hue, sequential color scale. In Figure 7.5, peaks are depicted
in bright orange, while black denotes local minima. The size of the squares is inversely re-
lated to the standard deviation of a representative profile at each of the index positions. In
essence, smaller squares indicate larger standard deviations, while bigger squares indicate
smaller standard deviation. This encoding was inspired by the work of Hollt et al. [122].

After the exploration of errors and profile responses, segmentation experts need to iden-
tify whether their algorithm presents coherent behavior. For example, they need to identify
the anatomic locations where their algorithm systematically fails or succeeds at a voxel level
(T1-b). To this end, we enable brushing and linking both in the confidence scatterplot, and
directly on the average reference mesh of the cohort. In this way, we establish a link between
the anatomy and the computed target errors, as depicted in Figure 7.4. Brushing and linking
is also applied from the profile tree to the scatterplots, which can be seen in Figure 7.5. Also,
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Figure 7.5: Profile tree visualization for the exploration of the clustering of profile responses (T1-a). The
mean (encoded with the color of the squares) and the standard deviation (encoded with the size of the
squares) are depicted for the 21 values (squares) of each representative profile (row). Three selections
(purple, green, blue) are made to show the link to the anatomy (T1-b).

selections in the confidence scatterplot are followed by visualizing the respective average
profile. In this way, all components are linked.

7.5.2. Exploration of the Error Hierarchy

The next required step is to provide an overview on the hierarchy of errors in the full co-
hort, and allow segmentation experts to identify subjects that are special, interesting cases
(T1-c). For this, we employ a collapsible, undirected tree graph, to show an overview of the
average target error and standard deviation in the full cohort. An example of this graph is
illustrated in Figure 7.6.

The root of the tree represents the full cohort, which can be expanded to display the
different subjects. These can be further expanded to depict the different organs. The size
of the node encodes the magnitude of the average target error, while the magnitude of the
standard deviation of the target error is encoded in the opacity of the node, but also in a
halo around the circumference, as shown in Figure 7.6. To increase legibility, the nodes are
sorted based on the average target error at each depth level. Also, to save screen space
nodes of the tree that are not interesting for the analysis can be interactively collapsed. This
representation summarizes the distribution of target errors in the cohort, across all patients
and their respective organs. From this, users can be guided to select individual subjects that
need further exploration in the next stage.

7.5.3. Exploration of Individual Subjects

Our tool fulfills also the requirement for a detailed exploration of segmentation errors in indi-
vidual subjects. The first step involves a qualitative exploration of the resulting segmentation
with respect to the imaging slice data. This qualitative exploration is shown in Figure 7.7. This
exploration can give an initial indication of the outcome of the segmentation, as it shows the
intersection of the resulting mesh with the imaging data. For the exploration of the distribu-
tion and anatomical locations of the different local quality measures (T2-a), histograms are
employed, as depicted in Figure 7.8. Here, interactive selections provide a link to anatomy.

Discovering relations between local quality measures is also necessary (T2-b). For this,
we initially enable the pairwise inspection of two measures, directly on the mesh surface.
This is done by color encoding one local quality measure with a reduced heated body col-
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Figure 7.6: Exploration of the error hierarchy in the cohort using a collapsible tree graph representation

(T1-¢).

axial plane

coronal plane

sagittal plane
Figure 7.7: Qualitative exploration of the intersection of the segmented mesh with the imaging slice
data (T2-a) (red: bladder, orange: prostate, yellow: seminal vesicles, white: rectum).
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Figure 7.8: Interactive exploration of the distribution of local quality measures (T2-a). Selections in the
histograms provide a link to the anatomy (orange).
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Figure 7.9: Discovering the relations between local quality measures. (a) Comparison of two measures,
with color encoding and glyphs, directly on the mesh surface. (b) Multi-dimensional visualization of
local quality measures in a scatterplot matrix, where selections (blue, purple and green) provide a link
between different scatterplots, and also to the anatomy (T2-b).

ormap and a second measure with line glyphs, along the normal of each triangle of the mesh,
as presented in Figure 7.9 - a. The size of the glyphs encodes the magnitude of the measure,
at each triangle position. Still, this representation limits the exploration of relations to only
two dimensions, while glyphs may introduce occlusion. To overcome this, a scatterplot ma-
trix (SPLOM) is employed, as depicted in Figure 7.9 - b. The SPLOM was preferred over other
multi-dimensional representations, e.g., parallel coordinate plots, due to the previous famil-
jarity of the intended users. Brushing and linking in the scatterplot matrix facilitates finding
and analyzing relations and patterns across multiple quality measures.
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Figure 7.10: Profile tree visualization for the exploration of the clustering of profile responses of an
individual subject (T2-c¢). Selections (cyan, purple) enable a link to the anatomy and the local quality
measures.

Finally, the identification of patterns in the algorithm response enables segmentation ex-
perts to evaluate the algorithm reliability for each individual subject (T2-¢). To this end, we
use the same approach as the one proposed for the cohort exploration. Initially, we retrieve
clusters of profiles with similar behavior, using the same hierarchical clustering method, as
in task (T1-c). Then, a similar profile tree metaphor is employed. Here, each representative
profile is depicted in a one-dimensional visualization that highlights the peaks of the pro-
file clusters, as shown in Figure 7.10. As we have only one subject, the standard deviation
encoding is not necessary. Interaction is employed to enable browsing the clustering hierar-
chy. Also, if a cluster is selected in the profile tree, the respective quality measures and the
anatomical location are highlighted in the SPLOM and the mesh, respectively, as shown in
Figure 7.10.

The application was developed in WebGL, using Three.js [3] and D3.js [29]. It is compatible
with all browsers and platforms.

7.6. Usage Scenario Results

In this section, we elaborate on a usage scenario. Our purpose is to illustrate the functionality
and some initial results that were achieved with our proposed visual tool. This usage sce-
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7.6. Usage Scenario Results

nario has been guided by our collaborating segmentation experts, based on their previous
knowledge and expectations. It was used to explore their data and to confirm hypotheses
about their algorithm.

7.6.1. Dataset

The dataset employed for this usage scenario consists of a cohort of eight subjects. The
explored data consisted of:

+ CT volumetric data for all eight subjects, with dimensions 320 x 320 x 120 and a spatial
resolution of 1.563 x 1.563 x 1.000mm.

- A reference (average) mesh and the meshes of the eight subjects, each containing
11,606 triangles with a triangle-to-triangle correspondence and organ labels.

+ The respective local quality measures per triangle, as described in section 7.3.

+ The profile response data per triangle. In this case, the profile responses consist of 21
scalar values at each triangle location.

7.6.2. Exploration of the Full Cohort

For the exploration of the full cohort, the average reference mesh is employed, together with
the mean and standard deviation of the target error, and the mean and the standard devia-
tion of the profile responses per triangle. Initially, the distribution of the local segmentation
errors and profiles (T1-a), and also their anatomical correspondence (T1-b) are explored.
In Figure 7.4, we illustrate in the confidence scatterplot the mean target error against the
standard deviation at each triangle position, for the full cohort. From this, we can divide the
algorithm performance into three categories: good, poor and uncertain. The good (green)
and poor (magenta) categories are much less dispersed than the uncertain one.

Through brushing and linking, we can identify the anatomic regions of good performance,
which correspond to the prostate and its very adjacent surfaces. In Figure 7.4, we denote
some selections in green, which are the parts where the algorithm achieves high precision
and high accuracy. Poor performance can be seen mainly in the seminal vesicles, shown in
Figure 7.4 with magenta, which can be explained by the fact that seminal vesicles are small
structures that may be hard to discern, and also are highly variable in shape. These are the
parts, where the algorithm achieves low accuracy, but high precision. The rest, which is the
biggest part of the bladder and also the top half of the rectum belong to the uncertain per-
formance category. In particular, triangles of the bladder or the rectum that are further away
from the prostate, denoted in cyan, are more uncertain. They have a low accuracy and low
precision. This might be related to the high variability in the shape of these two organs. An
additional reason for this might be that the employed algorithm produces segmentations
used for radiotherapy planning in patients with prostate tumors. This is expected to affect
structures closer to the prostate. Thus, the segmentation algorithm might be promoting
better results for parts closer to the prostate.

The profile exploration in Figure 7.5 shows interesting results as well. Despite the fact
that some triangles have an unusual profile response, where the peak was not centered.
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These triangles are highlighted by the purple, green and blue selections. Still, these triangles
manage to achieve a low target error, as they are influenced by neighboring triangles.

7.6.3. Exploration of Error Hierarchy

By exploring the error hierarchy in the tree graph (T1-c), we can identify the subjects and or-
gans, where larger errors appear. From the representationillustrated in Figure 7.6, we identify
Patient18 as the subject with larger errors, and Patient3 as the subject with smaller errors. For
Patient18, the segmentation of the bladder has the largest error, while the interface between
the bladder and the prostate seems to be well-segmented. For Patient3, the segmentation
of all organs and their interfaces has small errors. Patient8 is also another interesting case,
where most of the organs have a high error. Here, the bladder and the interface between the
prostate and the seminal vesicles segmentations have the highest errors, as depicted in Fig-
ure 7.6. From this exploration, we can select which subjects need to be explored individually,
in more detail.

7.6.4. Exploration of Individual Subjects

In this section, we provide two usage scenarios, where we explore individually two cases —
Patient18 and Patient3 — identified previously as the worst and best results, respectively.

First case — Patient18. For this subject, the segmentation outcome had the largest error.
An initial qualitative exploration of the intersection of the segmented mesh, with respect to
the imaging slice data (T2-a), as illustrated in Figure 7.7, indicates the locations where the
algorithm had a bad performance. The prostate contour, denoted with white in the coronal
slice in the middle view, seems to be well aligned with the borders of the organ on the CT
slice. However, the bladder, shown in red, is not. The tip of the bladder has been missed and
also a distal shift is visible.

The histograms in Figure 7.8 (T2-a) show a large peak in the distribution of feature re-
sponse measure at the zero value, but also at the maximum value. The first peak indicates
that for many triangles no suitable feature could be discovered, and that there may have
been a problem with the feature selection. The respective triangles are located at the top of
the rectum and on the tip of the bladder, denoted in Figure 7.8 with orange. The second peak
corresponded to well-segmented triangles.

Upon inspection of the feature response against the triangle area measure (T2-b) in Fig-
ure 7.9 - a, we see that the tip of the bladder corresponds to a low feature response, denoted
with the red color, and to low triangle area values, denoted with smaller-sized glyphs. We
confirm this also in the SPLOM, shown in Figure 7.9 - b. Several clusters are easily identified
when plotting the two measures, in the scatterplot in the fourth column and third row. These
clusters include one with low response values (blue), one with low triangle area (green) and
one cluster in the middle (purple). Selections provide insight into the physical location of
these clusters, as can be seen in Figure 7.9 - b, revealing interesting information. The purple
cluster corresponds to the areas at the sides of the bladder that presented the distal shift, in
the previous qualitative exploration. The blue cluster corresponds to the wrongly segmented
tip of the bladder and top of the rectum, and the green cluster corresponds to the well seg-
mented regions of the bottom part of the rectum and the prostate. This exploration suggests
a lack of strong features in the bladder and top of the rectum.
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The profile information of this subject is also investigated (T2-c). Several triangles high-
lighted in Figure 7.10 are triangles where the feature response profile did not contain any peak
close to the middle, denoted by cyan and purple. In practice, it is acceptable if a triangle has a
feature response profile without peaks, as long as most of the neighbors do not present this
same behavior. The position of neighboring triangles can positively influence the position of
a triangle. In our case, these cyan and purple triangles add up to a total of 4,590, which is
almost % of the mesh and they seem to form in their majority coherent regions. Therefore,
an absence of peaks in these profiles indicates that no information was available on how to
modify the triangles location and that the current location of the triangle is not supported by
any of the selected features.

Second case - Patient3. For this subject, the segmentation outcome had the smallest er-
ror. An initial qualitative exploration of the intersection of the segmented mesh with respect
to the imaging data (T2-a) showed that the segmentation outcome matches well the bor-
ders of the organsin the slices, as presented in Figure 7.11-a. The histograms (T2-a) show a
large peak in the distribution of the feature response measure at the zero value, but also at the
maximum value (second row, left). The first peak indicates that for some triangles no suit-
able feature could be discovered, while the second peak corresponded to well-segmented
triangles with a high feature response, as shown in Figure 7.11 - b with orange.

In the SPLOM (T2-b), the majority of points has a low triangle area, but there are several
data points - triangles, with an outlier behavior, as denoted in Figure 7.11 - ¢, with green. Upon
selecting those data points for further exploration, they correspond to the triangles on the top
and the bottom of the rectum. We are also interested in seeing which parts of the meshes
correspond to a low feature response, as shown in Figure 7.11 - ¢, with blue. These parts
are few and scattered around the mesh. They have mostly a target error smaller than 4mm
(second row, fourth column).

Another approach to investigate the segmentation quality is to select triangles on the
mesh and inspect the attribute value distributions in the scatterplots. Figure 7.11-d shows a
selection containing the prostate and a small part of the adjacent organs and, also, a selec-
tion far away from the prostate, on the rectum (green). The scatterplots show the distribution
of the selected triangles mapping the feature response against the triangle area and the tar-
get point distance. The majority of triangles far from the prostate (blue) have both high and
low triangle area. The selection on the rectum (green) has low triangle area. As mentioned
before, dramatic changes in these values indicate segmentation errors. The profile infor-
mation of this subject is also investigated (T2-¢). Only few triangles (1,231) have a profile
without a peak in the middle. These are almost % of all triangles, and they are evenly spread
through the whole mesh. This is presented in Figure 7.11 - e, with the cyan and magenta
selections.

7.7. Evaluation

To assess the value of our visual tool, we designed an evaluation, inspired by the paper of
Lam et al. [159]. The evaluation was performed with five experts, working on developing
segmentation algorithms. The group of participants included one professor in the field of
Medical Image Analysis, three research scientists in the field of Image Processing and one
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Figure 7.11: Usage scenario for a subject, where the algorithm has a good performance (Patient3). (a)
Exploration of the intersection of the mesh with imaging slice data. (b) Exploration of the distributions
of the quality measures and link to the anatomy (orange). (c) Exploration of relations between quality
measures and link to the anatomy. (d) Selections directly on the mesh (green and blue), and exploration
of corresponding quality measures. (e) Profile response exploration, and link to the anatomy.

scientist in the field of Computer Science. We did not include clinical experts, as they are not
the intended users of our tool. Their experience with segmentation algorithms varies from
seven years (for two people) to more than twenty years (for one person). All of them have
also a radiological background. Four evaluators are male and one is female. They all have
normal vision, two wear glasses and nobody is colorblind.

The evaluation had to be conducted remotely, and the participants were not able to in-
teract with the tool. During the session, we demonstrated step-by-step the visual tool, using
data provided by the experts and well-known to them. We demonstrated the main com-
ponents of the tool, simulating the visual environment for the exploration and analysis of
segmentation errors. The evaluation participants followed the demonstration. They could
interrupt at any moment to make exploratory requests, such as selections and interactions
that could help them analyze and understand their observations. We allowed them to dis-
cuss with each other these observations, but not their opinion on the tool.
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To document their opinion on the demonstrated visual tool, they completed a question-
naire. This consisted of two parts. The questions of the first part were related to the tasks,
presented in section 7.3. We divided task (T1-a), to evaluate separately the visualizations
employed for the error distributions and for the profile responses. Each question required an
open answer, and also rating in a seven-point scale [-3.. +3]. We evaluated four aspects:

- Utility (Does it do what it is meant to do?)

- Perceived Usability (Would | be able to learn and use it?)
- Appeal (Do I like it?)

+ Overall Feeling (How do | feel about it, in general?)

The second part of the questionnaire included several questions regarding strengths,
limitations, missing features of the tool and proposals for improvement.

Ratings. Figure 7.12 summarizes the results of the first part of our evaluation. There was
no correlation with respect to the experience level of the evaluation participants. Most of
the evaluated aspects ranked on the positive side of the scale (= 1), while only two received
a neutral grade (0). All aspects have a median value of at least two, apart from one that
has a median of one. The lower values were all documented for the profile response part of
task (T1-a, profiles) and were all given by the same person. The error distribution part
of task (T1-a, errors) and the error hierarchy exploration (T1-c) were, in general, rated
higher than the rest.

Open Answers. The above mentioned ratings are in agreement with the open answers of
the first part, and also with the second part of the questionnaire. The evaluators considered
the tool to be overall intuitive and potentially easy to use. One evaluator commented that it is
a light-weight web-based tool, which makes it highly optimized for model-based segmentation
analysis, due to the involved large data. The feature that received most positive comments
was the dynamic selection of triangles on the meshes, on the scatterplot and also their in-
between link, i.e., (T1-a, errors), (T1-b), (T2-a) and (T2-b). Yet, for the selection on the
mesh, an evaluator commented that he would like to have visual feedback for the selections.
Another appreciated feature was the tree graph, for exploring the error hierarchy in the cohort
(T1-c). One evaluator commented that he would actually like to use it, to explore a much
larger cohort of segmentation outcomes.

Feedback for Improvement. Most of the participants gave feedback about improving the
cohort profile response part (T1-a, profiles). First, they commented that the visualiza-
tion of the cohort profile responses takes some time to understand. It does not allow to
change the similarity measure, apart from the mean values during clustering. One partici-
pant commented that the representation for the profiles in the cohort can be even reworked
to be presented as an average curve, with a confidence band that denotes variability. This
is in contrast to the positive opinion that the evaluators expressed for the individual profile
response part (T2-c), which was considered more intuitive and rated much higher. Another
participant disliked, in particular, the glyphs used in task (T2-b). These limitations were pro-
posed as points for future work, along with a simultaneous visualization of multiple profile
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Figure 7.12: Rating results for the first part of our evaluation, for each of the tasks of our proposed tool.
The scale range is [-3.. + 3], but we only received answers higher than 0. With the additional vertical
lines, we denote the median of each rating.
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data. Also, functionality for annotating observations and for making a report from these,
along with captured screenshots was proposed as future work.

7.8. Conclusions and Future Work

We introduced a visual tool to enable experts, working on algorithms for the model-based
segmentation of pelvic organs, to explore and analyze the outcomes and errors of their meth-
ods. Our approach supports the global exploration of errors in a cohort of pelvic organ seg-
mentations, where the performance of the algorithm can be assessed. Also, it enables the ex-
ploration and assessment of segmentation errors for individual subjects. We demonstrated
the functionality of our tool with a usage scenario. Also, we performed an initial evaluation
with five segmentation algorithm researchers, who confirmed the exploratory value of the
tool, and gave feedback for future improvements.

A direction for future work includes improving the functionality for the exploration of the
profile responses in the cohort. Adding functionality for the comparison of different aspects
of the data, such as the local quality errors and profiles of different subjects, is also impor-
tant. Exploring the impact of parameters used in the segmentation, and also the relation of
the shapes of the various organs to the algorithm performance would be another interest-
ing enrichment. An additional evaluation to quantify the experience of the user is needed,
and should be conducted in the future. The proposed visual tool is a promising basis for
segmentation experts. It allows them to gain more knowledge on the performance of their
segmentation algorithms, and to determine strategies to improve their segmentation results.
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Visual Analytics for the
Exploration of Variability in Dose
Planning Alternatives

M. Scott, there are always alternatives.

Mr. Spock, Star Trek

In this chapter, we present a Visual Analytics solution for the exploration of variability, in an
ensemble of alternative radiotherapy dose plans. Our approach provides capabilities for the
exploration and analysis of the impact of adjustments from the previous steps of the pipeline
on the final dose planning outcome. Chapter 8 is based on the short paper:

= Silva, P, Raidou, R.G., and Vilanova, A., 2016. Visualization of Variability in Radiotherapy
Dose Planning. Proceedings of the 10th MedViz Conference (MedViz 2016), pp.63-66 [252].



8.1. Abstract

8.1. Abstract

As already mentioned at the beginning of this dissertation, radiotherapy is currently able to
offer improved tumor control and minimized radiation-induced toxicity. However, parameter-
izations, choices and assumptions during the earlier steps of radiotherapy planning pipeline
may have an impact on the resulting dose plan. Although it is not known a priori which of
these assumptions or parameter settings lead to better results, it is valuable for clinical re-
searchers to understand their effect on the final dose plan.

In this chapter, we present an initial Visual Analytics framework, for the interactive explo-
ration and analysis of the variability in an ensemble of possible dose plans. The proposed
framework consists of multiple linked views, to allow for detailed, user-driven variability as-
sessment. A usage scenario is employed to illustrate the usefulness of the framework for
understanding the effect of adjustments in the previous steps of the pipeline to the final plan-
ning outcome. In addition to this, an initial discussion with domain experts provided us with
feedback on the developed framework.

8.2. Introduction

To ensure the success of radiotherapy treatment, dose planning needs to be performed in
advance. In the steps of the radiotherapy planning pipeline before the actual dose planning,
different assumptions, choices and/or parameterizations can be made, resulting in different
dose plans. In clinical practice, one particular strategy is chosen based on clinical knowl-
edge and guidelines, and a single dose plan is performed and followed. However, in clinical
research it is necessary to analyze and evaluate all possibilities. As it is not known a-priori
which of the assumptions or parameter settings lead to better results, it is valuable for clini-
cal researchers to understand how the different assumptions and parameterizations affect
the final result. Therefore, there is a need for a solution that would enable clinical researchers
to identify the relationship between adjustments of parameters or potential choices in the
previous steps of the radiotherapy pipeline and the impact on the planning outcome.

Although multiple studies have been performed to assess the variability at certain steps
of the pipeline [45, 260, 312], only few approaches explore the impact of this variability on the
final dose plan [278], mainly due to a lack of suitable tools. In the present chapter, we present
a visual analysis framework that enables clinical researchers, working in radiotherapy dose
planning, to interactively explore and analyze the variability in an ensemble of possible dose
plans, each resulting from a different adjustment in the planning pipeline. With the aid of visu-
alization, the user is able to gain insight into the effect of these adjustment on the variability
across multiple dose plans at two levels: firstly, based on the radiotherapy dose iso-contours
across the dose plans, also referred to as iso-doses, and, secondly, directly at a voxel level.

The remainder of this chapter is organized, as follows: Section 8.3 includes all the neces-
sary background information. Section 8.4 provides an overview on previous work, and Sec-
tion 8.5 is the core of this chapter, where our proposed approach is presented and discussed.
Section 8.6 presents the results of a usage scenario and the feedback we received from an
informal discussion with our intended users. Finally, Section 8.7 concludes the chapter with
a discussion and propositions for future work.
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8.3. Clinical Background

A radiotherapy dose plan indicates how much radiation dose should be delivered, at which
location of the body of the patient. It consists of a dose distribution, shaped according to the
size of the target volume of the tumor to be treated. Acommon way to display and evaluate a
radiation dose distribution is through the use of the so-called iso-dose lines, which represent
points or zones in the body of the patient that receive equal doses of radiation [300]. An
example of a radiotherapy dose plan and the employed iso-doses is presented in Figure 8.1.

Figure 8.1: An example of a radiotherapy dose plan and the employed iso-doses, indicating how much
radiation dose should be delivered, at which location of the body of the patient.

Outside of the radiation therapy application field, an equivalent of an iso-dose line is an
iso-contour. An iso-contour, or simply contour, is a curve connecting points that have the
same particular value of a function [242]. Inside the volume of the data of the patient, an
iso-contour can be defined as:

fx,y,2=c 81)

where ¢ is the iso-contour value, iso-value or iso-dose level, and (x, y, z) is a particular posi-
tion in the volume. This equation divides the volume into inside and outside regions of the
contour. Inthe former, the values are higher than a specific iso-dose level (f(x, y, z) > ¢), while
the latter contains values lower (f(x, y, z) < ¢) than the iso-dose level.

The process of creating a dose plan can be subjective to variability, due to the different
assumptions, parameter settings and choices that can be made along the entire planning
pipeline, as presented in Chapter 2. Among all these, the most significant would be imag-
ing inaccuracies, errors in dose calculations, different parameter values in image analysis,
target misalignment during image acquisition, and contouring variability [260]. Depending
on all these assumptions and choices, the final dose plan might be substantially different.
Therefore, these assumptions and choices might have an impact on the final treatment of
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the patient. In this work, we will refer to the resulting set of possible dose plans as ensemble
of dose plans, and each dose plan will be called an ensemble member.

As mentioned before, clinical researchers are interested in investigating the impact of
different choices, assumptions or parameterizations on the resulting dose plan, and espe-
cially how these adjustments relate to the induced variability in the dose planning outcomes.
They are interested in investigating how the different dose plans vary within one or more iso-
dose levels (contour-based approach), but they also require more localized information on
the variability (voxel-based approach).

At a contour-level, clinical researchers need to know whether specific adjustments in-
duce high or low variability in the outcome of the dose planning, whether this variability is con-
sistent throughout the whole plan or more/less prominent for specific dose levels and, also,
whether specific adjustments result into significant differences in the outcome. At a voxel-
level, it is more interesting to identify regions where the dose plans present higher/lower
variability and, also, how the dose distribution is shaped for specific regions of interest. In
particular, the following tasks are relevant for the exploration of the variability in an ensemble
of radiotherapy dose plans:

- At an iso-dose level (contour based approach):

— Exploration of iso-dose variability — How different are the dose plans in relation
to a particular iso-dose? (T1)

— Comparison of iso-dose variability — How does the variability between dose plans
changes for different iso-doses? (T2)

— Dose plan outlier detection — Along the iso-doses, are there any dose plans that
significantly differ from the rest? (T3)

- At a voxel-level (voxel-based approach):

— Global overview — Where are the (regions of) voxels with higher (dis)agreement
between dose plans? (T4)

- Localized view — Given a (region of) voxel(s), what is the distribution of doses
among the dose plans? (T5)

8.4. Related Work

In radiotherapy, a common tool to evaluate different dose plans involves the use of dose-
volume histograms (DVHSs) [300]. A dose-volume histogram is a plot that indicates which
percentage of a structure receives a certain dose. As an extension to DVH, Trofimov et
al. [278] proposed the concept of DVH bands to enable the visualization of variability in the
outcome of a treatment plan. However, all DVH-related approaches are able to provide only
global information — not at a contour or voxel level — lacking also in providing spatial infor-
mation, with respect to the anatomy of the patients. Rudimentary juxtaposition approaches
are often used to add spatial information. These are sub-optimal in insight, as they require
from users to use their memory to visually compare the different plans.
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Outside of the radiation therapy application field, a standard visualization technique for
exploring iso-contour distributions in ensemble data employs spaghetti plots [70]. In these
plots, the contours of all ensemble members are simultaneously rendered in a single repre-
sentation. This representation may suffer from clutter, while it does not facilitate trend or
outlier detection. Enhancements of spaghetti plots have already been presented in Chap-
ter 3 [85, 216, 238], but they are not fully applicable to our case, especially due to their com-
plexity.

To deal with multiple three-dimensional surfaces, Busking et al. [41] and Alabi et al. [5]
proposed several methods that allow their comparison. More recently, Demir et al. [67] used
screen-space silhouettes instead of solid surfaces to explore the variability in ensembles of
iso-surfaces in an interactive way. Other similar approaches have also been discussed in
Chapter 7. Still, these approaches are limited to a small number of ensemble members, and
can easily suffer from occlusion and visual clutter. Methods, such as the ones presented in
Chapter 3 for the probabilistic visualization of iso-contours [203, 209, 210, 211, 212], have
also been vastly employed.

Finally, Whitaker et al. [305] presented an approach, which requires the quantification and
visualization of statistical properties on the size, position, shape and structure of ensembles
of iso-contours or iso-surfaces. Through the use of non-parametric statistical methods, the
method quantitatively shows the variability of the contours, in a way that resembles the de-
scriptive statistics of conventional boxplots. This includes the mean, median, outliers, and
the envelopes containing the 50% and 100% of the ensemble members. The contour boxplot
was extended to 3D, for visualizing the variability in ensembles of iso-surfaces [228].

Overall, several visualization and exploration methods have been developed in other ar-
eas of application. Most of them are suitable for the contour-based aspect of our approach,
while others are more appropriate for a voxel-based analysis. In our approach, these visu-
alizations will be employed and enhanced to fulfill the specific needs of our dose planning
application.

8.5. Visual Analytics for the Exploration of Dose Plan-
ning Variability

As already mentioned, the proposed approach comprises two main components, as shown
in Figure 8.2: the contour-based and the voxel-based component.

8.5.1. Contour-Based Analysis of Variability

The contour-based approach, which is presented in Figure 8.3, aims at providing means for
exploring the variability in an ensemble of dose plans, at one or multiple iso-dose levels. It
incorporates the following three sub-components:

Exploration and analysis of iso-dose variability (T1). At a contour-level, the goal is to be
able to identify major trends and outliers in an ensemble of iso-doses. We use an adaptation
of the contour boxplot method [305]. Instead of using the original contour boxplots visual-
ization, we use opacity to encode the band depth value. As a result, iso-doses with high band
depth are encoded into high opacity, while iso-doses with low probability are encoded into
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low opacity. Identically, the same concept is applied to the bands: the 50% band, since it
contains the 50% of deepest iso-doses, is encoded into higher opacity, while the 100% band
is encoded into lower opacity. Additionally, the median iso-dose is rendered thicker and with
a different color, while the outliers are kept dashed, as shown in Figure 8.3 - a. At the same
time, the method must be compatible in a situation where multiple iso-doses are displayed
simultaneously. In the present case, a maximum number of three simultaneous iso-doses
was considered. The decision was to use yellow, red, and blue. Alpha blending is used to
show the overlap of different iso-dose bands.

Comparison of variability along iso-doses (T2). The goal of the second component is to
provide an overview of the variability, so that the user can identify and compare, immediately,
which iso-doses have higher or lower variability. Also, it is possible to pick interesting doses
and interactively explore them, using a bar chart visualization, as shown in Figure 8.3 - b.
The horizontal axis represents the discrete iso-dose levels, while the vertical axis represents
a probability that is indicative of the variability at every iso-dose. This component is linked
with (T1).

Outlier detection (T3). In this part, the goal is to compare the dose plans through their iso-
dosesinaglobal way. In this way, itis possible to identify which dose plans differ significantly
fromtherest along the range of iso-doses. Every iso-dose of the ensemble has an associated
band depth value, which we encode through a heatmap with a gray scale colormap. Iso-
doses with high probability are mapped to white, while iso-doses with low probability are
encoded to black, as shown in Figure 8.3 - c. When hovering the mouse on the heatmap,
tooltips appear with detailed information on the underlying cell.

Ensemble Data

Dose Plan 1 ‘ Dose Plan 2 ‘ Dose Plan 3 ‘ Dose Plan N

N

Contour-based Approach Voxel-based Approach
+  Exploration and analysis of +  Global dose and variability
iso-dose variability (T1) overview (T4)
»  Comparison of variability along « Local exploration of dose
iso-doses (T2) distribution (T5)

« Outlier detection (T3)

Figure 8.2: The two components (contour-based and voxel-based approach) of our proposed Visual
Analytics framework for the exploration of dose planning variability.
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Figure 8.3: lllustration of the contour-based approach at an isodose level of 90 Gy, for an ensemble of
9 simulated plans. (a) Contour boxplot representation: the high opacity yellow band is the 50% band,
the low opacity yellow band is the 100% band, the dashed yellow line corresponds to outliers and the
magenta line to the median iso-dose (T1). (b) Bar chart visualization, which encodes the variability at
every isodose: here, higher probability indicates lower variability (T2). (c) Heatmap visualization, where
darker grey corresponds to lower probability, i.e., to outliers (T3).

8.5.2. Voxel-Based Analysis of Variability

The voxel-based approach, which is presented in Figure 8.4, aims at providing means for
exploring the variability in an ensemble of dose plans, within one or more anatomical regions,
at a localized voxel-level. It incorporates the following two sub-components:

Global dose and variability overview (T4). At a voxel-level, the goal is to be able to identify
voxels or regions with higher or lower variability. To show the dose magnitude, we calculate
an average dose plan by computing the mean at every voxel. To show variability, we calculate
the standard deviation at every voxel. For a general overview of these two facets of the data
we employ a 2D color map, as shown in Figure 8.4 - a.

Also a scatterplot, depicted in Figure 8.4 - d, is employed. Every point in the scatterplot
represents a voxel from the data, and is represented by the mean in the horizontal axis, and
the standard deviation in the vertical axis. From this representation, voxels with lower/higher
variability with respect to a specific dose level can be discovered. To diminish clutter from
point overplotting, datapoints in the scatterplot are rendered with higher opacity. Additionally,
to help locating dense regions, a bi-variate kernel density plot overlaid on top of the scatter-
plot was used as an additional visualization method. Still, the scatterplot only is not able to
provide any kind of spatial information. To overcome this limitation, we employ brushing and
linking from the scatterplot to the anatomy of the patient, illustrated in Figure 8.4 - c.

Local exploration of dose distribution (T5). Additional visualization methods were incorpo-
rated to dynamically explore the distributions at every voxel. Based on 2D slices, we enable
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Figure 8.4: lllustration of the voxel-based approach. (a) Color mapping of mean radiation dose value. (b)
Inspection of the distribution at a particular voxel position, as selected in (a). (c) Anatomical reference
for voxels that were selected in the scatterplot. (d) Scatterplot with overlaid KDE and selected points in
yellow. (T4) is accomplished with the views (a,c,d), while (b) is related to (T5).

the user to interactively probe the voxels and get a detailed notion of the underlying distribu-
tion of values, as shown in Figure 8.4 - b. The resulting visualization depicts a simultaneous
combination between a kernel density estimation (KDE) and a rugplot, where the KDE curve
provides an indication where the value density is greater. We also enable a region of interest
(ROI) selection: instead of considering a single voxel, a ROl can be selected, and the distri-
butions are displayed for every voxel inside the region.

We implemented the proposed approach in Python as a DeVIDE module [32], employing
the Visualization Toolkit (VTK) [2].

8.6. Evaluation

In this section, we present a usage scenario of our proposed approach with simulated data.
The presented usage scenario is meant for demonstration purposes only, and no clinical
observations should be inferred from it, as it is based on artificial data. In addition to this, we
present the outcome of an initial informal discussion with clinical researchers.

8.6.1. Usage Scenario

The simulated dataset consists of 9 dose plans. One of the dose plans is from an actual
prostate cancer patient, depicting a real dose distribution. The remaining dose plans were
simulated from the original plan. All dose plans contain the same dimensions (256 x 256 x 24
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voxels) and spacing between voxels (1mm x 1mm x 1mm). An additional MRI scan data set
is used, to provide anatomical reference for the prostate and adjacent organs.

Starting with the contour-based approach, the user first can inspect the bar chart overview
to get a quick notion of the variability in the iso-doses, as shown in Figure 8.5 - b. At every
iso-dose, variability is inferred through the probability or band depth value. Here, for doses
ranging from 70 to 76 Gy we denote a higher probability, as iso-contours are relatively con-
sistent, with low variability. On the other hand, probability reaches a minimum value at 80
Gy, which indicates this dose value is associated with higher variability. Additionally, it is in-
teresting to notice the behavior of variability along the iso-doses: variability is lower for lower
doses, while higher doses are associated with a higher variability.

After being provided with an overview, the user can pick up three doses in the bar chart,
which are directly reflected on the adjacent operation view and on the anatomical views.
In this case, the doses selected were 75 Gy, 80 Gy, and 85 Gy, as shown in Figure 8.5 - b.
For 75 Gy, the dose plans are relatively consistent, as illustrated in Figure 8.5 - a. The width
of the 100% band is relatively small, which indicates there is low variability in the position
of the iso-contours. This might indicate that the simulated adjustments that generated the
ensemble of the dose plans do not have a big impact on the dose planning outcome for the
75 Gy iso-dose. The median iso-contour, with magenta color, is identified as belonging to the
original dose plan (dose plan 0), as the hovering balloon suggests. Thus, in this case, the
original dose plan is considered the most representative of the ensemble for a dose of 75
Gy. On the other hand, it can be seen that one of the iso-contours is considered an outlier,
depicted through a dashed line, as shown in 8.5-a. The difference between the median and
the outlier can be further explored, using the heatmap.

Onthe other side, for 90 Gy, the use of the contour boxplot reveals a higher degree of vari-
ability among the dose plans, as Figure 8.3 suggests. This might indicate that the simulated
adjustments that generated the ensemble of the dose plans result in a dramatic variability in
the dose planning outcome for the 90 Gy iso-dose. In the axial plane, one can immediately
identify thicker bands, compared to 75 Gy, as shown in Figure 8.5 - a. In contrast with 75 Gy,
it is possible to detect a significant outlier. Additionally, the probability values are relatively
lower, as it can be seen by the heatmap of Figure 8.5 - ¢. Overall, the dose plans significantly
disagree more in 90 Gy, as opposite to 75 Gy.

Additionally, it is possible to compare the different dose plans along the range of iso-
doses. This is accomplished through the heatmap visualization, as shown in Figure 8.3 - ¢
and Figure 8.5 - c. It can be observed that, along the iso-doses, dose plans 0 (original) and 6
are the most representative samples among the ensemble, with higher probability than the
rest, as the colormap suggests. Dose plans 1and 7 are also closer to dose plans 0 and 6, for
lower doses. However, as the dose increases, their probability decreases significantly. Lastly,
dose plans 2 and 5 are mostly associated with low probabilities along the iso-doses. This
means that these dose plans are more likely to be considered outliers, since their respective
iso-contours are quite different from the remaining iso-contours in the ensemble. Here, the
heatmap view offers the possibility of comparing dose plans along the iso-dose range.

Regarding the voxel-based approach, a different kind of insight is provided. Using the
color encoding in the slice viewer, it is possible to quickly locate regions of higher dose or
lower dose. Yellow regions that are corresponding to high radiation dose, are located in the
right lateral lobe of the prostate, as depicted in Figure 8.4 - a. Concerning the distribution plot
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Figure 8.5: lllustration of the contour-based approach at an isodose level of 75 Gy, for an ensemble of 9
simulated plans. (a) Contour boxplot representation (T1). (b) Bar chart visualization (T2). (c) Heatmap
visualization (T3).

of Figure 8.4 - b, the voxel highlighted with the blue box in Figure 8.4 - a, has a more spread
out distribution, ranging between 90 and 110 Gy approximately, as shown in Figure 8.4 - b.

In the scatterplot, the overlaid KDE shows a high density of doses around 80 Gy, as pre-
sented in Figure 8.4 - d. Brushing voxels with higher standard deviation, highlighted with
yellow, belong mostly to the boundaries of the dose plan, as denoted in Figure 8.4 - a, ¢. This
suggests that such locations should be analyzed thoroughly, as these are the locations of
higher variability.

8.6.2. Informal Discussion with Clinical Researchers

Aninitialinformal discussion with domain experts was conducted in order to get feedback for
the developed solution. The group of participants included three medical physicists, work-
ing in radiotherapy dose planning. Two of the participants work at the Netherlands Cancer
Institute, while the third participant is with the Aarhus University Hospital.

At the beginning, the participants were given a small demonstration of the framework,
where the main functionalities and components were shown interactively. The participants
observed the demonstration and started a useful discussion with respect to the demon-
strated visualizations.

Regarding the contour-based approach, they commented that it is an interesting method
for visualizing variability across treatment plans. One participant appreciated the presence
of interactivity for exploring the variability along the doses. Although the discussion partici-
pants do not currently incorporate this kind of analysis in their work, they mentioned it can
be useful in a situation where it is interesting to tune parameters and see how they affect
the dose planning result. Furthermore, all participants suggested ideas that could be incor-
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porated in the future, such as employing Pareto fronts [300] or the DVH [278] as additional
views on the variability. Concerning the voxel-based approach, all participants agreed that
currently there are no means of performing a voxel-level analysis, and the proposed approach
employs interesting methods, with the potential of providing insight into more details.

Overall, the participants agreed that the proposed framework provides an interesting tool
to study variability. Currently, this aspect has not been extensively explored and incorporated
into the dose planning process. Therefore, it might be an interesting approach to be consid-
ered in the future. The main strong point of the framework lies on the fact that it enables an
interactive exploration of variability at a contour-level as well as a voxel-level, which was not
possible before.

8.7. Conclusions and Future Work

We introduced a visual framework for the interactive exploration and analysis of variability
in radiotherapy dose planning. It allows to visually assess the variability across multiple
possible dose plans, as a result of different assumptions, parameter settings and choices
that can be taken during the planning pipeline. The core aspect of the framework is the ability
of providing insight on the variability at two different levels: through the iso-contours across
the dose plans and directly at a voxel level. Aninitial, informal discussion with domain experts
resulted in a positive feedback for the developed framework, who considered the integration
of both perspectives an enrichment to the analysis process and a more complete perception
of the underlying variability.

Points for future work include a more thorough evaluation, which would validate the initial
observations of the domain experts. In addition to this, the incorporation of assumption or
parameter sensitivity analysis directly into the framework would be an interesting improve-
ment, which would enable to connect the previous steps planning pipeline with the dose
planning variability visualization process. For example, it would be interesting to link the
pharmacokinetic modeling step (Chapter 5) to see how different modeling choices affect
the outcome of the dose planning, or how adjustments in the segmentation step (Chapter 7)
propagate to the end of the pipeline. Such enhancements would require, though, to adapt
several of the visualization techniques used. In this case, more scalable techniques or other
approaches that would reduce the dimensionality of the involved data are required.
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Visual Analytics for the
Exploration of Tumor Control
Probability Modeling

Almost all human life depends on probabilities.
Voltaire (1694 - 1778)

In this chapter, we propose a visual tool that enables clinical researchers working on TCP
modeling to explore the information provided by their models, to discover new knowledge and
to confirm or generate hypotheses within their data. Chapter 9 is based on the paper:
7 Raidou, R.G., Casares-Magaz, O., Muren, L.P, van der Heide, U.A,, Rgrvik, J., Breeuwer, M.
and Vilanova, A., 2016. Visual Analysis of Tumor Control Models for Prediction of Radiother-
apy Response. In Computer Graphics Forum (CGF), Vol. 35, No. 3, pp. 231-240 [221].



9.1. Abstract

9.1. Abstract

As already described in Chapter 2, statistical models are often employed in radiotherapy
research in order to quantify the probability that a tumor is effectively treated with a given
radiation dose. These statistical models are called tumor control probability (TCP) models.
Recently, TCP models started incorporating additional information from imaging modalities.
In this way, patient-specific properties of tumor tissues are included, improving radiobiolog-
ical accuracy. Yet, the employed imaging modalities are subject to uncertainties, which may
have a significant impact on the modeling outcome. At the same time, TCP models are sensi-
tive to a number of parameter assumptions. Currently, uncertainty and parameter sensitivity
are not incorporated in the analysis, mainly due to time, human and computational resource
constraints.

In this chapter, we present a visual tool that enables clinical researchers working on TCP
modeling, to explore the information provided by their models, to discover new knowledge
and to confirm or generate hypotheses within their data. Our approach incorporates the fol-
lowing four main components. First of all, it supports the exploration of uncertainty and its
effect on TCP modeling. Moreover, it facilitates parameter sensitivity analysis to commmon
assumptions and enables the identification of inter-patient response variability. Finally, it al-
lows starting the analysis from the desired treatment outcome, to identify treatment strate-
gies that achieve it. To evaluate our proposed approach, we conducted a study with nine
clinical researchers. All participants agreed that the proposed visual tool provides better
understanding and new opportunities for the exploration and analysis of TCP modeling.

9.2. Introduction

During radiotherapy planning, different treatment strategies can be followed, each consid-
ering several assumptions or choices. Examples of these assumptions include dose esca-
lation, uniformity or non-uniformity of tumor irradiation, the amount of the received dose,
and eventual fractionation of the treatment, which is the division of the total radiation into
smaller doses per session over a period of time. In clinical practice, one specific treatment
strategy is chosen among these alternatives, based on clinical experience and guidelines.
Still, in clinical research, the goal is to thoroughly evaluate all possibilities. In this way, more
targeted treatments can be designed and provided to clinical practice. To simulate and eval-
uate the effects of a specific strategy, clinical researchers employ Tumor Control Probability
(TCP) models [302].

Conventional TCP models are statistical models that quantify the probability that a tu-
mor is effectively controlled or treated, given a specific radiation dose. In plain words, TCP
models aim at answering the question: What is the probability Y that a tumor is treated with
this strategy, given a dose X? For example, Figure 9.1 depicts three different outcomes of a
specific TCP model, each from a specific radiotherapy treatment strategy. In this case, by
providing a total treatment dose of 77 Gy, the first strategy results in 88% probability of treat-
ing the whole tumor, while the other two have a lower treatment probability response of 63%
for the second strategy, and 31% for the third strategy.

In the last years, patient-specific tissue characteristics from imaging modalities started
being included in planning. This has influenced also TCP modeling, where additional per
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Figure 9.1: An example of the resulting TCP curves for a given dose, with three different radiotherapy
treatment strategies. By providing a total dose of 77 Gy, the first strategy results in 88% probability of
treating the whole tumor, while the other two have a lower treatment probability response of 63% and
31%, respectively.

voxel information — in essence, properties indicative of tumor characteristics — are being
incorporated [266]. In this way, clinical researchers can predict more accurately the tumor
treatment probability at a voxel level, by adding radiobiological information in their statistical
models, for example, from Diffusion Weighted (DW) MRI.

So far, several interesting aspects of TCP modeling are not incorporated in clinical re-
search, due to complexity, lack of human and computational resources and time constraints.
First of all, imaging modalities are subject to uncertainties with significant impact on the
model outcome and the simulated treatment response [140]. Additionally, there are many
different TCP models and different parameter assumptions in each one of them [258, 302].
Usually, these assumptions are educated guesses, and awareness on the sensitivity of the
models is important.

Moreover, TCP modeling is often applied to entire patient cohorts, to investigate the inter-
patient response variability. This knowledge can help clinical researchers to design more
robust treatment strategies. Finally, clinical researchers are interested in exploring and an-
alyzing their data in a reverse manner. Practically, they need to be able to answer also the
question: given a target treatment outcome for a tumor, identify the radiotherapy strategy(-ies)
to achieve it? In this work, we introduce a visual analytics approach to extend the exploration
of TCP modeling, to cover also these topics that are currently not possible to be incorporated
in the analysis.

1588



9.3. Clinical Background

Our contribution is the design and implementation of a visual tool that enables clinical
researchers to explore the information provided by their TCP models, to discover knowledge
and to confirm or generate hypotheses within their data. As far as we know, there is no other
tool to serve this purpose. Our approach incorporates the following four main components:

+ It supports the quantification and exploration of imaging-induced uncertainty and its
propagation to TCP modeling.

« It facilitates exploring and analyzing the sensitivity of TCP models to different assump-
tions and parameter variations.

- It enables identifying and exploring inter-patient response variability, within cohorts.

« It allows, given a targeted treatment outcome, to identify the treatment strategies or
parameters that would achieve it.

The remainder of this chapter is organized, as follows: Section 9.3 includes all the nec-
essary background information. Section 9.4 provides an overview on previous work, and
Section 9.5 is the core of this chapter, where our proposed approach is presented and dis-
cussed. Section 9.6 presents the results of our evaluation. Finally, Section 9.7 concludes the
chapter with a discussion and propositions for future work.

9.3. Clinical Background

In the last years, radiotherapy research aims at designing more effective and better targeted
treatments, to be applied in clinical practice. For the simulation and evaluation of all differ-
ent treatment strategies, TCP models are being built [302]. Conventional TCP models are
usually regression models that summarize empirical knowledge about the effect of radia-
tion to tumors, representing the probability that a tumor is effectively treated with a specific
dose [258, 302].

To achieve a more targeted treatment, tailored to the patient-specific tumor tissue char-
acteristics, information from imaging modalities was recently incorporated to TCP model-
ing [266]. In this way, properties indicative of tissue characteristics were included to improve
the radiobiological accuracy of modeling at a voxel-level [266]. In this work, we employ a
novel TCP model that involves DW-MRI [48]. This in-vivo imaging technique measures quan-
titatively the water diffusion per voxel, from apparent diffusion coefficient (ADC) maps, and
is employed to identify high-density tissue like tumors [25].

This ADC-based TCP model is subject to uncertainties [140], often due to calculation
restrictions in the clinical setting or due to magnetic field inhomogeneities [25]. Although
we are considering a specific TCP model, uncertainties are present in all modalities and
our proposed approach could be extended also to them. These uncertainties need to be
quantified and propagated into modeling to identify their effect on the prediction outcome.
More details about the source, quantification and propagation of uncertainty in the employed
TCP model are discussed in Section 9.5.

Additionally, all TCP models, including ADC-based ones, incorporate a number of differ-
ent parameter assumptions. For example, in the explored TCP model, researchers make
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assumptions for the amount of dose or fractionation, when quantifying the per voxel cell
density from ADC maps, or when selecting values for parameters that model the survival
and death of tumor cells after irradiation [48]. Still, it is not known which choices lead to
better results, as well as what is the effect of different alternatives. Thus, the parameter
sensitivity of the model needs to be incorporated in the analysis. In state-of-the-art clinical
research, the ADC-derived uncertainty and the model sensitivity to parameter assumptions
are not considered yet, as they cannot be explored with the existing tools. This is further
obstructed by the fact that the evaluation and analysis of TCP models is usually applied to
cohorts of patients, to account for inter-patient response variability.

Finally, the current TCP modeling workflow is based on the question: What is the prob-
ability that a tumor is controlled, given a specific dose? Yet, clinical researchers have not
managed to find an easy and insightful way to answer the inverse: Which radiotherapy deliv-
ery strategy can achieve a specific target treatment?

After an extensive discussion with clinical researchers working on TCP modeling, we
defined together the most relevant open tasks for their research, which are also summarized
in Figure 9.2:

+ Quantification and interactive exploration of the ADC-induced uncertainty and its prop-
agation to TCP modeling (T1).

+ Exploration and analysis of the assumption-induced TCP model sensitivity (T2).
+ Identification of inter-patient variability to radiotherapy treatment response (T3).

+ A new bi-directional TCP modeling workflow (radiotherapy strategy — Predicted or
desired outcome) (T4).

! b 7

. TCP Prediction of Treatment
Imaging modeling Response

“Tumor control probability

Figure 9.2: The proposed visual analytics approach for the prediction of radiotherapy treatment re-
sponse in TCP Modeling. With grey, we denote the four requirements (T1-T4) described in Section 9.3,
which are our contributions to the workflow employed in clinical research.

9.4. Related Work

There are several frameworks that cover topics similar to ours. To the best of our knowledge,
there is none for the exploration of TCP modeling. In this section, we review the literature,
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related to the tasks mentioned in Section 9.3.

Visualizing Uncertainty. Uncertainty visualization literature is vast [27, 136]. It can be
roughly divided into the following main categories: visualizations using visual variables, such
as color [105, 115], brightness [71], fuzziness [160], or texture [30]; visualizations that adapt
the basic geometry to represent uncertainty [105, 316] or surrounding volume [202, 209, 203];
visualizations with additional graphical variables, such as glyphs [215, 237, 243]; and visu-
alizations employing animations [168]. The selection or combination of these approaches
is not limitless and must be done in regard to the data, avoiding clutter. In our case, we
need to visualize not only the inherent uncertainty of the imaging data itself, but also how it
propagates and affects the outcome of the TCP model. Therefore, several of the previously
mentioned approaches need to be carefully adapted to suit our application.

Analyzing Parameter Sensitivity. Parameter sensitivity is often connected to forecasting
or prediction models. A conceptual framework for parameter sensitivity analysis was pre-
sented by Sedimair et al. [246]. Other examples of systems for exploring multi-dimensional
parameter spaces are the Ensemble-Vis [216], Noodles [238], OVis [120, 121] and the ap-
proach of Berger et al. [20]. Visualizations for parameter sensitivity analysis were also pro-
posed for medical applications [33, 219, 274]. Most of them employ multiple views in an
interactive environment, where linking and brushing enables exploration and analysis. Yet,
none of these frameworks can be used directly for our purposes.

Studying Cohorts. In many cases, patients are not analyzed individually. Previous work in
cohort visualization mainly focuses on the comparative analysis of shape variability [42, 118,
241]. Recently, Steenwijk et al.[261], Zhang et al.[318] and Klemm et al.[149, 150] proposed
interactive visual analysis of cohorts that goes also beyond shape analysis. However, these
methods assume that the structure of interest has spatial correspondence between patients
and can be compared after matching. This is not valid for tumors. In our case, we need
to treat each tumor in the cohort as an entity that we can compare to the rest, while still
considering and visualizing the within-cohort heterogeneity.

Redesigning the workflow. Several visualizations for redesigning the usual workflow in a
specific application field have been proposed [37, 55, 69]. Inspired by these strategies, we
adapted their approaches to fit our requirements.

9.5. Visual Analytics for the Exploration of Tumor Con-
trol Probability Models

The proposed visual tool aims at satisfying the specific exploratory needs of clinical re-
searchers working on TCP modeling, as described in Section 9.3. Our visual tool consists of
the four main components (T1-T4), illustrated in Figure 9.2.

9.5.1. Quantification and Interactive Exploration of Uncertainty and its Propagation to
TCP Modeling

The ADC-based TCP model [48] aims at incorporating cell density (CD) information. This is
a common measure in tumor tissue characterization, referring to the number of tumor cells
within a volume. The first step in the ADC-based TCP model requires the calculation of CD

156



9.5. Visual Analytics for the Exploration of Tumor Control Probability Models

from the ADC values [48]. Among all approaches employed to quantify CD from ADC values,
our clinical collaborators chose two for visualization:

- The sigmoid approach, where CD is modeled as a sigmoid function of the ADC val-
ues [48].

+ The Gibbs approach [97], which is based on experimental data. In this approach, a
number of prostate samples were scanned. Subsequently, their ADC values were re-
trieved from imaging, while their respective CD values were identified from histopathol-
ogy, as shown in Figure 9.3. From these (ADC, CD) data points, Gibbs et al. established
a linear relationship between the two dimensions, as shown in Figure 9.3, with the red
dotted line. This linear relationship was described by Gibbs et al., as:

cD= 2.1-10 3_—ADC (9'_])
3-1075

Both approaches — the sigmoid and the Gibbs approach — are affected by uncertainty.

In the first case, only the uncertainty of the ADC, calculated below, is present, while in the

second case, there is an additional uncertainty in the experimental set-up that was used to
determine the relationship between ADC and CD [97].
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Figure 9.3: Data set extracted from the experiment of Gibbs et al. [97]. The dataset is illustrated with
the points, and the linear relation between ADC and CD is shown with the red line. This relationship is
without uncertainty. Incorporating ADC uncertainty results in a set of linear fits, shown with the grey
scale. Here, dark grey denotes higher probability, and light denotes lower probability.
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Uncertainty in ADC maps is usually measured through experimentation in each clinical
institution, specifically for their specific scanning set-up [140]. Our clinical collaborators from
the Netherlands Cancer Institute and from Aarhus University Hospital have modeled this
uncertainty by experiments, as the probability that an ADC value m is measured in imaging,
given a quantitative real value r. This is given by a probability density function p(m|r), which
is a Gaussian distribution with a standard deviation o dependent on the real value r. We
are interested, though, in quantifying the probability p(r|m) that the real ADC value r has
occurred given m. From Bayes' rule we obtain:

p()-pimlr)  p()-pimir)

= 9.2
p(m) Jrp()-pimir)dr 6.2

p(rim) =

where p(r) is the prior probability of the value r. This is assumed to be uniform: p(r) = %,
where R is the range of possible values. Since the standard deviation of p(m|r) depends
on the value r, the calculation of p(r|m) is not trivial and was approximated analytically,
using Taylor expansion. The analytical calculation was done in MATLAB and it resulted to be
a skewed Gaussian, dependent on the measured value m:

(9.3)

(m—(1+p-r)?
2-(0-1)?

1
p(rim) =Q(m)-7~eXp (—

where Q(m) is a polynomial of 12" degree of the measured value m, resulting from the ap-
proximation. For generalization, p(r|m) could also have been calculated numerically.

The previously calculated uncertainty in ADC maps is propagated in the calculation of the
CD. The two approaches for CD quantification from ADC mentioned above, are influenced
by ADC uncertainty in a different way:

+ In the sigmoid approach, where CD is modeled as a sigmoid function of the ADC, the
uncertainty of the ADC is directly propagated to the CD calculation. Hence, the CD
uncertainty CD(r|m) is a function of p(rim).

+ In the initial experiment of Gibbs et al. [97] no uncertainty was taken into account. In
this empirical approach, the CD values are obtained from histopathology and, hence,
have no uncertainty. However, ADC uncertainty is present and needs to be included,
affecting also the relationship between ADC and CD. To quantify this, we randomly
sample the ADC uncertainty distribution of each data point of Figure 9.3. Then, we
take 2 million sets of samples and we calculate all fits, as well as their respective prob-
abilities. These are given by the product of the probability functions of the data point
samples. All generated fits can be seen in Figure 9.3, where the grayscale colormap
denotes the probability of each one of the fitted lines, where white is the least proba-
ble and black the most probable. From the generated fits, we obtain the CD probability
function CD(r|m).

The remaining steps of the TCP model are mathematical equations [48], which do not
include additional uncertainties and use the CD value as input. Therefore, for the sigmoid ap-
proach, the uncertainty in the TCP model will depend directly on the ADC uncertainty p(rim),
while for empirical Gibbs approach, it will depend on the CD uncertainty CD(r|m).
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For the interactive exploration of the uncertainty, our users are initially interested in hav-
ing a global overview on the regions of the prostate that are most subject to ADC and CD
uncertainty. To simultaneously explore the two uncertainties, we employ a 2D colormap [35].
In this visual representation, we encoded the per voxel difference between the most probable
real ADC value r and the measured value m, as shown in Figure 9.4:

ADCyjff = argmaxip(rim)}—m (9.4)

In the present case, this difference is always positive and its magnitude depends on the
measured ADC values. Therefore, we decided to map it to the luminance dimension of the
colormap, as shown in Figure 9.4. Also, we encoded the per voxel difference between the
most probable real CD value — after the propagation of the ADC uncertainty — and the value
measured as proposed by Gibbs et al. in the literature, as illustrated in Figure 9.4:

CDgjrf = argmax{CD(r|m)} — CDg;pps (9.5)

This difference is mapped to a divergent hue dimension of the colormap, as both positive
and negative values are possible. No transparency is employed in the colormap. Other ap-
proaches, such height fields, were considered, but a discussion with the users showed that
the colormap was easier to understand and use.

In addition to color-encoding, we enable users to probe the prostate and interactively
explore the entire probability density distributions for the ADC and CD values per voxel, de-
picted in Figure 9.4. With this dual visualization, the user has an overview on the uncertainty
at a prostate level, and locally at the voxel level. Finally, when the user performs TCP mod-
eling, the uncertainty is propagated also to the model outcome, as described before, and
visualized on the resulting TCP curve as a density band, presented in the zoomed view of
Figure 9.4.

9.5.2. Exploration and Analysis of the Assumption-induced TCP Model Sensitivity

In this part, we use two main components. First, the clinical researcher adds a finite number
of combinations of TCP parameter sets, for the calculation of the respective TCP models.
This is consistent with the traditional way of exploration of TCP modeling, where one or more
TCP models are compared to each other. In this case, each combination of TCP parameter
sets is encoded to the visualizations depicted in Figure 9.5 - a, which we call pianola plots,
inspired by the scrolls used by the musical instrument.

In the example of Figure 9.5, the clinical user has added three parameter sets, depicted
by the three white planes. Each row of a pianola plot is a parameter. The first parameter cd
is the cell density calculation approach, which is a categorical variable that defines which
approach is used for the calculation of CD. It can either take the value empirical or sigmoid,
or others, if available. This is encoded with a dot located in the middle or the end of the first
row, respectively. The rest of the parameters are radiobiological parameters of the model
with continuous values, which can take values in known and pre-defined ranges. For these,
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the selected value for each parameter is encoded in the location of each one of the scribbled

lines.

The user can also explore the effect of varying one or more parameters continuously,
through a range. This is denoted with a box instead of a line, the width of which depicts the
desired range of values. An example of this case is given for parameter « in the second set
of Figure 9.5 - a. To intuitively link these sets to the respective TCP curves, the scribbles of
each pianola plot are assigned a different hue. In this way, the user can easily detect the
effect of different parameter choices on the TCP curves, as illustrated in Figure 9.5 - b.
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Figure 9.4: Component of our proposed approach, which enables the quantification and interactive
exploration of the ADC-induced uncertainty and its effect on TCP modeling (T1).
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Figure 9.5: Component of our proposed approach, which enables the exploration of the parameter-
induced TCP model sensitivity (T2), for three different approaches ((D-@). (a) The pianola plots are
employed, to intuitively link the chosen parameter sets to the respective TCP curves. (b) The respective
curves of each parameter set.

With the current workflow, TCP models can be explored only globally. Although TCP
curves can be extracted per voxel, clinical researchers currently calculate the expected av-
erage response of the whole tumor to a given dose, and they only analyze the whole tumor
TCP curve. They are not able to perform a voxel-based exploration, to detect whether there
are specific parts of the tumor that behave differently than the rest, and to analyze why this
happens. To enable this, we provide a functionality to probe the TCP curve. This can be ei-
ther conducted for a TCP value, and identify the linked required dose per voxel, as presented
in Figure 9.6, or for a specific dose and identify the linked achieved TCP per voxel. The latter
relates also to task (T4).

To provide direct anatomical context, the linked variable is encoded with a heated-body
colormap on the imaging slices of the patient, as shown in Figure 9.6. When the user has
employed several TCP modeling approaches, we visualize also the variability in the respec-
tive dose or TCP value, due to the effect of these alternatives, using circular glyphs [28]. An
example of the employed glyphs is illustrated in Figure 9.6. The size of the glyphs denotes
the per voxel variability and the blue color is chosen to be complementary to the underlying
heated-body colormap. Circular glyphs were chosen, as they preserve visibility on the under-
lying color-encoded values. This design also helps identifying the relation between values
and variability.

9.5.3. Identification of Inter-patient Variability to Treatment Response

The exploration and analysis of the performance of a specific radiotherapy strategy is usually
evaluated in a cohort of patients. Forexample, itis interesting for clinical researchers to know
how much the per voxel achieved TCP, or the required dose of their patients varies within
a cohort. Within-cohort variability is important, as it can determine whether a treatment
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Figure 9.6: Component of our proposed approach, which enables to probe the model curve at a specific
TCP value, to inspect the required dose per voxel, depicted with the heated-body colormap, and the
respective variability at each voxel position, encoded to the size of the circular glyphs (T2).

strategy is robust enough to treat different patients, and whether it can aid the design of
better treatment strategies.

The identification of inter-patient variability to treatment response is linked to (T2): the
user probes the TCP curve for either the TCP response or the dose, as shown in Figure 9.6,
and the other variable is calculated for the whole cohort, also for multiple TCP modeling
approaches, as described in (T2). We provide functionality, with which the users can explore
the distributions of the calculated dose or TCP, or multiple sets of these, from multiple TCP
modeling approaches. Subsequently, they can partition the cohort of patients, to identify
patients that behave similarly throughout different TCP modeling approaches.

To illustrate our approach for the partitioning, we employ the example depicted in Fig-
ure 9.7. Here, distributions of dose, required for achieving a specific TCP level, have been
calculated for four patients, through three different parameter settings in TCP modeling. We
are interested to form groups of patients with similar response patterns, along different pa-
rameter settings. For this, we cluster the patients based on the spreads, determined by the
distribution dispersion, in each set of distributions. We quantify the dispersion of each dis-
tribution, using the median absolute deviation (M AD). This is a robust measure of disper-
sion [235] and can be described as:

MAD = median; (| X; - median;(X;)|) (9.6)

where X; is the distribution of the dose for a specific TCP level, or the distribution of TCP
values for a specific dose level. In essence, the MAD is the median of the absolute devia-
tions of the distribution data X;, from their median. After calculating all MAD measures of
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the distributions, we employ a k-means clustering algorithm on the vectors of MADs, cal-
culated per person. This specific clustering algorithm was chosen, due to its simplicity and
computational efficiency.

In our approach, the user interactively selects the number of clusters k. To aid the ad-
equate selection of the number of clusters, we employ an additional cluster analysis view.
For this, we use a visualization employed in our previous work [226]. In this work, the goal
of the visual cluster analysis view was to help users decide whether the visual clusters are
well-defined. This is similar to our present goal and we decided to adopt again the same
strategy in our system. In this approach, every cluster is mapped to a sphere. For each clus-
ter, we provide internal validity information on the cohesion and separation [226], but also on
the inter-patient and inter-assumption variability.

Cohesion is a measure of intra-cluster similarity, while separation is a measure of inter-
cluster dissimilarity. For these two measures, we employ the same encoding, as in our pre-
vious work [226]: small and opaque spheres describe high cohesion within a cluster, while
large and transparent spheres depict low cohesion. Also, thin arrows denote well-separated
clusters giving the illusion of distance, while thick arrows stand for less separated clusters.
The inter-patient and inter-assumption variability are encoded in the size of the two dimen-
sions of a box, located at the core of each sphere. These encodings are shown in the legend
of Figure 9.7.

With the cluster analysis view, the users interactively change the number of clusters,
while following the graphical changes on the glyphs, and decide the most satisfactory re-
sult, based on the visual optimization of the cluster view. The users interactively partition
the patient cohort, inspecting the achieved TCP response, while at the same time, they can
identify how much the sub-cohorts of responses vary. An automatized initial selection of a
good cluster size or number of clusters would be an interesting future extension.

9.5.4. Bi-Directional Design of TCP Modeling Workflow

With the introduction of (T4), we enable clinical researchers to start their workflow from the
desired outcome, to identify and compare the strategies that achieve it. For this, the user
defines an acceptability range for the desired TCP outcome, by sketching it on a canvas, as
shown in Figure 9.8. Then, all the acceptable parameter combinations that can achieve this
are computed, using a brute-force search. The user is presented with these combinations,
using a heatmap matrix, depicted in Figure 9.8. In this matrix, every column corresponds
to an acceptable combination, and every row to one of the parameters. In the last row, we
present also the quantified uncertainty that is introduced by each one of these combinations,
calculated in the same way, as in (T1).

The colormap denotes the range of values for each parameter. The user can interact
with the matrix and threshold values that are not plausible or interesting for the analysis, or
even select combinations based on their uncertainty, as illustrated in Figure 9.8. Probing and
linking is employed for the inspection of the TCP curve of each combination. The functional-
ity of (T4) is expected to open new ways of exploration and analysis for clinical researchers,
as up to now the workflow was done in one direction. Now, the inverse is possible too.

Implementation. We implemented the visual tool in Python as a DeVIDE module[32], using
the Visualization Toolkit (VTK) [2], numpy, scipy, matplotlib and scikit-learn.
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Figure 9.7 Component of our proposed approach, which enables to partition a patient cohort based on
TCP treatment response (T3). The cluster analysis view (bottom panel), adapted from [226], is used for
the visual optimization of clustering.
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Figure 9.8: Component of our proposed approach, which enables to reverse the workflow in TCP mod-
eling (T4). In this case, we start from the desired outcome, to define which treatment strategies can
achieve it.

9.6. Evaluation

To assess the value of our visual tool, we performed an evaluation inspired by the paper of
Lam et al. [159]. The evaluation was performed with nine domain experts from two clini-
cal institutions (Netherlands Cancer Institute and Aarhus University Hospital). The group of
participants included three physicists, five medical physicists and one biomedical engineer.
Their field experience varies from medium level (<5 yrs) to very high level (>10 yrs). Two of
the participants were actively involved in the design of our tool. Both of them have a very
high level of experience in the field of TCP modeling.

All participants were involved in the first part of the evaluation. We demonstrated the
visual tool, where we showed the main components, simulating the visual environment for
the exploration and analysis a TCP modeling workflow. The evaluation participants observed
the demonstration and were involved in an active discussion about the various visualizations.
Then, they completed a questionnaire.

The second part was conducted only with the two participants involved in the design of
the tool and the analysis was performed with data already familiar to them. For a deeper
understanding on the insights that the tool provides, we performed a case study with hands-
on exploration. Each of the four tasks of Section 9.3 was performed with the thinking-out-
loud method, as the clinical researchers explained and reasoned on findings in the data. At
the end, we asked them to complete again the same questionnaire as before, to see whether
their opinion was affected by interacting with the tool.
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9.6.1. Interviews with Clinical Researchers

During the interviews, the participants completed a questionnaire. The first questions were
related to the main tasks of Section 9.3. Each question required an open answer, but also
grading using Likert scales (1-5) for the perceived effectiveness, efficiency and satisfaction.
To avoid compromising the results, we separated in our analysis the two people involved in
the design from the other seven. Half of the tasks were graded higher by the first group
and the other half by the second, but overall the two groups had comparable results without
significant difference. Also, we separated our analysis based on level of experience, as it
possibly indicates different user categories, performing different tasks. Again, the results
were comparable among the different groups.

All measured variables received high scores, as shown in Figures 9.9 and 9.10, with a
minimum average grade of 4. Uncertainty (T1) and Sensitivity (T2) received high grades.
Partitioning (T3) received lower grades, but not lower than 3, as presented in Figures 9.9
and 9.10. This was explained by the fact that participants wanted to see additional infor-
mation on the data, when partitioning their cohorts. After the case study of the following
section, the two participants involved in the design recompiled the questionnaire. For the
efficiency of (T1) and effectiveness of (T3), the grades improved. This is interesting, as
these two participants consist half of our group with very high experience, who had initially
graded (T3) lower than all the others. This could be an indication that after hands-on ex-
ploration, this task became clearer to them. Overall, the results between the two rounds are
consistently high.

The nine participants were also asked to compare the visual tool to what they are cur-
rently using and to evaluate the overall usefulness of our tool. They commented that they
currently, do not have any other means of analysis, apart from looking at individual graphs.

Uncertainty (T1) Sensitivity (T2)
. Effectiveness Efficiency Satisfaction Effectiveness Efficiency Satisfaction
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Figure 9.9: Schematic representation of the evaluation results, for each one of the tasks of Section 9.3.
Here, the evaluation participants have been split into two groups: the ones that were involved in the
design of the visual analytics tool and the others that were not. The horizontal axis represents the grade
received in each case, while the vertical axis represents the number of participants that assigned the
specific grade.
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Figure 9.10: Schematic representation of the evaluation results, for each one of the tasks of Section 9.3.
Here, the evaluation participants have been split into three groups, based on their experience. The hori-
zontal axis represents the grade received in each case, while the vertical axis represents the number of
participants that assigned the specific grade.

For them, the framework requires training and a level of familiarization, but it removes a sig-
nificant overhead from the analysis, giving important input. More specifically, the uncertainty
part (T1) provides directly understandable and quantitative feedback, while with sensitivity
analysis (T2) they can perceive directly the influence of the dose prescription. For the cohort
partitioning part (T3), there were mixed opinions. According to the evaluation participants,
it raises a lot of questions about the subgroups of the cohorts. It could be the most important
clinical application, but it should be done also based on other variables, or also for intra-tumor
regions. Reversing the workflow (T4) can have great potential.

All participants agreed that the visual tool is overall understandable and useful. The
strong features of the visual tool are the ability to perform a voxel-based analysis, espe-
cially, the probing and linking functionality in the TCP curves and the view on the variability
from the different modeling approaches (T2), as well as the workflow reversing task (T4).
Improvement proposals were mostly related to cohort partitioning (T3).

9.6.2. Case Study

For the case study, ADC data from a cohort of 11 locally advanced prostate tumor patients
was used. The ADC maps were derived with a b-value of 1000 and have a size of 256 x 256 x 24
voxels and a resolution of 0.97 x 0.97 x 3.6.

During the task of uncertainty (T1), it was noticed that CD might be overestimated in
literature, as visualized by the dominant purple color in the slice view of Figure 9.4. Some
voxels, highlighted with the green color, have been noticed to be sometimes mis-delineations
of voxels that belong to the bladder or to the urethra. In the rest of cases, like in Figure 9.4,
these are locations in the prostate that should be checked more thoroughly. Less uncertainty
is expected within tumors, due to lower ADC values. The effect of the uncertainty on the TCP
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was also found to be interesting: it reaches almost 5% of the TCP for the empirical approach,
at D5, i.€., the dose required for achieving 50% control only in the tumor location. This is
denoted in Figure 9.11 - a, with the purple curve. The TCP uncertainty is 2.5% for the sigmoid
approach, as shown in Figure 9.11 - a, with the orange curve.

During the exploration of sensitivity (T2), four examples of parameter sets were ex-
plored. The first two are empirical approaches with the same radiotherapy strategy, but they
differ in the aVar parameter, which is the inter-patient variability in the survival rate of tumor
cells. The third is a sigmoid approach with the same radiotherapy strategy. The last is an ad-
ditional empirical approach with a range of a between 0.17 and 0.21, which is a radiobiological
parameter indicating the survival rate of tumor cells. In the resulting TCP curve graph, there
are indications that the sigmoid model might predict tumor control with a lower dose, i.e, the
curve is more to the left, than the respective empirical, depicted in Figure 9.11-b. Also, when
the aVar is neglected, then the model suffers less from uncertainty, as shown in Figure 9.11
- b. For ranging a, the effect on the TCP is more prominent. In this case, probing the TCP
at 70% shows that a dose ranging between 43 and 82 Gy is required within the tumor only.
The variability between the four models, though, is large for the whole tumor, as illustrated
in Figure 9.11 - b.

For cohort partitioning (T3), after probing the TCP at 70%, we obtain the dose distribu-
tions per patient, as presented in Figure 9.11- c. Patient 8 seems to have a different behavior.
His TCP curve, shown in Figure 9.11 - ¢, with the dotted TCP curve, is on the right side of the
average curve, which means that to achieve a 70% TCP, he requires a higher dose, as he is
a patient with a much larger tumor. After interactive clustering, the visually optimal cluster
analysis view is achieved with two clusters, where patients behave similarly in terms of TCP
curves, e.g., the ones in the blue cluster are all on the right side of the average curve.

In reversing the workflow (T4), patient 8 was explored to check whether a more satis-
fying strategy can be identified. A wide range of acceptable TCP is drawn, as in Figure 9.8.
More than 200 different combinations are identified, as seen by the columns of the heatmap
matrix. On first sight, it seems that the sigmoid approach (Figure 9.8 - heatmap, first row,
purple section) may be less sensitive to changes in parameters than empirical (Figure 9.8
- heatmap, first row, white section), as less combinations are computed for the sigmoid.
Also, this approach may suffer less from uncertainty (Figure 9.8 - heatmap, last row), as the
range of uncertainties does not go up to the maximum value of uncertainty, indicated by
the deep purple color. By redefining the acceptable limits for the parameters and the uncer-
tainty, only 24 different combinations are preserved, as shown in Figure 9.8. According to
the evaluators, (T4) functionality could be helpful to determine the suitability of this patient
for a specific therapy. However, for this, no conclusions can be made, as it would also re-
quire the involvement of oncologists, and a more extensive study. The examined cases are
meant to demonstrate the use of the visual tool, not as an actual analysis with direct clinical
inferences.

9.7. Conclusions and Future Work

In this work, we proposed a visual tool to enable clinical researchers to explore and analyze
different aspects of the TCP modeling workflow. We tackled the quantification and interac-
tive exploration of uncertainty and its propagation to TCP modeling, parameter sensitivity
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Figure 9.11: Results from the case study with the two clinical researchers that were involved into the

design of our approach.
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analysis of TCP models, cohort partitioning based on treatment response and a novel func-
tionality for enabling also a reverse workflow. Nine clinical researchers evaluated and con-
firmed the usefulness of the visual tool, as it opens new possibilities and provides access to
new insight in the data. We illustrated this also with a case study.

A direction for future work includes improving the partitioning of the cohorts to enable
clustering also based on other attributes, and also linking to intra-tumor tissue characteris-
tics [226]. In this way, more meaningful inter-patient analysis can also be performed. The
proposed visual tool is a promising basis for clinical researchers to gain more knowledge
on their complex TCP modeling processes, to explore the data from the models in a more
insightful way and to generate and confirm new hypotheses.
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Conclusion

It seems impossible, until it’s done.

Nelson Mandela (1918 - 2013)



10.1. Summary

10.1. Summary

As radiotherapy technology focuses on providing a more personalized treatment based on
the specific intra-tumor tissue characteristics of each patient, the integration of all available
patient- and tumor-specific knowledge from the distinct steps of the radiotherapy pipeline, is
required. Current limitations in the exploration and analysis of the involved information can
be overcome, by employing solutions from the field of Visual Analytics.

The goal of this dissertation was to present visualization solutions, which are able to
integrate the information from all steps of the radiotherapy planning pipeline, in order to fulfill
the need of clinical researchers to interactively explore and analyze their data, to derive and
understand information from them, and to formulate or confirm hypotheses, with respect
to their findings. Each of the previous chapters addressed one step of the tumor-tailored
radiotherapy pipeline, providing strategies to tackle the specific needs of clinical researchers
with respect to their data and processes.

The present work reached two main advancements. First, in radiotherapy research, we
accomplished to provide solutions and tools for clinical researchers, which address their ex-
ploratory needs at all steps of the tumor-tailored radiotherapy planning pipeline. Involving
clinical experts through visual analysis and interaction in the workflow of the entire radio-
therapy pipeline had not been tackled before, and our proposed Visual Analytics solutions
address specific tasks that could not be conducted with previously existing tools. The de-
velopment of these new interactive and investigative tools has now empowered clinical re-
searchers with new exploratory possibilities.

In visualization research, we managed to expand the field of Visual Analytics to support a
new clinical domain. As discussed in previous chapters, although there are numerous ways
of visualizing multi-dimensional and complex data, none of them was fully applicable to the
data and processes of radiotherapy planning. Our contribution to the field of Visual Analyt-
ics is a compound of applications tailored to a specific step of the pipeline, to the involved
data and to the requirements of clinical researchers. With our work, we presented our user-
centered viewpoint on how visualization applications should be designed, implemented, and
later evaluated. All proposed approaches promote the integration and combination of the
strengths of human perception for exploration and analysis, together with semi-automated
methods, with the purpose to increase the understanding in otherwise complex data and
processes.

More in particular, Chapter 4 proposed the Orientation-Enhanced Parallel Coordinates
Plots (OPCPs), a novel method for the representation and exploration of multi-variate and
multi-dimensional data. The proposed technique contributes towards the enhancement of
the — otherwise cluttered — display of the data, emphasizing the underlying patterns and
improving the discernibility of outliers, or data structures that may be obstructed by noise or
other data patterns. The OPCPs technique can be used in several steps of the pipeline, but
also outside of this domain in other broader applications.

In Chapter 5, we presented a visualization solution that aids clinical researchers to ex-
plore and understand how different choices in modeling may affect the parameter space
derived from modeling DCE-MRI data. As part of this Visual Analytics tool, we designed a
new interactive representation, the Cocoon, that allows users to explore all required DCE-MRI
data aspects in a single combined view. The interactive features of the tool facilitate the ex-

172



10.2. Discussion and Directions for Future Research

ploration and interpretation of the data and, especially, the correspondence of observations
from the feature space to the patient anatomy.

Tissue characterization has been addressed in Chapter 6, where we contributed with a Vi-
sual Analytics system that enables the easy exploration and analysis of the high-dimensional
feature space of imaging-derived tissue characteristics. This visualization solution enables
the identification of distinct intra-tumor regions, the understanding of tumor heterogeneity,
new knowledge discovery within the data, as well as hypothesis generation and confirma-
tion, with respect to reference data used in clinical research. Although this work has been
developed around the specific topic of intra-tumor tissue characterization, we additionally
demonstrated a generalized use of the proposed system, namely aiding the design of brain
tissue characterization classifiers and understanding their behavior and outcomes.

In Chapter 7, we addressed the segmentation step of the radiotherapy planning pipeline.
In particular, we addressed the need for a Visual Analytics solution that allows the exploration
and assessment of potential errors in the segmentation of the prostate and the surrounding
organs at risk. With this solution, we enabled the visual analysis of errors in the model-based
segmentation of the involved pelvic structures, and made the first step towards understand-
ing the prediction of the performance of the employed segmentation algorithms.

Chapter 8 presented a Visual Analytics solution for the exploration and analysis of the
variability in an ensemble of radiotherapy dose plans. Several assumptions or different pa-
rameterizations in the previous steps of the pipeline may result into different dose plans. In
order to examine the impact of those assumptions or parameterizations on the final plan-
ning outcome, and to visually assess the variability across multiple possible dose plans, we
designed a framework that enables the exploration and visual analysis of dose variability at
an iso-contour level and at a voxel level.

Finally, the exploration and visual analysis of tumor control probability (TCP) modeling,
often employed for the evaluation and prediction of the outcome of a radiotherapy treatment,
was tackled in Chapter 9. Here, we proposed a visual tool to enable clinical researchers
to explore and analyze different aspects of the TCP modeling workflow: the quantification
and interactive exploration of uncertainty and its propagation to TCP modeling, parameter
sensitivity analysis of TCP models, cohort partitioning based on treatment response and a
novel functionality for enabling also a reverse workflow.

All'in all, our work is a promising basis, which offers new exploratory possibilities for
researchers working on the complex processes and data, present at all steps of the patient-
and tumor-tailored radiotherapy pipeline. Nevertheless, it has also revealed a multitude of
topics for future research, which are discussed in the upcoming section.

10.2. Discussion and Directions for Future Research

A thorough discussion and specific recommendations for topics that might be interesting
for future research have already been provided at the end of each previous chapter. In the
present section, we would like to present our own perspective, with respect to a number of
general lessons learned in the course of this work, as well as several general points that
could be considered for future research.

With respect to the representation and exploration of multi-variate and multi-dimensional
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data, it is clear that our approach addresses a specific topic: the reduction of clutter in
a specific multi-dimensional representation, the PCPs. VYet, there is a multitude of multi-
dimensional representations, which can and should be carefully employed, depending on
the tasks that need to be fulfilled and the data aspects that need to be brought forward.
Each one of the existing multi-dimensional representations has its strength and limitations.
However, as already discussed in many instances of this dissertation, scalability, concerning
the number of data points and the number of data dimensions, is a quite often reoccurring
problem, in all of them. In our opinion, strategies to address the scalability issue should be
devised. A future direction could include the investigation of simple enhancement solutions
around existing representations, such as the one proposed within the OPCPs (Chapter 4),
opposed to the usual tendency of developing complicated solutions.

In our specific application, as well as in the majority of clinical applications, the often
exploding number of features that can be extracted from imaging modalities makes it im-
peding to consider additional strategies, which employ dimensionality reduction and data
mining. Such strategies have been successfully exploited in this dissertation, in particular
for tissue characterization. Visual Analytics strategies, such as the framework proposed in
Chapter 6, can be a very promising basis for a number of clinical applications, supporting
clinical researchers to explore and analyze their data. Yet, the results of the incorporated di-
mensionality reduction techniques may be not entirely understood, or it may not be feasible
to achieve results on-the-fly. The latter implies that the users might be required to wait until
the completion of the employed algorithm, every time that they need to redefine it, which is
not always optimal for the analysis workflow. To this end, the field of Progressive Visual An-
alytics, where partial results of an algorithm can be produced and interactively explored and
analyzed, may be beneficial. Future research towards this direction would be an interesting
enhancement to our current work.

Designing and employing Progressive Visual Analytics solutions can additionally enable
the incorporation and exploration of (im-)precision of the employed processes into the anal-
ysis. This, together with the integration of the uncertainty, induced by the parametrization of
the chosen dimensionality reduction techniques, would lead to more reliable observations
within the data. For example, this could be interesting for the tumor tissue characterization
step or for the exploration of the effect of adjustments in the pipeline on the final dose plan-
ning outcome. This kind of solutions may, furthermore, allow the extension of a number of
applications to enable meaningful follow-up or inter-patient analysis. In essence, we expect
that this research direction can help clinical researchers to explore, analyze and deliberate,
with respect to the progression of a disease, or to treatment response, also regarding differ-
ent groups of individuals. From this, diagnosis, prognosis and treatment may significantly
benefit. From a visualization point of view, follow-up and inter-patient analysis would be a
very challenging topic, due to the implicated dimensionality and complexity of the data, and
due to the fact that anatomic correspondences are not ensured. Smart strategies to address
these two key-points need to be devised.

Moving forwards, from the imaging and characterization step of the radiotherapy pipeline
to the next steps of registration and segmentation, several points have emerged. Concern-
ing the former, our dissertation did not extend to any aspects of the registration processes
involved in the radiotherapy planning pipeline. However, the registration aspect is crucial, as
it might compromise the subsequent steps of the pipeline. The propagation of potential un-
certainty from the registration phase to the rest of the pipeline, as well as the exploration of
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the impact of inaccuracies to the final outcome, should definitely be taken into consideration
in future research. This should be conducted together with the exploration of the effect of
inaccuracies or errors of the segmentation phase to the final dose planning result. In the
segmentation step, it is also important to find solutions for the investigation of the relation
of the shapes and sizes of the various organs to the algorithm performance.

In the tumor control probability modeling phase, we foresee that the proposed visual tool
can be a promising basis for clinical researchers to gain more knowledge on their complex
modeling processes. In particular, it opens new directions for clinical research, by provid-
ing new ways of exploring and interacting with the data, for example by allowing clinical
researchers to start from the desired outcome to explore the feasibility of the strategies re-
quired to achieve it. Using this tool, in retrospective, to evaluate treatment prognosis in a big
cohort study, would be an interesting future enrichment. To this end, more meaningful inter-
patient analysis would be required, which can be achieved by associating this step to the
specific intra-tumor characteristics of each group of patients. From a visualization aspect,
this would also be a very demanding and worthwhile topic for future research.

In general, the integration of the different solutions, to explore and analyze the accumu-
lation and propagation of the uncertainty from one step of the radiotherapy pipeline to the
final outcome, is an additional important next step. In our current work, our contribution to
that was the incorporation of the imaging-induced uncertainty into tumor control probability
modeling, but there is still a lot to be done towards this direction. This should also take into
consideration the uncertainties that may occur during the actual delivery of the treatment, in
order to provide a complete overview of the potential inaccuracies in the final dose plan and
their potential impact on the treatment and prognosis of the patients. At this point, additional
non-imaging patient-specific characteristics of the patients should also be incorporated in
the analysis, which would be very interesting for future visualization research.

To conclude, we have proposed a number of Visual Analytics solutions, meant to be
employed by clinical researchers. Still, visualization solutions for clinical users, such as
dosimetrists or radiologists, should also be designed. This kind of solutions has a fundamen-
tal difference with the proposed approaches: they are not meant for exploration, knowledge
discovery and hypothesis generation, but for hypothesis confirmation and decision making,
instead. From this point of view, we foresee two important aspects that can positively con-
tribute to successfully develop this kind of visualization solutions. First, compliance with
tools that the users are already familiar with should be achieved. To this end, the standard-
ization and automatization of the analytic processes would be required, and the amount of
required interaction would need to be carefully evaluated and, eventually, minimized. Sec-
ondly, as these solutions would mainly aim at supporting — not replacing — decision making,
they should also be carefully designed to be adequate for routine use, to be task-oriented
and intended to improve the accuracy, efficiency and effectiveness of the involved clinical
decision process. Adequate evaluation of these systems would also be required.

This dissertation has described solutions from the field of Visual Analytics, which aim at
incorporating the information from the distinct steps of the radiotherapy planning pipeline,
along with eventual sources of uncertainty, into comprehensible visualizations. These ap-
proaches contribute towards the interactive exploration, visual analysis and understanding
of the involved data and processes at each step of the radiotherapy planning pipeline, creat-
ing fertile ground for future research in radiotherapy planning, but also in Visual Analytics.
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