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Synthesis of Distributed Robust H-infinity
Controllers for Interconnected Discrete Time

Systems
E.P. van Horssen S. Weiland

Abstract—This paper presents an algorithm for the synthesis of
robust distributed controllers for interconnected linear discrete
time systems. For a network of interconnected uncertain linear
time-invariant systems, the distributed controller achieves robust
stability and a guaranteed level of robust performance in a well-
defined H∞ sense. The setting of the paper is in discrete time.
Based on the theory of dissipative dynamical systems, conditions
for the analysis of robust stability and robust performance of
networks are derived in terms of feasibility tests of linear matrix
inequalities. From these conditions, computationally tractable
synthesis conditions are derived. An iterative D-K type of
synthesis algorithm is proposed that yields a robust distributed
controller. Convergence properties of the algorithm are inferred.

Keywords—Controller synthesis, distributed control, discrete time
systems, interconnected systems, linear matrix inequalities (LMIs),
robustness, robust stability.

I. INTRODUCTION

THE design of distributed controllers that achieve guaran-
tees for the reliable operation and stability of networks

of dynamical systems leads to a broad range of technical and
scientific challenges in the control community. A distributed
control architecture allows multiple controllers to exchange
information in a well-defined manner so as to accomplish a
desirable behavior of the network. This provides advantages
over centralized control, for which communication architec-
tures may be impractical, infeasible or incomputable, and over
decentralized control, which may not provide desired global
stability or robustness properties of an interconnected system.

The focus of this paper is on the synthesis of robust
distributed controllers for networks of interconnected linear
discrete time systems with uncertainty. We propose a computa-
tionally tractable algorithm for the synthesis of such controllers
that achieve robust stability and robust performance in a
well-defined H∞ sense. The main results provide LMI-based
algorithms for the synthesis of such controllers.

This paper builds on earlier work in a similar context.
Specifically, this paper is inspired by the settings of [1]–
[3] in which LMI-based tools have been developed for the
synthesis of distributed controllers achieving a bounded H∞
performance for networks of systems over an arbitrary graph.

E.P. van Horssen and S. Weiland are with the Control Systems Technol-
ogy Group of the Department of Mechanical Engineering and the Control
Systems Group of the Department of Electrical Engineering, respectively, at
Eindhoven University of Technology, P.O. Box 513, 5600 MB Eindhoven, The
Netherlands. Email: e.p.v.horssen@tue.nl, s.weiland@tue.nl

The generalized notion of dissipativity, initiated by Willems
in [4], has been at the basis of this development and led
to extensions in [5] to incorporate the possibility of passive
interconnections. More recently, these ideas have led to gen-
eralization to incorporate uncertainty in the distributed control
paradigm with concrete LMI-based synthesis algorithms for ro-
bust distributed control presented in [6], [7]. These algorithms
apply to networks of continuous time linear time-invariant
dynamical systems that are subject to model uncertainty.

In [8], robustness against communication delays was stud-
ied. These contributions focus on continuous time systems. A
first study on the stability of networks of discrete time systems
has been made in [9]. DistributedH∞ control of spatially inter-
connected systems with random communication packet losses
was also studied in [10], but not from a dissipation perspective.
In [11], the authors employ a gain scheduling approach to the
distributed control of LPV systems, in which temporal and
spatial variations of parameters are explicitly distinguished and
viewed as parametric uncertainties of different types.

In view of the need for computationally tractable algorithms
that synthesize robust distributed controllers, we believe that
there is a demand for generalizing the results in [1]–[3], [6], [7]
to networks of discrete time systems. This is the purpose of the
present paper. In particular, the study of discrete time systems
allows to explicitly incorporate network delays in the models
by augmenting state vectors. Novel analysis and synthesis
results are derived for networks of discrete time systems and
we address the specific technical problems with networks of
uncertain discrete time systems. This paper contributes with a
synthesis procedure for distributed systems in which robustness
against model uncertainty is taken into account and in which
robust stability and robust H∞ performance is guaranteed for
the controlled network. A computationally tractable synthesis
algorithm is presented. A control example for an electrical
power network shows the feasibility of the synthesis procedure.

This paper is organized as follows. In Section II, the
properties and structure of a distributed system and controller
are explained and some analysis tools are presented that are
used to formulate the main problems in Section III. Section IV
presents a number of analysis results which provide sufficient
conditions for robust stability and performance of a distributed
system. From these theorems, computationally tractable syn-
thesis results are obtained in Section V, and an algorithm is
presented to synthesize a robust distributed controller. Simula-
tions are presented and discussed in Section VI. Conclusions
and comments on future work are given in Section VII.
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A. Notation
Let R and N denote the set of real numbers and the set

of natural numbers or positive integers, respectively. The set
of non-negative integers is denoted by N0. The set of n ×m
real matrices is denoted by Rn×m and the set of n × n real
symmetric matrices by RnS . The notation N≥c1 and N(c1,c2]

is used to denote the sets {k ∈ N0 | k ≥ c1} and
{k ∈ N0 | c1 < k ≤ c2}, respectively, for some
c1, c2 ∈ N0. The cardinality of a finite set V is denoted by
card(V). For matrices A,B ∈ RnS , the inequality A ≺ B
(respectively, A � B) means that B−A is symmetric positive
definite (positive semi-definite, respectively). Transposition of
vectors and matrices is denoted by the superscript >. The
operator col(·) stacks its arguments in a column vector. The
block-diagonal matrix that has matrices Ak, . . . Al on its block-
diagonal entries is denoted by diagi∈N[k,l]

Ai. The Hölder p-
norm of a vector x is denoted by ||x||p for p ∈ N[1,∞]. The
inertia of a matrix M ∈ RnS is denoted by in(M) : RnS → R3

≥0

and is defined as the triplet in(M) := (a−, a0, a+) of negative,
zero and positive eigenvalues of M , respectively. Finally, for
n ∈ N, the space of n-dimensional vector-valued infinite
sequences that are square summable is defined as:

`n2 := {x : N[0,∞] → Rn | ||x||22 :=

∞∑
i=0

||x(i)||22 <∞}.

The extended space of n-dimensional vector-valued infinite
sequences is defined ∀n ∈ N as `n2e := {x : N[0,∞] → Rn}.
Note that `n2 ⊂ `n2e.

II. DISCRETE TIME DISTRIBUTED SYSTEMS

Inspired by the setting of distributed control synthesis in
[2], [5], [7] we view a distributed system as a graph in which
L arbitrary dynamical systems are interconnected. Here, we
focus on interconnections of discrete time, linear time-invariant
and uncertain dynamical systems. This section presents the
structure and properties of such distributed systems.

A. Distributed system definition
The structure of an arbitrary distributed system H is rep-

resented by a graph GH := (VH , EH), where VH is the
set of vertices, and EH ⊆ VH × VH is the set of edges
between the vertices [12]. For a distributed system H con-
sisting of L subsystems, the set of vertices VH is identified
with a set of dynamical systems {H1, . . . ,HL} and the set
of non-oriented edges EH is defined by the set of pairs
{(Hi, Hj) | i ≤ j, i, j ∈ N[1,L]} where (Hi, Hj) ∈ EH
if and only if (Hi, Hj) are interconnected. The neighbors of
the ith subsystem are defined by the index set N i = {j ∈
N[1,L]|(Hi, Hj) ∈ EH}. Note that a subsystem can be self-
connected in this definition.

The focus of this paper is on uncertain distributed systems
G∆ in which the graph GG∆

= (VG∆
, EG∆

) has vertices
{G1

∆, . . . , G
L
∆} that represent uncertain dynamical systems

(referred to as subsystems) where the uncertainty admits a well-
defined linear-fractional representation, as defined in the next
subsection.

B. Subsystem representation
The ith subsystem Gi∆ in the distributed system

G∆ consists of an interconnection of a nominal
multi-channel linear time-invariant (LTI) system
Gi0 : Rni

G+ni
∆+ni

d+ni
u → Rn

i
G+ni

∆+ni
z+ni

y and an
LTI system ∆i : `

ni
∆

2 → `
ni

∆
2 , that is assumed to belong to

a class of stable dynamic LTI systems ∆i, representing the
uncertainty. Specifically, for all i = 1, . . . , L, the dynamics of
the uncertain discrete time LTI subsystem Gi∆ is represented
by

pi(k) = ∆i(qi(k)) for some ∆i ∈∆i (1)
xi(k + 1)
wi(k)
qi(k)
zi(k)
yi(k)

 =


Aixx Aixv Bixp Bixd Bixu
Aiwx Aiwv Biwp Biwd Biwu
Ciqx Ciqv Di

qp Di
qd Di

qu

Cizx Cizv Di
zp Di

zd Di
zu

Ciyx Ciyv Di
yp Di

yd Di
yu



xi(k)
vi(k)
pi(k)
di(k)
ui(k)


(2)

and we group related signals as channels of (inputs, outputs)
as

interconnection channel (vi, wi) ∈ R2ni
G ,

uncertainty channel (pi, qi) ∈ R2ni
∆ ,

performance channel (di, zi) ∈ Rn
i
d+ni

z ,

control channel (ui, yi) ∈ Rn
i
u+ni

y .

Here, xi(k) ∈ Rmi
G with mi

G = mi ∈ N is the state variable.
The nominal state space representation (2) is denoted by Gi0
and we remark that the uncertain subsystem Gi∆ is a linear
fractional representation of the nominal system Gi0 with the
operator ∆i. The set ∆i of stable LTI systems is assumed to
be known.

If Gi∆ is interconnected with Gj∆, the interconnection
channel (vi, wi) of subsystem i is further partitioned, as
vi = col(vi1, . . . , viL) and wi = col(wi1, . . . , wiL), such
that (vij , wij) ∈ R2nij

G denotes the interconnection channel
between subsystem i and j. To simplify the analysis, the
matrix Aiwv is forced to be square by constraining wij and
vij to share the same dimension, say nijG . This can always be
achieved, possibly after adding zero rows or zero columns to
Aiwv . Without loss of generality, we assume there are no self-
connections, since any such connection can be incorporated in
Aixx.

The uncertainty channel (pi, qi) with pi, qi ∈ Rni
∆ perturbs

the system through the operator ∆i. The performance channel
(di, zi) consist of external disturbance inputs di ∈ Rni

d and
performance outputs zi ∈ Rni

z . The control channel (ui, yi)
connects the system to a controller with control input ui ∈ Rni

u

and measurement output yi ∈ Rn
i
y When the control channels

of the subsystems are not considered, we refer to the distributed
system G∆ as the open loop system. Throughout the paper, we
also refer to (1)-(2) as the open loop or uncontrolled system.

C. Controller representation
A distributed controller K for a distributed system G∆

is represented by a graph GK = (VK , EK), where we
identify the vertices VK with the set of local controllers
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{K1, . . . ,KL} and the edges EK with the interconnec-
tions between the controllers. More specifically, we assume
card(VK) = card(VG∆

) and only allow connections between
controllers if their respective plants are also connected, i.e. a
collocated controller. This is formalized by requiring that edges
(Ki,Kj) ∈ EK if and only if edges (Gi∆, G

j
∆) ∈ EG∆ . For

i = 1, . . . , L, a local controller Ki : Rn
i
K+ni

y → Rni
K+ni

u

is an LTI system that is represented in state space form byxiK(k + 1)
wiK(k)
ui(k)

 =


(
Aixx

)
K

(
Aixv

)
K

(
Bixy

)
K(

Aiwx
)
K

(
Aiwv

)
K

(
Biwy

)
K(

Ciux
)
K

(
Ciuv

)
K

(
Di
uy

)
K

xiK(k)
viK(k)
yi(k)

 .
(3)

Here, xiK ∈ Rmi
K with mi

K = mi
G = mi denotes the state

variable, (viK , w
i
K) ∈ R2ni

K is the controller interconnection
channel, and (ui, yi) ∈ Rn

i
u+ni

y is the control channel of the
ith controller. Conform the partitioning of the interconnection
channels in the subsystems of G∆, the controller interconnec-
tion channel is further partitioned into (vijK , w

ij
K) ∈ R2nij

K for
any pair (i, j) for which (Ki,Kj) ∈ EK .

D. Controlled system
The interconnection of the uncertain distributed system

G∆ and the distributed controller K defines the con-
trolled system or closed loop system (G∆)C : d :=
col(d1, . . . , dL) → z := col(z1, . . . , zL) with graph
G(G∆)C = (V(G∆)C , E(G∆)C ). The vertices V(G∆)C correspond
to the set {

(
Gi∆
)
C

:= S(Gi∆,K
i), i = 1, . . . , L}, where S(·, ·)

denotes the Redheffer star product [13]. It follows that edges
((Gi∆)C , (G

j
∆)C) ∈ E(G∆)C if and only if (Gi∆, G

j
∆) ∈ EG∆

if and only if (Ki,Kj) ∈ EK .
Given a distributed controller, a local interconnection of a

subsystem and its corresponding controller
(
Gi∆
)
C

at node i,
admits the following representation

pi(k) = ∆i(qi(k)) for some ∆i ∈∆i (4)
xiC(k + 1)
wiC(k)
qi(k)
zi(k)

 =
(
Gi0

)
C


xiC(k)
viC(k)
pi(k)
di(k)

 (5)

with

(
Gi0

)
C

=


(Aixx)C (Aixv)C (Bixp)C (Bixd)C
(Aiwx)C (Aiwv)C (Biwp)C (Biwd)C
(Ciqx)C (Ciqv)C (Di

qp)C (Di
qd)C

(Cizx)C (Cizv)C (Di
zp)C (Di

zd)C


where the closed loop states and interconnection signals are
now the stacked states and interconnection signals of the ith
subsystem and the ith controller. Hence, xiC = col(xi, xiK) ∈
R2mi

, viC = col(vi, viK) ∈ Rni
C and wiC = col(wi, wiK) ∈

Rni
C , niC = niG + niK .
We will extensively exploit the property that the nominal

controlled system
(
Gi0
)
C

can be written as an affine function
of the controller parameters Θi in (3), provided that Di

yu = 0.
Indeed, for Di

yu = 0,(
Gi0

)
C

= Πi +
(

Ψi
)>

ΘiΦi (6)

with

Πi :=


Aixx 0 Aixv 0 Bixp Bixd

0 0 0 0 0 0
Aiwx 0 Aiwv 0 Biwp Biwd

0 0 0 0 0 0
Ciqx 0 Ciqv 0 Di

qp Di
qd

Cizx 0 Cizv 0 Di
zp Di

zd

 , (7)

(
Ψi
)>

:=


0 0 Bixu
I 0 0
0 0 Biwu
0 I 0
0 0 Di

qu

0 0 Di
zu

 , (8)

Θi :=


(
Aixx

)
K

(
Aixv

)
K

(
Bixy

)
K(

Aiwx
)
K

(
Aiwv

)
K

(
Biwy

)
K(

Ciux
)
K

(
Ciuv

)
K

(
Di
uy

)
K

 , (9)

Φi :=

 0 I 0 0 0 0
0 0 0 I 0 0
Ciyx 0 Ciyv 0 Di

yp Di
yd

 . (10)

E. Interconnections

The input and output signals that define the interconnection
channel (v, w) are restricted to satisfy the constraint:[

wij(k)
vij(k)

]
=

[
vji(k)
wji(k)

]
∀ i ≥ j, ∀k ≥ 0. (11)

This algebraic constraint reflects that an interconnection signal
wij(k) which leaves subsystem i enters subsystem j. This
constraint holds for the subsystems as well as for the local
controllers.

Well-posedness of the interconnected system is an important
requirement. Following the ideas in [2], sufficient conditions
for well-posedness of the interconnected system can be derived
in terms of a separability property of properly defined sub-
spaces. These conditions [2, Section IV.C] can be generalized
to the present model as was done by [6, Section II.B]. A
sufficient condition for the well-posedness of all channels of
the system, apart from the controller interconnections, is that,
for i = 1, . . . , L,

Biwp = 0, Ciyv = 0 or Biwu = 0, Di
yp = 0, Di

yu = 0. (12)

Conditions (12) are rather mild and can be enforced, for ex-
ample, by placing low-pass filters on the appropriate channels
[2], [6].

Consider the matrix (Awv)K := diagi∈N[1,L]
(Aiwv)K and

a row-permuting matrix WK representing the interconnections
(11) for vK = col(v1

K , . . . , v
L
K) and wK = col(w1

K , . . . , w
L
K)

such that vK = WKwK . Then, the controller is well-posed if
and only if

det (I −WK(Awv)K) 6= 0 (13)

holds. Moreover, given the conditions (12), we have that the
closed loop system is well-posed if and only if the controller
is well-posed.
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F. Stability

We use the notion of Lyapunov stability [14, Theorem 2.2.4]
to prove global exponential stability (GES) of a distributed
system. Given that a system is well-posed, robust stability is
defined as follows.

Definition 1 (Robust stability). The (controlled) system with
uncertainties taken from ∆, satisfying (1)-(2) or (4)-(5), is
called robustly stable if it is well-posed and, for all ∆ ∈ ∆
and for all initial conditions and for any (disturbance) input
in the class `2, the state and all outputs belong to `2.

G. Performance

The robust performance bound for the uncertain but robustly
stable system G∆ : d ∈ `nd

2e → z ∈ `nz
2e , such as (1)-(2) or (4)-

(5), is defined as follows.

Definition 2 (Robust performance). The (controlled) uncertain
system G∆ achieves robust performance of level γ if it is well-
posed, robustly stable and, with initial state set to zero, satisfies

||G∆||2,2 := sup
d 6=0,d∈`nd

2 ,∆∈∆

||z||2
||d||2

< γ. (14)

Note that robust performance therefore yields a guaran-
teed bound on the worst case gain, measured in `2 sense,
from (disturbance) input d to (performance) output z in
view of all possible uncertainties that affect the system.
Since for any stable LTI system G it holds that ||G||2,2 =
supθ∈[0,π] σmax(G(ejθ)) =: ||G||∞ we therefore achieve per-
formance in H∞ sense.

III. PROBLEM FORMULATION

In this section we formalize the main problems that will be
considered and solved in this paper. The first problem relates
to analysis of a system as described in Section II which can
be either an open or closed loop system.

Problem 1 (Analysis). Given an uncertain distributed system
G∆ defined as in Section II, find computationally verifiable
conditions to test whether the open loop uncertain distributed
system G∆ is well-posed, robustly stable and achieves robust
performance of level γ > 0.

The second problem addresses the synthesis of distributed
controllers as described in Section II-C.

Problem 2 (Synthesis). Given an uncertain distributed system
G∆ defined as in Section II, find a computationally tractable
synthesis procedure that generates a distributed controller
K, with structure as given in Section II-C, that renders the
controlled uncertain distributed system (G∆)C , as defined in
Section II-D, well-posed, robustly stable while achieving robust
performance of level γ.

IV. ANALYSIS

A. Dissipation of discrete time systems
For the analysis of stability and performance of an uncertain

distributed system, we make use of concepts from the theory
of dissipative systems initiated by [4]. This will yield a natural
and methodologically elegant setting to study properties of
interconnected dynamical systems and eventually leads to
computationally efficient tools [15].

Definition 3 (Discrete time dissipativity). A nominal discrete
time subsystem Gi0 as in (2) is dissipative with respect to a sup-
ply function Φi(·), depending on all input and output signals
of the system, if there exists a storage function V i : Rmi

G → R,
depending on the state of the system, such that, for all integers
M ≥ 0,

V i(xi(M))− V i(xi(0)) ≤
M−1∑
k=0

Φi(k) (15)

holds for all possible system trajectories generated by (1)-(2).
Here, for notational brevity the signal variables are omitted
and Φi(k) represents the supply delivered to the system at time
k, viewed as function of the signal variables at time instance
k. The system is said to be strictly dissipative if the inequality
in (15) is a strict one.

Hence, a dissipative system is characterized by the property
that the increase of energy that is stored in the subsystem
cannot exceed the energy supplied to the system over any time
horizon [0,M).

For the nominal system Gi0 we consider aggregated supply
functions Φi(k) of the form

Φi(k) := P i(k) + U i(k) + Si(k) (16)

where

P i(vi, wi) :=
∑
j

P ij(vij , wij), (17)

P ij(vij , wij) :=

[
wij

vij

]>
Xij

[
wij

vij

]
,

U i(pi, qi) := −
[
qi

pi

]>
Di

∆

[
qi

pi

]
, (18)

Si(di, zi) := γ||di||2 − 1

γ
||zi||2

=

[
zi

di

]> [− 1
γ
I 0

0 γI

] [
zi

di

]
, (19)

with γ > 0, Xij ∈ R2nij
G

S and Di
∆ ∈ R2ni

∆

S . These define
quadratic supply functions on the interconnection, uncertainty
and performance channels, respectively. The supply func-
tions represent the intuitive idea on how the nominal system
exchanges power with its environment through its different
channels. Here, for the time being, the control channel is
disregarded. In (16) all variables have dimensions that match
the dimensions of the time-varying signals with the same name
in (2). We consider storage functions

V i(xi) := (xi)>Xi
Tx

i (20)

that are quadratic in xi where Xi
T ∈ Rmi

S .
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The matrix Di
∆ ∈ R2ni

∆

S in (18) is assumed to be partitioned
accordingly with the uncertainty channel as

Di
∆ =

[
Di

11 Di
12(

Di
12

)>
Di

22

]
. (21)

B. Interconnection neutrality
If subsystem Gi∆ is dissipative with respect to supply

function P ij and its neighboring subsystem Gj∆ is dissipative
with respect to supply function P ji, then the interconnection
channel (v, w) satisfies (11) together with the neutrality con-
dition

P ij(vij , wij) + P ji(vji, wji) = 0, (22)

that reflects that no power is lost nor injected in the intercon-
nection channel [15]. Using the combination of (17) and (11) it
is easily shown that the neutrality condition (22) is equivalent
to the following algebraic requirement on Xij and Xji:

Xij = −

[
0 I

n
ij
G

I
n
ij
G

0

]
Xji

[
0 I

n
ij
G

I
n
ij
G

0

]
(23)

which is required for all i and j.
This has implications for the matrices Xij . Indeed, if Xij

is partitioned accordingly with the signals (vij , wij) into four
nijG × n

ij
G blocks as in

Xij :=

[
Xij

11 Xij
12(

Xij
12

)>
Xij

22

]
, for all i, j = 1, . . . , L (24)

then (23) implies that

Xij
11 =

(
Xij

11

)>
= −Xji

22,
(
Xij

12

)>
= −Xji

12. (25)

Hence, the set {Xij ∈ R2nij
G

S | (23) holds for all i, j =
1, . . . , L} is parametrized by the two sets [2]

{Xij
11 ∈ Rn

ij
G
S | i, j ∈ N[1,L]},

{Xij
12 ∈ Rn

ij
G
×nij

G | i, j ∈ N[1,L], j ≤ i}.
(26)

Note that Xij is defined for all i, j but has dimension zero if
j 6∈ N i.

C. Open loop analysis

This section aims at deriving LMI feasibility conditions that
guarantee a distributed dynamical system G∆ to be well-posed,
stable and with robust performance of level γ. We consider
the uncontrolled system, which means that ui = 0 and yi is
disregarded in all control channels i = 1, . . . , L.

Theorem 1. Let G∆ be an uncertain distributed system with
subsystems admitting realization (1)-(2) with property (12).
Then G∆ is well-posed, stable and achieves robust perfor-
mance γ for all inputs di ∈ `n

i
d

2 if for all i, j ∈ N[1,L] there

exist matrices Xi
T ∈ Rmi

S , Di
∆ ∈ R2ni

∆

S , Xij
11 ∈ Rn

ij
G

S and for
i ≥ j matrices Xij

12 ∈ Rn
ij
G×n

ij
G such that Xi

T � 0, Di
11 � 0,

Di
22 ≺ 0 and for all uncertainties ∆i ∈ ∆i and k ≥ 0 there

holds

(T i)>M iT i ≺ 0, (27)[
qi(k)

∆i(qi(k))

]> [
Di

11 Di
12

(Di
12)> Di

22

] [
qi(k)

∆i(qi(k))

]
≥ 0, (28)

with

T i :=



I 0 0 0
Aixx Aixv Bixp Bixd
Aiwx Aiwv Biwp Biwd

0 I 0 0
Ciqx Ciqv Di

qp Di
qd

0 0 I 0
Cizx Cizv Di

zp Di
zd

0 0 0 I


, (29)

M i := diag

([
−Xi

T 0
0 Xi

T

]
,

[
Zi11 Zi12(
Zi12

)>
Zi22

]
,[

Di
11 Di

12(
Di

12

)>
Di

22

]
,

[
1
γ
I 0

0 −γI

])
, (30)

and

Zi11 := − diag
j∈N[1,L]

Xij
11, Zi22 := diag

j∈N[1,L]

Xji
11,

Zi12 := diag

(
− diag
j∈N[1,i]

Xij
12, diag

j∈N(i,L]

(Xji
12)>

)
.

(31)

Proof: Note that (27) has a block diagonal structure where
the blocks relate to the state, interconnection, uncertainty and
performance channels, respectively.

Suppose the conditions hold. Define V i(xi) as in (20) and
let V (x) :=

∑L
i=1 V

i(xi) with x = [x1, . . . , xL]> a column
stacked vector with all states of the subsystems. Pre- and post-
multiply (27) with

[
(xi)>(k), (vi)>(k), (pi)>(k), (di)>(k)

]
and its transpose to infer that

V i(xi(k + 1))− V i(xi(k)) < P i(k) + U i(k) + Si(k). (32)

Hence, each subsystem is strictly dissipative with respect to
the aggregated supply function Φi(k) as defined in Section
IV-A. Summing (32) over i yields

V (x(k + 1))− V (x(k)) <

L∑
i=1

P i(vi, wi) +

L∑
i=1

U i(pi, qi)

+

L∑
i=1

Si(di, zi). (33)

Since
∑L
i=1 P

i(vi, wi) = 0 because of (23) and∑L
i=1 U

i(pi, qi) ≤ 0 by (18), (21) and (28), we get

V (x(k + 1))− V (x(k)) <

L∑
i=1

Si(di, zi). (34)

To prove stability, let di = 0. Then
∑L
i=1 S

i(0, zi) ≤ 0 by
(19) and we infer that

V (x(k + 1))− V (x(k)) < 0. (35)
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Since Xi
T � 0 it follows that V (x(k)) > 0. Hence, V is

a quadratic Lyapunov function for the uncertain distributed
system, rendering it stable for all possible uncertainties ∆i ∈
∆i. By construction of V (x), we have that

λmin( diag
i∈N[1,L]

Xi
T )||x||22 ≤ V (x) = x>( diag

i∈N[1,L]

Xi
T )x

≤ λmax( diag
i∈N[1,L]

Xi
T )||x||22

which shows that the uncertain system is globally exponen-
tially stable in Lyapunov sense.

To prove robust performance, suppose that d 6= 0 and set
x(0) = 0. By summing over all time instants k as defined in
(15), (34) becomes

V (x(M))− V (0) < γ||d||22 −
1

γ
||z||22. (36)

Since V (0) = 0 and V (x) > 0 for x 6= 0, we get

||z||22 < γ2||d||22, (37)

from which we infer that ||G∆||2,2 < γ is a robust performance
bound for the system.

Since ∆i consists of stable LTI systems, the inequality
(28) can equivalently be interpreted in the frequency domain.
That is, in the Fourier domain the relation pi = ∆i(qi) is
equivalently represented by the product p̂i = ∆̂iq̂i where ∆̂i

is the frequency response of ∆i. Similarly, the uncertainty set
∆̂i of Fourier transformed elements in ∆i then consists of
all complex-valued matrices ∆̂i(jω), ω ∈ R and ∆i ∈ ∆i.
Throughout, we identify ∆̂i with ∆i and ∆̂i with ∆i. By
doing so, (28) is equivalent to the LMI[

I
∆i

]> [
Di

11 Di
12

(Di
12)> Di

22

] [
I

∆i

]
� 0. (38)

where ∆i is a complex-valued matrix in ∆i. The result there-
fore gives LMI conditions for robust stability and performance
for any given uncertain distributed system. Thus Theorem 1
yields a solution to Problem 1 for the open loop case. We
emphasize that matrices Xij

11 and Xij
12 as defined in (26) and

variable γ are shared between subsystems. The feasibility test
is therefore not decomposable and needs to be solved in a
centralized way.

D. Closed loop analysis

When applied to closed loop systems as defined in Sec-
tion II-D, Theorem 1 provides the following robust stability
and performance conditions.

Proposition 1. Let (G∆)C be an uncertain distributed system
with subsystems admitting the realization (4)-(5) with property
(12)-(13). Then, the system is well-posed, stable and achieves
robust performance γ for all inputs di ∈ `

ni
d

2 if ∀i ∈ N[1,L]

there exist matrices
(
Xi
T

)
C
∈ R2mi

S , ZiC ∈ R2ni
C

S and Di
∆ ∈

R2ni
∆

S , such that
(
Xi
T

)
C
� 0, Di

11 � 0, Di
22 ≺ 0 and for all

∆i ∈∆i

(T iC)>M i
CT

i
C ≺ 0, (39)[

I
∆i

]> [
Di

11 Di
12

(Di
12)> Di

22

] [
I

∆i

]
� 0, (40)

with

T iC :=



I 0 0 0(
Aixx

)
C

(
Aixv

)
C

(
Bixp

)
C

(
Bixd

)
C(

Aiwx
)
C

(
Aiwv

)
C

(
Biwp

)
C

(
Biwd

)
C

0 I 0 0(
Ciqx

)
C

(
Ciqv

)
C

(
Di
qp

)
C

(
Di
qd

)
C

0 0 I 0(
Cizx

)
C

(
Cizv

)
C

(
Di
zp

)
C

(
Di
zd

)
C

0 0 0 I


, (41)

M i
C := diag

([
−
(
Xi
T

)
C

0

0
(
Xi
T

)
C

]
,

[(
Zi11

)
C

(
Zi12

)
C(

Zi12

)>
C

(
Zi22

)
C

]
,[

Di
11 Di

12(
Di

12

)>
Di

22

]
,

[
1
γ
I 0

0 −γI

])
(42)

and with
(
Zi11

)
C

partitioned as

(
Zi11

)
C

:=

[ (
Zi11

)
G

(
Zi11

)
GK(

Zi11

)>
GK

(
Zi11

)
K

]
, (43)

and
(
Zi12

)
C
,
(
Zi22

)
C

and
(
Xi
T

)
C

defined analogously.

The above proposition is a direct extension of Theorem
1, where the Lyapunov matrices Xi

T and interconnection
matrices Zi are extended to their closed loop counterparts(
Xi
T

)
C

and
(
Zi
)
C

. The matrices
(
Zi
)
G

,
(
Zi
)
K

and
(
Zi
)
GK

model the interconnections between plants, controllers, and
their cross-terms. The construction of these matrices from
the individual supply function matrices

(
Xij

)
G

(and
(
Xij

)
K

and
(
Xij

)
GK

, respectively) on the interconnection channels,
which are defined analogous to (24) and parameterized as in
(26), is straightforward but somewhat tedious, and the reader is
referred to [2, Proposition 2] for details. Proposition 1 provides
an LMI feasibility test for a distributed controlled system to be
well-posed, robustly stable and with robust performance. Thus
it yields a solution to Problem 1 for the closed loop case.

V. SYNTHESIS

In this section we propose a synthesis algorithm to solve
Problem 2. The algorithm is based on Theorem 1 and the
approach will be twofold. First, we derive sufficient condi-
tions for the existence of a distributed controller satisfying
Proposition 1. Then the controller is constructed.

A. Controller existence

The conditions in Proposition 1 yield non-linear matrix
inequalities when solving for the unknown matrices in M i and
the unknown controller parameters Θi. To get LMI conditions,
we eliminate the controller parameters Θi from the closed loop
conditions using the following lemma from [16].
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Lemma 1 (Elimination lemma). Let M be a symmetric matrix
with in(M) = (a−, 0, a+) and matrix Πi ∈ Ra+×a− . Then the
matrix inequality[

I
Π + Ψ>ΘΦ

]>
M

[
I

Π + Ψ>ΘΦ

]
≺ 0 (44)

in the unstructured unknown Θ has a solution if and only if

Φ>⊥

[
I
Π

]>
M

[
I
Π

]
Φ⊥ ≺ 0, (45)

Ψ>⊥

[
−Π>

I

]>
M−1

[
−Π>

I

]
Ψ⊥ � 0. (46)

Here, Φ⊥ and Ψ⊥ are matrices whose columns are minimal
spanning sets of the nullspace of Φ and Ψ, respectively. Fur-
thermore, if a solution exists, Θ can be explicitly reconstructed
from the matrices in (45) and (46).

This lemma provides LMI feasibility conditions for the
existence of a distributed controller and the possibility to
explicitly construct such a the controller if it exists. The LMI
conditions for existence of a controller are collected in the
following theorem.

Theorem 2. There exist matrices such that the conditions of
Proposition 1 are satisfied with nijK = 3nijG if and only if for
all i ∈ N[1,L] there exist parameterized symmetric matrices

M i
G, M̃

i
G ∈ R2(mi+ni

G+ni
∆)+ni

d+ni
z

S , as defined below, such
that Di

11 � 0, Di
22 ≺ 0,

(
Xi
T

)
G
� 0,

(
Y iT
)
G
� 0, and for

all ∆i ∈∆i,

(ΦiG)>⊥(T i)>M i
GT

i(ΦiG)⊥ ≺ 0, (47)

(Ψi
G)>⊥(T i⊥)>M̃ i

GT
i
⊥(Ψi

G)⊥ � 0, (48)[(
Xi
T

)
G

I

I
(
Y iT
)
G

]
� 0, (49)[

I
∆i

]> [
Di

11 Di
12

(Di
12)> Di

22

] [
I

∆i

]
� 0. (50)

Here,
(ΦiG)>⊥spans the nullspace of [Ciyx C

i
yv D

i
yp D

i
yd],

(Ψi
G)>⊥spans the nullspace of [(Bixu)> (Biwu)> (Di

qu)> (Di
zu)>],

T i :=



I 0 0 0
Aixx Aixv Bixp Bixd
Aiwx Aiwv Biwp Biwd

0 I 0 0
Ciqx Ciqv Di

qp Di
qd

0 0 I 0
Cizx Cizv Di

zp Di
zd

0 0 0 I


,

M i
G := diag

([
−
(
Xi
T

)
G

0

0
(
Xi
T

)
G

]
,

[(
Zi11

)
G

(
Zi12

)
G(

Zi12

)>
G

(
Zi22

)
G

]
,[

Di
11 Di

12(
Di

12

)>
Di

22

]
,

[
1
γ
I 0

0 −γI

])
,

M̃ i
G := diag

([
−
(
Y iT
)
G

0

0
(
Y iT
)
G

]
,

[(
Z̃i11

)
G

(
Z̃i12

)
G(

Z̃i12

)>
G

(
Z̃i22

)
G

]
,

[
Di

11 Di
12(

Di
12

)>
Di

22

]−1

,

[
γI 0
0 − 1

γ
I

])
,

with further parameterization by supply function matrices
(
Xij

)
G

and
(
Y ij
)
G

which are defined analogous to (24) and parameterized
as in (26), as(
Zi11

)
G

:= − diag
j∈N[1,L]

(
Xij

11

)
G
,
(
Z̃i11

)
G

:= − diag
j∈N[1,L]

(
Y ij11

)
G
,

and
(
Zi12

)
G
,
(
Zi22

)
G
,
(
Z̃i12

)
G
,
(
Z̃i22

)
G

are defined analogously.

Proof: (Only if:) Consider Proposition 1 and note that
(39) is satisfied if and only if

T>MT ≺ 0 for T = diag
i∈N[1,L]

(T iC), M = diag
i∈N[1,L]

(M i
C) (51)

To apply Lemma 1 to (39), we consider the inertia of M ,
which is given by

in(M) =

L∑
i=1

in

([
−
(
Xi
T

)
C

0

0
(
Xi
T

)
C

])
+

L∑
i,j=1

in(−(Xij)C)

+

L∑
i=1

in(Di
∆) +

L∑
i=1

(nid, 0, n
i
z).

Since
(
Xi
T

)
C
� 0 and in(Di

∆) = in(Di
11) + in(Di

22 −(
Di

12

)> (
Di

11

)−1
Di

12) with Di
11 � 0, Di

22 ≺ 0 and using the
interconnection multipliers in (26), this is equal to

in(M) = (
∑L
i=1(2mi + niC + ni∆ + nid), 0, (52)∑L

i=1(2mi + niC + ni∆ + niz)).

By construction, the inertia requirement on M holds, and
(51) can be brought into the form of Lemma 1 through
matrix permutation. By eliminating the controller parameters,
permuting the lines and columns back to the block-diagonal
representation and selecting only the rows and columns asso-
ciated with interconnection and Lyapunov matrices (·)G, we
arrive at (47)-(48) with M i

G and M̃ i
G truncated versions of M i

C

and
(
M i
C

)−1
, respectively.

(If:) The sufficiency part of the proof follows along the
lines of [6, Theorem 2]. For nijK = 3nijG , which is a sufficient
condition for the inertia condition to hold, and (49) the primal
and dual inequalities can be used to extend the interconnection
and Lyapunov matrices to full-block matrices that satisfy
Proposition 1.

The result of Theorem 2 does not define a convex opti-
mization problem in all variables. Applying the elimination
lemma on the analysis equations of Proposition 1 removes the
controller parameters from the equations, thus removing the
non-linearity obtained from multiplying controller parameters
and multipliers. However, (47) and (48) yield a set of LMIs
in both Di

∆ and
(
Di

∆

)−1
which renders the combined set of

equations non-convex. A remedy to this problem is suggested
in Section V-C. For the nominal controller synthesis problem,
where no uncertainty is considered, Theorem 2 provides a
convex problem that can be solved directly by taking all
matrices corresponding to uncertainty to be of dimension zero.
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B. Controller construction
Using Lemma 1, a controller can be inferred from the

feasibility test of Theorem 2. The solutions of the primal and
dual inequalities can be used to extend the interconnection and
Lyapunov matrices to full-block matrices satisfying Proposi-
tion 1. For details on this construction we refer to [2], [5],
[16]. The synthesized controller achieves well-posedness for
the entire controlled system if it satisfies (13).

C. D-K synthesis algorithm
Both Proposition 1 and Theorem 2 give non-convex con-

ditions for controller synthesis. However, for given (non-
singular) uncertainty scalings Di

∆, Theorem 2 gives convex
conditions while for a given controller K, Proposition 1 gives
convex conditions. A D-K iterative algorithm will therefore be
proposed that alternates between these two scenarios to find a
solution to Problem 2.

Algorithm 1. Initialisation: j = 0, jmax ∈ N, ε > 0.
1) Initial K-step: Apply Theorem 2 for the nominal system G0

and with Di
∆ of dimension zero for all i to find an initial γK,0

and a distributed controller K0. Set j = 1.
2) Initial D-step: Apply Proposition 1 for the closed loop un-

certain system G∆ controlled by K0 to find matrices (Di
∆)1,

i = 1, . . . , L, with minimal performance bound γD,1.
3) D-K iteration:

a) K-step: Apply Theorem 2 for the nominal system G0

and (Di
∆)j for all i from the previous D-step to find a

robust distributed controller Kj obtaining performance
γK,j . Set j = j + 1.

b) D-step: Apply Proposition 1 for the closed loop un-
certain system G∆ controlled by Kj−1 to find (Di

∆)j ,
i = 1, . . . , L, with minimal performance bound γD,j .

c) Termination: End the iteration if the decrease of γK,j
is smaller than ε or j > jmax.

The maximum number of iterations jmax and the conver-
gence precision ε should be chosen sufficiently large and small,
respectively. Key properties of this algorithm are given in the
following result.

Theorem 3. Let G∆ be an uncertain distributed system.
Suppose there exists K0, γD,1 and

(
Di

∆

)
1

for all i as defined
in Algorithm 1. Then the D-K iteration runs and the solution
to Algorithm 1 has the following properties:

1) γK,j ≤ γK,j−1 for all 1 < j ≤ jmax.
2) Problem 2 is solvable with robust performance bound

γ = limj→∞ γK,j and γ = γK,jmax .

Proof: K0 defines a well-posed and stable nominally
controlled system (G0)C with finite H∞ norm γK,0. The
initial D-step provides scalings (Di

∆)1 such that (G∆)C is, in
addition, robustly stable against uncertainties ∆i ∈ ∆i with
robust performance bound γD,1. To prove item 1, consider
the jth iteration of step 3a with uncertainty (18) defined by
the scalings (Di

∆)j−1. Minimize γ subject to feasibility of
(47)-(50) to infer a new γK,j and a controller Kj . From
the (j − 1)st iteration we established robust performance at
level γD,j−1 with controller Kj−1. Hence, in the jth iteration,
(47)-(50) is feasible with γ = γK,j = γD,j−1. Minimizing

γ subject to (47)-(50) therefore gives γK,j ≤ γD,j−1. By a
similar argument, we infer from the D-step that γD,j ≤ γK,j .
Combining the two arguments shows that γK,j ≤ γK,j−1 for
any j > 1. The algorithm therefore yields a non-increasing
sequence of robust performance levels γK,j . Taking the limit
shows that Problem 2 is solvable with γ = limj→∞ γK,j .

Hence, every robust controller Kj inferred from step 3a
solves Problem 2. Theorem 3 proves monotonic convergence of
the performance bound γ provided the algorithm passes step 2.
Every D-K iteration provides a robust performance bound that
improves the one from the previous iteration. The algorithm
does converge, but not necessarily to a globally optimal robust
performance level. The rate of convergence will depend on the
system dynamics and uncertainty. Also note that step 1 gives
a solution to Problem 2 for the case without uncertainty, i.e.
for the nominal system.

The number of decision variables in this optimization pro-
vides an indication of the numerical complexity of Algo-
rithm 1. The matrices Xi

T , (Xi
T )K , (Xi

T )GK and (Xi
T )C ,

corresponding to the state, contain ((mi)2 +mi)/2, ((mi)2 +
mi)/2, (mi)2 and 2(mi)2 + mi unknown variables per sub-
system i, respectively. The matrices Di

∆, corresponding to
the uncertainty, contain 2(ni∆)2 + ni∆ unknown variables per
subsystem i. For the interconnections, we have L2 matrices
Xij

11 (for i, j = 1, . . . , L), each having ((nijG)2 + nijG)/2
independent variables, or ((nijC )2 +nijC )/2 for the closed loop
variables (Xij

11)C , and we have (L2 +L)/2 matrices Xij
12 (for

1 ≤ j ≤ i ≤ L), each having (nijG)2 unknown variables,
or (nijC )2 for the closed loop variables (Xij

12)C . Recall that
nijC = nijG + nijK with nijK = 3nijG .

VI. SIMULATION AND RESULTS

To illustrate the computational feasibility of the presented
framework, the synthesis routine has been implemented and
applied to a power network as an example. For a proper com-
parison, a centralized H∞ optimal controller for the nominal
system, a distributedH∞ controller for the nominal system and
a distributed robustH∞ controller have been derived following
the procedure outlined in this paper. All computations have
been carried out in Matlab and by using freely available
software [17] and [18].

A. Power network simulations
Consider the four generator model, as described by [6]. This

model consists of four control areas that are interconnected
by tie lines. The tie line dynamics are incorporated in the
plant model of the preceding control area as shown in Fig. 1.
Changes in load at the control areas are considered as the

Fig. 1. [6, Fig. 5] Four generator model. The tie line dynamics between
area i and j are lumped into the ith area dynamics for i < j.

disturbance input d. The performance is measured by the
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performance output z that consists of the tie line power
from a neighboring area, the frequency deviation and the
reference power from the controller, for each control area. The
controller aims to regulate the tie line power and frequency
deviation as close as possible to 0. Loop shaping filters,
which are integrated into the plant model, are used to do
tune the frequency characteristics of the controlled system. The
same uncertainties as in the continuous time case have been
introduced to produce the uncertain plant. The continuous time
model is discretized by a zero-order hold (ZOH) method with
a sampling time of 0.1 sec. A robust distributed controller of
total state size mK = mG = 44 is obtained by Algorithm 1.
In Tab. I the resulting H∞-norm of the closed loop transfer
functions d → z is shown for each type of controller. The
value of the performance bound as calculated by the controller
synthesis algorithm γK is given, as well as the results when
the controller is connected to a nominal plant ||(G0)C ||∞ and
a sample perturbed plant ||(G∆)C ||∞.

TABLE I. PERFORMANCE BOUNDS OF THE RESULTING CLOSED LOOP
SYSTEMS FOR THE POWER NETWORK.

Controller γK ||(G0)C ||∞ ||(G∆)C ||∞
Nominal Centralized KH∞ 5.69e+00 3.49e+00 3.27e+00
Nominal Distributed K 3.28e+01 1.91e+01 1.85e+01
Robust Distributed K 4.99e+05 2.49e+03 2.39e+03

The results in Tab. I show that the robust controller achieves
a significantly larger performance bound compared to the
nominal and centralized controllers. When applied to the
nominal system or a perturbed system the bound is reduced
significantly, but there is still a large difference. Compared to
the continuous time results by [6] a comparable observation
can be made, although the bounds are significantly higher for
the discrete time case. In Fig. 2 the maximum singular values
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Fig. 2. Comparison of the maximum singular values with different control
strategies, per performance channel.

of the transfer function mapping the disturbance inputs to
the different performance channels are shown for each closed
loop system. For each controller, similar maximum singular
value curves can be seen for the tie-line power Ptie and
frequency deviation ω. This comes at the cost of a much larger

reference power Pref which corresponds to a much larger
control effort. It can be said that the same performance as in
the centralized case is achieved for the tie-lines and frequency
deviation at the cost of a larger control effort for the robust
case. From the plots, it can be seen that, for example for the
frequency deviation in lower frequencies, the robust controller
outperforms the centralized one, but again at the cost of a
larger control effort. As described in Section V-C the solution
may not be a global optimum, therefore, a controller with
lower bound may be found but with worse performance for
the frequency deviation.

Time simulations of the closed loop systems are shown in
which the disturbance input is taken as a stepwise load increase
of 25% in area 2 at time t = 10s and a 25% load decrease
in area 3 at t = 20s. The time-domain simulation results are
depicted in Fig. 3. The simulations show that the tie-line power
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Fig. 3. Comparison of time domain behavior of different controllers on the
nominal system.

and frequency deviations can be kept small at the cost of a large
control effort. In particular, these results show that, for the
power network, the discrete time synthesis procedure presented
in this paper provides a feasible solution for this network.

VII. CONCLUSIONS AND COMMENTS

In this paper we presented a number of analysis and synthe-
sis results for distributed robust H∞ control of interconnected
discrete time dynamical systems. The main result involves a
synthesis algorithm that is based on feasibility tests involving
linear matrix inequalities (LMIs). With modern numerical tools
in semi-definite programming the presented algorithm is com-
putationally powerful and efficient. The algorithm resembles
a so called D-K type of iterative procedure that is known
in µ-controller synthesis. The resulting distributed controller
renders an uncertain distributed network of interconnected
discrete time LTI systems well-posed, robustly stable with
a guaranteed robust H∞ performance level γ. The synthesis
of the communication channels among the controllers is part
of the synthesis procedure. The algorithm is computationally
tractable for moderate size networks. The paper also derives
analysis tools to verify robust stability and robust performance
of a given network in terms of LMI feasibility tests.

This work is inspired by earlier contributions in [2], [5], [6],
[11], but the application of robust controller tools to discrete
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time systems is a novel feature of this work. In particular, the
discrete time nature of the systems allow an investigation of
communication delays that cannot be performed in the realm
of finite dimensional continuous time systems. The application
of this theory to systems with delays is therefor interesting in
this respect.

A simulation is provided to illustrate the proper working of
the proposed algorithm and yield a proof of concept.

The scope of the work is mainly limited by computer power.
More specifically, by the number of decision variables that can
be handled in the interior-point optimizations that solve the
linear matrix inequalities that are derived for the analysis and
controller synthesis in the main theorems of this paper. The
presented methodology is based on dissipation considerations
from which a synthesis procedure has been deduced that relies
on a complete model of the network under consideration. That
is, the distributed controllers are synthesized as the result of
an efficient interior-point optimization that involves a complete
model of the network. This may be viewed as a limitation
of the presented methodology as it does not account for
a distributed or decentralized synthesis. The complexity of
the network, measured in terms of the state dimension of
its constituent components therefore imposes a computational
limitation to the given method. a partial remedy to this problem
lies in the possibility to reduce the problem complexity by
fixing interconnection variables, fixing supply functions in the
communication channels or by fixing Lyapunov functions in
the stability assessments. Currently, research is being con-
ducted to achieve these complexity reductions in a compu-
tationally tractable way [19].
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