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## Summary

## Exploring the PowerDAC

An asymmetric multilevel approach for high-precision power amplification

This thesis investigates the fundamentals and principles of the PowerDAC, a new approach for improving the performance of precision power amplifiers. The justification is found in industry, as a steady demand exists for the development of ever more powerful precision amplifiers. In various application areas, such as MRI and lithography, the tendency is that the requirements set on power rating, and at the same time the requirements of the relative accuracy of the generated signals, are increasing. A related issue is that the bandwidth of the controlled amplifier needs to increase, which implies that ever higher switching frequencies are demanded. Without a breakthrough in technology, this would lead to even higher switching losses, translating into a major cooling effort and large, heavy systems.

In recent years, in power electronics research, this issue has led to the development of multilevel circuits. By connecting switching cells in series or parallel, individual device stresses are reduced. Furthermore, the resulting multicell topologies allow for the generation of a multilevel waveform. Some multilevel circuits are constructed in such a way that it is possible to use synchronous but out of phase pulse-width modulation among the devices, leading to a multilevel waveform which has a higher effective switching frequency. This high-frequency multilevel waveform results in the decrease of passive components in the output filter of the power converter, potentially increasing its performance.

Besides the development of multilevel circuits, yet another ongoing trend is the further digitization of electronic circuits. And, what is found is a fusion of the process of digital-to-analog conversion and the process of power amplification. In the PowerDAC, the line of both of these trends is followed, and the quest is continued in exploring the possibilities for creating high-level circuits. As a result, the PowerDAC can be seen as the finalization of the integration of DAC and power amplifier, hence its name.

For the PowerDAC multiple solutions may be suitable and therefore, first, for the various multilevel circuits that already exist, a classification, or taxonomy, is proposed. By means of such a classification the multicell circuits can be categorized. It is shown that dual and symmetric relations exist among the different multicell families. Additionally, in the introductory section, a gradient amplifier, being one of the applications in which the PowerDAC may eventually be applied is explored in detail and a basic simulator is realized to give an indication of how distortions in the gradient current affect image quality. Such a tool can be used to find out the most important aspects in the design of such amplifiers and to assist in setting up the specifications.

The main contribution of this thesis lies in the synthesis of a topology, including a control/modulation scheme, by which a high-level multilevel waveform can be created. This topology consists of a number of subsequent power stages, in which each cell has half the voltage and twice the switching frequency of the preceding cell. Compared to the conventional two-level approach, the power stage has been extended in such a way that the output filter can be reduced or even eliminated. Compared to a multilevel approach, the topology can be seen as an alternative solution which allows the creation of a high number of voltage levels with a limited amount of switching devices.

Other contributions of this thesis include the establishment of two control techniques for flying-capacitor power amplifiers. In this part, specific attention is given to the decoupling of the control objectives, that is, on one side the regulation or tracking of the desired output voltage reference, and on the other side the balancing of the capacitor voltages. Also, for interleaved power amplifiers that suffer from non-idealities among output inductors, a harmonic elimination technique, based on the adaption of the phase-shift, is found.

In this thesis, all theories that are proposed are fully supported by means of simulation and experimental results. Furthermore, a proof-of-concept prototype is designed and realized, which is used to demonstrate the capabilities of the PowerDAC concept.
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## Part I

## Introduction and Background

## Chapter

## 1

# Amplifying signals by processing power 

"I just wondered how things were put together."
(Claude Shannon)

### 1.1 Background

Ancient Greek philosophers, most prominent Plato and Aristotle, were thinking about knowledge and wisdom. It is them who were the first to establish the notion of different types of knowledge. An example can be found in a dialogue "Philabus" where Plato writes about a conversation between Socrates and Protarchus, dividing knowledge into two classes: one part of knowledge is productive (Techne, art), the other has to do with education and support (Episteme, science) [101, 110]. Aristotle later extends this view in "Nicomachean Ethics", giving a broader framework, and defining episteme as the knowledge that is demonstrable. Here, with demonstrable, he meant that the knowledge can be deducted from reasoning and argumentation. Episteme is universal, invariable and context-independent. Clearly, it is episteme that is closely related to the modern understanding of what science is.

Techne, for Aristotle, is an ability to make/produce with true logos (consciousness). Etymologically, it is techne, combined with logos, which is the foundation of the English word technology (Technologie in Dutch). It means that techne involves logos, not in production of artifacts itself, but in understanding how to
make them. Techne is, therefore, more pragmatic, variable and context-dependent. Nowadays, technology is understood as the making and using of artifacts, and we find technology in different disciplines. These disciplines are closely related to the different physical domains or forms of energy that exist in nature. One can think of, for instance, the technological domain of electrical engineering, where mechanisms are designed in which electrical energy is used. These mechanisms are constructed by the interconnection of different types of elements, source elements, dissipative elements, storage elements or switching elements. It is the electrical energy embodied in the electromagnetic field that causes motion of electrons due to the Lorentz force, and the interaction of these charged particles with the electromagnetic field is fully described by physical laws, such as the Maxwell equations. This natural phenomenon gives rise to time-dependent voltage (effort) and current (flow) waveforms that can be observed.

One of the two main aspects for which we use electrical energy is to do the work that we are not able or not willing to do ourselves. Electrical energy in its pure form is not very useful. There exists, however, a variety of loads in which electrical energy is transformed into for example mechanical or thermal energy to provide the needs for our daily lives. Take for example the transformation into rotational or translational motion with a motor or actuator, or the transformation into motion of air molecules by using a loudspeaker, energy that can be observed as sound. Another example would be the transformation into motion of photons, electromagnetic radiation, which may be observable as visible light for a certain band of frequencies or being used to heat up food in a microwave. It should be kept in mind that conversion does not necessarily take place from one physical domain to another, sometimes it is desired to transform the electrical energy from one voltage, current, frequency into another voltage, current, frequency [100]. It is, within electrical engineering, the field of power electronics that analyzes and designs the systems that perform this function: power converters.

The other aspect for which electrical energy can be used, is the interpretation of voltage, current or power waveforms as signals. Fundamentally, signals possess information, and it gives us the possibility to use electrical energy for communication purposes. Analysis and processing of signals is, therefore, an essential element in electrical engineering, and it is covered by the field of signal processing. The Fourier transform can be seen as the most profound and versatile tool for performing the analysis. Moreover, the transformation forms the basis for one of the most astonishing and elegant theorems in electrical engineering, the sampling theorem. This theorem states that there exists a class of signals that can uniquely be represented in terms of its samples. As such, it allows for the conversion from the analogue to the digital domain and vice versa, as it is sampling that


Figure 1.1: Example of (a) a discrete signal and (b) a continuous signal.
forms a crucial and first step in the digitization of signals. Nowadays, information is processed in electronic devices mostly in a digital environment, because digitization offers a number of advantages, such as the ability to transfer and store information losslessly [23]. Subsequently, it may not be a surprise that both digitization and reconstruction of analog signals are crucial and essential tasks in many electronic systems.

### 1.2 Reconstructing a digital signal

### 1.2.1 Signals

A signal, in general, is defined as a function or a sequence of values that represents information [50]. A signal, of which an example is depicted in Figure 1.1, could represent for instance a voltage or current varying in time. However, it could also represent the proton spin density varying in a certain spatial direction. Signals are, without any context, therefore, very generic. In signal processing, two types of signals can be distinguished. In Figure 1.1(a) an example is shown of a discrete signal and in Figure 1.1(b) a continuous signal is shown. Mathematically, the difference between continuous and discrete can be understood by the notion of countability, meaning that when $t \rightarrow \infty$, the discrete signal belongs to a countably infinite set, while the continuous signal belongs to an uncountably infinite set. Conceptually, it means that a discrete signal can be put in a list, or, to put it differently, that there exists a bijection or one-to-one correspondence between the signal and the set of all integers $\mathbb{Z}$. For a continuous signal there exists a bijection with all real numbers, $\mathbb{R}$.

A digital signal is a specific type of discrete signal, defined as a set of quantized
discrete samples. This implies that the signal can be represented on a computer system as a sequence of binary numbers. The most basic format for storing a digital signal on a computer system is pulse-code modulation (PCM), and the data is embodied with two parameters, bit depth $n_{\mathrm{b}}$ and sample frequency $f_{\mathrm{s}}$ (or its reciprocal the sample time $T_{\mathrm{s}}$ ). These two parameters provide enough information about how the collection of binary numbers should be interpreted. A digital signal may be created in two manners, either directly on a computer by a software script or by digitizing an analog signal which involves the processes sampling (time discretization) and quantization (amplitude discretization).

The reverse process, the conversion of a digital signal into an analog physical quantity is accomplished with an electronic device called a Digital-to-Analog Converter (DAC). A DAC is fundamentally based upon the sampling theorem of Shannon, since the sampling theorem on information states that a continuous band-limited signal can be replaced by a sequence of values without loss of information [63]. The Fourier transform can be used as a tool to prove this statement (see Appendix B).

### 1.2.2 Perfect reconstruction

Following Shannon's theory, one of the methods by which perfect reconstruction of a discrete signal can be achieved is by using the "Whittaker-Shannon" equation [87]

$$
\begin{equation*}
s(t)=\sum_{k \in \mathbb{Z}} s[k] \cdot \operatorname{sinc}\left(\frac{t-k T_{\mathrm{s}}}{T_{\mathrm{s}}}\right) \tag{1.1}
\end{equation*}
$$

The equation is a result of a convolution of the samples with a sinc-function, the latter being the inverse Fourier transform of an ideal low-pass filter. Note that the equation is an infinite sum over all positive and negative numbers. In Figure 1.2 the reconstruction of the sample waveform from Figure 1.1 is illustrated. It can be seen that each sinc-function is placed in such a way that its maximum value exactly corresponds to a sample value, while the function is zero at all the other sample instances. In an ideal DAC the modulator outputs a pulse train of samples and an ideal low-pass demodulation filter is used to generate the original signal. It should be mentioned that such an ideal filter is non-causal, and has infinite delay. Theoretically, however, the result is identical to the reconstruction with the "Whittaker-Shannon" equation.


Figure 1.2: Visualization of perfect reconstruction by means of the Whittaker-Shannon equation applied to the signal shown in Figure 1.1.


Figure 1.3: Visualization of the zero-order hold reconstruction technique as often employed in practical DACs.

### 1.2.3 Practical reconstruction

It is obvious that a perfect reconstruction technique cannot be realized exactly in practice. In a realization, it is tried to closely approximate the behavior of an ideal DAC. Instead of using a pulse train of samples, often a data hold approximation is applied. A data hold reconstruction is characterized by a certain order, and for a zero-order hold each sample is held exactly one sample time, as is shown in Figure 1.3. Also, in a practical application, instead of an ideal filter, a practical filter is used, which is not eliminating, but reducing the higher-frequency components. Finally, time discretization was shown to be the foundation of perfect reconstruction. Amplitude discretization or quantization, on the other hand, leads to unrecoverable noise, and it is inherently given by a digital input signal. As a result, due to quantization, an ideal discrete signal is not realizable and a limitation exists on the maximum attainable quality, expressed in signal-to-noise ratio (SNR), that can be achieved, and given by the number of bits. The signal-to-noise ratio in dB is found to be approximately six times the number of bits of the digital input signal [123]. As an example, for a 16-bit digital input signal the maximum achievable signal-to-noise ratio is approximately equal to 96 dB .


Figure 1.4: Three commonly used DAC structures: (a) A string DAC (b) an R2R DAC and (c) a 1-bit sigma-delta DAC.

One possible way of realizing a ZOH DAC in practice is by using resistors and configuring them as shown in Figure 1.4(a). This configuration is also known as a string DAC, and an arbitrary reference voltage $V_{\text {ref }}$ is divided proportional to create the voltage levels, as all resistor values are assumed to be equal. The desired output voltage $V_{\text {out }}$ is simply selected with an SPMT switch. Variations of this approach exist with other switch configurations or with segmented structures [68]. Other arrangements with different resistor values are also possible, such as a binary-weighted structure. A popular alternative is the R2R DAC, shown in Figure 1.4(b).

For higher power applications it is difficult to generate all the individual voltage levels. Also, resistive elements should be avoided, as resistors dissipate power. An alternative approach is to spread the noise by oversampling and use noise shaping to move the remaining noise towards higher frequencies. This technique can be extended to the limit, until eventually only one bit is left. In a 1-bit DAC no resistors are required anymore, and the output waveform is created by a single switch, as is shown in Figure 1.4(c). A DAC which uses this approach is also known as a sigma-delta DAC. Note that, due to noise shaping, an output filter becomes an essential element in a sigma-delta DAC.

### 1.3 Power amplification of digital signals

Very often, a DAC itself is not able to deliver sufficient power for driving a load. For this reason, a DAC is generally accompanied by a power amplifier. A power


Figure 1.5: Schematic representation of a digital power amplifier in its simplest form: a system that consists of a power amplifier (PA) and a digital-analog converter (DAC). The output is defined as an analog electric signal, which can either be a current or a voltage.
amplifier is an electronic device in which a signal is amplified by using a power converter. While in most systems there is a clear distinction between the part which is performing the digital-to-analog conversion and the part which is performing the amplification, as systems evolve, the distinction between these two separate parts has become more vague. In Figure 1.5 a block diagram of a generic digital power amplifier is shown. An input signal $u$ is defined representing a band-limited reference signal. An external power supply is connected to the power amplifier and its voltage is defined as $V_{s}$. The main goal of this system is to generate the output waveform $y$ representing the input signal as accurately as possible.

A classical converter topology, which is commonly used in the design of a power amplifier, is based on a two-level class-D amplifier. The approach is very similar to a 1-bit sigma-delta DAC and the switch is constructed by a power stage consisting of two active switch devices (e.g. MOSFET or IGBT) which are operating in on-off mode. Consequently, the output voltage has a square waveform, because the stage switches between the positive and negative rail of the supply voltage. An idealized power converter is directly converting the pulse-density modulation (PDM) signal into an output voltage. Hence, it is necessary to carefully analyze the applied PDM as it contains information about the added harmonic distortion to the desired waveform, often a measure for the accuracy.

In practice, the switching devices require a finite time to go from the conductive to the non-conductive state, and, a certain loss is experienced during every switching action. Not surprisingly, in power-electronics research, especially those used in applications in which a high efficiency is desired, engineers search for zero-voltage or zero-current switching approaches. Similarly, the total number of switching actions within a given amount of time, which is related to the total losses of the converter in terms of switching losses, needs to be analyzed as well. As a consequence, other PDM methods then sigma-delta modulation have been
searched for, and most often a fixed-frequency PDM technique is used. The latter approach, in which a reference is compared to a carrier wave, is better known as pulse-width modulation (PWM).

The desired output voltage waveform can be obtained from the pulse-width modulated square wave by means of a demodulation process by placing a filtering part consisting of reactive elements after the power stage. The filter is used to suppress unwanted spectral components and to fulfill the requirements on EMI and on the relative accuracy of the desired waveform. Most commonly used as filter is a second-order filter which consists of a series inductor and a shunt capacitor.

Filters in power amplifiers, however, can be seen as an unwanted necessity. First, because during the design of this filter there will always be a trade-off between the transient state and steady-state requirements of the total system. And, second, besides this trade-off, filter components can contribute up to $40 \%$ of the weight or volume of such amplifier systems, adding to the total cost. For these reasons, in power-electronics research, new approaches in power amplification have been investigated. One straightforward solution is to increase the switching frequency. However, increasing the switching frequency translates into a major cooling effort and large, heavy systems. Combining these observations one finds that there exists a deliberation on finding the optimal balance between power, efficiency and accuracy for a specific design of a power converter.

The focus of attention has, therefore, been set on the extension of the power stage in such a way that the output filter can be reduced or even eliminated. By putting switching devices in series or parallel, device stresses can be reduced. When, simultaneously, "smart" modulation strategies are applied, multilevel waveforms can be created, and the full advantages of the topologies are exploited to benefit the most.

### 1.4 PowerDACs

The multilevel strategy features an interesting property. Namely, the ability to create a waveform analogous to the way a ZOH DAC would do. However, the conventional topologies have certain limitations, as the number of voltage levels is still low in practice. As shown in chapter 3, one of the problems is that the number of components scales linearly with the number of voltage levels. For a high number of levels, size and complexity increase, after which, at a certain point, the topology becomes unfeasible for realization.

(a)

(b)

Figure 1.6: Two possible configurations for the realization of a PowerDAC with a voltage output. When the main amplifier is designed in such a way that it delivers on average the output power, then no additional supply is required for the correction amplifier.

The approach used here, in contrast to that what has already been done in the field of multilevel and interleaving, is that the creation of a multilevel circuit by interconnecting switches or sub-circuits (cells) in series or parallel is expanded by giving the sub-circuits a specific function or task. That is to say, that one amplifier system can be created by combining two amplifier stages in which one of the amplifier stages is concerned with delivering the bulk power while another amplifier stage is used for fine-tuning the output waveform. Such composite amplifiers have been investigated in the past, where the amplifier stages are called main amplifier and correction amplifier. It might be interesting to note that similar approaches are found also in other fields of engineering. As an example, in a large mechatronic system, such as a wafer scanner system, the wafer stage is built using a long- and short stroke actuator. The long-stroke actuator may have a limited precision of approximately 1 mm , while the short-stroke actuator performs at sub-nanometer precision [104].

An example of a composite amplifier is the combination of a main class-D power amplifier in combination with a linear correction amplifier. The main power amplifier is designed for delivering the power to the load and the correction amplifier is designed to correct for the remaining error. In other words, instead of focusing on one power amplifier which has to deliver all the power at a very high accuracy, the amplifier is split up into two parts. This concept has been theoretically analyzed by Yundt $[152,153]$ and he concluded that there are basically 4 possible implementations of such a composite amplifier. Two of them are shown in Figure. 1.6 and both of them are characterized by having a voltage output. The other two variants have a current output and can be seen as the dual version.

It is exactly this concept (composite amplifiers) in which both the main amplifier and correction amplifier are to be realized with a switched-mode amplifier that forms the basis of the PowerDAC idea. When the main amplifier is controlled in such a way that it delivers on average the power to the load, then the correction amplifier does not need to deliver any continuous power and the amplifier could
be implemented without a power source. In other words, it means that capacitors can be used for the creation of the voltage levels. When asymmetrical voltage levels are to be chosen; for instance, "binary-weighted", such as in a R2R DAC, a high number of voltage levels can be created with a relatively low amount of components. Additionally, since voltage levels in these correction amplifiers are lower, switching frequencies can be higher.

The PowerDAC can thus be seen as the finalization of the integration of a DAC and a power amplifier (as was depicted in Figure 1.5), where the power stage is extended with the intention to reduce or eliminate the output filter. With the use of a composite amplifier, a high-level correction amplifier can be designed that consists of a set of dissimilar series-connected power stages each having a different switching frequency and capacitor voltage (e.g. binary-weighted as in an R2R-DAC).

### 1.4.1 Applications

The PowerDAC concept can be employed in different applications. One can think of for example audio, lithography and Magnetic Resonance Imaging (MRI). In such systems the PowerDAC idea would be an alternative solution for the existing power amplifier. Although the applications share the primary task to generate a high-precision waveform, some important differences may be recognized, such as their main purpose and load characteristics. For audio, the (high-fidelity) power amplifier is required to convert the digital information into electrical energy for driving a loudspeaker to produce sounds. In actuator or motion systems a power amplifier is necessary to produce the electrical energy that is required to drive an actuator. In MRI, a power amplifier is required to spatially encode the hydrogen protons.

Another major difference between the listed applications is power rating, which translates in different power-electronics solutions that are most commonly applied. In MRI, multilevel topologies are already used, simply because a two-level approach is not feasible. In a digital audio amplifier, on the other hand, a multilevel approach is very unusual, although some first attempts have been published recently [107]. The two-level approach, here, remains still simple, cheap and over the years this approach has been optimized to the limit. Next to power rating, some applications may have the requirement to be "real-time". In other words, the reference is either predetermined (MRI) or determined by an outer closedloop system (motor control). In such real-time systems a time delay is highly undesirable as it lowers the performance of the total system.

In all of these systems the power amplifier is an essential and crucial part of the signal chain and all its distortions influence the performance of the system. In a previous project, an interesting power circuit solution to get rid of dead-time effects has been found, implemented and evaluated [132]. The analysis and minimization of the distortions remains however a fundamental part in the development of new concepts for high-precision power amplifiers. In this thesis the quest for ever more powerful amplifiers is continued, with the evaluation of the PowerDAC concept.

### 1.5 Outline

This thesis consists of three main parts. The first part focuses on the introduction and background of the work. Starting with Chapter 1, in which an introduction of the PowerDAC concept is given. This chapter sets the context of the thesis and some applications in which the concept can be applied are listed. Therefore, in Chapter 2, one of these applications, the MRI system, is discussed in more detail and it is shown how distortions in a gradient amplifier influence the image quality. The chapter additionally contains a brief introduction in the fundamentals of MRI, which has led to the development of a simulation tool. At the end of the chapter the main results from this simulation tool are presented, as it provides a method by which the effect of gradient amplifier distortion can be analyzed.

Up to this point, one may have noticed that in this introduction not only we went from the sampling theorem to switched-mode amplifiers, we also went from ideal conversion methods to a more practical and realistic realization of a converter. It is these types of knowledge in which the virtues episteme and techne are recognized, and the remaining part of the thesis has been split up accordingly.

## Episteme

Whenever we are thinking about the ideal, about linear systems, about no-ripple, we find ourselves in the domain of episteme. In this domain it is aimed to develop for instance generic theories, which is useful, because they give us a better understanding of fundamental principles. In this part, Chapter 3 proposes a classification of multicell topologies. Also, it is demonstrated how (ideally) the generation of a multilevel waveform can be used to reduce the output filter. A taxonomy for multicell topologies is proposed and it is found that symmetrical and dual relations exist among different categories, which forms the remaining of
this chapter. In Chapter 4 the main contribution of this thesis, the synthesization of the PowerDAC topology, is explained in detail. A large part of this chapter is devoted to the development of a modulation/control scheme for asymmetrical series-connected H-bridge converters.

## Techne

In the third part the more technical aspects are discussed. In the domain of techne we find the theoretical aspects which are more oriented towards realization. Although we strive to achieve the ideal, we are confronted with practical limitations. In reality, non-idealities and sources of noise and distortion exist, which have to be taken into account and measures have to be taken to minimize their effects. These effects require attention for making the technology eventually successful. Chapter 5 deals with series multicell converters in which capacitors are used for creating various voltage levels, and coupling between the balancing compensator and the output voltage controller is analyzed. Two decoupling methods are proposed. In Chapter 6 the focus of attention is set on parallel converters, and the effect of unequal output inductors on the output current is analyzed. A solution is presented in the form of an improved phase-shift. Two approaches are proposed, either a pre-calculation, or a closed-loop adaptive optimization algorithm can be used. In Chapter 7 the ideas which are developed in this thesis are verified on an experimental setup.

Finally, Chapter 8 presents the overall conclusions, lists the main contributions, and proposes a number of elements for future research.

## Chapter <br> 

# Effect of gradient amplifier distortion on MR images 

> "I have not yet lost a feeling of wonder, and of delight, that this delicate motion should reside in all the things around us, revealing itself only to him who looks for it."

(Edward M. Purcell)

### 2.1 Introduction

In this chapter one of the applications in which the PowerDAC eventually can be applied, that is as an alternative topology for the gradient amplifier in a Magnetic Resonance Imaging (MRI) system, is explored in more detail. The gradient system is one of the key components of an MRI system, responsible for the creation of magnetic field gradients in $x-, y$ - and $z$-direction and used to spatially encode the MR signal. The gradient amplifier is part of the gradient system and generates the current that flows through the gradient coil, by which these magnetic field gradients are created.

The aim of this chapter is to find out how distortions inside a gradient amplifier affect image quality. To be able to achieve this goal the fundamentals of Magnetic Resonance (MR), and the systems NMR and MRI, should be understood. However, MR is a complex process, and, therefore, first, the most essential aspects of this process are explained. There are numerous texts/books/articles available
that cover the subject matter $[53,95,115,124]$. However, most of the literature is either intended for a broad public (medical staff/users) or a specialized group of biomedical scientists, not specifically intended for electrical engineers in the field of electric power processing. As consequence, most of the material seems to be written with the philosophy that the addition of mathematical equations complicates the presentation. One notable exception to this statement, however, is the book "Magnetic Resonance Imaging: Physical Principles and Sequence Design" of Mark Haacke et al. [53]. As in this chapter only an introduction and summary is given, for further reading and more detailed information this book is warmly recommended.

Three aspects, regarding the image formation, are explained in more detail. First, the physical origin of the MR signals, the precession of the magnetic moment of a proton due to an external magnetic field resulting in the creation of a net magnetization and the "resonance" phenomenon, the excitation of the protons by means of an RF pulse. Resonance only occurs when the RF frequency matches the Larmor condition, so by superposing a gradient on the uniform field, the precession frequency and phase become spatially dependent. Secondly, it is explained how the magnetic field gradients can be used for the slice selection procedure and how the frequency encoding and phase encoding gradient can be used to encode the MR signal spatially. Subsequently, it is shown mathematically how the demodulated MR signal is the Fourier transform of the proton spin density. It is shown how an image can be retrieved from the raw signal data ( $k$-space). The resulting equations form the basis of a simulation tool of which the results are presented at the end of this chapter.

### 2.2 Nuclear Magnetic Resonance basics

Nuclear Magnetic Resonance (NMR) is an important technique in the field of medical diagnosis and scientific research. NMR is used scientifically in the field of chemistry or spectroscopy to examine chemical properties of different materials. When the technique is used in medical applications, it is aimed to take crosssection images of the body displaying different types of tissue and one speaks of Magnetic Resonance Imaging (MRI). MRI has the greatest impact in the field of neurology. Apart from diagnosis of the brain, central nervous system, and spinal cord, where it has largely become the superior method, MRI also contributes to other fields, such as oncology, cardiovascular or abdominal imaging, and the investigation of musculoskeletal problems [73].

MRI is a tomography, which, as the name suggests, involves an assortment of


Figure 2.1: Example of an MRI scanner - Philips - Achieva 1.5T SE.
magnetic fields and a resonance phenomenon by which images can be constructed. The image formation technique includes the application of a magnetic field $\boldsymbol{B}$ that consists of three components:

- A large static magnetic field, denoted as $\boldsymbol{B}_{\mathrm{m}}$
- An RF field defined as $\boldsymbol{B}_{\mathrm{rf}}$
- Three additional gradient fields, $G_{x}=\frac{\partial B_{x}}{\partial x}(\mathbf{0}), G_{y}=\frac{\partial B_{y}}{\partial y}(\mathbf{0}), G_{z}=\frac{\partial B_{z}}{\partial z}(\mathbf{0})$

The external magnetic static field $\boldsymbol{B}_{\mathrm{m}}$ results in a precession of the hydrogen proton magnetic moment with frequency $\omega_{0}$ (Larmor frequency). The summation of the precessing magnetic dipole moments of these protons forms a net magnetization. In equilibrium the net magnetization coincides with the external field. However, a "resonance" phenomenon occurs by means of transmitting a radiofrequency (RF) pulse through $\boldsymbol{B}_{\mathrm{rf}}$ with a frequency equal to the Larmor frequency of the protons of interest, and thus RF energy pushes the net magnetization out of its equilibrium. The rotating net magnetization results in an oscillating magnetic field, which induces an emf (voltage) in a receive coil. This emf can be perceived as a signal, and when the protons have been spatially encoded by a gradient system, and sufficient measurements have been taken, an image can be constructed.

Figure 2.1 shows an example of an MR imaging scanner, the Philips - Achieva 1.5T SE [116]. This scanner has the typical "tunnel" shape, which is used most often. However, also other shapes are possible, such as the Philips Panorama series, where a patient lies in a more open environment and has a more comfortable experience. Most scanners, also from other manufacturers, have similar shape, where the main part is a cylindrical tube, since the magnetic field is created with
cylindrical coils.
An MRI scanner consists of several fundamental parts. The first part involves a large superconducting magnet, which is responsible for creating the large homogeneous field $\boldsymbol{B}_{\mathrm{m}}$, in the order of $(0.5-7) \mathrm{T}$. By convention, $\boldsymbol{B}_{\mathrm{m}}$ is oriented along the z-direction. The second part is the RF system, that includes transmission coils to excite the protons, and receive coils to measure the resulting magnetization. The third part is the gradient system, which is, by superimposing a gradient magnetic field, used to spatially encode the protons. The gradient system can be subdivided further, and it comprises an input supply, a gradient amplifier, a gradient coil, but also cables, shielding and connectors.

### 2.2.1 Proton magnetic moment

Fundamentally, NMR is based upon the interaction of the magnetic moment of nuclei with an external magnetic field. This magnetic moment can be traced back to the subatomic particles, i.e. protons and neutrons, in the nucleus. An uneven number of protons or neutrons is a necessary condition for giving the atom a magnetic moment. The exact mechanisms that are responsible for causing the magnetic moment are still not yet fully understood, however, conceptually, the magnetic moment $\mu$ is created by an intrinsic angular momentum $L$ or spin of these subatomic particles and a proportional relationship exists between the two physical quantities as

$$
\begin{equation*}
\boldsymbol{\mu}=\gamma \boldsymbol{L} \tag{2.1}
\end{equation*}
$$

Here, $\gamma$ represents the gyromagnetic ratio, which is, by this equation, defined as the ratio between the magnetic moment and intrinsic angular momentum. Furthermore, the magnetic moment will in the presence of an external magnetic field cause a torque, which is found to be

$$
\begin{equation*}
\boldsymbol{\tau}=\boldsymbol{\mu} \times B \tag{2.2}
\end{equation*}
$$

Using classical mechanics (Newton's second law of motion), it can be shown that

$$
\begin{equation*}
\frac{d \boldsymbol{L}}{d t}=\boldsymbol{\tau} \tag{2.3}
\end{equation*}
$$

i.e. that change in angular momentum is equal to torque.


Figure 2.2: (Classical) model of a proton, illustrating the precession of the magnetic moment due to an external magnetic field.

### 2.2.2 Precession of the proton magnetic moment

The mathematical equations that describe the behavior of a proton in a magnetic field introduced in the previous section can be combined, resulting in

$$
\begin{equation*}
\frac{d \boldsymbol{\mu}}{d t}=\gamma \boldsymbol{\mu} \times \boldsymbol{B}, \tag{2.4}
\end{equation*}
$$

which is also known as the Bloch equation in vector notation where relaxation and thermal effects are neglected. From equation (2.4) it can be derived that a change in magnetic moment $\mu$ is, as a result of the cross product, perpendicular to the applied magnetic field $B$ and the angular momentum itself. A simplification of the equation can be made when it is assumed that i) $\boldsymbol{B}$ is constant and ii) $\boldsymbol{B}$ has only a z-component. This situation is depicted in Figure 2.2.

The analysis is continued further by transforming the equations into spherical coordinates. Both the magnetic field and angular momentum are then represented by their magnitude $B_{r}=|\boldsymbol{B}|$ and $\mu_{r}=|\boldsymbol{\mu}|$ and the line element as $d \boldsymbol{\mu}=\mu_{r} \sin \theta d \phi$. Solving this equation yields

$$
\begin{equation*}
\mu_{r} \sin \theta \frac{d \phi}{d t}=\gamma \cdot(|\boldsymbol{\mu}| \times|\boldsymbol{B}|)=\gamma \cdot\left(-B_{r} \mu_{r} \sin \theta\right) \tag{2.5}
\end{equation*}
$$

By definition the angular frequency $\omega_{0}=\frac{d \phi}{d t}$, and so the precession frequency $f_{0}$ in [ Hz ] is found to be

$$
\begin{equation*}
f_{0}=\frac{\omega_{0}}{2 \pi}=\frac{\gamma}{2 \pi} B_{r} . \tag{2.6}
\end{equation*}
$$

For hydrogen the gyromagnetic ratio is $267.513 \times 10^{6} \mathrm{rad} \mathrm{s}^{-1} \mathrm{~T}^{-1}$, and therefore the Larmor frequency is 42.576 MHz when the external field is 1 T .

### 2.2.3 Magnetization

Up to this point, the analysis has only been focusing on single protons and it should be noted that classical mechanics is used to describe the proton behavior. In reality, it is quantum mechanics that predicts the behavior of single protons much better. However, it should be mentioned that classical mechanics allows us to understand the MR mechanism sufficiently [55]. This understanding is based on the correspondence principle, which was formulated by Niels Bohr [10], and which states that typically in the macroscopic limit the quantum mechanics reduces to classical physics.

A net magnetization vector is introduced as

$$
\begin{equation*}
M=\frac{1}{V} \sum \mu_{k} \tag{2.7}
\end{equation*}
$$

which is thus defined as the sum of all magnetic moments per unit volume. The volume that is to be imaged usually contains a very large number of protons. To give an impression, the number of protons in 13.15 liters of water is equal to the diameter of the observable universe in meters ${ }^{1}$.

When an external magnetic field is applied, the net magnetization will point in the direction of this external magnetic field, which is referred to as the equilibrium state. Since the RF coils are placed perpendicular to this external magnetic field, no signal is received. When an RF pulse is sent, a "resonance" occurs when the Larmor frequency of the proton matches a frequency component of the RF

[^0]pulse. The net magnetization flips into the transverse plane by an angle that depends on the magnitude of the RF signal and its duration $\tau$, according to
\[

$$
\begin{equation*}
\theta=\gamma \boldsymbol{B}_{\mathrm{rf}} \tau \tag{2.8}
\end{equation*}
$$

\]

When a $\frac{\pi}{2}$-pulse is used $\left(\theta=\frac{\pi}{2}\right)$, the maximum MR signal is retrieved. Over time, a so-called relaxation takes place, and the magnetization will return back into the equilibrium state. In this thesis chapter, relaxation is not of importance, and, therefore, fully neglected. Information about relaxation times is, however, used in practice, and forms the basis for contrast in MR images. Also, in the equations to follow, it assumed that the RF pulse is always a perfect $\frac{\pi}{2}$-pulse. With these assumptions, a proportional relationship exists between the amplitude of the magnetization and the proton spin density, given by

$$
\begin{equation*}
M_{0}(\boldsymbol{r})=\frac{\gamma^{2} \hbar^{2} \boldsymbol{B}_{\mathrm{m}}}{4 k T} \cdot \rho_{0}(\boldsymbol{r}) \tag{2.9}
\end{equation*}
$$

where $\rho_{0}$ is the proton spin density per unit volume, $k$ the Boltzmann constant, $T$ the temperature, and $\hbar$ the Planck constant divided by $2 \pi$.

### 2.2.4 Retrieving the MR signal

The underlying physical principle of the creation of an MR signal (a voltage at the terminals of the receive coil) is electromagnetic induction, produced by precessing nuclear spin magnetization. It is, therefore, desired to find an equation that gives the relation between the net magnetization (or likewise, proton spin density) and the measured voltage at the receive coil. With Faraday's law of induction in combination with the principle of reciprocity it can be shown that the $\operatorname{emf} \varepsilon(t)$ at the receive coil is equal to

$$
\begin{equation*}
\varepsilon(t)=-\frac{d}{d t} \int_{V}(\boldsymbol{S}(\boldsymbol{r}) \cdot \boldsymbol{M}(\boldsymbol{r}, t)) d V \tag{2.10}
\end{equation*}
$$

where the receive coil sensitivity $S(r)$ is defined as the $B$-field per unit current, or, in other words, the magnetic field the coil would produce at a point $r$ when a current of 1 A flows through the coil. The equation can be largely simplified if it is assumed that the coil sensitivity is not depending on $r$ and if the coil is placed perpendicular to the x-axis, $\boldsymbol{S}(\boldsymbol{r})=S_{x}$. The magnetization after a $\frac{\pi}{2}$-pulse is a
rotation in the $x / y$-plane, and a complex representation of this rotation is given by

$$
\begin{equation*}
\boldsymbol{M}(\boldsymbol{r}, t)=M_{0}(\boldsymbol{r}) e^{-j\left(\omega_{0} t-\phi_{0}\right)} \tag{2.11}
\end{equation*}
$$

where $\phi_{0}$ denotes the initial magnetization phase. This expression of the net magnetization can be substituted into (2.10). Due to the dot product only the x -component is received, and the electromotive force is then

$$
\begin{equation*}
\varepsilon(t)=\omega_{0} \int_{V} S_{x} M_{0}(\boldsymbol{r}) \sin \left(\omega_{0} t-\phi_{0}\right) d V \tag{2.12}
\end{equation*}
$$

Note that $\|\varepsilon\|=\omega_{0} S_{x} M_{0} V$, with $V$ the total imaged volume, reveals that the signal amplitude is approximately proportional to $\left(\boldsymbol{B}_{\mathrm{m}}\right)^{2}$, referring to equation (2.6) and (2.9).

### 2.2.5 Signal demodulation

The received voltage contains a high-frequency component. However, for obtaining the information that is interesting for MRI, a demodulation process is required. The term "signal" may sometimes be somewhat confusing. The reason is that there exists a signal as the voltage measured directly at the receiver coil (here denoted by $\varepsilon(t)$ ), and a signal after a demodulation process (here denoted by $s(t)$ or $s[k]$ when sampled). The signal is complex and denoted by

$$
\begin{equation*}
s(t)=s_{\mathrm{re}}(t)+j s_{\mathrm{im}}(t) \tag{2.13}
\end{equation*}
$$

The information about the amount of net magnetization is encoded in the amplitude. Spatial information is encoded in the phase/frequency, and it is retrieved if the real and imaginary component can be identified. The combined use of amplitude and phase modulation is better known as IQ modulation or QuadratureAmplitude Modulation (QAM), and in Figure 2.3 a block diagram is shown of the demodulation process.

By means of IQ-demodulation (QAM) the high frequency component (Larmor frequency) can be removed from (2.12)

$$
\begin{equation*}
s(t)=\int_{V} \rho_{\mathrm{eff}}(\boldsymbol{r}) e^{-j \phi_{0}} d V \tag{2.14}
\end{equation*}
$$



Figure 2.3: Block diagram which visualizes IQ demodulation of the received RF signal. The input signal is multiplied with two sinusoids (in-phase and quadrature) at the modulation/Larmor frequency followed by a low-pass filter. The signal is then digitized by means of an ADC.
where

$$
\begin{equation*}
\rho_{\mathrm{eff}}(\boldsymbol{r})=\omega_{0} S_{x} M_{0}(\boldsymbol{r}) . \tag{2.15}
\end{equation*}
$$

is defined as the "effective" spin density. One may notice that the (demodulated) signal in this particular case is just a DC signal, independent of time, which is not a surprise, as all the protons saw the same magnetic field (recall equation (2.9)). Finally, since it is the demodulated signal which is of interest, often it is more convenient to perform the MR analysis in a rotating reference frame.

### 2.3 The elegance of MR: Spatial encoding

In the previous section it has been mentioned how protons possess a magnetic moment, and a net magnetization has been defined representing the sum of all magnetic moments within a certain volume. It has been illustrated how by means of an RF pulse the magnetization can be manipulated, resulting in an MR signal. It is only now that we will come to the essence of MR imaging, and its relation to electric power processing converters, with the addition of magnetic field gradients.

### 2.3.1 Slice selection

At first, it is shown how one of the gradients is used for the slice selection process (here, the z-direction gradient). The process of selecting of a slice in a patient is illustrated in Figure 2.4. Only protons that precess with a frequency within the frequency band of the RF pulse are excited, and only the protons that are excited contribute to the signal. The frequency spectrum of the RF pulse has a rectangular shape. The slice thickness depends on the applied gradient and on the bandwidth of the RF pulse.

Note that the slice selection gradient waveform has a positive and negative portion. That is because also in a single voxel, due to the gradient slight variations exist between individual protons. This effect causes the protons to dephase, and a rephasing lobe is applied directly after the slice selection gradient to counteract this effect. The areas of these lobes should be equal to each other as indicated in Figure 2.4.

The resulting signal, due to the application of an RF signal, is also shown in Figure 2.4 and known as the "echo" signal. Here, the echo signal is a "free-induction decay" (FID). The decrease in signal amplitude is a result of relaxation effects, where the net magnetization returns to equilibrium over time. When relaxation effects are ignored, as is done in the analysis to follow, the signal would last infinitely.

### 2.3.2 Frequency encoding and 1D imaging

After selecting a slice, two spatial dimensions remain. These two spatial dimensions are "encoded" and in this section we start with explaining imaging in one dimension. It is shown how the addition of a gradient field adapts the signal that is received after demodulation. Accordingly, the magnetic field which was assumed to be static is redefined into a linear magnetic field in the $x$-direction,

$$
\begin{equation*}
B=B_{\mathrm{m}}+G_{x} x \tag{2.16}
\end{equation*}
$$

Application of the redefined magnetic field in (2.16) results in a spatially dependent Larmor frequency. For that reason, the applied gradient is defined as a frequency encoding gradient, because the application of the gradient results in a precessing frequency which is a function of the location on the $x$-axis. Therefore, while in (2.14), the accumulated phase was static and space-independent, now, the accumulated phase becomes a function of space and time according to


Figure 2.4: Illustration of the slice selection procedure. An RF pulse is sent simultaneously with the application of the slice-selection gradient. The measured emf (received signal) will be an FID echo. The frequency spectrum of the RF pulse has a rectangular shape, and "resonance" only occurs with protons that have a precession frequency that falls inside this band. As such, a slice is selected, because only protons from this slice contribute to the signal.

$$
\begin{equation*}
\phi(\boldsymbol{r}, t)=\int_{0}^{t}\left(\omega_{0}-\omega(\boldsymbol{r}, t)\right) d t \tag{2.17}
\end{equation*}
$$

When redoing the calculus from the previous sections, it can be derived that (2.14) becomes

$$
\begin{equation*}
s(t)=\int \rho_{\mathrm{eff}}(x) e^{-j 2 \pi k_{x} x} d x \tag{2.18}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{x}(t)=\frac{\gamma}{2 \pi} \int_{0}^{t} G_{x}(t) d t \tag{2.19}
\end{equation*}
$$

Which is a truly remarkable result, because (2.18) is in fact equivalent to a Fourier transformation (see Appendix B). In other words, these equations show that the application of a magnetic field gradient in combination with the physical laws of the receive coil and the demodulation process of a retrieved signal results in a signal which represents the Fourier transform of the proton spin density.

Note that when $G_{x}$ is constant over time, (2.19) simplifies to

$$
\begin{equation*}
k_{x}=\frac{\gamma}{2 \pi} G_{x} t \tag{2.20}
\end{equation*}
$$

which represents a linear frequency spectrum in $k$-space (section 2.4.3).

### 2.3.3 Phase encoding and 2D imaging

Without going too much into detail, it can be said, that 2D imaging is not significantly different because the same principle is used to the additional dimension. However, as frequency encoding cannot be applied again in another spatial direction during a single measurement, an ingenious solution is to observe multiple MR experiments each with a different phase in the remaining dimension. To understand this concept, refer to (2.17), showing that a difference in frequency equals an accumulated phase as function of time.

The remaining gradient, here in the $y$-direction, is thus defined as phase-encoding gradient, and, it might be interesting to note that the technique of phase encoding can also be used for higher dimensions in the additional dimensions. It is not a surprise that a similar result is found, and the wavenumber in the $y$-direction is given by

$$
\begin{equation*}
k_{y}(t)=\frac{\gamma}{2 \pi} \int_{0}^{t} G_{y}(t) d t \tag{2.21}
\end{equation*}
$$

The total signal becomes

$$
\begin{equation*}
s(t)=\iint \rho_{\mathrm{eff}}(x, y) e^{-j 2 \pi\left(k_{x} x+k_{y} y\right)} d x d y \tag{2.22}
\end{equation*}
$$

Equation (2.22) has the same structure as a two-dimensional Fourier transform.

### 2.4 Image reconstruction

### 2.4.1 Gradient echo

The application of gradients to spatially encode the proton spins can be done in a number of different ways. Two example sequences are gradient echo and spin echo. Here, only the basic gradient echo sequence is shown. Figure 2.5 illustrates the sequence. It can be seen that, first, a slice selection gradient is applied. Simultaneously, an RF pulse is sent to excite the protons that are to be imaged. When the slice selection process is finished, a rephasing lobe is applied to counteract dephasing. Also a rephasing lobe is applied in the frequency encoding gradient. For faster imaging, these rephasing lobes can be applied simultaneous with a phase encoding gradient. When the phase-encoding process is finished, a frequency encoding gradient is applied, and the echo signal is sampled. The number of samples needs to be at least equal to the number of pixels in one row of the image (to fulfill the Nyquist condition).

This process is repeated, each time with a different phase-encoding gradient. The total number of measurements equals the number of pixels in one column in the image. Two timing parameters are commonly used: TE (echo time), the time between an RF pulse and the resulting echo signal, and, in order to measure the total time to generate an image, TR (repetition time), which is defined as the time


Figure 2.5: Illustration of a gradient echo sequence. First, the slice selection procedure is applied, then a phase encoding gradient is applied, and the last step is the application of the frequency encoding gradient. During this last step, read-out takes places. In other words, the receive coil and ADC are enabled, resulting in the emf $\varepsilon(t)$. After demodulation and sampling, the signal $s[k]$ is obtained, consisting of complex samples (here depicted as small crosses and small circles).


Figure 2.6: Image formation illustrated: The ADC samples obtained from a single MR experiment are directly placed in one row of k -space. When all rows are obtained, an inverse DFT is applied to generate the image.
between two consecutive RF pulses. The total time is the the repetition time multiplied by the number of measurements.

### 2.4.2 Image formation

As mentioned before, the signal, given by (2.14), is in practice sampled as demonstrated in Figure 2.5. Due to the demodulation process, the signal is in fact a sequence of complex numbers. These samples can be placed in an array as shown in Figure 2.6, and each MR measurement results in a row in k-space. When kspace is entirely filled up, an inverse 2D DFT can be applied to obtain the image. The image is, therefore, representing the reconstructed proton spin density.

For one dimension the inverse DFT, to obtain the reconstructed proton spin density $\rho_{\text {mri, }}$, is given by

$$
\begin{equation*}
\rho_{\mathrm{mri}}(x)=\frac{1}{\triangle x \triangle k} \cdot \sum_{p=-n}^{n-1} s[p \triangle k] e^{j 2 \pi p \triangle k x}, \tag{2.23}
\end{equation*}
$$

where $2 n$ is defined as the number of pixels in one row. Also note that for any given image, the k -space values (samples) can be reconstructed by using a DFT, by using

$$
\begin{equation*}
s[k]=\sum_{q=-n}^{n-1} \rho_{\text {mri }}[q \triangle x] e^{-j 2 \pi q \Delta x k} . \tag{2.24}
\end{equation*}
$$

Note that, due to sampling, (2.20) becomes

$$
\begin{equation*}
\Delta k=\frac{\gamma}{2 \pi} G \Delta t, \tag{2.25}
\end{equation*}
$$

where $\Delta t$ defines the sample time of the ADC sampling the signal.

### 2.4.3 k-space

It might be interesting to inspect $k$-space in a bit more detail, and to investigate its relation to the magnetic field gradient. The value of $k$ can be seen as a wavenumber and $\triangle k$ can be defined as the distance between two consecutive harmonics, or, as the wavenumber of the fundamental component. The reciprocal of the fundamental component defines the Field-Of-View (similarly, for a time-dependent function the reciprocal of the fundamental component would give the fundamental period), as

$$
\begin{equation*}
\mathrm{FOV}=\frac{1}{\Delta k} . \tag{2.26}
\end{equation*}
$$

The FOV can also be defined as the number of pixels times the size of one pixel in reality (voxel size), or as $\mathrm{FOV}=2 n \triangle x$. Combining this equation with (2.25) and (2.26) it can be found that the following relation exists

$$
\begin{equation*}
G_{x}=\frac{\pi}{\gamma n \triangle x \triangle t} . \tag{2.27}
\end{equation*}
$$

In other words, that the magnitude of the magnetic field gradient is inversely proportional with image resolution ( $\triangle x$ ) and/or acquisition time ( $\Delta t$ ).

### 2.5 The gradient system

Up to this point, the analysis has been done based on the magnetic field. One component of the magnetic field is the gradient and the gradient system is re-


Figure 2.7: Example of a gradient amplifier - The NG1800-XP by Prodrive Technologies [120].
sponsible for its creation. The gradient system comprises an input supply, a gradient amplifier, a gradient coil, but also cables, shielding and connectors. With the gradient amplifier a current is generated, that flows through the gradient coil, creating the magnetic field gradients. Such a gradient amplifier is usually placed in a different room and an example of a gradient amplifier is shown in Figure 2.7, the NG1800-XP, designed and constructed by Prodrive Technologies [120]. While in the early days of MRI linear amplifiers were used [135], at a certain moment these types of amplifiers were not suitable anymore because of the high losses and nowadays one finds mostly switched-mode power amplifiers. Still, due to the high demands for both power and accuracy, the most popular approach (i.e. Siemens, GE and Prodrive Technologies) is series-connected power stages [74,129,135], sometimes with an additional linear amplifier.

### 2.5.1 Relation between current and magnetic field

In this section we try to establish a relationship between current generated by the gradient amplifier and the magnetic field gradient. With the establishment of this relationship a simulation tool can be created which allows analyzing the


Figure 2.8: A basic coil arrangement for a gradient coil in the $z$-direction.
effect of a number of different current distortions. An important fact is that there is only one current component per axis, and so it can be assumed that the current in all the wires belonging to one axis is the same at all times. In other words, it is assumed that parasitic effects, such as parasitic capacitance or skin effect can be ignored. A commonly used structure for the gradient coil in the z-direction is shown in Figure. 2.8. It shows two coils with radius $a$, placed at a distance $b$ from each other and placed perpendicular to the $z$-axis. The expression for the magnetic field at a specific point $P_{o}$ in space that results from a current $I$ in a wire located at point $P_{i}$ can be calculated by applying the Biot-Savart law [82], assuming constant current (magnetostatics)

$$
\begin{equation*}
\boldsymbol{B}=\frac{\mu_{0}}{4 \pi} \int_{C} \frac{I d \boldsymbol{l} \times \hat{r}}{r^{2}} \tag{2.28}
\end{equation*}
$$

where $\mu_{0}=4 \pi \cdot 10^{-7}$ is the permeability of free space. The unit vector $\hat{r}$ points in the direction from the source, a current-line element $I d l$, to the point $P_{o}$. The distance between the two points is given by $r$. Due to symmetry, the magnetic field on the $z$-axis will only have a z-component. In the drawing it is shown that, to obtain this component, a multiplication of the magnetic field with $\cos \theta$ is required. It can be found that for a single coil


Figure 2.9: Graph of (a) normalized magnetic field in a Maxwell coil pair and (b) absolute error between desired and produced field, both graphs are plotted with respect to $\frac{z}{r}$.

$$
\begin{equation*}
B_{z}=\frac{\mu_{0} I}{4 \pi} \frac{2 \pi a}{r^{2}} \cos \theta=\frac{\mu_{0} I a^{2}}{2\left(a^{2}+\left(z+\frac{b}{2}\right)^{2}\right)^{\frac{3}{2}}} \tag{2.29}
\end{equation*}
$$

For the gradient coil, the current in both such coils is equal, but in opposite direction. Now, an analytic expression for the magnetic field along the z -axis is derived. To obtain the total field, the expression for the magnetic field of both coils in point $P_{o}$ should be summed (superposition), resulting in

$$
\begin{equation*}
B_{z}=\frac{\mu_{0} I a^{2}}{2} \cdot\left[\frac{1}{\left(a^{2}+\left(z+\frac{b}{2}\right)^{2}\right)^{\frac{3}{2}}}-\frac{1}{\left(a^{2}+\left(z-\frac{b}{2}\right)^{2}\right)^{\frac{3}{2}}}\right] \tag{2.30}
\end{equation*}
$$

The optimal distance $b$ between the coils for obtaining a linear field gradient on the z-axis can be found by deriving a Taylor expansion in $z=0$ and solving the equation in such a way that the zeroth, second and third term are zero. It is found that $b=\sqrt{3} a$ satisfies these conditions, and a coil configuration with these dimensions is referred to as a Maxwell coil. The magnetic field and the error with respect to the desired field for a Maxwell coil is shown in Figure 2.9. The first term in the Taylor expansion defines the field-gradient, and it is given by

$$
\begin{equation*}
G_{z}=\frac{d B_{z}}{d z}(0)=\frac{48 \sqrt{21} \mu_{0}}{343 a^{2}} I \tag{2.31}
\end{equation*}
$$



Figure 2.10: A possible arrangement for the $x$ - and $y$-direction coil, a Golay coil pair.

It can be seen that there exists a linear relation between the current and gradient. In other words, the following relation can be defined

$$
\begin{equation*}
G=\eta I \tag{2.32}
\end{equation*}
$$

in which $\eta$ is gradient coil efficiency, giving the amount of gradient per unit current. It is found that for a Maxwell coil,

$$
\begin{equation*}
\eta_{\text {Maxwell }}=\frac{8.058 \times 10^{-7}}{a^{2}} \mathrm{Tm}^{-1} \mathrm{~A}^{-1} \tag{2.33}
\end{equation*}
$$

A more complex description of the magnetic field can be derived, for instance, by analyzing the structure with a spherical coordinate expansion [111] [145]. However, also in these more complex descriptions (2.32) holds, but with a different value for $\eta$.

As mentioned earlier, a Maxwell coil pair can be used in the z-direction of an MR scanner. For the other two axes the basic configuration is a so called Golay pair. Similarly, it can be found that [145] the efficiency for a Golay coil pair as depicted in Figure 2.10 is equal to

$$
\begin{equation*}
\eta_{\text {Golay }}=\frac{9.18 \times 10^{-7}}{a^{2}} \mathrm{Tm}^{-1} \mathrm{~A}^{-1} \tag{2.34}
\end{equation*}
$$

Hence, for both coil shapes there is a one-to-one correspondence between the current and the magnetic field gradient. This holds for any current, and in particular also for any distortion in it.

### 2.6 Creating a simulation tool and results

A simulation tool with which the effect of gradient amplifier current distortion on image quality can be simulated and analyzed has been realized in MATLAB. The approach is as follows: First of all, the input of the simulator is an image to which an inverse MRI is applied. Then, k -space is recalculated based on the equations derived in this chapter and based on the gradient waveform which is produced by an amplifier system that is simulated with PLECS. Since original image data is not available, to be able to do an inverse MRI, it is important that the simulator is based on a reversible process. In other words, that if the produced gradients were ideal that the exact same image would be generated. For this reason, it is also assumed that all other subsystems are ideal. This means that for an ideal MRI scanner the following assumptions are made:

- The large magnet produces a magnetic field that is perfectly homogeneous.
- The RF system produces ideal RF pulses which are able to excite the protons as desired and the RF system is able to perfectly measure the echo signal. Relaxation effects are ignored.
- All other components in the gradient system are ideal, that is, the gradient coils produce an exactly linear gradient whenever a DC current flows through the coil. Also, the magnetic field gradient is proportional to the current.

It is, based on these assumptions, how the equations have been derived in this chapter. With the exception of numerical errors, the ideal MRI scanner is now a reversible process, because ideally it involves a DFT and inverse DFT. In principle there are two methods that can be distinguished which can be used for creating a simulation tool. Either the equations (2.23) and (2.24) are directly applied (method 1), or a virtual space is generated that really simulates the behaviors of individual protons (method 2). In the following, method 1 has been used to generate the results, because it is simpler and faster. It is assumed, however, that if method 2 would be applied that similar results are observed.

### 2.6.1 Output current distortions

Note that, from equations (2.23) and (2.24), it can be seen that an additional gradient affects the value of $k$, and therefore also the accumulated phase. As phase is used to spatially encode the proton spin density, errors in the gradient will

Table 2.1: Simulation parameters.

| Parameter | Description | Value | Unit |
| :---: | :---: | :---: | :---: |
| MRI |  |  |  |
| FOV | Field-of-view | 0.256 | $[\mathrm{~m}]$ |
| $\triangle x$ | Resolution | 0.001 | $[\mathrm{~m}]$ |
| $\Delta t$ | Sample time | 20 | $[\mu \mathrm{~s}]$ |
| $G$ | Gradient | 4.6 | $\left.\left[\mathrm{mT} \mathrm{m}^{-1}\right]\right]$ |
| $\eta_{\text {coil }}$ | Gradient coil efficiency | 6.578 | $\left[\mathrm{\mu T} \mathrm{~m}^{-1} \mathrm{~A}^{-1}\right]$ |
| Power stage |  |  |  |
| $f_{\text {sw }}$ | Switching frequency | 50 | $[\mathrm{kHz}]$ |
| $V_{s}$ | Supply voltage | 1000 | $[\mathrm{~V}]$ |
| $L$ | Filter inductance | 15 | $[\mu \mathrm{H}]$ |
| $C_{\mathrm{H}}$ | Filter capacitance | 1 | $[\mu \mathrm{~F}]$ |
| $C_{\mathrm{g}}$ | Filter capacitance | 0.1 | $[\mu \mathrm{~F}]$ |

result in spatial errors. It is this kind of error that is generally referred to as image distortion [53], and here image distortion is classified in three types: Timing distortion, where the echo is not placed exactly symmetrical with respect to echo time TE (refer to Figure 2.5), also known as "echo shifting". Static distortion, such as gain errors in the amplifier or (static) background gradients that exist in other dimensions when the signal is sampled. And, lastly, dynamic distortion, such as a current ripple or a low-frequency $(50-\mathrm{Hz})$ component on the supply that reflects to the output current.

Image distortion can be visualized by comparing the distorted image with the ideal image, and the distortion depends on the image. However, for quantification, distortion can better be based on the error in k -space. In other words, by combining (2.19) and (2.32), the relation between error in k -space and current is given by

$$
\begin{equation*}
e[k]=\frac{\gamma \eta}{2 \pi} \int_{0}^{k T_{\mathrm{s}}} \tilde{I}(t) d t \tag{2.35}
\end{equation*}
$$

where $\tilde{I}(t)$ denotes the current perturbation. In the upcoming simulation results the focus is on image distortion and the simulation parameters from Table 2.1 have been used. It must be mentioned that the parameters are somewhat arbi-


Figure 2.11: Simulation result of the effect of a timing error.
trary. It is just not known which type of scanner has been used for generating the original image nor is the original data available. The parameters are, however, linked to each other such that the equations in this chapter are valid. The current is created by an H-bridge converter with output filter and resistive load (1 $\Omega$ ).

## Time delay

The first simulation demonstrates the effect of the first type of distortion, timing distortion, and, a significant time delay has been added. In Figure 2.11 the result is shown, and it can be seen that $k$-space looks entirely different. The white spot, which was originally in the middle, has been displaced. However, when an
inverse DFT is applied to the distorted k-space, the original image is retrieved. As a result, it can be concluded that in an ideal MRI scanner, timing distortion is not influencing the image quality. It should be mentioned though that the image formation here is based solely on magnitude, and, for most MRI techniques that is also sufficient. However, the phase of the resulting image will be different, and in for instance MR thermometry or magnetic field mapping phase information is used. Also, when relaxation and dephasing are taken into account, results may also be different, as time delay will then result in signal intensity loss [53].

## Gain error

In Figure 2.12(b) it is shown how the image would change if a $10 \%$ gain error would exist on the frequency-encoding gradient (x-gradient). In practice, an amplifier would most certainly not generate that much gain error, however, to be able to see the distortion, a significant error needs to be added. It can be seen that the image stretches and deforms in the vertical direction. Similarly, in Figure 2.12(c) a $10 \%$ gain error has been added on the phase-encoding gradient ( $y$ gradient), resulting in a deformation in the horizontal direction.

## Background gradient

A gain error can be seen as a background gradient, or, to put it differently, the total gradient can be written as $G+\tilde{G}$, the sum of the desired gradient and a perturbation gradient. It would also be interesting to see what would happen if a non-zero gradient exists in another dimension during read-out (application of the frequency-encoding gradient). That is, when the frequency-encoding gradient is applied, it is assumed that the slice-selecting and phase-encoding gradients are zero. Figure 2.12(d) shows the result of a non-zero phase-encoding gradient during read-out, and image distortion can be observed. The image is slightly rounder, and the white edge is thicker. Also, the image is a bit blurred and looks less sharp than the original image.

## Current ripple

Both the gain error and the background gradient can be defined as static distortions, in other words, as distortions which are assumed not to change in time. However, in gradient power amplifiers also dynamic distortions can occur. For example, current ripple is inherently present in switching power amplifiers. To


Figure 2.12: Simulation result of the effect of different types of distortion in the gradient amplifier: (a) the original image (b) gain error in the $x$-gradient (c) gain error in the $y$ gradient (d) background gradient (e) current ripple.
show this effect more clearly, for the following simulation the switching frequency has been lowered to 10 kHz . The result is shown in Figure 2.12(e) and it clearly can be seen that the image is modified.

### 2.7 Conclusion

In this chapter an MRI system has been explored and analyzed from a powerelectronics perspective. From this perspective the question that needs to be addressed is the relation between current, generated by a gradient amplifier, and the resulting image. The analysis was required to create a simulation tool in MATLAB, where simulated current waveforms generated by a PLECS simulation can be used to generate an image. As such, it possible to simulate specific distortions that commonly exist in amplifiers and see how they affect image quality. The presented simulator is very basic, and so far only the most essential elements of MR have been included, but other elements can easily be implemented to visualize how they correlate with gradient amplifier distortions.

From the simulation results it can be concluded that, as gradients are responsible for spatially encoding the proton spin density, not surprisingly, distortions in the current lead to spatial errors in the image. It has been shown how static distortions (gain errors) lead to a deformation of the image. Dynamic distortion, such as current ripple, has a more local distortion effect and a high current ripple leads to some sort of mirroring (ghosting) in the image. It should be mentioned that the added distortion is relatively high for the sake of clarity. Also, when there is a possibility to measure the distortions, afterwards, a correction can be applied during reconstruction.

Besides the distortion analysis done to single 2D images, it may be possible to expand the simulator such that it is also possible to analyze 3D MR experiments. When multiple images are generated, other aspects become relevant, such as repeatability. In other words, successive pulses need to be as identical as possible. This relative deviation or noise is in electrical engineering referred to as jitter. To minimize jitter, it is usually recommended to use the same clocks for both the amplifier and the rest of the MR system, such that they are fully synchronized.

## Part II

## Episteme

## Chapter <br> 5

# Exploration and categorization of multicell circuits 

> "The function of electrical power processing systems is to convert electrical energy from one voltage, current, or frequency to a different voltage, current, or frequency. This function is to be achieved, ideally, with 100 per cent efficiency."
> (R.D. Middlebrook )

### 3.1 Introduction

For the realization of the PowerDAC a multicell topology is used. Multiple reasons can be found for which a multicell topology is applied, the first reason being the splitting of the switching device stresses. These stresses are given by the voltage the device needs to block, the current the device needs to conduct, and the number of switching actions the device needs to perform within a certain time period. These parameters determine the losses, the power dissipation at any time instant, and determine, therefore, the device temperature. The losses in combination with the number of devices play an important role in the power converter efficiency, and the device temperature plays an important role in the converter lifetime or reliability.

Besides the reduction of device stresses, another reason for using a multicell topology, is the possibility to control the switching devices in such a way that
a multilevel waveform is generated. Such a multilevel waveform has a lower harmonic distortion compared to a waveform created by the two-level alternative [109]. A lower harmonic distortion reduces the size of passive components in the output filter, and potentially increases bandwidth and accuracy.

Despite these advantages, when evaluating applications in which multilevel converters are used in practice, the number of levels is still limited. That can partially be explained because a multilevel converter suffers from being more expensive, having a lower reliability and being more complex to design. An exception to this statement is found in applications for which the number of switching devices is already high due to the high power rating, which is for instance the case with HVDC power converter solutions [40].

It is already half a century ago that the first publications on ideas of multilevel approaches appeared. The basic idea is simple, instead of using only one voltage source for generating the output voltage waveform, multiple sources are introduced and an arrangement of switching devices is applied to either select a certain output voltage or to sum/subtract the voltage sources to obtain a desired output voltage level. For that reason, an intrinsic feature of multilevel converters is that in some manner the various DC voltage levels need to be created. Some multilevel structures, such as the series-connected H-bridge, make use of external sources to create the voltage levels. However, these external sources need to be floating, meaning that an isolated power supply is required for each voltage level. Such power supplies tend to be complicated and bulky, adding to the volume, weight, complexity and cost of the entire converter system. Not to mention the decrease in reliability. In other multilevel converters, such as the flyingcapacitor, the neutral-point-clamped or the modular multilevel converter, capacitors are used to create the DC voltages. One of the major challenges, though, is the balancing of the capacitor voltages. Alternatively, in parallel buck-converters, interleaving can be used to create multiple voltage levels [96].

In Figure 3.1 examples are given of the first patents/publications that present the idea of multilevel circuits. In Figure 3.1(a) a picture is shown from one of the early developments (1964) in the USSR, and its existence was reported in [156]. It clearly shows a plurality of voltage sources, and a method by which different voltage levels can be created. In Figure 3.1(b) an idea is shown where voltage sources are stacked on top of each other [128]. At every time instant only one of the switches is turned on and a desired voltage level is selected. In Figure 3.1(c) an original image from a patent is shown where two H -bridge power stages are connected in series [94]. Interestingly, the first proposals on multilevel use a staircase approximation of the output voltage waveform, similar to the output waveform of a conventional DAC. However, it is only a few years later that the

(a) Example displaying an early development of the multilevel concept in the USSR (1964) [156].
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(b) Patent of James A. Ross and Joseph W. Har- (c) Patent of William Mcmurray (1971) [94]. ter (1963) [128].

Figure 3.1: Examples of early work displaying the first ideas on multilevel conversion.
first publications and patents were published in which a PWM approach was proposed [156].

In the years following, research and development lead to alternative topologies, aiming at an optimal creation of a multilevel waveform. This chapter aims to give an overview of the different multilevel topologies that are available for realizing power conversion from a DC voltage to an arbitrary waveform (static inverters). The purpose of such an overview is to demonstrate the current state-of-the-art regarding multilevel inverters. An overview of multilevel inverters can be found in, for instance, introductory sections about the subject [39,54,76,142] or in overview-papers such as $[1,42,72,98,126,156]$. However, here, instead of just listing the various options, as is commonly done, our intention is to find a classification. Such a classification or grouping of topologies should be based on commonalities among the topologies. It is found that these kinds of commonalities exist on different layers of abstraction. A categorization, as is proposed, is also known as a taxonomy. Interestingly, it is also found that there exist symmetry and/or dual relations between different groups, although it requires the expansion of the classical duality theorem to include non-planar circuits. This is addressed in more detail in section 3.4.

Of course, it is not our goal to rewrite the existing terminology, and it is tried to avoid introducing new terms. Much of the described material may seem familiar to many readers up to this point. Also, it is not our goal to propose a taxonomy that covers all possible power converter topologies, although the method may inspire others to do the same for their main field of expertise. Yet, it is the diversity of multilevel converters that have been proposed in the last decades that have been the inspiration for the categorization in the first place, and it is exactly this family of converters that forms the main focus of this chapter.

### 3.2 Basic concept of multilevel power conversion

Before giving an overview of the different multicell topologies, first, the basic concept of multilevel power converters needs to be explained in more detail. Figure 3.2(a) shows an example of a block-diagram representation of a conventional power-electronics system. Such a power-electronics system may be represented as an interconnection of various one- and two-port elements. When filters are neglected for the sake of argument, then, the hard-switched two-level converter produces a rectangular-wave current signal as well as a rectangular-wave voltage signal. These signals result in high distortion on the input as well as on the output of the converter, as shown in Figure 3.2(a). As a result, as high distortion levels


Figure 3.2: Block diagram of (a) a conventional 2-level power amplifier (b) a multilevel power amplifier.
are unacceptable in almost any application, an input filter and output filter are required to reduce the higher-order harmonic components and to ensure that the system will satisfy the requirements on electromagnetic interference (EMI) and maximum allowed distortion on input and output waveforms.

To enhance the converter topology such that the waveforms at both input and output are less distorted, a multilevel approach can be used, as it better approximates the desired waveform. This is shown in Figure 3.2(b). Note that a multilevel waveform can be created on the input or output waveform, depending on the topological configuration of the power stage.

In this section, a comparison is made between two-level and five-level PWM waveforms. Ultimately, an estimation of the filter size reduction is given, based on idealistic waveforms produced by fixed-frequency (carrier) PWM. This estimate is made under the assumption that the effective frequency of the produced waveform remains equal with respect to the number of levels. Note that this as-
sumption in multilevel PWM may result in a lower switching frequency of the individual devices. Additionally, in this section, the generation of a multilevel waveform is shortly discussed, and also the effects of sampling and quantization in multilevel PWM are examined.

### 3.2.1 Generation of multilevel PWM waveforms

As stated in the introduction of this chapter, two types of multilevel waveforms can be distinguished. One could choose to use a staircase modulation strategy [38], however, due to a limited amount of voltage levels in current multilevel technologies, this type of waveform is not sufficiently accurate for amplifier applications.An alternative method is based on modulation theory where a reference is encoded by means of a high-frequency carrier waveform. This reference can either be continuously varying during the PWM modulation process (natural sampling) or the (sampled) reference is kept constant during one switching cycle (regular sampling). The latter is sometimes referred to as uniform sampling.

For multilevel waveform generation, a straight-forward and basic method is the adaption of the fixed-frequency carrier-based modulation as also employed in two-level converters [19]. Two methods are visualized in Figure 3.3, where for both methods each carrier is compared to a reference (here a sinusoid of 1 kHz ) resulting in a PWM waveform. The method depends on the interpretation of the multiple carriers. In the first interpretation, the carrier waveforms with amplitude 0.25 are seen as stacked on top of each other, and this interpretation is defined as phase disposition (PD) modulation. Note that the stacked carrier waveforms could have a phase-shift with respect to each other. For the waveforms displayed in the Figure 3.3(a) alternative phase opposition disposition (APOD) is applied as a carrier waveform has a phase-shift of $\pi$ with respect to the carrier waveform on top of or below itself. It can be seen that with four carrier waveforms 5 levels are created. The number of levels is denoted by $N$.

In the second interpretation the carrier waveforms are seen, not stacked, but as being out of phase with respect to each other. This interpretation is known as phase-shifted carrier (PSC) modulation. The resulting PWM waveform of PSC is identical to APOD for natural sampling since all the switching instants occur at the same time. However, for regular sampling, the switching moments will differ, depending on the moment of updating the reference for each carrier. Note that the reference update frequency is lower for PSC then for APOD. One of the two PWM methods might have the preference in a particular multicell topology, because each carrier waveform results in one PWM signal, or switching function,

(b)

(c)

Figure 3.3: Graphical visualization of the multilevel carrier modulation process.


Figure 3.4: Harmonic spectrum of (a) a two-level waveform and (b) a five-level waveform, presenting the distortion effect of quantization.
which in some cases can be directly applied to a certain switch.

### 3.2.2 Multilevel and quantization distortion

In the time-domain, a multilevel waveform seems to be a much better approximation of a reference waveform than its two-level counterpart, as was shown in Figure 3.3. However, since switching frequency harmonics are dominant, it is difficult to see other types or sources of error/distortion. Other types of distortion (sampling and quantization) can, therefore, better be visualized and analyzed by using a harmonic spectrum. As a start, quantization distortion for two- and fivelevel is analyzed with ideal waveforms. In Figure 3.4 the harmonic spectrum is depicted, with the reference as shown in Figure 3.3, but with an effective switching frequency of 48 kHz . In both cases the effective switching frequency is the same, and the number of bits of the reference or PWM modulator is 8. Natural sampling is used in the PWM modulator, because we are specifically interested in quantization distortion. Both PSC and APOD yield the same results, as explained in the previous section.

When examining the results, it is interesting to note that the multilevel waveform does not have even harmonics, which is an indication of symmetry in the waveform. Since zero is a voltage level, the first half of the reference sine results in exactly the same PWM waveform as the second half of the reference period. Fur-


Figure 3.5: Harmonic spectrum of (a) a 2-level waveform and (b) a multilevel waveform (APOD), presenting the distortion effect of sampling.
thermore, it can be seen that due to the voltage levels the quantization distortion is lower. In other words, the voltage levels can be seen as additional bits, and it can be explained by the fact that multiple carrier waveforms are used, each contributing to the total number of bits of the total PWM waveform. Note also that switching frequency harmonics are lower, this effect is analyzed in section 3.2.4.

### 3.2.3 Multilevel and sampling distortion

Quantization distortion is a result of the digital representation of a reference, and of limitations of the modulator clock. Sampling noise is a result of regularsampled PWM, in which the reference in the modulator is only updated at the start of the carrier period. Compared to natural sampling, regular sampling results in sub-optimal placement of the PWM pulses within one switching cycle.

In Figure 3.5 results of a simulation including sampling distortion are shown. Here, APOD and PSC are not producing the same harmonics and in Figure 3.5 it was chosen to show the harmonic spectrum when using APOD. The harmonic spectrum of PSC is similar to the two-level spectrum, and only the third harmonic will be higher. It can be seen from the simulation that for a given effective switching frequency a multilevel waveform is much more sensitive to sampling distortion.

### 3.2.4 Multilevel and output filter reduction

In the previous section it could be seen that there exists a major difference between the harmonic spectrum of a two-level and a five-level PWM waveform in terms of switching frequency harmonics. An output filter is mainly designed for reducing these components, because the switching frequency components contribute either to the distortion in the load or cause EMI issues. It is interesting to give a simple quantification of how much the filter size would reduce due to the use of a multilevel voltage waveform. Inspecting Figure 3.4 or 3.5 and comparing the two-level and five-level waveform, a difference of approximately 16 dB can be observed in the magnitude of the switching frequency (carrier) harmonic component.

Let us consider a second-order Butterworth filter which is critically damped (Quality factor $Q=\frac{1}{\sqrt{2}}$ ), and has transfer function

$$
\begin{equation*}
H(s)=\frac{\omega_{0}^{2}}{s^{2}+\frac{Q}{\omega_{0}} s+\omega_{0}^{2}} \tag{3.1}
\end{equation*}
$$

Then, let us find the value for the cut-off frequency $\omega_{0}$ for which the worst-case switching frequency harmonic has a relative magnitude of -40 dB . This value is sometimes used as a rule-of-thumb for filter design as it represents the slope $\left(-40 \mathrm{~dB} \mathrm{dec}^{-1}\right)$ of a second-order filter at high frequencies. In other words, a factor 10 ( 1 decade) between the cut-off frequency of the filter and the switching frequency results in an attenuation of the switching frequency harmonic of a factor 100 . The value of $\omega_{0}$ for the two cases is found to be

- For two-level, $\omega_{0}=2 \pi \cdot 5388 \mathrm{rad} \mathrm{s}^{-1}$
- For five-level, $\omega_{0}=2 \pi \cdot 13598 \mathrm{rad} \mathrm{s}^{-1}$

It can be seen that the difference in cut-off frequency is quite significant, which leads, first of all, to a higher control bandwidth. Next, based on $Q$ and $\omega_{0}$, the values of $L$ and $C$ in the output filter can be determined [121],

$$
\begin{align*}
C & =\frac{1}{\omega_{0} R_{\mathrm{L}} \sqrt{2}} \\
L & =\frac{R_{\mathrm{L}} \sqrt{2}}{\omega_{0}} \tag{3.2}
\end{align*}
$$

where $R_{\mathrm{L}}$ denotes a fictitious load resistance. Note that both the capacitance and inductance are inversely proportional to the cut-off frequency. Since current and voltage ratings are assumed to be almost equal (the magnitude of the switching frequency harmonic has been forced to be equal) in both cases, the stored energy will approximately be inversely proportional to $\omega_{0}$. For inductors which are designed with the use of the area-product method the relation between inductance and size (volume) is found to be approximately $\mathrm{Vol}_{L} \propto L^{3 / 4}$ [93]. Interestingly, in [106] the same relation, $\operatorname{Vol}_{C} \propto C^{3 / 4}$, has been found empirically (by comparing manufacturer datasheets) for film capacitors.

It should be emphasized that the output filter reduction presented here is only due to additional voltage levels. An even higher reduction is achieved with multilevel circuits in which the effective switching frequency is increased by a factor $M$, where $M$ denotes the number of cells. The switching frequency and its sideband harmonics then shift towards $M f_{\text {sw }}$, and $\omega_{0}$ will shift accordingly. In that case, an additional reduction of a factor $M$ can be achieved.

### 3.3 Taxonomy

The electronic circuit with which a multilevel waveform can be created is called a multilevel converter. In this section the most popular multilevel topologies are explored and categorized. The categorization is obtained by means of a taxonomy. Taxonomy is the science of classification in hierarchical ranks. Organizing by means of categorization can be very useful for many reasons. In relation to the topic of this work, one can think of, for instance, the increase in understanding the underlying operating principles at certain abstract levels by grouping power converters or amplifiers based on shared characteristics. It should be mentioned that there is no set of rules by which the shared characteristics are determined, and this is, therefore, a decision of the taxonomist.

A popular grouping for power electronics has been a single-layer classification based on function or type of input source and output load which are connected to the power converter. That is, for instance, grouping in DC-DC, AC-DC, AC-AC and DC-AC conversion [11]. Another possibility would be to group based on the applied control method, i.e. line-frequency converters, resonant converters, multilevel converters. A disadvantage of the two methods is, first, the possibility of a single topology to be classified twice. A half-bridge topology can be used for DCDC and DC-AC purposes. A flying-capacitor converter or MMC can be operated as a multilevel or as a two-level converter. And secondly, an enormous number of variants can exist in one group, as is the case for, for instance, multilevel convert-


Figure 3.6: Ranks in the taxonomy of designed objects.
ers. Hence, the topology is considered to be the basic rank of the classification, and it determines the type of converter. Consequently, a third approach is proposed here, which is the use of a multi-layer topology-based classification. The shared characteristics are then mostly based on commonalities in structure and the type of components that are used. Each topology has strengths, weaknesses, possibilities and limitations. These then define a set of constraints on control and components for the eventual application.

Figure 3.6 shows the various ranks that are used as intermediate levels for the classification and these ranks are each shortly discussed in the following. One of the challenges in the classification of technology is the concept of hybrid. As an example, if one would choose to classify cars based on their fuel source, i.e. gasoline or electric, then it is always possible to create the hybrid variation of cars powered both by gasoline and an electric source. Not surprisingly, the hybrid category can be found in all ranks.

### 3.3.1 Technological domains and fields

A possible subdivision of technology is identical to the different disciplines or branches which exist in engineering [44]:

- Electrical
- Mechanical
- Chemical
- Civil
- System

Within the proposed taxonomy the first rank is defined as domain. Domains are very closely related to the physical energy domains that exist. The last domain "system" is devoted to all the interdisciplinary domains.

The second rank is field and it can be used to sub-categorize domains. The term field is chosen, as it is used already quite often. For instance, power electronics is the field within electrical engineering that concerns with the conversion of electrical energy. Other fields could be signal processing, control, telecommunication, embedded systems, power systems and micro-electronics.

### 3.3.2 Classes

The next rank in the hierarchical classification is class, and in the field of power electronics this term is already used quite frequently to classify amplifiers and power converters. It defines the different methods, at a fundamental level, that can be used to convert the energy. In other words, a class categorizes based on how the transistors are used. For power electronics there exist two major groups: the class of linear amplifiers, in which there exist certain subclasses, such as class $\mathrm{A}, \mathrm{B}, \mathrm{AB}$ and C and the class of switched-mode converters/amplifiers, of which the subclasses are class D, E, F and switched-capacitor. Additionally, classes can be used to distinguish between direct and indirect power conversion.

## Composite amplifiers

Amplifiers or power converters can also be constructed as a combination of two amplifiers from a different class (hybrid). Such amplifiers, where for example a linear amplifier is combined with a switched-mode amplifier, are known as composite amplifiers and they have been grouped in [51,153]. Multiple topologies may arise from this strategy [37], and, for instance, in [103] an example is given of a composite amplifier applied in a gradient power amplifier. In [51] the strategy is used for an AC power source.


Figure 3.7: Stacked voltage source topologies (NPC, ANPC and T-type).

### 3.3.3 Families

As discussed in the introduction of this section, for power electronics it is the topology which defines the type. Different types of topologies can be grouped in families [78]. For instance, here, the families of multicell converters are discussed. All these families can be grouped together in a so called superfamily.

## Family of stacked voltage multicell topologies

The first multicell converter family is the family of stacked voltage sources. It is based on the diode-clamped converter and the main characteristic of these types of converters is that the input voltage is shared over a set of series-connected
voltage sources. A number of switches, controlled by a switching function $q$, is then configured such that the desired output voltage can be selected. In Figure 3.7 this structure is depicted, and a number of types of converter topologies is shown. It can be noticed that the structure is very similar to an R-string DAC, and the structure has in the past been referred to as generalized multilevel converter [6,22,126].

One notable characteristic is that, when capacitors are used as voltage sources, the current in each branch between the capacitors should be kept zero on average, to keep the capacitor voltages balanced. As a result, these topologies have the limitation that the output waveform should be AC. And even with AC, waveforms at the nodes between the capacitors will slightly oscillate at (multiples of) the fundamental frequency. In multiphase converters, however, the common-mode current can be used as a control parameter to stabilize the voltages.

It can be seen that, from the structure shown in Figure 3.7, various multilevel topologies can be derived. For instance, the neutral-point-clamped converter or NPC, which was patented by R.H. Baker in 1978 [4] and first published by Nabae in 1981 [105]. Although the "neutral-point clamped converter" is most widely used, the name suggests that the topology has a neutral point, which is only the case for the odd-level variants. Consequently, in more recent publications the name "diode-clamped converter" is also used [13]. However, it should be mentioned that higher-level diode-clamped converters suffer from balancing limitations [119], and stable operation depends on load current and modulation index [139]. Therefore the number of levels for this type of topology is in practice limited to three. When more than three voltage levels are used, most often additional hardware is required to ensure that the voltages remain balanced [131,139].

One of the major drawbacks of the diode-clamped topology is the asymmetric loss distribution among the switching devices [125]. As a consequence, alternative topologies have been searched for, such as the Active-NPC (ANPC) [12] or the T-type topology [137] in which the distribution of the losses among the switching devices is improved. It can be seen in Figure 3.7, that these topologies can be classified as different types.

## Family of series multicell topologies

The second multicell family differs from the stacked voltage source family in the sense that the voltage sources are not directly connected in series, but instead entire power stages (cells) are connected in series. In fact, there exists a large current loop, containing the load and all cells. The switching function is now


Figure 3.8: Examples of different type of topologies within the family of series multilevel converters (a) Series-connected H-bridge (b) Flying-capacitor (c) MMC arm.
such that a particular cell can be included or excluded in the chain. Also for this family a general structure can be defined, which is shown in Figure 3.8. Such an abstract general structure is very often used in papers to explain the operation of the topology. For instance, in $[149,150]$ the structure is used as a model for the flying-capacitor topology. The main purpose of such an abstract structure is to show the fundamental operation of various multilevel converters and to reveal similarities. In other words, in all these series multicell topologies the main function of the switches is to add or subtract a voltage source for generating a specific voltage level.

Every cell can be implemented with either a voltage source or a capacitor. However, if more than one cell is implemented with sources, then the sources need to be isolated. A disadvantage is of course the fact that in practice such sources require relatively a lot of hardware, which adds to the size and weight of the amplifier. In Figure 3.8 it is shown how with the use of a capacitor in the remaining cells the general structure leads to a different abstract structure, in which in the most generic way, the switching function is created by two SPDT switches. When implemented with capacitors the switching function should be constructed in such a way that the capacitor voltage is being balanced. In other words, a capacitorbased module will not be able to deliver any continuous active power.

A very popular series multicell topology, applied also in industry, is the flyingcapacitor topology $[28,79,98,127,130]$, which was developed at the end of the previous century [41,97]. An interesting feature is that when phase-shifted carrier modulation (PSC PWM) is used, natural balancing [150] of the capacitor voltages is achieved. However, with other carrier-based multilevel PWM methods, such as phase-disposition (PD PWM) [140], also open-loop balancing techniques can be found. Another example is given in [154], where the balancing control method has been combined with selective harmonic elimination PWM (SHE-PWM). The natural balancing can be also improved by using external balancing booster circuits [141]. For flying-capacitor converters with a high number of voltage levels, however, closed-loop balancing is required [143].

Depending on the application, two operating modes for capacitor-based series multicell topologies can be distinguished. First, the mode (balance mode) in which the balancing, open- or closed-loop, of the capacitor voltages is handled within one switching cycle. In this mode, all capacitor based cells produce on average no voltage, and the output voltage range is limited to the supply voltage. On the other hand, the capacitance of the capacitors can be kept relatively small. The second mode (limited-balance mode) refers to applications in which the capacitor voltage balancing is handled within the fundamental period of the reference. One can think of, for instance, DC-AC converters such as the MMC.


Figure 3.9: Two approaches for parallel multicell topologies, inductors are required in between the switching legs for the prevention of short circuits.

## Family of parallel multicell topologies

The previous two families of multicell topologies resulted in structures in which the switching devices are placed in series. The series-connection leads to the advantage of sharing the input voltage over the multiple devices. Alternatively, one searches for approaches in which the output current is shared over the devices. In Figure 3.9 two parallel multicell alternatives are shown, in which the inductors are either star-connected or connected in between the switching legs. Usually, because a voltage is switched, a direct connection is only feasible when all switches are switched simultaneously. For out-of-phase switching, inductors are required to prevent a short circuit from one cell to another.

A more familiar name for the topology shown in Figure 3.9(b) is interleaved buck converter, where "interleaved" is referring to the PWM that is applied in such a converter. At the star-connection the ripple currents of the individual cells are summed together, and by using PSC PWM, an output current results which has a reduced ripple, due to the cancellation of harmonics.

## Hybrid multicell topologies

The basic family structures can also be combined, resulting in hybrid topologies. An example is the combination of stacked voltage multicell topologies and series multicell topologies, the stacked multicell topology (SMC) [47], which can be seen as the combination of a flying-capacitor topology and a T-type topology. A combination of the ANPC and flying-capacitor topology results in either the 5L-ANPC or generalized P2 converter [112,113]. An example of a topology in which series and parallel multicell topologies are combined is the modular multilevel (MMC) topology in which the MMC arm, from the series multilevel family is placed twice in parallel for a single phase. These multilevel alternative topologies are also shown in Figure 3.10.

### 3.3.4 Variants

The last rank in the proposed taxonomy is defined as variant. A variant gives us the ability to distinguish small variations of a certain type of topology. With variations it is possible to address different switching devices or other components. But also the use of additional circuitry, such as hardware used for balancing (i.e. balance boosters) or hardware to improve the switching behavior, for instance, to obtain ZVS/ZCS. Yet another interesting variant within the series multicell family is the inclusion of inductors in between cells [77]. A new cell arises, similar to a buck-boost structure by which the capacitors can be balanced. Also, because of the structure, capacitor voltages can be stacked on top of each other, resulting in higher-than the supply voltage output voltage levels.

Lastly, up to this point only single-phase half-bridge multilevel structures have been categorized and grouped. Multi-phase and full-bridge configurations are also considered as variants. In a full-bridge configuration the load phases are not connected to a fixed potential, and both sides of the load have a controlled voltage.

## Balancing circuits

In both the stacked voltage as well as the series multicell topologies where capacitors are used for the creation of the voltage levels, the balancing of the capacitor voltages is a frequently discussed topic. As previously mentioned, on one hand, there is focus on the analysis of the open-loop natural balancing phenomena and the design of closed-loop balancing controllers. However, on the other hand,


Figure 3.10: Family of hybrid multicell structures (a) Stacked Multicell Converter (SMC) (b) 5L-ANPC (c) Generalized P2 (d) MMC.
these approaches may not be sufficient or applicable, and additional hardware is then required for balancing the capacitors.

As an example, natural balancing in converters can be improved by using a so-called balance booster. A balance booster is an additional passive network, mostly connected to the output of the converter with which the natural balancing time-constants are changed. As a result faster balancing is possible. In [102] an example is given of the use of a balance booster in a stacked voltage power converter, and in $[91,141]$ an example of a balance booster in a flying-capacitor converter can be found.

## Asymmetric voltage levels

In the late 90's the "binary" multilevel inverter [58] and "new approach" in multilevel power conversion [27] were among the first publications in which asymmetric multicell approaches were introduced. In these two papers the ratio between the voltage levels between two adjacent cells is a factor two. It should not be a surprise that shortly hereafter also a factor three was proposed [83]. With the use of different voltages for the cells also proposals arose where the switching devices and the switching frequencies are different, for which, ironically, the term hybrid was chosen $[84,92,122]$. It should be noticed that these first asymmetric proposals are based upon series-connected cells with isolated voltage sources as supply. Capacitor-based asymmetric converters are only found quite recently, such as in [32], where the topology of Figure 3.8(a) is applied with staircase modulation in limited balance mode. This strategy has been further investigated in [21,70,117].

Compared to an asymmetric approach, a symmetric approach has the advantage that a cell can be designed once, and that, as a result, the system is more easily extendable. It is said that the system is modular. With asymmetric approaches, however, one has the possibility to optimize each cell for the given parameters and more voltage levels and a higher effective switching frequency can be reached with fewer components.

### 3.4 Symmetric and dual relations

In the previous section a classification of multicell converters has been presented. Besides categorizing and grouping, equivalence and dual relations provide a powerful tool in the analysis of circuits [29], and the principle of duality has been used many times in the past in lumped-parameter modeling to provide electrical
engineers more insight into electronic circuits. This principle can also be applied to power-electronics networks. One can imagine finding a relationship between different types of converters [7] and using the technique to extend, for instance, modulation or control strategies to other converter topologies [71,90]. As an example, in 1979 it was shown how four basic switching DC-DC converters - the boost, the buck, the buck-boost and the Ćuk converter - can be related by using the duality principle $[8,26]$. Coincidentally, the concept of the canonical switching cell [75], which is itselfs dual, was introduced with the same intention, that is, to show the relationship between different switching topologies.

These examples show that there is a need for generalization of topologies in power electronics theory, especially as the hybrid multilevel structures become more complex. Two approaches for the generalization process in literature can be identified: First, the introduction of basic switching structures [144] or generalized topologies [112], and secondly, the search for dual and symmetric relations between topologies [3,96]. An example of equivalent circuits is shown in Figure 3.11, and with the use of circuit analysis tools (superposition and Thévenin's theorem) it can be shown that both circuits have identical behavior at the terminals [60]. The output voltage in the equivalent circuit is given by

$$
\begin{equation*}
V_{\text {out }}=\left(\frac{V_{1}}{L_{1}}+\frac{V_{2}}{L_{2}}+\frac{V_{3}}{L_{3}}\right) \cdot \frac{L_{123}}{L_{x}} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{align*}
L_{123} & =L_{1} \cdot L_{2} \cdot L_{3} \\
L_{x} & =L_{1} \cdot L_{2}+L_{2} \cdot L_{3}+L_{1} \cdot L_{3} \tag{3.4}
\end{align*}
$$

The equivalence shows the close relation between series and parallel multicell topologies.

Apart from the equivalence illustrated in Figure 3.11, duality can be seen as yet another form of equivalence. Dual relations have been found between the topologies shown in Figure 3.8(b) and in Figure 3.9(a) [25], and also a dual counterpart has been found of an interleaved topology with $M=2$. A duality transformation for $M \geq 3$ can still be seen as missing link between series and parallel topologies [25], and in this section an extension of the classical duality theorem is used for the establishment of the dual counterpart [16].


Figure 3.11: Equivalence between parallel and series multicell converters.

### 3.4.1 The duality principle and dual converters

A dual transformation of an electric circuit results in a circuit which has equivalent behavior, but currents and voltages are exchanged. The duality principle is not a concept which is limited to circuit theory. In many other fields such as mathematics and physics, the concept of duality is also used. However, there is no proper definition of duality and there does not exist a mathematical description which generalizes all types of duality in all fields. The fact that the exact same transformation applied twice to something leads to exactly the original again could be seen as the main characteristic of duality between two objects, equations, etc. Originals and their dual objects have a unique symmetric relationship.

It is assumed that one important constraint to find the dual counterpart of a certain topology is planarity. In other words, it is not possible to find a dual of a topology which cannot be drawn as a planar graph (i.e. cannot be drawn such that it has no crossing branches). The buck converter with more than three cells is an example of such a non-planar topology. However, it can be shown that this assumption is incorrect, and that the duality principle can be applied to nonplanar circuits, such as the interleaved buck converter with $M \geq 3$ mentioned above and multi-phase voltage source converters [71,151]. To be able to find a non-planar dual transformation the concept of electrical duality as opposed to topological duality has to be introduced. A crucial step in obtaining electrical duality is the transformation of the original circuit to a functionally equivalent planar realization, i.e. which has the same properties imposed by Kirchhoff's current and voltage laws as the original circuit.

Two methods can be used for creating an equivalent planar circuit. The first


Figure 3.12: Converter shown as a two port element, and the converter dual.
method is to add ideal transformers, segregating the originally non-planar circuit into two planar circuits and thereby enforce constraints identical to Kirchhoff's laws to the new equivalent circuit [9,151]. The second method is to evaluate each switching state of the original converter, assuming each state results in a planar circuit [71]. After obtaining a functionally equivalent planar circuit by either method, the classical method of graph transformation and interchange of elements is applied to find the topological dual of the planar equivalent circuit(s). Here, the first method is applied to a generalized interleaved topology, which is shown in Figure 3.9(b).

The interleaved buck topology has some interesting features, such as the unique characteristic that it is creating multilevel signals on both the input current as well as on the output voltage of the converter in contrast to the classical series multilevel converters, i.e. neutral-point clamped, flying-capacitor or cascaded topologies. In contrast to conventional multilevel topologies, interleaved topologies are characterized by switches connected in parallel, resulting in the property that current is equally distributed over the switching cells, instead of the property in which voltage is equally distributed over the switch devices. A circuit which has the property of a series connection of switches and the advantage of the interleaved converter will result in an interesting topology which may be useful in various applications.

Finding this topology could be accomplished by searching for the dual topology as shown in Figure 3.12. In this figure, the dual of a converter is shown and the converter is treated as a single element. One drawback in relating power amplifiers by means of duality is the restriction of handling the input and output sources and loads. If, for example, we choose our power amplifier to be in a configuration in which a voltage source is connected at the input and a current source at the output, then, consequently, a dual converter topology is found in which a current source is connected at the input and a voltage source at the output. This is a result which is based on the fact that a dual transformation of a cascaded connection of two-port elements results in a cascaded connection of the individual two-port elements [138]. For the dual transformation, here, the standard convention is used as defined in [43], which means that the current direction for all elements (also the voltage source) is always defined from the positive to the neg-
ative terminal. Care should be taken with the current/voltage directions. As can be seen, in the original circuit the elements have been placed such that the positive voltage is defined at the top nodes of the two-port elements. However, in the dual circuit this is not the case anymore and the elements are oriented such that the current is circulating through the cascaded connection. The dual topology can now be inverted, such that the topology is again a voltage-supplied current source configuration. However, it would be more convenient if the sources are uncoupled from the topology itself, because the primary interest is the converter dual. Afterwards, it is determined how sources should be connected, and it is defined what the input and output of the topology will be.

### 3.4.2 Application of the duality principle

Graph theory is a field within mathematics in which duality plays a major role, and it concerns all fundamental concepts related to graphs. Graphs are used to represent networks in various scientific fields; i.e. computer science, communication theory, electrical engineering etc. An electric circuit, built up from lumped elements, is an example of a network and can, therefore, be drawn as a graph. The duality principle is one of the tools in graph theory and it can also be applied to electric circuits. The dual circuit can be constructed by, first, drawing the electrical circuit as a planar graph, denoted as $\mathcal{G}$. After that, a transformation needs to be applied to the graph to find the dual graph $\mathcal{G}^{\mathcal{D}}$. By interchanging all the elements by their counterparts in the new graph, the dual circuit is found. This dual circuit has the property that the voltage over all the elements in $\mathcal{G}$ is transformed into a current through the dual counterpart elements in $\mathcal{G}^{\mathcal{D}}$. The superscript letter $\mathcal{D}$ is used to assign all terms which pertain to the dual graph. If the dual transformation is applied again to the dual circuit, then the original circuit will be found again.

The duality principle in graph theory is restricted only to planar graphs. That is because graph theory only concerns the geometrical outline of a graph and not the laws which are imposed on the network. These laws describe the behavior of the circuit, and, when taken into consideration, these laws give extra freedom. As already introduced in [9], the concept of topological duality as opposed to electrical duality needs to be defined. Topological duality refers to conventional duality as defined within graph theory, and this type of duality can only be applied to planar networks. Topological duality can be seen as exact duality between two circuits, because not only are currents and voltages dual, also the layout itself is dual. Electrical duality applies to non-planar electric circuits, as certain tools from electric circuit theory can be used to convert non-planar electric circuits into
a subset of planar circuits. In other words, electrical duality allows the conversion of a circuit to an equivalent circuit.

## The duality principle applied to planar circuits

A dual transformation of an electrical circuit is explained in many textbooks about circuit theory [29] or graph theory, and a short summary and an example are given in this section. First, the concept of topological duality is defined:

Definition 3.4.1. Two electric circuit networks $\mathcal{G}$ and $\mathcal{G}^{\mathcal{D}}$ are each other's topological dual if
(a) There is a one-to-one correspondence between all elements of $\mathcal{G}$ and their counterparts in $\mathcal{G}^{\mathcal{D}}$ in such a way that voltages across elements in one circuit are represented as currents through their counterpart element in the other circuit.
(b) There is a one-to-one correspondence between the meshes of $\mathcal{G}$ and the nodes of $\mathcal{G}^{\mathcal{D}}$.

The transformation consists of two steps. The first step is a so-called graph transformation. This is done by drawing the circuit as a simplified interconnection of nodes with branches, called a graph. Every branch represents an element and the element itself is not drawn. This is slightly different from the conventional way of drawing a circuit, where also nodes are sometimes drawn as an interconnection of nodes and branches. The dual graph can be found by putting nodes in every mesh, including the exterior mesh, of the original graph $\mathcal{G}$ and interconnecting the nodes such that every branch is crossed once, which is shown in Figure 3.13(b).

Note that because often circuits have most of their elements connected to ground, a good starting point is to put the ground as the lowest node. Often, the node which is placed in the exterior mesh is used as the ground connection in the dual graph $\mathcal{G}^{\mathcal{D}}$. The second step involves the replacement of the original elements by their dual counterparts [43]. Further note that arrows have been placed in the graphs. These arrows indicate the current direction. When performing the graph transformation, the arrows should be placed counter-clockwise with respect to the original arrows. This leads to a correct current direction in the dual graph.

## The duality principle applied to non-planar circuits

The application of the duality principle in graph theory only applies to planar circuits. When applied to non-planar circuits, problems occur because the graph


Figure 3.13: Example of a dual transformation applied to a power electronics circuit: (a) The example circuit (b) the graph transformation (c) the dual circuit.
transformation will not work properly. To verify whether a particular graph is planar or not, two specific non-planar graphs are useful to recognize. These two non-planar graphs are known as Kuratowski's graphs and are shown in Figure 3.14. $K_{5}$ is the non-planar graph with the smallest number of vertices, and $K_{3,3}$ is the non-planar graph with the smallest number of edges. The theorem of Kuratowski states that $\mathcal{G}$ is planar iff $\mathcal{G}$ contains no sub-graph $K_{3,3}$ or $K_{5}$.

Methods in which duality is applied to non-planar circuits rely on the idea that the non-planar circuit first needs to be converted into a planar circuit. One can think of, for instance, the addition of elements and making certain branches unnecessary, or alternatively, by only considering the switching states. The resulting dual circuit will not be a topological dual circuit, because the graphs are not dual. However, the behavior of the circuits is still dual. Electrical duality is, therefore, defined as:

Definition 3.4.2. Two electric circuit networks $\mathcal{G}$ and $\mathcal{G}^{\mathcal{D}}$ are each other's electrical dual if the electric circuit $\mathcal{G}$ is equivalent to an equivalent circuit $\mathcal{G}^{\text {eq }}$ and $\mathcal{G}^{e q}$ is topologically dual with $\mathcal{G}^{\mathcal{D}}$. By equivalence, here, is meant that $\mathcal{G}$ and $\mathcal{G}^{\text {eq }}$ have identical behavior.

Basically, this definition means that the duality principle is not applicable for all the elements in the entire circuit. Only certain voltages or currents, which are of interest, are considered. For a power electronics circuit this means that we are,

(a) $K_{3,3}$

(b) $K_{5}$

Figure 3.14: Kuratowski's graphs: $\mathcal{G}$ is planar iff $\mathcal{G}$ contains no sub-graph $K_{3,3}$ or $K_{5}$.
for instance, only interested in a converter topology which has dual input and output behavior. In other words, the dual of the topology as a whole - defined as topological duality - is for these circumstances not of our interest.

## Method of addition of transformers

One method of converting a non-planar electrical circuit into a planar circuit is the addition of transformers. Two types of transformers can be used, and depending on the non-planar circuit's layout a certain choice is more practical. The first type of ideal transformer is a junction transformer and it can replace a junction in a circuit. By placing one winding in each of the branches leading towards the node of interest, the junction transformer is actually enforcing Kirchhoff's current law (KCL) in that particular node. In other words, the junction transformer enforces

$$
\begin{equation*}
\sum i_{k}=0, \tag{3.5}
\end{equation*}
$$

where $i_{k}$ is the $k$ th current flowing in the node and $k$ is the number of branches connected to the node (Note that we assume all coils having the same number of windings). The second type of transformer is the mesh transformer, and it is, obviously, the dual of the junction transformer. It enforces the Kirchhoff's voltage law on a certain mesh in the network, hence

$$
\begin{equation*}
\sum v_{k}=0 \tag{3.6}
\end{equation*}
$$

where $v_{k}$ is the $k$ th voltage in a mesh and $k$ is the number of branches enclosing the entire mesh.


Figure 3.15: Example of (a) Junction transformer (b) Mesh transformer.


Figure 3.16: Dual transformation of interleaved topology, $M=2$.

### 3.4.3 Simulation results

The most basic interleaved structure is shown in Figure 3.9(b). When $M$ is defined as the number of cells which are connected in parallel, then $M=1$ results in the canonical switching cell, which is self-dual. A dual transformation will, in this case, result in the exact same circuit again. The case $M=2$ results in a planar graph, and a dual transformation can easily be applied. The result is shown in Figure 3.16. The case $M=3$ results in Kuratowski's graph $K_{3,3}$, and, by definition, it is non-planar. In general, every interleaved converter with $M>3$ has $K_{3,3}$ as a sub-graph and is non-planar too.

The dual of these non-planar interleaved converters can be found by adding a junction transformer in the star-connected output node, as discussed in section 3.4.2. After that, the node is connected to ground. By adding this ideal transformer the total circuit's behavior is not changing and the resulting circuit is, therefore, an equivalent circuit of the interleaved converter. This equivalent circuit is shown in Figure 3.17(a), and this equivalent circuit is actually a combina-


Figure 3.17: Dual transformation of interleaved topology, with (a) the equivalent circuit (b) the dual circuit.
tion of two planar circuits. As a result, these planar circuits can be transformed by using the graph transformation. The electrical dual circuit is shown in Figure 3.17(b).

Both the interleaved topology of Figure 3.9 and the dual topology of Figure 3.17(b) have been simulated in Matlab Simulink [88] by using the tool PLECS [118]. This is done by connecting a voltage source to the input of the topology and a current source to the output as shown in Figure 3.12. The voltage source is set to 100 V and the current source to 100 A . In both topologies phase-shifted carrier pulsewidth modulation has been used. The reference is a sine wave of 5 kHz , and the switching frequency is 20 times higher than the reference frequency, 100 kHz . The inductance of the inductors in the interleaved topology amounts $500 \mu \mathrm{H}$, and the capacitance of the capacitors has the same value in Farads. The results of this simulation are shown in Figure 3.18. It can be seen that the converter is creating both multiple input and output levels, and that these waveforms are identical for the interleaved converter and the interleaved dual converter. Hence, this simulation shows that the topologies are each others electrical dual. Also the waveform of the currents through the inductors in the interleaved topology are identical to the waveform of the voltages across the capacitors in the interleaved-dual topology, as can be seen by comparing Figure 3.18(b) and Figure 3.18(d).


Figure 3.18: Simulation results showing dual behavior between the two topologies, for the interleaved converter: (a) The input current and output voltage (b) inductor currents and for the interleaved dual converter: (c) The input current and output voltage (d) capacitor voltages.


Figure 3.19: Transformers replaced by isolated DC-DC converters.

Unfortunately, the dual topology in Figure 3.17 has no direct practical use. The transformers which have been added are assumed to be ideal, whereas real transformers are not able to transfer both DC currents and voltages. It is not possible to remove the transformers in the dual circuit. Evaluation of both circuits reveals that the star-connection of the switching cells in interleaved converters results in a common voltage for all the switching cells at the output. This property has to be transformed in the dual circuit into a common current for the series cells and this can only be obtained when the switching cells are isolated from each other. The series connection of the ideal transformers ensures that all the switching cells will have the exact same current.

As a solution, the transformers could be replaced by isolated DC-DC converters. This is shown in Figure 3.19. As it was allowed to add transformers, the addition of such ideal converters does not influence the multilevel input/output behavior. However, in these type of multilevel converters usually the DC-DC converters are connected in parallel at the input side. The input-series connection of the isolated DC-DC converters (dual-active bridge) is also employed in practice, although the output is then connected directly either in series [49] or in parallel [35]. Here, each output consists additionally of a half-bridge cell which all are connected in series, and the entire output stage can be seen as an MMC arm.

### 3.5 Summary

In this chapter an overview was given of existing multicell topologies for the generation of multilevel waveforms, and these topologies have been categorized by means of a multi-layer taxonomy. Simulations, in which the effective switching frequency has been kept the same, have been used to demonstrate how multiple voltage levels can lower the quantization distortion. This effect becomes larger as the number of levels increases. It is also shown for $N=5$, and with the use of APOD, how sampling distortion is significantly higher. The simulations also show a decrease of the switching frequency harmonics when increasing the number of voltage levels and an approximation is presented indicating how using voltage levels reduces the filter size. The chapter ends with the establishment and derivation of the interleaved dual circuit. For this result the duality theorem was necessary to be discussed and extended.

## Chapter I

4

## Synthesis of a PowerDAC

## "If you really want to understand how something works, build it yourself." (Jim Williams)

### 4.1 Introduction

In the previous chapter a classification of existing multilevel circuits has been proposed. Also, it was shown how composite amplifiers are constructed as a series or parallel connection of a switched class-D main amplifier and a linear correction amplifier. In this chapter the development of the series multicell topology is continued, and a composite amplifier is constructed in which both amplifiers are switched amplifiers. The proposed topology, which will be referred to in the following as the PowerDAC topology, is shown in Figure 4.1. The topology is not new and has been investigated in recent years, mostly for three-phase drive or grid-connected systems [31,32,85,114,127,155]. The novelty, or main contribution, of this chapter is the configuration (the selection of capacitor voltage values and switching frequencies of the cells) and its associated modulation/control strategy

The fundamental idea is as follows: One starts with a main amplifier, which is the amplifier one would like to improve, and, in series to its output, a number of subsequent correction amplifiers is connected. In this particular situation the most basic two-level switching leg is chosen, but the main amplifier itself could already be a multicell topology. Here, the correction amplifiers each have a conventional H-bridge structure, but also for the correction amplifiers alternative switching


Figure 4.1: Basic structure of the proposed topology.
topologies are possible. One can imagine that, as result of all the options that exist for the creation of a PowerDAC, many variants are possible.

However, it should be mentioned that a clear distinction is made between the main amplifier and the correction amplifiers. Moreover, for the topology shown in Figure 4.1 it means that the main amplifier is concerned with delivering all active power characterized by the connection of an active power supply at the input. The purpose of the correction amplifiers, on the other hand, is to finetune the output voltage and provide the accuracy. It makes sense that since the current flows from the input voltage supply to the load through all the cells, we are searching for configurations in which the capacitor voltage is lower than the input voltage supply. Such configurations then allow for higher switching frequencies and lower conduction losses ( $r_{\text {dson }}$ ) in the correction amplifiers, and, consequently, for the use of different switching device technologies (i.e. IGBT and MOSFET). Also, correction cells are not intended to deliver the output power and contain therefore a capacitor which can only store energy temporarily. As such, it should be noted that a symmetric series-connected H-bridge converter with isolated voltage sources is seen as a fundamentally different approach.

In this chapter, first, the terminology is introduced by giving some basic definitions about the topology. A mathematical framework, based on [86], is proposed for the determination of the possible capacitor voltages that can be used in the correction amplifiers. It is shown that a factor 2 between the voltages of two adjacent cells is the maximum factor to have both uniformity of the voltage levels and sufficient redundancy for balancing the capacitor voltages. Furthermore, as shown in Figure 4.1, the switching frequency doubles in the successive cells, and therefore the blocking voltage multiplied with the switching frequency is the same for all the switching devices. The focus of attention is then the establishment of an open-loop modulation strategy for this configuration. Then a basic feedback control method by which the capacitor voltages can be balanced is suggested. At the end of this chapter simulation results are presented to demonstrate the capabilities of both the modulation and control strategies.

### 4.2 Definitions

## Main amplifier

The first half-bridge in Figure 4.1 is referred to as main amplifier, and will be denoted by $c_{0}$, because it can be seen as the amplifier which is responsible for delivering the active power to the load. This cell is operated in such a way that the output voltage reference is tracked, that is, it is operated as if there would not be any other H -bridges connected in series. It is also the only amplifier that has a voltage source as input. This main amplifier defines the switching frequency of the PowerDAC, which is defined as $f_{\text {sw }}$ and the amplitude of its switched output voltage $v_{\mathrm{sn} 0}(t)$ is equal to the supply voltage $V_{\mathrm{s}}$. When the main amplifier itself is a multilevel converter, the number of levels is denoted as $N_{0}$ and the level voltage as $\triangle V_{0}$. For uniform level voltages, the following equality holds

$$
\begin{equation*}
V_{\mathrm{s}}=\left(N_{0}-1\right) \triangle V_{0} \tag{4.1}
\end{equation*}
$$

## Correction amplifiers

All H-bridges which are connected in series to the main amplifier are referred to as correction amplifiers, and denoted by $c_{1} \ldots c_{M}$. Again, also for the correction amplifiers different topologies can be used. Because these correction amplifiers have no power source as input, their purpose is not to deliver any continuous active power. Instead, they are operated such that the square-wave voltage $v_{\operatorname{sn} 0}(t)$ produced by the main amplifier is corrected to the desired level. The number of correction amplifiers in a PowerDAC is denoted by $M$, the level voltage and the number of levels that can be created by the $i^{\text {th }}$ correction amplifier are defined as $\triangle V_{i}$ and $N_{i}$, respectively.

## Level uniformity and redundancy

Each correction amplifier contains a capacitor and, depending on the modulation strategy that is used, these capacitors will be charged to a certain nominal voltage. In principle, for every cell any capacitor voltage-level could be chosen, however, the designer of the modulation strategy must provide a method which ensures the balanced operation of the converter based on the hardware capabilities while at the same time guarantee the ability to provide the desired output voltage [59].

Furthermore, it is desirable to have a uniform distribution of the voltage levels which can be created by the converter, as it results in symmetric behavior. Otherwise, the control algorithm will be even more complicated. Unbalanced capacitor voltages lead in fact to non-uniformity. This subject is treated separately in Chapter 5 . It should be mentioned that in the analysis of PCM signals in the past, one has searched for optimal levels for quantization to maximize the signal-to-noise ratio, for instance, $\mu$-law or Lloyd-max optimization [81,89].

It would be interesting to find a set of conditions that defines uniformity for asymmetric multicell topologies (symmetric multicell topologies obviously have uniformity). Based on the uniformity condition in combination with the output voltage range, the number of levels can be determined. Similarly, it would be interesting to find the necessary conditions for balancing, in other words, the ability to balance by providing redundancy of the voltage levels. Given the configuration as shown in Figure 4.1, different capacitor voltages can be chosen. As a start, let us define $\forall i \in\{1 \ldots M\}$, without loss of generality:

$$
\begin{equation*}
\triangle V_{i} \leq \triangle V_{i-1} \tag{4.2}
\end{equation*}
$$

which is the sorting definition for the PowerDAC, based on the level step size of each cell. The level step voltage, which is simply defined as the smallest $\triangle V_{i}$, is given by the sorting definition, and equal to $\triangle V_{M}$. Furthermore, the following definition is proposed:

$$
\begin{equation*}
\triangle V_{i}=k \triangle V_{M}, k \in \mathbb{N}_{1} \tag{4.3}
\end{equation*}
$$

by which all other voltages are defined to be either equal to or integer multiples of the level step voltage. Given these two definitions, the uniformity condition is given by [86]:

$$
\begin{equation*}
\triangle V_{i-1} \leq \triangle V_{M}+\sum_{j=i}^{M}\left(N_{j}-1\right) \triangle V_{j} \tag{4.4}
\end{equation*}
$$

The uniformity condition basically sets a maximum level voltage for the $i^{\text {th }}$ correction amplifier. At the edge of the uniformity condition, that is when all correction cells fulfill (4.4) with an equal-sign, the maximum number of levels can be achieved. As a result, for series-connected power stages where voltage balancing is not a concern, that is, when separated isolated dc voltage sources are used, it is found that a factor three between the voltage levels can be used with H-bridge
$\left(N_{i}=3\right)$ correction amplifiers.
For configurations in which (4.4) yields a less-then sign, certain levels can be created in multiple manners. Such levels are called redundant voltage levels. When capacitors are used, as in the PowerDAC, redundant levels are necessary, as it is a requirement for the ability to simultaneously balance the capacitor voltages and generate an arbitrary output voltage. Balancing of capacitor voltages in a correction amplifier is possible when a redundant level translates in the ability to both charge and discharge the capacitor for a given output level. For single-phase topologies the following condition needs to be fulfilled [85]

$$
\begin{equation*}
\Delta V_{i-1} \leq \frac{N_{i}+1}{2} \Delta V_{i} \tag{4.5}
\end{equation*}
$$

Since H-bridges are used, the number of levels that can be generated per cell is $N_{i}=3$, and the maximum voltage ratio between two adjacent cells is a factor two. In section 4.3 a modulation strategy is explained that has this feature and allows the balancing of the capacitor voltages while creating any desired output voltage at the same time.

## Switching functions

Given a PowerDAC with a main amplifier and a set of correction amplifiers, a function for the output voltage can be determined based on switching functions. This leads to the definition of total switching functions $q_{\mathrm{t}}$ and difference switching functions $q_{\mathrm{d}}$. The total switching function is the sum of the main amplifier's switching function and the difference functions (each describing the behavior of one H-bridge).

A switched-node voltage, the voltage between cell $j$ and cell $j+1$, can be defined based on the switching functions and nominal capacitor voltages as

$$
\begin{equation*}
v_{\mathrm{sn} j}(t)=q_{0} \triangle V_{0}+\sum_{i=1}^{j} q_{\mathrm{d} i} \triangle V_{i} \tag{4.6}
\end{equation*}
$$

where for $M=3$, when all correction cells are H-bridges as in Figure 4.1, the three difference functions are given by

$$
\begin{align*}
& q_{\mathrm{d} 1}=q_{2}-q_{1} \\
& q_{\mathrm{d} 2}=q_{4}-q_{3} \\
& q_{\mathrm{d} 3}=q_{6}-q_{5} \tag{4.7}
\end{align*}
$$

So, the produced voltage of a correction amplifier is denoted by $v_{\mathrm{d} i}=q_{\mathrm{d} i} \triangle V_{i}$.

## Operation modes

Redundancy does not exist for all possible states of the converter. Therefore, to reduce complexity, the states are classified into two categories. The first category comprises the states that lead to an output voltage or any switched-node output voltage within the range of the supply voltage. The remaining states are put in the second category. Two modes can now be distinguished:

- Balance mode: The PowerDAC amplifier is only operated such that the output voltage does not exceed the supply voltage.
- Limited-balance mode: The PowerDAC amplifier is operated such that the output voltage exceeds the supply voltage.

Limited-balance mode may be useful in AC applications, where it is known beforehand that the waveform is in limited-balance mode only for a limited amount of time. This operation mode then allows for an output voltage which is higher than the supply voltage and also the total number of levels is higher. However, the capacitors need to be sufficiently large to keep the voltage unbalance within certain limits. Also, the switching devices within the correction amplifiers need to be able to handle this unbalance.

In this thesis, the intention is to generate arbitrary waveforms, both AC and DC. Therefore, this chapter is only focusing on balance mode.

## Switching frequency

Most state-of-the-art multilevel converters are based on a single switching frequency. For instance, in a flying-capacitor topology all switching devices have the same switching frequency, and they also have the same blocking voltage. In a PowerDAC, where the voltages of two adjacent cells divide by a factor two,
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Figure 4.2: Two alternative switching cells (a) the switching cell between two H-bridges (b) alternative switching cell (cross-connected cell).
more flexibility for the synthesis of waveforms is achieved if the switching frequency increases every next cell. Like the nominal capacitor voltages, the switching frequency can also be chosen. The modulation strategy presented here results naturally in a doubling of the switching frequency in every following H-bridge. Notice that when a stress-factor for cell $i$ is defined as

$$
\begin{equation*}
S_{\mathrm{f} i}=k_{1} \cdot \Delta V_{i} \cdot f_{\mathrm{sw} i}+k_{2} \cdot I_{i}^{2} \tag{4.8}
\end{equation*}
$$

where $f_{\text {sw } i}$ is the switching frequency, $I_{i}$ the current, and $k_{1}, k_{2}$ constants, then this stress-factor remains constant for all cells.

## Switching cells

In the PowerDAC, H -bridges are connected in series, which results in the switching cell that is shown in Figure 4.2(a). Other cell configurations are, however, also possible. An example is the so-called cross-connected cell, proposed in [20], and shown in Figure 4.2(b). Similar to the H-bridge cell, the cross-connected cell has the ability to connect the capacitors to each other in four different ways. When only two of the four ways are used, that is, when for instance the two top switches are switching simultaneously the switching cell reduces to a flyingcapacitor switching cell. It shows again, as mentioned in Chapter 3, the close relation between the flying-capacitor multicell topology and the PowerDAC topology.

### 4.3 Modulation strategy - open loop

In this section a modulation or open-loop control method is proposed for the PowerDAC. This modulation scheme can be seen as an alternative to the already existing carrier methods (demonstrated in section 3.2.1) for the generation of a multilevel PWM waveform. For multilevel PWM, the modulation strategy is influenced by the selection of the voltage levels. For instance, when the same modulation strategy is applied which is most commonly applied in the flying-capacitor topology (PSCPWM), a natural balancing occurs, and the voltage difference between the cells will be equal to $\frac{V_{s}}{N}$.

Figure 4.3 shows the basic principle of the modulation strategy. In this example a waveform with a normalized voltage of 0.875 is created. As can be seen, both the voltage and time axis have been normalized with respect to the supply voltage $V_{\mathrm{s}}$ and switching period $T_{\mathrm{sw}}$, respectively. In Figure 4.3(a) the output voltage waveform of the main amplifier is depicted. The square-wave of Figure 4.3(a) can be "corrected" by adding another square-wave (shown in Figure 4.3(b)), resulting in the waveform shown in Figure 4.3(c). When comparing the output waveform with the original waveform created by the main amplifier it can be seen that the possible number of levels is increased from two to three. In other words, the amplitude of the square-wave is half the amplitude of the voltage created by the main amplifier. In addition, the effective output switching frequency is twice the switching frequency of the switching devices in the main amplifier.

The modulation strategy as just described can easily be extended for additional correction amplifiers. For instance, the output waveform of the second correction amplifier is shown in Figure 4.3(e). Note that the switching frequency of this second amplifier needs to be twice the switching frequency of the first cell. Also, the capacitor voltage of this cell is one-fourth of the input voltage. It can be seen, again, that the effective frequency of the output voltage has been doubled and that the voltage amplitude has been decreased by a factor two. In other words, the number of possible voltage levels has again been doubled.

The generation of the multilevel waveform in this manner has the disadvantage that sometimes multiple switching devices need to switch simultaneous to jump from one voltage level to another. In the waveforms of Figure 4.3 it can hardly be seen, because the switching edges lie exactly on top of each other. In practice, this simultaneous switching will cause spikes, because noise, jitter and dead time cause small differences between the switching instants and switching transition waveforms will not perfectly cancel each other. This is, however, a well-known issue in asymmetric series-connected H -bridge topologies, and therefore not a


Figure 4.3: Waveforms of basic modulation scheme for a PowerDAC with 2 correction amplifiers.
direct consequence of the proposed modulation strategy.
As an aside, the creation of the three-level voltage waveform of one of the H bridge correction cells can be done in two ways, because there are two possibilities for creating the zero-voltage vector. Either by enabling the two top switches or the two bottom switches. The difference between the two methods becomes important when the dynamic modification of the duty cycles is included in the modulation scheme. Furthermore, it should be mentioned that the switching function of the first correction cell can be set equal to the switching function of the main amplifier (refer to Figure 4.1 and set $q_{0}=q_{1}$ ). As a result, these switching cells can be merged, eliminating two switching devices, and the main amplifier and first correction amplifier become a flying-capacitor cell.

The entire converter can easily be expanded by adding extra correction cells. With the proposed modulation scheme, for every extra cell the number of levels and the effective switching frequency doubles. In general, the number of levels amounts to $2^{M}+1$ and the effective switching frequency is increased to $2^{M}$. Compared to other single-source multilevel converters this is a significant advantage, as conventional multilevel converters, like the MMC or flying-capacitor converter, scale linearly in terms of number of levels and frequency when adding extra switches.

### 4.3.1 Calculation of the duty cycles

One may have noticed that the duty cycles (which will be denoted by $d$ ) for the various switching legs are not all the same. So, given a reference value, first, the nominal values of the duty cycles for all switching legs need to be calculated. The nominal value of the duty cycle of the main amplifier is simply the reference value, and its control is similar to a conventional two-level amplifier. For the correction amplifiers different duty cycles are required. Since the correction amplifier consists of two switching legs, two duty cycles need to be calculated. When no balancing is applied these duty cycles will be the same, such that the H -bridge on average creates zero voltage. However, when balancing is required, these duty cycles will be slightly different. Furthermore, the carriers of the PWM of the two switching legs are always $180^{\circ}$ out of phase. This phase is not changed, because it defines the symmetry axis of the PWM waveforms.

In the previous subsection it has been mentioned how there are two methods by which the H-bridge cells can be controlled. For the first correction cell one can either choose to use the duty cycle $d$ again or to use $(1-d)$. For the second cell, the duty cycle needs to be doubled, because the cycle time has been halved. As a result, for the second amplifier $2 d$ or $2(1-d)$ is used. When the duty cycle exceeds 1 , the modulo operation is used. So, in general, the nominal duty cycle for the $n^{\text {th }}$ correction amplifier is $d_{n} \bmod (n d, 1)$ or $d_{n}=\bmod (n(1-d), 1)$.

It should be mentioned that the modulator of the correction amplifiers has a different configuration in different sections. Therefore, first, the different areas should be recognized for each cell. As an example, when two correction amplifiers are used, two sections can be defined: $d_{0}>0.5$ and $d_{0}<0.5$. Then, for each section the phase-shift of the carriers is either $0^{\circ}$ or $180^{\circ}$. Another possibility is to invert the output in the different sections instead of changing the phase-shift. A special case is the situation in which $d_{0}=0.5$. Since the first correction amplifier is already exactly canceling the voltage, creating an approximate dc voltage, the correction of other amplifiers is not necessary anymore. Therefore, for these cells $d=0$ or $d=1$ holds.

### 4.3.2 Alternative modulator

To overcome the determination of sections, an alternative method for the creation of the PWM is to use alternate phase-disposition PWM (see section 3.2.1). That is, not to change the duty cycle or phase-shift, but to modify the carrier and to define multiple carriers stacked on top of each other. To be more specific, for each


Figure 4.4: Generic modulator for the correction cells.
cell multiple carriers (carrier modulators) are introduced, of which the number depends on the cell number. For the second correction cell two carrier modulators with double frequency and half amplitude should then be used, for the third correction cell four carrier modulators are used and so on. A generic modulator results, which is shown in Figure 4.4. It should be noted that the output of even modulators (counting from top to bottom) is inverted.

When applying this method, the same duty cycle is applied to all modulators, and the resulting PWM waveforms are summed together. The resulting (sum) PWM waveform will have an offset which needs to be removed, assuming that it is desired to have a PWM waveform that switches between 0 and 1 . An additional advantage of this alternative modulator is that it allows a continuous reference and also a natural-sampled PWM output can, therefore, be created.

### 4.4 Modulation strategy - closed-loop balancing

One of the major challenges in series multicell topologies is the balancing of the capacitor voltages. The proposed single-source multilevel topology and its modulation scheme can only be successful if the converter is able to balance its capacitors under all load conditions and for all modulation indexes. Similar to a flyingcapacitor topology, the open-loop modulation scheme described in the previous section shows a natural balancing behavior when a resistive load is used. With an inductive load, both the balancing time-constants and steady-state capacitor voltages are changed. For the PowerDAC, the capacitor voltages can even become unstable with a high-inductive load. Closed-loop balancing is, therefore, for this topology and modulation scheme a requirement.

For now, two possible balancing fixed-frequency modulation schemes are distin-
guished. Either the modulation sequence or the switching transitions are fixed for any given reference. When the transitions are fixed, the optimal state of the converter at each transition is determined by a controller. This can be implemented in multiple ways. One method would be by selecting the optimal switching state given the sign of the voltage error of all the capacitors. Another method would be a space-vector based modulation algorithm, in which the optimal switching states are also chosen given the voltage error. Such balancing controllers have a very heuristic or hysteresis-like behavior.

In the method proposed here, the modulation sequence is fixed, and the transitions are not. Fundamentally, the approach of all methods is identical, because they are all based on using redundant states of the converter. In other words, under nominal conditions, the switching patterns of these methods is identical. It should be stressed, however, that in this case the redundant states are not selected to correct for voltage deviation, instead, the pattern is designed in such a way that these states are always applied. Slight modifications in the duty cycle cause an internal energy flow among the correction amplifiers, and this flow is used to balance the capacitor voltages. It is this second method, and the basic calculations for the duty cycles to control the unbalance, which is explained in the following sections.

As a start, the nominal waveforms which are created by the correction amplifiers are investigated. These are shown in Figure 4.3(b) and Figure 4.3(e). Every switching cycle the waveform is symmetric around zero and, therefore, the mean of this waveform is also always zero, independent of modulation index or capacitor voltage. This is an important observation, as an unbalanced capacitor voltage is not influencing the average output voltage. In contrast to, for instance the supply voltage or supply voltages in symmetric series-connected H-bridges, of which an unbalance will influence the average output voltage.

Note that the same reasoning can be applied to any other distortion that is symmetrical within one switching cycle. An exception, however, is for instance distortion due to dead time, which results in a voltage error that is depending on the output current polarity. For the main amplifier the distortion due to blankingtime results in similar distortion as in conventional two-level power amplifiers and its effects and solutions are well-described [132,134]. For the correction amplifiers the blanking-time distortion leads to two negative effects. First, since the current, during the blanking time, can flow through both the diode as well as through the dc-link capacitor of that particular correction cell, the correction amplifier will produce a non-zero average output voltage. As a result, this non-zero voltage affects the output voltage. The second effect is that the capacitor can get unbalanced. Interestingly, a closed-loop balancing controller compensates for the
unbalance, thereby, also compensates for the error created by blanking time.
Furthermore, with a constant output current, the average capacitor voltage remains constant. However, if the current is not constant and contains harmonics of the switching frequency, the capacitor voltage can become unbalanced. To be more precise, uneven harmonics of the current through the capacitor will not affect the capacitor voltage, but even harmonics will. These even harmonics can lead to a different equilibrium point up to the case that the system becomes unstable. Consequently, it is required to measure the capacitor voltage and slightly adjust the duty cycle of the various switching cells to keep the capacitor voltages balanced.

To illustrate this, first, it is demonstrated what happens with the output voltage if one of the capacitors is unbalanced. Two situations are now investigated for the PowerDAC configuration with two correction amplifiers:

- Case 1: Correction amplifier 1 slightly unbalanced
- Case 2: Correction amplifier 2 slightly unbalanced

Additionally, it is explained what the corrective action should be. When multiple capacitors are unbalanced the corrective action is simply the superposition of the individual corrective actions.

Suppose the (normalized) capacitor voltage of the first correction cell is slightly unbalanced and amounts to, for instance, 0.4 instead of 0.5 , then this unbalance will have its effect on the output voltage waveform. As a result, the voltage will jump from 1 to 0.6 back to 1 and then to 0.4 in one switching cycle, as shown in Figure 4.5(c). Despite the unbalance of the capacitor, still, the right amount of volt-seconds is created. However, the fundamental switching frequency harmonic will be present in the output voltage.

To adjust the unbalance of 0.1, during one switching cycle, or more switching cycles, the positive pulse of the H-bridge waveform should be made slightly shorter and the negative pulse slightly longer, such that on average the cell has created a negative voltage and absorbed power. Inevitably, this change will have its consequences on the output voltage. Therefore, an adjustment of the duty cycle of the main amplifier is also required. Furthermore, for the minimization of the distortion in the output voltage waveform, it is desired that when a transition between two voltage levels requires multiple switching transitions, that these transitions occur simultaneously. In Figure 4.5 an unbalance in correction amplifier 1 and the applied correction is visualized, in Figure 4.6 similar waveforms are shown for the situation that the capacitor in correction amplifier 2 is unbalanced.


Figure 4.5: Waveforms of basic modulation scheme for a PowerDAC with 2 correction cells and in which the capacitor voltage of correction amplifier 1 is slightly unbalanced.


Figure 4.6: Waveforms of basic modulation scheme for a PowerDAC with 2 correction cells and in which the capacitor voltage of correction amplifier 2 is slightly unbalanced.

When implementing the balancing algorithm, and adjusting the duty cycles, some limitations need to be addressed. As has been mentioned before, an unbalance has in principle no effect on the output voltage (that is, the volt-seconds of one cycle of the fundamental switching frequency remains unchanged). However, when the PWM is adjusted for correction, this statement is not valid anymore. As a starting point, here, the balancing PWM adjusts only in such a way that this feature remains true assuming nominal constant voltages. It means, for instance, that limits have to be set on how much the duty cycles can be changed. In chapter 5 a more detailed analysis of unbalanced capacitor voltages is performed, where the focus of attention will be on the decoupling of the controllers.

### 4.4.1 Adjusting duty cycles

The balancing method is a closed-loop control method. It means that the voltages are measured, the error (i.e. the voltage with respect to its nominal value) is calculated and a compensator is used to bring this error to 0 . The compensator is thus generating a setpoint $u$ (defined between $[-1,1]$ ) and here it is described how the PWM modulator adjusts the PWM waveforms. The explanation starts with Figure 4.5 and 4.6 , where it is shown how an unbalance in the capacitor voltage influences the output voltage. Also, the pulse pattern is shown that is required to compensate for this error. As a result of the compensation, the resulting intermediate sum voltage changed, as it is not symmetrical anymore. Therefore, it is necessary that all the following correction amplifiers slightly change their pulse patterns.

This problem can be solved in two ways, either one chooses to calculate two duty cycles, one for the first cell and one for the second cell, or one calculates a phaseshift for the carrier. Both methods have the same result and it depends on the implementation environment which method is the most suitable. First, a duty cycle adjustment is explained, then, in the next section a phase-shift correction is described.

The duty cycle for the main amplifier $d_{0}$ can be calculated with

$$
\begin{equation*}
d_{0}=\frac{1}{2}+\frac{1}{2} u_{v_{\text {out }}}-u_{V_{C_{1}}}-u_{V_{C_{2}}} \tag{4.9}
\end{equation*}
$$

where $u_{V_{C_{1}}}$ and $u_{V_{C_{2}}}$ denote the requested correction of the compensator. From 4.9 it can already be seen that there is a limit on the values of $u_{V_{C_{1}}}$ and $u_{V_{C_{2}}}$, because the duty cycle value $d_{0}$ is limited to $[0,1]$. For that reason, an additional
algorithm is required to prevent exceeding the maximum borders. The duty cycle of the first correction amplifier can be calculated by using

$$
\begin{align*}
& d_{11}=\frac{1}{2}+\frac{1}{2} u_{v_{\text {out }}}-u_{V_{C_{1}}}-u_{V_{C_{2}}} \\
& d_{12}=\frac{1}{2}+\frac{1}{2} u_{v_{\text {out }}}+u_{V_{C_{1}}}-u_{V_{C_{2}}} \tag{4.10}
\end{align*}
$$

where $d_{11}$ refers to the duty cycle of the left leg of the correction amplifier. Note that this duty cycle is identical to the duty cycle of the main amplifier. For the second correction cell 4 duty cycles can be defined:

$$
\begin{align*}
& d_{311}=\left\|u_{v_{\text {out }}}\right\|+u_{V_{C_{1}}}-u_{V_{C_{2}}} \\
& d_{312}=\left\|u_{v_{\text {out }}}\right\|-u_{V_{C_{1}}}-u_{V_{C_{2}}} \\
& d_{321}=1-\left(\left\|u_{v_{\text {out }}}\right\|+u_{V_{C_{1}}}+u_{V_{C_{2}}}\right) \\
& d_{322}=1-\left(\left\|u_{v_{\text {out }}}\right\|-u_{V_{C_{1}}}+u_{V_{C_{2}}}\right) \tag{4.11}
\end{align*}
$$

then alternately the duty cycle is $d_{311} / / d_{312}$ for the right switching leg and $d_{321} / / d_{322}$ for the left switching leg. With the definition of the duty cycles as such, the value for the right switching leg needs to be inverted.

### 4.4.2 Adjusting phase-shift

While a slight deviation of the capacitor voltage results in a slight modification of the duty cycle in that particular cell, it will result in phase-shifted pulses in the other cells. To counteract this phase-shift the most logical solution is to apply a phase-shift correction in the other correction cells (instead of alternating the duty cycles). This can be seen as an alternative solution for ensuring simultaneous switching. Instead of alternating the duty cycles as in (4.11) of the faster stages, the phase-shift is alternated. The equations in (4.11) change into

$$
\begin{align*}
& d_{31}=\left\|u_{v_{\text {out }}}\right\|-u_{V_{C_{2}}} \\
& d_{32}=1-\left(\left\|u_{v_{\text {out }}}\right\|+u_{V_{C_{2}}}\right) \tag{4.12}
\end{align*}
$$

and an offset is defined as

$$
\begin{align*}
& \phi_{1}=2 \pi u_{V_{C_{1}}} T_{\mathrm{s}} \\
& \phi_{2}=-2 \pi u_{V_{C_{1}}} T_{\mathrm{s}} \tag{4.13}
\end{align*}
$$

The modulator of the second correction amplifier changes, because a phase-shift $\phi$ needs to be applied. Also in this case $\phi$ alternates between $\phi_{1}$ and $\phi_{2}$. The calculation for the duty cycle of the main amplifier and the first correction amplifier are the same as described in the previous section.

### 4.4.3 Limiting the adjustments

The amount of correction which can be applied to the duty cycles is limited. That is because the first priority of the generated PWM signals is to generate the correct amount of volt-seconds of the output voltage. The reference controller may not be influenced by the balancing controllers. As mentioned before, it should be prevented that the duty cycles become too large or too small. For $0.5 \leq u_{v_{\text {out }}} \leq 1$ the following conditions hold

$$
\begin{align*}
\left\|u_{V_{C_{1}}}\right\|+\left\|u_{V_{C_{2}}}\right\|+u_{v_{\text {out }}} & \leq 1 \\
\left\|u_{V_{C_{1}}}\right\|+\left\|u_{V_{C_{2}}}\right\| & \leq u_{v_{\text {out }}}-0.5, \tag{4.14}
\end{align*}
$$

and for $0 \leq u_{v_{\text {out }}} \leq 0.5$,

$$
\begin{align*}
\left\|u_{V_{C_{1}}}\right\| & \left\|u_{V_{C_{2}}}\right\|-u_{v_{\text {out }}}
\end{align*} \leq 0
$$

If the output of the compensator is too high, the corrective actions should be limited, otherwise, unwanted phenomena could appear. Limiting or saturating the corrective actions basically results in a temporarily lower gain. These equations show that a duty cycle of 0.5 is problematic, because at this duty cycle the capacitors cannot be balanced. The equations force the corrective action to be 0 . The same holds for duty cycles of exactly 0 or 1 .

These equations also show that when multiple corrections are requested a problem occurs, as an additional equation is required to choose how to saturate or limit. This problem can be solved in multiple ways, for instance, by setting priorities. In other words, first, capacitor 2 is balanced, then capacitor 1. Another solution is to limit by ratio, although the calculation of this solution contains a division, of which the calculation time can be costly.

### 4.5 Basic comparison with other multicell topologies

Comparing two power converter topologies is often seen as a difficult task, since many aspects are involved. Here, the purpose of the comparison is to reveal the strengths and weaknesses of the PowerDAC approach with respect to other multicell approaches. For this purpose a basic comparison is sufficient and a fully detailed comparative analysis is only necessary to find out the exact numbers of certain performance criteria (i.e. efficiency, size, cost etc..). The PowerDAC topology will be compared to a flying-capacitor topology, as the flying-capacitor topology is most similar to the PowerDAC topology, and the focus of attention is set on the most relevant differences, the stress of the switching devices and the size of the capacitors.

When comparing two topologies one aspect or parameter needs to be set equivalent. Here, it is chosen to fix the characteristics (the number of levels and the effective switching frequency) of the output voltage waveform. In other words, we pretend that the converter is a "black box" and define the behavior at the output terminals to be as close as possible. Subsequently, two aspects are highlighted. First, the number of switching devices and the stress that is experienced by these devices. And, secondly, the total capacitance and stored energy of the capacitors.

### 4.5.1 Switching devices and stress-factor

In the PowerDAC topology the voltage levels have been chosen in such a way that a high number of levels can be created. With the addition of only four switching devices the number of levels is doubled. Not surprisingly, compared to a flying-capacitor topology, the number of switching devices is significantly lower, especially for a high number of levels. In Figure 4.7(a), the number of switching devices is plotted with respect to the number of voltage levels.


Figure 4.7: Graph of comparison between (a) number of switching devices and (b) stress factor as function of the number of levels for a flying-capacitor topology and the PowerDAC topology.

It should be noted that only looking to the number of devices can be misleading. For a more realistic comparison, a compensation is added for the voltage the switch needs to block, the current the device needs to conduct and the switching frequency of the device. Therefore, for a fair comparison, for each of the switching devices in both topologies the switch stress should be calculated. This stress has been defined in (4.8) and it gives an approximate indication for the total amount of losses in the switching devices, hence it is defined as "stress". Since the current has to flow in all states either through the top or bottom switch in each switching leg, this component is, in this comparison, not relevant, and is therefore neglected. The total switch stress in the converter is then given by

$$
\begin{equation*}
S_{\mathrm{ft}}=\frac{1}{\left(N_{\mathrm{t}}-1\right) f_{\mathrm{sw}} V_{\mathrm{s}}} \sum f_{\mathrm{sw} i} V_{\mathrm{bl} i} \tag{4.16}
\end{equation*}
$$

where $V_{\mathrm{bli}}$ denotes the blocking voltage of the switch. It can be seen that the total switch stress is normalized with respect to the supply voltage and the effective output frequency. The total switch stress is plotted in Figure 4.7(b) for $\left(N_{t}-\right.$ 1) $f_{\mathrm{sw}}=40 \mathrm{kHz}$ and $V_{\mathrm{s}}=100 \mathrm{~V}$. From this graph the comparison gets a very different perspective. This result can be explained by "ineffective switching". While in the flying-capacitor topology each switching actions leads to a transition to an adjacent voltage level, in the PowerDAC sometimes two or more switches need to switch simultaneously (as was explained in section 4.3).

### 4.5.2 Capacitors

Also the applied capacitors experience a stress and the resulting stress translates into the total capacitance which is required in the converter. Again, simply comparing the number of capacitors leads to a dubious result. The total capacitance of both converters can be compared in terms of the total energy storage of the capacitors which is required to guarantee a certain voltage ripple. First, the size of the required capacitive storage of the various cells is calculated. For the PowerDAC topologies the capacitance can be calculated by using

$$
\begin{equation*}
C_{i}=\frac{I_{\mathrm{out}}}{2 \tilde{V}_{C_{i}} f_{\mathrm{sw} i}} \tag{4.17}
\end{equation*}
$$

For the flying-capacitor

$$
\begin{equation*}
C_{i}=\frac{I_{\mathrm{out}}}{(M+1) \tilde{V}_{C_{i}} f_{\mathrm{sw} i}} \tag{4.18}
\end{equation*}
$$

in which $\tilde{V}_{C_{i}}$ denotes the worst-case peak-to-peak voltage ripple. Note that by using (4.18) the required capacitance for all capacitors in the flying capacitor topology is the same, while the capacitance in the PowerDAC topology has different values in each cell, because of the different switching frequencies. In Figure 4.8(a) the total capacitance in both converters is shown, which is approximately equal for both topologies. The resulting capacitance can now be used to estimate the total capacitor energy, which is related to the total volume of capacitors in the converter. The sum of the stored energy of all capacitors is

$$
\begin{equation*}
E=\sum \frac{1}{2} C V^{2} . \tag{4.19}
\end{equation*}
$$

The total energy storage is shown in Figure 4.8(b). As shown, the stored energy for the PowerDAC is approximately two times smaller than for the flyingcapacitor converter.

### 4.5.3 Discussion

Based on the basic comparison it can be concluded that the strength of the PowerDAC compared to the flying-capacitor topology is that it requires fewer components (switching devices/capacitors) to generate a certain waveform. However, fewer


Figure 4.8: Graph of comparison between (a) total capacitance and (b) total stored energy in the capacitors as function of the number of levels for a flying-capacitor topology and the PowerDAC topology.
devices comes at the cost of "ineffective" switching in the PowerDAC. This "ineffective" switching can be qualified as resulting in a higher total switch stress in the converter. On the other hand, the higher switching frequency is beneficial internally, as the total energy in the capacitors is lower.

### 4.6 Simulation results

In this section the modulation method for the PowerDAC as proposed in this chapter is demonstrated. The circuit diagram of the simulated topology is shown in Figure 4.9 and the main parameters are shown in the Table 4.1. The topology consists of one main amplifier and two correction amplifiers, and, as explained in section 4.3, the main amplifier and first correction amplifier can be combined into a single stage. This simulated topology is the one that is also used to obtain the experimental results in Chapter 7. Detailed information about the experimental setup can be found in Appendix C.

All simulation models are built in Matlab/Simulink [88] in combination with the tool PLECS [118]. With the exception of the first simulation result, the simulation models have been set up in such a way as if they were implemented on a microcontroller. It means, for instance, that in the simulation C-scripts are used, which are identical to the C-code that is implemented on the experimental setup. The


Figure 4.9: Circuit diagram of full-bridge PowerDAC.

Table 4.1: Simulation parameters.

| Parameter | Description | Value | Unit |
| :---: | :---: | :---: | :---: |
| Power Stage |  |  |  |
| $f_{\mathrm{mc}}$ | Microcontroller frequency | 100 | $[\mathrm{MHz}]$ |
| $f_{\mathrm{sw} 1}$ | Switching frequency | 96 | $[\mathrm{kHz}]$ |
| $f_{\mathrm{sw} 2}$ | Switching frequency | 192 | $[\mathrm{kHz}]$ |
| $V_{s}$ | Supply voltage | 60 | $[\mathrm{~V}]$ |
| $C_{x 1}, C_{x 2}$ | Correction cell capacitor | 100 | $[\mu \mathrm{~F}]$ |
| Load |  |  |  |
| $R$ | Load resistance |  |  |
| $L$ | Filter inductance | 15 | $[\mu \mathrm{H}]$ |
| $C_{\mathrm{H}}$ | Filter capacitance | 1 | $[\mu \mathrm{~F}]$ |
| $C_{\mathrm{g}}$ | Filter capacitance | 0.1 | $[\mu \mathrm{~F}]$ |
| $R_{\mathrm{g}}$ | Damping resistor | 18 | $[\Omega]$ |

following aspects are, therefore, taken into account:

- Resolution or time-quantization of the PWM and measured signals (9-bit).
- Sampling of the reference with an update frequency of 96 kHz .
- A one-cycle delay on both the reference and measured signals.

The topology itself and other hardware components, however, are considered ideal. No nonlinear effects, such as blanking time or parasitic components have been added.

### 4.6.1 The ideal PowerDAC and the influence of capacitors

In the first simulation the PowerDAC in combination with natural-sampled PWM and a purely resistive load is presented. It aims to demonstrate the influence of using capacitors for creating the voltage levels on the harmonic spectrum and a comparison is made between a PowerDAC with capacitors and a PowerDAC with ideal voltage sources. In this simulation the reference is a 1 kHz sine-wave and in Figure 4.10(a) the ideal (multilevel) voltage waveform of a PowerDAC is shown. Usually, when simulating, spikes occur at some of the switching events, due to simultaneous switching. In a simulation that is because of numerical errors, however, for the sake of clarity, these spikes have been removed. In practice, these spikes occur more often as the switching devices are not ideal and rise-times are finite. In Figure 4.10(c) the spectrum of this waveform is shown. For an ideal PowerDAC the first harmonics occur at the effective switching frequency (in this case 384 kHz ), which is outside the scope of this graph.

In Figure 4.10 (b) the voltage waveform is shown when capacitors ( $100 \mu \mathrm{~F}$ ) are used. It is very hard to notice any difference in the time domain, although a ripple is present on the voltage levels. The difference is better visualized when evaluating the spectrum, and the result is shown in Figure 4.10(d). It can be seen that harmonics are now present at the (internal) switching frequency. Also, some baseband harmonics appear, because the ripple magnitude is correlated with the input reference. A solution for reducing these harmonics is to increase the capacitance of the correction amplifiers, and thereby lowering the peak-topeak ripple.


Figure 4.10: The switched output voltage and its spectrum (natural-sampled): (a) Voltage waveform with sources (b) Voltage waveform with capacitors (c) Spectrum of voltage waveform with sources (d) Spectrum of voltage waveform with capacitors.


Figure 4.11: Simulation result of capacitor natural balancing showing (a) capacitor ( $C_{\mathrm{A} 1}$ and $C_{A 2}$ ) voltage with initial offset, and (b) capacitor ( $C_{A 1}$ and $C_{A 2}$ ) voltage in steady-state (zoomed).

### 4.6.2 Natural balancing of capacitors

For the next simulation regular-sampled PWM is used (i.e. to obtain a more realistic simulation of the digital implementation). The purpose of this simulation is to demonstrate the behavior of the capacitor voltages when using open-loop modulation. With the filter and load parameters of Table 4.1 the PowerDAC shows, similar to flying-capacitor converters, a natural balancing phenomenon. In other words, with an initial offset in the capacitor voltages, over time, the voltages tend to go to a certain steady-state value. From Figure 4.11 it can be seen that the timeconstants however are quite long. Also, the steady-state voltage is not the desired nominal voltage and a considerable offset is noticed, especially in the capacitor voltage of correction amplifier 2. It should be mentioned that when an inductive load is used (or when the parasitic inductance of the output resistor is taken into account), the offset can be worse and it is even possible to destabilize the converter such that the capacitor voltage in a correction amplifier keeps rising.


Figure 4.12: Simulation result of capacitor closed-loop balancing: (a) Capacitor ( $C_{\mathrm{A} 1}$ and $C_{A 2}$ ) voltage with initial offset (b) capacitor ( $C_{A 1}$ and $C_{A 2}$ ) voltage in steady-state.

### 4.6.3 Closed-loop balancing

Based on the previous simulation result it can be concluded that for the PowerDAC closed-loop capacitor voltage balancing is a requirement. It is also advised to include hardware over-voltage protection in a practical implementation.

The result of the modulation scheme proposed in this chapter is shown in Figure 4.12. Notice that balancing of the capacitor voltages occurs much faster and that the desired nominal value is almost reached. Here, the controller is simply a gain, and therefore a small offset is still present. If desired, this small offset can be removed by including an integral action in the controller. Furthermore, due to the resolution of the microcontroller, limit cycles may be present, where the correction shows a repetitive pattern.

The reason for the not-so-fluent transient is the changing reference and limitation of the possible correction. It should be noted that in steady-state the control action for balancing only occasionally amounts to 1 or 2 microcontroller counts, which means that the deviation of the pulse placement from nominal is minimal.

To conclude, the filtered output voltage of the PowerDAC is shown in Figure


Figure 4.13: Simulation result of capacitor closed-loop balancing: (a) Filtered output voltage and (b) harmonic spectrum of filtered output voltage.
4.13(a) and the harmonic spectrum of this waveform is shown in Figure 4.13(b). The spectrum can be compared with Figure 4.10(d), and the additional harmonics which are visible now are thus mostly caused by sampling and quantization distortion.

### 4.6.4 Unipolar and bipolar switching

Since the PowerDAC that has been simulated has a full-bridge configuration, two types of switching patterns can be distinguished. Similar to two-level switching, unipolar and bipolar switching can be applied. For multilevel, it means that for unipolar switching a phase-shift of $180^{\circ}$ compared to the effective switching frequency needs to be added. The results are shown in Figure 4.14, and it can be seen that with unipolar switching a 9-level output voltage can be created. A disadvantage of the unipolar switching approach is the resulting common-mode voltage. It should be mentioned that closed-loop balancing introduces a common-mode voltage as well, also with bipolar switching. That is because closed-loop balancing changes the pulse pattern and this results in slightly different pulses between the two phases.


Figure 4.14: Output voltage when using (a) unipolar switching and (b) bipolar switching.

### 4.6.5 Dead time

Dead time is a well-known distortion effect in power amplifiers. Not surprisingly, similar to conventional two-level approaches, dead time also has effect on the output waveform quality in the PowerDAC topology. For the analysis, it is important that a distinction is made between the main and correction amplifiers. For the main amplifier the distortion mechanism is identical to a conventional switching leg. In other words, during the blanking time, the switch node voltage will clamp, depending on the direction of current, to the positive or negative supply rail. When the main amplifier is a flying-capacitor converter, the dead time will result in a similar error.

For the H-bridge correction amplifiers, however, the mechanism is slightly different. This can be illustrated by means of the following simulation result. In Figure 4.15(a) the output voltage at the switch node is shown when dead time is included. It can be seen that additional spikes occur and depending on whether a positive or negative current is flowing these spikes point upward or downward. The reason is that it does not really matter what reference is applied, for both positive and negative current the path through the diodes leads to charging the capacitor voltage. The capacitor voltage will charge over time and this is shown in Figure 4.15(b) where capacitors are being balanced. It can be seen that in steady-state the capacitor voltage has a small offset. Note that in this figure a different time scale is used, and the wiggling is caused by the fact that a sinu-


Figure 4.15: Simulation result showing the effect of dead time: (a) switched output voltage (b) capacitor voltages.
soidal reference is applied. The reason why one capacitor balances first is because priorities have been set as explained in section 4.4 .3 of this chapter.

### 4.7 Summary

This chapter addresses the synthesis of the PowerDAC, a multilevel alternative in the family of series multicell converters. The PowerDAC is constructed as a series connection of a switched main amplifier and a number of switched correction amplifiers. The main amplifier is characterized by an active power supply providing the output power, while correction amplifiers contain only capacitive storage and are used to fine-tune the output voltage.

The configuration is such that each correction cell has half the voltage and twice the switching frequency of the preceding cell. It has been shown that this factor between the voltages of two adjacent cells is the maximum factor providing both uniformity of the voltage levels and sufficient redundancy for balancing the capacitor voltages. A fixed-frequency modulation scheme has been proposed by which any desired output voltage can be created while keeping the capacitor voltages balanced. Symmetry in the modulation scheme results in the property that an unbalance of the capacitor voltages only results in minimal distortion on the output voltage. Furthermore, a closed-loop method has been presented by which the capacitor voltages can be balanced.

The PowerDAC topology can easily be expanded by adding additional cells and the number of levels will grow exponentially. As such, it is possible to generate a high-quality output voltage waveform with only a limited amount of components. The main disadvantage of the topology is that it often requires simultaneous switching to jump between adjacent voltage levels. This disadvantage translates in a higher total switch stress compared to alternative solutions. Also, in practice, the switching devices have a finite switching time, and spikes can be expected. The experimental verification of the results is presented in chapter 7.
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5

# Modeling and control of series multicell converters 

"There is nothing more practical than a good theory."
(James. C. Maxwell)

### 5.1 Introduction

Series multicell converters in which capacitors are used for the creation of voltage levels are subject to two control objectives. First, the tracking of the external variable, the output voltage or current and, second, the regulation of the internal variables, the capacitor voltages. In the previous chapter it was already mentioned that without any additional measures the compensators which are responsible for these objectives may influence each other. To minimize the effects, duty cycles had to be changed and limitations were set. However, the coupling between the two compensators remains an issue that needs to be addressed. Therefore, in this chapter the analysis of closed-loop balancing and its influence on the output is extended and an in-depth analysis is performed.

To be able to do that we need to take a step back, and start with focusing on a basic three-level flying-capacitor topology (full-bridge) as shown in Figure 5.1. The main contribution of this chapter is now to present two solutions for the coupling problem. Moreover, it presents the design and implementation of two different, nonlinear and vector, closed-loop control methods for flying-capacitor power converters. In the first method the coupling between the internal voltage balancing dynamics and the external load dynamics is solved in the pulse-width modu-


Figure 5.1: Circuit diagram of a full-bridge flying-capacitor converter with two cells per leg.
lator by means of vector modulation. In the second method input-output decoupling is achieved by feedback linearization to resolve the nonlinearity caused by switching the flying-capacitor voltage state.

Closed-loop balancing control in flying-capacitor converters is a requirement. In particular for converters with a high number of voltage levels [143]. Open-loop natural balancing may not be sufficient, as for instance in [34] it has been shown how small perturbations/disturbances in combination with parasitics can lead to steady-state solutions which are undesirable. Also, in some situations it may be necessary to be able to track supply voltage variations, for example during startup of the converter, and natural balancing time-constants can be too slow. As a result, in a worst case situation it is possible that the voltages seen by the switch devices exceed their maximum.

Closed-loop control methods for flying-capacitor topologies have been proposed in for instance $[17,24,48,64,69]$. It has been noticed that, when duty cycle corrections are performed, very often the coupling between the two control tasks is neglected and superposition is used to calculate the duty cycles. In these situations, the adjustments made by the balancing controller will influence the reference controller. The coupling between the two controllers can become a serious issue, especially in applications where high accuracy and bandwidth are required. Decoupling of the two control tasks requires, therefore, special attention.

In [46] input-output decoupling by means of feedback linearization has been presented as a solution for half-bridge flying-capacitor converters, and in previous work [17] various control methods, which include linear control with vector modulation, LQR and finite-set model-predictive control have been implemented on a half-bridge flying-capacitor topology. Here, some of the methods presented earlier are applied to the full-bridge topology and new elements are included. More specifically, there will be a focus on the implementation of tools for nonlinear con-
trol design and the results are compared with vector decoupling. For that reason, this chapter is specifically focusing on the decoupling of the two control objectives, and not the eventual design of the compensator. Additionally, nonlinear tools as applied in $[2,46]$ are discussed more elaborately.

The two closed-loop control methods which are proposed achieving both control objectives are applied to a full-bridge flying-capacitor amplifier system of which the schematic is shown in Figure 5.1. The proposed methods can be extended in such a way that they can be applied to systems with more voltage levels. It should be noted that resistors $R_{\mathrm{g}}$ have been added on purpose to dampen the resonance in the frequency response of the filter. It is also possible to dampen the resonance actively, however, this is not the focus of this work. Proportional control is proposed for balancing the capacitors as the capacitors behave as a type-1 system, so the integrator in the controller is superfluous. Non-idealities in the control-loop (disturbances) may cause a small steady-state error, however, for most applications this has a negligible impact. For the output voltage control it is shown how an LQR controller can be designed - subject to a feedback linearizing coordinate transformation - containing a cost function that is minimizing the energy in the output filter.

The organization of this chapter is as follows. The modeling of the flying-capacitor topology is discussed in section 5.2. In section 5.3 the input-output decoupling by feedback linearization is explained in detail, and in section 5.4 the second method, decoupling by means of vector PWM, is explained. Section 5.5 shows how an LQR controller can be designed. In section 5.6 simulation results of the proposed control methods are presented.

### 5.2 Modeling

In this section a model is derived for the topology shown in Figure 5.1. The modeling procedure consists of a number of steps, starting with the derivation of a continuous-time switched-model. This type of model can be put in different forms and also provides the basis for the modeling used in simulation tools such as PLECS [118]. The second step is to remove the nonlinearity which is caused by the PCM-to-PWM conversion and the switching nature of the model, which can be done by using a sampled-data modeling procedure [33] or by considering only the moving average [65,99]. The latter approach is applied here. It is shown that the resulting model belongs to a particular class of nonlinear systems, a bilinear system. A linear controller can be designed when the bilinear system is linearized. A disadvantage of conventional Jacobian linearization in the symmet-
ric operating point $\left(x_{0}, \boldsymbol{u}_{0}\right)$ in which the steady-state output voltage is equal to zero is that the dynamics which are responsible for the balancing mechanism in the model are eliminated. Another disadvantage of Jacobian linearization is that the Jacobian model provides an exact representation only in the operating point, and, therefore, the control law based on linear control theory might yield unsatisfactory results in other points. For these reasons the more general approach, feedback linearization as applied in nonlinear control theory [62,108], is investigated in the following.

### 5.2.1 Averaging switched model

Consider a smooth input-affine nonlinear MIMO system with $m$ inputs, $m$ outputs and $n$ states of the form

$$
\begin{align*}
& \dot{x}=f(x)+\sum_{i=1}^{m} g_{i}(x) q_{i}  \tag{5.1}\\
& \boldsymbol{y}=\boldsymbol{h}(\boldsymbol{x}) \tag{5.2}
\end{align*}
$$

in which

$$
\begin{align*}
\boldsymbol{x} & =\left(x_{1}, \cdots, x_{n}\right)^{\mathrm{T}}, \\
\boldsymbol{f}(\boldsymbol{x}) & =\left(f_{1}(\boldsymbol{x}), \cdots, f_{n}(\boldsymbol{x})\right)^{\mathrm{T}}, \\
\boldsymbol{g}_{i}(\boldsymbol{x}) & =\left(g_{1 i}(\boldsymbol{x}), \cdots, g_{n i}(\boldsymbol{x})\right)^{\mathrm{T}} 1 \leq i \leq m, \\
\boldsymbol{h}(\boldsymbol{x}) & =\left(h^{1}(\boldsymbol{x}), \cdots, h^{m}(\boldsymbol{x})\right)^{\mathrm{T}}, \\
\boldsymbol{y} & =\left(y^{1}(\boldsymbol{x}), \cdots, y^{m}(\boldsymbol{x})\right)^{\mathrm{T}} . \tag{5.3}
\end{align*}
$$

Smooth means that all entries of $\boldsymbol{f}(\boldsymbol{x}), \boldsymbol{g}_{i}(\boldsymbol{x})$ and $\boldsymbol{h}(\boldsymbol{x})$ are assumed to be $C^{\infty}$ functions. In other words, these functions are continuous and the partial derivatives of any order exist. As a consequence, certain nonlinearities that commonly exist in power electronics systems, caused by for instance blanking-time or input saturation, which are often described by discontinuous functions, are not included in the model. Note that inputs are indexed with subscripts, and outputs with superscripts. The input of a switched system is defined as $\boldsymbol{q}(t)=$ $\left[q_{1}, \cdots, q_{m}\right]^{\mathrm{T}}$, of which the elements contain the switching functions defined as


Figure 5.2: (a) Switching sequence of open-loop modulation and (b) approximate waveforms of the state variables.

$$
q_{i}(t)= \begin{cases}1 & \text { when } S_{i \mathrm{t}} \text { is closed at time } t  \tag{5.4}\\ 0 & \text { when } S_{i \mathrm{~b}} \text { is closed at time } t\end{cases}
$$

where subscript $t$ refers to the top switch and $b$ to the bottom switch as illustrated in Figure 5.2. The switching function in (5.4) represents a PWM waveform, which can be applied to one of the switches in the power converter. To be more specific, a switching function $q_{i}$ is applied to switch $S_{i}$. A mode $\sigma$ of the system is defined as the binary interpretation of the $q$-vector, and $\sigma$ is a time-dependent function, defined as the switching law. The switching law defines the mode of the converter at each time instant. In Table 5.1 the different modes are listed for half the system, and in Figure 5.2 the $q$-functions and mode $\sigma$ are illustrated.

An averaged model can be derived from the switched model by replacing the switching functions by their moving average [65], according to

$$
\begin{equation*}
d_{i}(t)=\left\langle q_{i}\right\rangle=\frac{1}{T_{s}} \int_{t}^{t+T_{s}} q_{i} d \tau \tag{5.5}
\end{equation*}
$$

Table 5.1: Switching modes for half the topology.

| mode $\sigma$ | $q_{2} / q_{4}$ | $q_{1} / q_{3}$ | $v_{\mathrm{A}}$ | $i_{C_{1}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | $V_{\mathrm{s}}-v_{C_{1}}$ | $+i_{\text {out }}$ |
| 2 | 1 | 0 | $v_{C_{1}}$ | $-i_{\text {out }}$ |
| 3 | 1 | 1 | $V_{\mathrm{s}}$ | 0 |

The differential equations that describe the flying-capacitor circuit shown in Figure 5.1 can be put in bilinear form [2], resulting in a state-space model of the converter topology according to

$$
\begin{align*}
& \dot{x}=\mathbf{A} \boldsymbol{x}+\sum_{i=1}^{m}\left(\mathbf{B}_{i} x+\mathbf{b}_{i}\right) \cdot d_{i} \\
& \boldsymbol{y}=\mathbf{C} \boldsymbol{x}, \tag{5.6}
\end{align*}
$$

in which the state and input vector are defined as

$$
\begin{aligned}
\boldsymbol{x} & =\left[v_{\mathrm{C}_{\mathrm{A} 1}}, i_{L_{\mathrm{A}}}, v_{\mathrm{C}_{\mathrm{gA}}}, v_{\mathrm{C}_{\mathrm{B} 1}}, i_{L_{\mathrm{B}}}, v_{\mathrm{C}_{\mathrm{gB}}}, v_{\mathrm{C}_{\mathrm{H}}}\right]^{\mathrm{T}} \\
\boldsymbol{u} & =\left[d_{1}, d_{2}, d_{3}, d_{4}\right]^{\mathrm{T}} .
\end{aligned}
$$

The averaged model is not exact for bilinear models due to the multiplication of inputs and states [132], however, it is a sufficiently accurate for the purpose of this chapter. The system matrices can be derived by applying Kirchhoff's laws to the switching circuit, resulting in

$$
\mathbf{A}=\left[\begin{array}{ccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{5.7}\\
0 & \frac{-R_{g}}{2 L} & \frac{-1}{2 L} & 0 & \frac{-R_{g}}{2 L} & \frac{-1}{2 L} & \frac{-1}{2 L} \\
0 & \frac{1}{2 C_{g}} & \frac{-1}{2 C_{g} R_{g}} & 0 & \frac{1}{2 C_{g}} & \frac{1}{2 C_{g} R_{g}} & \frac{1}{2 C_{g} R_{g}} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{-R_{g}}{2 L} & \frac{-1}{2 L} & 0 & \frac{-R_{g}}{2 L} & \frac{-1}{2 L} & \frac{1}{2 L} \\
0 & \frac{1}{2 C_{g}} & \frac{-1}{2 C_{g} R_{g}} & 0 & \frac{1}{2 C_{g}} & \frac{-1}{2 C_{g} R_{g}} & \frac{-1}{2 g_{g} R_{g}} \\
0 & \frac{1}{2 C_{\mathrm{H}}} & \frac{-1}{2 C_{\mathrm{H}} R_{g}} & 0 & \frac{1}{2 C_{\mathrm{H}}} & \frac{-1}{2 C_{\mathrm{H}} R_{g}} & \frac{-\left(R+2 R_{\mathrm{g}}\right)}{2 C_{\mathrm{H}} R_{g} R}
\end{array}\right]
$$

$$
\left.\begin{array}{c}
\mathbf{B}_{1}=\mathbf{B}_{2}=\left[\begin{array}{ccccccc}
0 & \frac{1}{C_{1}} & 0 & 0 & 0 & 0 & 0 \\
-\frac{1}{L} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] \\
\mathbf{B}_{3}=\mathbf{B}_{4}=\left[\begin{array}{lllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{C_{1}} & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{L} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] \\
\mathbf{b}_{2}=\mathbf{b}_{4}=\left[\begin{array}{l}
0
\end{array}\right]  \tag{5.10}\\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right], \mathbf{b}_{1}=\left[\begin{array}{l}
0 \\
\frac{V_{s}}{L} \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right], \mathbf{b}_{3}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
\frac{V_{s}}{L} \\
0 \\
0
\end{array}\right] .
$$

It can be seen that $f(x)$ in (5.1) is equal to $\mathbf{A x}$ in (5.6), in which $\mathbf{A}$ is a constant matrix only depending on system parameters. The input vector functions are given by $g_{i}(\boldsymbol{x})=\left(\mathbf{B}_{i} \boldsymbol{x}+\mathbf{b}_{i}\right)$. As it is desired to regulate the capacitor voltages and to track the output voltage, references need to be defined

$$
\boldsymbol{y}_{\mathrm{ref}}=\left[\begin{array}{c}
v_{\mathrm{C}_{\mathrm{A} 1}}^{*}  \tag{5.11}\\
v_{\mathrm{C}_{\mathrm{B}}}^{*} \\
v_{\mathrm{DM}}^{*} \\
v_{\mathrm{CM}}^{*}
\end{array}\right] .
$$

The output functions are defined as

$$
\boldsymbol{e}(\boldsymbol{x})=\boldsymbol{h}(\boldsymbol{x})-\boldsymbol{y}_{\mathrm{ref}}=\left[\begin{array}{c}
x_{1}  \tag{5.12}\\
x_{4} \\
x_{7} \\
x_{3}+x_{6}
\end{array}\right]-\boldsymbol{y}_{\mathrm{ref}} .
$$

Note that $h^{3}$ represents the differential mode voltage and $h^{4}$ the common-mode voltage. For the latter it should be noted that in practice the voltage at nodes A and $B$ are measured instead of the actual voltages of the capacitor voltages $C_{g}$.

### 5.3 Input-output decoupling by feedback linearization

In this section the first of two methods for decoupling the model presented in the previous section will be explained, and some tools from nonlinear control theory are introduced. In Appendix B a brief summary of the Lie Algebra meaning and notation is given. Also, the definition of relative degree and the decoupling matrix for a nonlinear MIMO system is given as it plays an important role in the following calculations. For the flying-capacitor topology the set of relative degrees is given by

$$
r=\left\{\begin{array}{l}
1  \tag{5.13}\\
1 \\
2 \\
2
\end{array}\right\}
$$

and so it is found that the total relative degree for the system is $r^{t}=\operatorname{sum}\{r\}^{T}=6$.

### 5.3.1 System transformation

The next step in finding the linearizing control law is the definition of transformed inputs

$$
\begin{equation*}
v=\left[v_{1}, \cdots, v_{m}\right]^{\mathrm{T}} \tag{5.14}
\end{equation*}
$$

The goal is to find a transformation such that the map between each newly defined input $v_{i}$ and output $y^{i}$ is linear, and, that each of the $m$ outputs is controlled
by one and only one of the inputs $v_{i}$. The latter objective is referred to as the input-output decoupling problem. In other words, with a coordinate transformation our goal is to find a diffeomorphism

$$
\left[\begin{array}{l}
\xi  \tag{5.15}\\
\eta
\end{array}\right]=\Phi(x),
$$

that creates for each of the $1 \leq i \leq m$ transformed inputs $v_{i}$ a system in Brunovsky normal form, as

$$
\begin{align*}
\dot{\zeta}_{1}^{i} & =\xi_{2}^{i} \\
\dot{\zeta}_{2}^{i} & =\xi_{3}^{i} \\
\vdots & \\
\dot{\zeta}_{r^{i}-1}^{i} & =\dot{\zeta}_{r^{i}}^{i} \\
\dot{\zeta}_{r^{i}}^{i} & =v_{i}  \tag{5.16}\\
y^{i} & =\xi_{1}^{i},
\end{align*}
$$

where $r^{i}$ is the relative degree of output $y^{i}$. In matrix notation (5.16) becomes

$$
\begin{align*}
& \dot{\boldsymbol{\xi}}^{i}=\left[\begin{array}{cccc}
0 & 1 & & 0 \\
\vdots & & \ddots & \\
0 & & & 1 \\
0 & 0 & \cdots & 0
\end{array}\right] \boldsymbol{\xi}^{i}+\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
1
\end{array}\right] v_{i} \\
& y^{i}=\xi_{1}^{i} . \tag{5.17}
\end{align*}
$$

In (5.17), $\boldsymbol{\xi}^{i}$ denotes an $r^{i}$-dimensional vector of transformed state variables and $v_{i}$ denotes the transformed input. The state variables can be combined together in a single vector, according to

$$
\begin{equation*}
\boldsymbol{\xi}=\left[\xi_{1}^{1}, \cdots, \xi_{r^{1}}^{1}, \xi_{1}^{2}, \cdots, \xi_{r^{2}}^{2}, \cdots, \xi_{1}^{m}, \cdots, \xi_{r^{m}}^{m}\right]^{\mathrm{T}} \tag{5.18}
\end{equation*}
$$

in which each of the transformed states can be calculated as

$$
\begin{equation*}
\xi_{k}^{i}(\boldsymbol{x})=L_{f}^{k-1} h^{i}(\boldsymbol{x}) \text { for } 1 \leq k \leq r^{i}, 1 \leq i \leq m \tag{5.19}
\end{equation*}
$$

Additionally, $n-r^{t}$ zero-dynamics are introduced in (5.15), as

$$
\begin{equation*}
\eta=\left[p_{1}, \cdots, p_{n-r^{t}}\right]^{\mathrm{T}} \tag{5.20}
\end{equation*}
$$

in which $p_{j}$ is a function of $(\eta, \boldsymbol{\xi})$. These zero-dynamics describe the internal behavior of the system when the input and initial conditions have been chosen in such a way that the output remains zero. The zero-dynamics are not uniquely defined and can be chosen arbitrarily as long as

$$
\begin{equation*}
L_{g_{i}} \Phi_{j}(\boldsymbol{x})=0 \text { for } 1 \leq j \leq n-r^{t}, 1 \leq i \leq m \tag{5.21}
\end{equation*}
$$

For the system defined in (5.6), the required coordinate transformation in (5.15) is found to be

$$
\begin{align*}
& \Phi(\boldsymbol{x})=\left[\begin{array}{c}
\xi_{1}^{1} \\
\xi_{1}^{2} \\
\xi_{1}^{3} \\
\xi_{2}^{3} \\
\xi_{1}^{4} \\
\xi_{2}^{4} \\
\eta
\end{array}\right]=\left[\begin{array}{c}
h^{1}(\boldsymbol{x}) \\
h^{2}(\boldsymbol{x}) \\
h^{3}(\boldsymbol{x}) \\
L_{f} h^{3}(\boldsymbol{x}) \\
h^{4}(\boldsymbol{x}) \\
L_{f} h^{4}(\boldsymbol{x}) \\
x_{3}-x_{6}-x_{7}
\end{array}\right] \\
& x_{1}-v_{\mathrm{C}_{\mathrm{A} 1}}^{*}  \tag{5.22}\\
& x_{4}-v_{\mathrm{C}_{\mathrm{B} 1}} \\
& x_{7}-v_{\mathrm{DM}}^{*} \\
&=\left[\begin{array}{c}
-\frac{R x_{6}-R x_{3}+R x_{7}+2 R_{\mathrm{g}} x_{7}-R_{\mathrm{g}} R x_{2}+R_{g} R x_{5}}{2 C_{\mathrm{H}} R_{\mathrm{g}} R} \\
x_{3}+x_{6}-v_{\mathrm{CM}}^{*} \\
\frac{x_{2}+x_{5}}{C_{\mathrm{g}}} \\
x_{3}-x_{6}-x_{7}
\end{array}\right] .
\end{align*}
$$

As mentioned before the zero-dynamics are not defined uniquely, and, here $\eta=$ $x_{3}-x_{6}-x_{7}$ is chosen, as it is related to the circular mesh voltage in the output filter involving the three capacitors.

### 5.3.2 Input-output decoupling

The relation between the transformed inputs $v$ and actual inputs $\boldsymbol{u}$ of the plant is given by

$$
\begin{equation*}
v=\mathbf{G}(x)+\mathbf{F}(x) \boldsymbol{u} \tag{5.23}
\end{equation*}
$$

Here, $\mathbf{F}(\boldsymbol{x})$ is the characteristic decoupling matrix of the system

$$
\mathbf{F}(\boldsymbol{x})=\left[\begin{array}{ccc}
L_{\boldsymbol{g}_{1}} L_{f}^{r^{1}-1} h^{1}(\boldsymbol{x}) & \cdots & L_{g_{m}} L_{f}^{r^{1}-1} h^{1}(\boldsymbol{x})  \tag{5.24}\\
\vdots & \ddots & \vdots \\
L_{g_{1}} L_{f}^{r^{m}-1} h^{m}(\boldsymbol{x}) & \cdots & L_{g_{m}} L_{f}^{r^{m}-1} h^{m}(\boldsymbol{x})
\end{array}\right]
$$

as given in the Appendix (see (B.18)), and

$$
\mathbf{G}(\boldsymbol{x})=\left[\begin{array}{c}
L_{f}^{r^{1}} h^{1}(\boldsymbol{x})  \tag{5.25}\\
L_{f}^{r^{2}} h^{2}(\boldsymbol{x}) \\
L_{f}^{r^{3}} h^{3}(\boldsymbol{x}) \\
L_{f}^{r^{4}} h^{4}(\boldsymbol{x})
\end{array}\right] .
$$

For the flying-capacitor topology the decoupling matrix is found to be

$$
\mathbf{F}(\boldsymbol{x})=\left[\begin{array}{cccc}
\frac{x_{2}}{C_{1}} & -\frac{x_{2}}{C_{1}} & 0 & 0  \tag{5.26}\\
0 & 0 & \frac{x_{5}}{C_{1}} & -\frac{x_{5}}{C_{1}} \\
\frac{V_{\mathrm{s}}-x_{1}}{2 C_{\mathrm{H}} L} & \frac{x_{1}}{2 C_{\mathrm{H}} L} & -\frac{V_{\mathrm{s}}-x_{4}}{2 C_{\mathrm{H}} L} & -\frac{x_{4}}{2 \mathrm{C}_{\mathrm{H}} L} \\
\frac{V_{\mathrm{s}}-x_{1}}{C_{\mathrm{g}} L} & \frac{x_{1}}{C_{g} L} & \frac{V_{\mathrm{s}}-x_{4}}{C_{\mathrm{g}} L} & \frac{x_{4}}{C_{\mathrm{g}} L}
\end{array}\right] .
$$

This matrix is characteristic for the system and reveals some of its fundamental properties. For instance, the matrix becomes singular whenever $x_{2}, x_{5}$ or $V_{s}$ is equal to zero, meaning that the feedback linearization is not valid anymore in these operating points. It should be noted that if the output function $\boldsymbol{h}(\boldsymbol{x})$ is selected such that if instead of the common-mode and differential mode voltages, the voltages of capacitors $C_{g}$ are controlled, (5.24) will yield a different result, and the decoupling matrix will become singular for all $\boldsymbol{x}$.

### 5.3.3 Linearizing control law

The input-output linearization of a bilinear model as described by (5.6) is now calculated. A linearizing control law can be found according to

$$
\begin{equation*}
u=\alpha(x)+\beta(x) v \tag{5.27}
\end{equation*}
$$

in which

$$
\begin{align*}
& \boldsymbol{\alpha}(x)=-\mathbf{F}(x)^{-1} \mathbf{G}(x) \\
& \beta(x)=-\mathbf{F}(x)^{-1} . \tag{5.28}
\end{align*}
$$

Here, $\mathbf{F}(\boldsymbol{x})$ is again the decoupling matrix in (5.26) and $\mathbf{G}(\boldsymbol{x})$ is found to be

$$
\mathbf{G}(\boldsymbol{x})=\left[\begin{array}{c}
0  \tag{5.29}\\
0 \\
\frac{a_{1}}{4 C_{H}^{2} C_{2} L R^{2} R_{\mathrm{g}}^{2}} \\
\frac{x_{3}+x_{6}+R_{\mathrm{g}} x_{2}+R_{\mathrm{g}} x_{5}}{C_{\mathrm{g}} L}
\end{array}\right]
$$

where

$$
\begin{align*}
a_{1}= & 2 C_{\mathrm{H}} L R^{2} \mathrm{x}_{6}-2 C_{\mathrm{H}} L R^{2} \mathrm{x}_{3}+2 C_{\mathrm{H}} L R^{2} \mathrm{x}_{7}-C_{\mathrm{g}} L R^{2} \mathrm{x}_{3}+\ldots \\
& C_{\mathrm{g}} L R^{2} \mathrm{x}_{7}+C_{\mathrm{g}} L R^{2} \mathrm{x}_{7}+4 C_{\mathrm{g}} L R_{\mathrm{g}}^{2} \mathrm{x}_{7}-2 C_{\mathrm{g}} L R R_{\mathrm{g}} x_{3}+\ldots \\
& 2 C_{\mathrm{g}} L R R_{\mathrm{g}} \mathrm{x}_{6}+4 C_{\mathrm{g}} L R R_{\mathrm{g}} \mathrm{x}_{7}-2 C_{\mathrm{g}} L R R_{\mathrm{g}}^{2} \mathrm{x}_{2}-C_{\mathrm{g}} L R^{2} R_{\mathrm{g}} x_{2}+\ldots \\
& 2 C_{\mathrm{g}} L R R_{\mathrm{g}}^{2} \mathrm{x}_{5}+C_{\mathrm{g}} L R^{2} R_{\mathrm{g}} \mathrm{x}_{5}-2 C_{\mathrm{H}} C_{\mathrm{g}} R^{2} R_{\mathrm{g}}^{2} x_{7} . \tag{5.30}
\end{align*}
$$

### 5.4 Decoupling by vector PWM

In this section a second solution for the input-output decoupling problem is presented. The modulation/decoupling method which is proposed here is quite similar to space-vector modulation/control as applied in three-phase converters. In three-phase systems, the output voltages define an orthogonal three-dimensional
space, which results in a cube that delimits the boundaries of all possible combinations of voltages that could be created. The simplified Clarke transformation is an isometric projection of this cube on the $\alpha, \beta$-plane.

Here, a similar approach is used, where input voltage and output current are placed orthogonal in a two-dimensional space. While in three-phase systems the space vectors are mostly assumed to be static, now, the space vectors are dynamic and depend on the system state. Another difference to point out is that so-called zero-vectors (vectors in the origin) do not exist.

Contrary to the full system analysis in the previous section, the vector decoupling problem is solved for each of the switching legs individually. It is most convenient to implement such decoupling as a part of the PWM modulator. Here, a modulator is proposed which achieves the decoupling under the assumption that the state variables do not change significantly within one PWM cycle.

For the vector PWM, first of all, it is required to identify the various switching modes of the converter, as these form the basis for the space vectors. These modes are shown in Table 5.1. The effects of the modes on capacitor balancing and on the output voltage are included. For the two-cell flying-capacitor topology we can find four space vectors, given by

$$
\begin{align*}
& \boldsymbol{v}_{0}=\left[-\frac{1}{2} V_{\mathrm{s}}, 0\right]^{\mathrm{T}} \\
& v_{1}=\left[-v_{\mathrm{d}}, i_{\text {out }}\right]^{\mathrm{T}} \\
& v_{2}=\left[v_{\mathrm{d}},-i_{\text {out }}\right]^{\mathrm{T}} \\
& v_{3}=\left[\frac{1}{2} V_{\mathrm{s}}, 0\right]^{\mathrm{T}} . \tag{5.31}
\end{align*}
$$

Here $v_{\mathrm{d}}$ represents the deviation from $\frac{1}{2} V_{\mathrm{s}}$ in the flying-capacitor voltage, which is a consequence of the fact that the voltage vectors have been centralized around the origin. From (5.31) it can be seen that the vectors are dynamic, as $v_{\mathrm{d}}$ and $i_{\text {out }}$ change in time. For the balanced case, that is $v_{\mathrm{d}}=0$, the vectors can be drawn in a vector diagram as shown in Figure 5.3(a). The $x$-axis represents the desired output voltage of one switching leg (the voltage at node A or B in Figure 5.1). Similarly, the y-axis represents the desired current to balance the capacitor. As a result, a reference vector is defined as

$$
\boldsymbol{v}_{\mathrm{ref}}=\left[\begin{array}{lll}
V_{\mathrm{ref}}, & I_{\mathrm{ref}} \tag{5.32}
\end{array}\right]^{\mathrm{T}}
$$



Figure 5.3: Vector diagram of (a) the balanced case, and (b) the unbalanced case.

These reference values are imposed by a compensator, and, the control algorithm has, therefore, the task to determine the references in an optimal manner. One possibility is to use a proportional controller and determine the gain by calculating the required current-seconds (charge) to correct the voltage, that is

$$
\begin{equation*}
I_{\mathrm{ref}}=-\frac{C_{1}}{T_{\mathrm{s}}} v_{\mathrm{d}} \tag{5.33}
\end{equation*}
$$

As a result, in the balanced case, $I_{\text {ref }}=0$. In Figure 5.3 two gray areas are shown, which define two sectors. A vector lying within sector 1 can be created by fractions of the three state vectors $v_{0}, v_{1}$ and $v_{2}$, as

$$
\begin{equation*}
T_{0} \boldsymbol{v}_{0}+T_{1} \boldsymbol{v}_{1}+T_{2} \boldsymbol{v}_{2}=T_{\mathrm{s}} \boldsymbol{v}_{\mathrm{ref}} . \tag{5.34}
\end{equation*}
$$

The maximum vector magnitude that can be created is bounded, because the sum of the switching times equals the switching period. This results in

$$
\begin{equation*}
T_{0}+T_{1}+T_{2}=T_{\mathrm{s}} \tag{5.35}
\end{equation*}
$$

When the reference vector points outside the gray area in Figure 5.3, at least one of the resulting switching times will be negative, which is not feasible.

In most cases the capacitor voltage is slightly unbalanced, leading to a skewed
vector diagram, shown in Figure 5.3(b). Now, to determine the sector, the following expression can be used

$$
\operatorname{det}\left[\begin{array}{cc}
-v_{\mathrm{d}} & V_{\mathrm{ref}}  \tag{5.36}\\
i_{\text {out }} & I_{\text {ref }}
\end{array}\right]<0
$$

If the expression results in 0 , the reference vector is in sector 1, otherwise in sector 2. Alternatively, the equations (5.34) and (5.35) for both sectors can be evaluated, after which the result without any negative switching time is selected.

The next step is to calculate the switching times. For instance, for sector 1 it follows from (5.34) and (5.35) that

$$
\left[\begin{array}{c}
T_{0}  \tag{5.37}\\
T_{1} \\
T_{2}
\end{array}\right]=\left[\begin{array}{ccc}
\boldsymbol{v}_{0} & \boldsymbol{v}_{1} & \boldsymbol{v}_{2} \\
1 & 1 & 1
\end{array}\right]^{-1}\left[\begin{array}{c}
T_{s} \boldsymbol{v}_{\mathrm{ref}} \\
T_{s}
\end{array}\right] .
$$

If $i_{\text {out }} \neq 0$ and $V_{\mathrm{s}} \neq 0$, the inverse matrix in (5.37) can be determined and the resulting switching times can be derived analytically. Exactly the same calculation can be performed for sector 2. With the knowledge that $D_{1}=\frac{T_{1}}{T_{\mathrm{s}}}$ and $D_{2}=\frac{T_{2}}{T_{\mathrm{s}}}$ in sector 1 , and $D_{1}=\frac{T_{1}+T_{3}}{T_{s}}$ and $D_{2}=\frac{T_{2}+T_{3}}{T_{s}}$ in sector 2 (see Figure 5.2) the duty cycles for both sectors yield

$$
\begin{align*}
D_{1} & =\frac{2 I_{\mathrm{ref}} v_{\mathrm{d}}+V_{s} I_{\mathrm{ref}}+i_{\mathrm{out}} V_{\mathrm{s}}+2 i_{\mathrm{out}} V_{\mathrm{ref}}}{2 i_{\mathrm{out}} V_{\mathrm{s}}} \\
D_{2} & =\frac{2 I_{\mathrm{ref}} v_{\mathrm{d}}-V_{s} I_{\mathrm{ref}}+i_{\mathrm{out}} V_{\mathrm{s}}+2 i_{\mathrm{out}} V_{\mathrm{ref}}}{2 i_{\mathrm{out}} V_{\mathrm{s}}} \tag{5.38}
\end{align*}
$$

### 5.5 Control design

In this section two alternative solutions for a compensator are presented, namely, LQR and discrete-time PI control. It has been chosen to present the design of an LQR controller in combination with input-output feedback decoupling. The reason is because it contains an additional step, a coordinate transformation of the Q-matrix. The LQR controller is designed only for the output voltage part. As a result, only a subset of transformed states and inputs of the system is required. The system can be split up as such, because the system is decoupled.


Figure 5.4: Block diagram of controller with input-output decoupling by feedback linearization of flying capacitor voltage and output voltage.

A discrete-time PI controller is presented in combination with vector decoupling. However, it is also possible to exchange the strategies.

### 5.5.1 Output voltage control by full-state feedback with LQR

A block diagram of the control structure with feedback linearization is shown in Figure 5.4. The control gain matrix can be determined in various ways, for instance by using pole placement [147]. Here, an LQR approach is selected, because it allows calculating an optimal gain when setting priorities to certain states and inputs, achieving a good balance while controlling the output. The LQR control law is given by

$$
\begin{equation*}
\hat{v}=-\mathbf{L} \hat{\xi} \tag{5.39}
\end{equation*}
$$

in which the gain $\mathbf{L}$ is determined by minimizing the cost function

$$
\begin{equation*}
J(\hat{\boldsymbol{\xi}}, \hat{\boldsymbol{v}})=\int_{0}^{\infty}\left(\hat{\boldsymbol{\xi}}^{T} \mathbf{Q} \hat{\boldsymbol{\xi}}+\hat{\boldsymbol{v}}^{T} \mathbf{R} \hat{\boldsymbol{v}}\right) d t \tag{5.40}
\end{equation*}
$$

with

$$
\begin{align*}
\hat{\xi} & =\left[\xi_{1}^{3}, \xi_{2}^{3}, \xi_{1}^{4}, \xi_{2}^{4}, \eta\right]^{T}, \\
\hat{v} & =\left[v_{3}, v_{4}\right]^{T} . \tag{5.41}
\end{align*}
$$

The state vector has been redefined in such a way that it only contains states which are part of the output filter. The next step is to determine the weighting matrices $\mathbf{Q}$ and $\mathbf{R}$ in such a way that the energy in the output filter is minimized. Therefore, the Q-matrix needs to be transformed as

$$
\begin{equation*}
\hat{\xi}^{T} \mathbf{Q} \hat{\xi}=\frac{1}{2} \hat{x}^{T} \mathbf{Q}_{\mathrm{H}} \hat{x}, \tag{5.42}
\end{equation*}
$$

where weighting matrix $\mathbf{Q}_{\mathrm{H}}$ is selected in such a way that the right-hand side of (5.42) represents the total energy in the output filter, given by

$$
\mathbf{Q}_{\mathrm{H}}=\left[\begin{array}{ccccc}
L & 0 & 0 & 0 & 0  \tag{5.43}\\
0 & C_{\mathrm{g}} & 0 & 0 & 0 \\
0 & 0 & L & 0 & 0 \\
0 & 0 & 0 & C_{\mathrm{g}} & 0 \\
0 & 0 & 0 & 0 & C_{\mathrm{H}}
\end{array}\right]
$$

Solving (5.42) results in the matrix in (5.44). The $\mathbf{R}$-matrix penalizes the input and there is no specific guideline in selecting the value, although it represents an energetic term in the cost function (5.40), and a higher value will result in slower transients. Furthermore, since the two inputs have been constructed to regulate the common-mode and differential mode voltage, in the R-matrix a weighting factor could be selected for both these two terms. In this chapter a value of 3.3750 -$10^{-33}$ is used for both terms.

$$
\mathbf{Q}=\left[\begin{array}{ccccc}
\frac{2 C_{\mathrm{H}} R^{2}+\mathrm{C}_{\mathrm{g}} R^{2}+4 L}{4 R^{2}} & \frac{C_{\mathrm{H}} L}{R} & 0 & 0 & -\frac{\left(2 L-C_{\mathrm{g}} R_{\mathrm{g}} R\right)}{4 R R_{\mathrm{g}}}  \tag{5.44}\\
\frac{C_{\mathrm{H}} L}{R} & C_{\mathrm{H}}^{2} L & 0 & 0 & \frac{C_{\mathrm{H}} L}{2 R_{\mathrm{g}}} \\
& 0 & \frac{C_{\mathrm{g}}}{4} & 0 & 0 \\
0 & 0 & 0 & \frac{C_{\mathrm{g}}^{2} L}{4} & 0 \\
-\frac{\left(2 L-C_{\mathrm{g}} R_{\mathrm{g}} R\right)}{4 R R_{\mathrm{g}}} & \frac{C_{\mathrm{H}} L}{2 R_{\mathrm{g}}} & 0 & 0 & \frac{C_{\mathrm{g}} R_{\mathrm{g}}^{2}+L}{2 R_{\mathrm{g}}^{2}}
\end{array}\right] .
$$

When applying the digital LQR solving algorithm from Matlab [88], dlqr, the resulting gain matrix is found to be


Figure 5.5: Block diagram of controller with decoupling of flying capacitor voltage and output voltage.

$$
\begin{align*}
& \mathbf{L}=10^{10} .  \tag{5.45}\\
& \quad\left[\begin{array}{ccccc}
1.0825 & 0.0000 & -0.0000 & -0.0000 & -0.0148 \\
-0.0000 & -0.0000 & 1.3052 & 0.0000 & 0.0000
\end{array}\right] .
\end{align*}
$$

In Figure 5.4 it can be seen that proportional control is used for the capacitor balancing and that these states have been removed in the design of the output voltage controller.

### 5.5.2 Linear PI control

As mentioned earlier, the vector decoupling method is presented here combined with a PI controller. With the use of linear control both the capacitor voltage and the output voltage are measured and a PI-controller is used to track the output voltage. The basic structure of such a controller system is shown in Figure 5.5. The compensation may be implemented in the modulator by means of various methods, i.e. by changing the duty cycle or the phase-shift. Alternatively, it is possible to calculate the switching times instead of a duty cycle/phase-shift and implement a space-vector controller. The chosen method is not relevant as long as the balancing control action is decoupled from the output voltage/current control. The compensator for the output voltage is a PI-controller, given by the transfer equation in the z-domain:

$$
\begin{equation*}
\mathrm{PI}=K_{\mathrm{p}}+K_{\mathrm{i}} \frac{T_{s}}{z-1} . \tag{5.46}
\end{equation*}
$$

In this chapter, $K_{\mathrm{p}}=0.2$ and $K_{\mathrm{i}} T_{s}=0.3$. The gain for the balancing compensator has been selected as $K_{v_{C_{1}}}=0.03$.

### 5.5.3 Prevention of saturation effects

One of the problems that have been encountered during the implementation of the controllers is input saturation. While theoretically the inputs have been decoupled, when one of the inputs is saturated, the decoupling is not valid anymore. In this chapter a solution for the saturation problem in the vector PWM is proposed by setting priorities. That is, the maximum capacitor voltage correction is calculated, in such a way that the capacitor voltage correction will not saturate the output. In other words, $V_{\text {ref }}$ is limited between $-\frac{1}{2} V_{\mathrm{s}}$ and $\frac{1}{2} V_{\mathrm{s}}$, and $I_{\text {ref }}$ is calculated in such a way that the maximum possible vector is placed exactly on the boundary of one of the sectors. It should be noted that this strategy may result in a change of sector, because it projects the reference vector on the boundary. The maximum value can be calculated by using

$$
\begin{equation*}
I_{\text {ref,max }}=\frac{\left|i_{\text {out }}\right| \cdot\left(V_{\text {ref }} \pm \frac{1}{2} V_{\mathrm{s}}\right)}{\left(a v_{\mathrm{d}} \pm \frac{1}{2} V_{\mathrm{s}}\right)}, \tag{5.47}
\end{equation*}
$$

in which a + -sign is used when $V_{\text {ref }}<a v_{\mathrm{d}}$ and where $a$ represents the sign of the output current.

### 5.5.4 Output current singularity

Both the feedback linearization as well as the vector pulse width modulator yield a singularity for zero output current. The division by zero cannot be calculated and in practice it also means that certain values in the digital microcontroller can become very high when the output curent is very low. As a result, additional code is required to prevent these situations from happening.

It is questionable whether it is required that the control law for balancing the capacitor voltages has linear behavior. Furthermore, a low output current will in any case not be able to quickly unbalance the capacitor. Therefore, the outputcurrent singularity could be solved by a multiplication with $\left|i_{\text {out }}\right|$ or $i_{\text {out }}^{2}$ in the feedback control law.

Table 5.2: Simulation parameters.

| Parameter | Description | Value | Unit |
| :---: | :---: | :---: | :---: |
| $V_{s}$ | Supply voltage | 40 | $[\mathrm{~V}]$ |
| $f_{s}$ | Switching/Sample frequency | 100 | $[\mathrm{kHz}]$ |
| $C_{1}$ | Flying capacitor capacitance | 100 | $[\mu \mathrm{~F}]$ |
| $L$ | Filter inductance | 15 | $[\mu \mathrm{H}]$ |
| $C_{\mathrm{g}}$ | Common-mode filter capacitance | 0.47 | $[\mu \mathrm{~F}]$ |
| $C_{\mathrm{H}}$ | Differential mode filter capacitance | 1 | $[\mu \mathrm{~F}]$ |
| $R_{\mathrm{g}}$ | Common-mode damping resistance | 10 | $[\Omega]$ |
| $R$ | Output resistance (Load) | 6 | $[\Omega]$ |

### 5.6 Simulation results

The flying-capacitor topology of Figure 5.1 has been simulated with the parameters shown in Table 5.2. Simulation results are obtained by using Matlab/Simulink [88] including the PLECS blockset [118] and are shown in Figure 5.6. In this simulation every $500 \mu \mathrm{~s}$ a step of $24 \mathrm{~V}( \pm 12 \mathrm{~V})$ is generated, while at the same time the capacitor voltage is being balanced. Such a transient in the reference of both compensators can be seen as a worst-case situation. Especially, because also a change in current sign occurs during the step. The capacitor voltage has an initial offset. In all simulations only feedback control is applied and no feedforward techniques are included, also the control-loop elements are assumed to be ideal. It can be seen that both methods show very similar results given the current conditions (i.e. designed controller gains, modulation index). For the output voltage it takes only 5 switching cycles to reach $90 \%$ of the steady-state end value. The capacitor balancing still has a small effect on the output voltage as can be noted, because the decoupling methods rely on the assumption that the state variables do not change within one switching cycle.

Furthermore, from the simulation results in chapter 4 it has been observed that without any control of the capacitor voltage (open-loop), the time to balance can be excessive. Faster balancing is easily achieved with feedback control. For linear control the time to balance is of course dependent on the gain which is chosen. Here, the gain and also modulation index is chosen such that saturation is prevented. However, if both these values are increased and a step of 56 V is generated with a higher capacitor-balancing gain, saturation effects can clearly be noticed. This is shown in Figure 5.7, where the LQR controller has no pre-


Figure 5.6: Transient response of the flying capacitor voltage $v_{C_{x}}$ after a step change in the output voltage and initial offset. The top figures show the flying-capacitor voltage and the bottom figures the output voltage. (a) Feedback linearization with LQR (b) Vector decoupling with PI control.


Figure 5.7: The effect of input saturation when both modulation index and control gain are increased. The top figures show the flying-capacitor voltage and the bottom figures the output voltage. (a) Feedback linearization with LQR (b) Vector decoupling with PI control.
vention of saturation, and it can be seen that the transient is heavily distorted. The PI controller, on the other hand, has a limitation on the capacitor balancing compensation, as explained in section 5.5.3.

### 5.7 Conclusion

This chapter has presented two different control methods for balancing capacitor voltages in flying-capacitor topologies while at the same time controlling the output voltage with feedback control. Specific attention has been given to the decoupling of these two control tasks, the decoupling problem. In the first method the decoupling has been achieved by using feedback linearization. In the second method the decoupling problem has been solved by using a variant of space-vector modulation. For both methods it is possible to design a controller as desired. In this chapter, the vector decoupling method has been demonstrated with PI control and for the nonlinear input-output decoupling an LQR controller
has been designed for tracking the output voltage reference. Simulation results are presented to show how the decoupling methods show quite similar behavior and are both able to decouple the two control actions. The methods are, in principle, extendable to flying-capacitor topologies with more voltage levels. However, when multiple capacitors need to be balanced, prevention of saturation requires setting priorities. It is suggested that the nonlinear approach could be further improved by analyzing the effect of saturated inputs.

## Chapter

## 6

# Impact of asymmetries in parallel multicell converters 

"I dettagli fanno la perfezione e la perfezione non è un dettaglio."<br>(Leonardo da Vinci)

### 6.1 Introduction

In the previous chapters the focus has been on series multicell converter topologies. However, it was shown in chapter 3 that switching cells can also be connected in parallel, and thus provide an alternative multicell solution. The interleaved buck topology is an example of such a multicell converter. This topology can be created by connecting switching cells in parallel in such a way that the cell inductors are star-connected at the output node. An example is the 5-fold interleaved buck converter shown in Figure 6.1. This type of converter can be controlled by using phase-shifted carrier modulation, also known as interleaved switching. For that reason the topology is generally referred to as interleaved converter. When $N$ represents the number of cells and the $N$ carrier waves are shifted by $\frac{2 \pi}{N}$ with respect to each other, then, this type of modulation will result in significant reduction of the current-ripple at the output of the converter.

In the ideal case, the ripple reduction is very advantageous. However, when component variation is taken into consideration, the presumed phase-shift of $\frac{2 \pi}{N}$ is no longer optimal, and subharmonic switching-frequency components will appear in the output current, resulting in a higher current and voltage ripple than


Figure 6.1: 5-fold interleaved buck converter with inductive load.
designed for. The main contribution of this chapter is to present a solution, eliminating this subharmonic, for the case that non-ideal components are used. As in $[14,18]$, a generalized harmonic elimination method is proposed to suppress subharmonic components, caused by non-idealities, in the output current. The algorithm in [18] comprises a set of equations, which lead to a phase-shift correction in the interleaved converter in such a way that particular harmonics are eliminated. The transcendental equations, which need to be solved, are similar to those in selective harmonic elimination pulse-width modulation (SHEPWM). Although the equations are very cumbersome to solve for the general case, an analytic solution of the transcendental equations is derived for the situation in which three interleaved cells are used. This solution eliminates one subharmonic component, that is, the fundamental switching-frequency component. When more than three cells are interleaved, the optimal phase-shifts are not calculated analytically and numerical methods have to be used. A disadvantage of the method, though, is that inductance values of the cell inductors are required.

Investigations to the effect of tolerances in interleaved converters have already been reported in $[45,56,136,146]$. For instance, in [45], a method has been proposed where not the phase-shift is adapted, but the sequence of the PWM signals is interchanged. This method is quite useful, in particular for a high number of interleaved cells and also leads to less harmonic distortion in the output current. Another investigation [146] focuses on the effect of delay mismatch between switch device drivers. This kind of delay causes distortion on the output current similar to component variation and, therefore, it can be solved in a similar manner, i.e. by a phase-shift correction. The method proposed in [146] requires, however, the switch-node voltages to be measured. The resulting delay is then determined based on these measurements. More recent studies [56,136] extend the method to applications with different input or output voltages and duty cycles.


Figure 6.2: Visualization of ripple cancellation: Summation of cell currents results in a sum current with reduced amplitude and increased effective frequency.

In this chapter, besides the theoretical background of the phase-shift correction, in section 6.2.1 the impact of tolerances for different numbers of cells is demonstrated first. Then, an alternative method for implementation, a numerical iterative approach [15] based on Newton's method is presented. This method can be used without having to know the cell inductance values in advance. Neither the cell currents nor switched node voltages have to be measured. Thereby, the method is superior and more useful in practical situations compared to the methods presented earlier in literature. At the end of this chapter simulation results including the weighted harmonic distortion (WHD) are shown for different tolerances of inductances.

### 6.2 Interleaving

The basic idea of interleaving is depicted in Figure 6.2. By applying a phaseshift $\varphi$ to the carrier waves also the cell current ripples will have a phase-shift. The total current ripple can be obtained by summing the individual cell current ripples as

$$
\begin{equation*}
I_{\mathrm{sum}}=\sum_{i=1}^{N} I_{\mathrm{cell} i} . \tag{6.1}
\end{equation*}
$$

In steady-state operation the capacitor voltage $V_{\mathrm{AN}}$ is approximately constant and equal to $d \cdot V_{\mathrm{s}}$, where $d$ is the duty cycle. This is similar to single-cell buck converters. As the voltages at the switch nodes have a square waveform, the cell currents have approximately a triangular-shaped current ripple. These cell-current ripples are phase-shifted with respect to each other, because a phase-shift is applied to

Table 6.1: Simulation parameters.

| Parameter | Description | Value | Unit |
| :---: | :---: | :---: | :---: |
| $f_{\mathrm{sw}}$ | Switching frequency | 10 | $[\mathrm{kHz}]$ |
| $d$ | Duty cycle | 0.5 | $[-]$ |
| $V_{\mathrm{s}}$ | DC bus voltage | 100 | $[\mathrm{~V}]$ |
| $L_{\text {cell,nom }}$ | Nominal cell inductance | 7.5 | $[\mathrm{mH}]$ |
| $C_{\text {filt }}$ | Output filter capacitance | 41 | $[\mu \mathrm{~F}]$ |
| $R_{\text {load }}$ | Output load resistance | 10 | $[\Omega]$ |

the carrier waves of the pulse-width modulator. Consequently, the fundamental harmonic components from the cell currents cancel each other at the output node $V_{\text {AN }}$, leaving only carrier-harmonic multiples of $N f_{\text {sw }}$. This cancellation results in a sum current which has a reduced current ripple at a higher frequency. The maximum peak-to-peak current ripple will reduce by a factor $N$ and the current ripple frequency will be $N$ times higher than the switching frequency. This phenomenon in interleaved converters is referred to as ripple cancellation.

### 6.2.1 Effect on higher number of cells

In the previous described principle of ripple-cancellation ideal/equal inductors were assumed. In this section it is shown that the expected consecutive phaseshift of $\varphi=\frac{2 \pi}{N}$ is not optimal anymore for unequal filter inductors and the impact for a varying number of cells is demonstrated. Subsequently, a correction for the phase-shifts is suggested. It was already shown in [45] how, when taking component variations into account, an increase in the number of cells at a certain moment does not lead to any further decrease of the output voltage-ripple. This was done by deriving an analytic expression of the voltage ripple for both situations: a converter having equal inductances and a converter with unequal inductances. Then, given a specified voltage ripple, the required capacitor to obtain this ripple was calculated.

This same estimation is used here with the modification that a numerical simulation is performed, instead of an analytic calculation. And, not the required capacitor is calculated, but given a capacitor, the voltage ripple is determined. In the simulation an ideal converter of which the schematic is shown in Figure 6.1 with a varying number of switching legs is simulated. However, a resistive instead of inductive load is used. Relevant simulation parameters are shown in


Figure 6.3: Simulation result showing a comparison between i) an ideal interleaved converter ii) an interleaved converter with unequal inductances with conventional phase-shift iii) an interleaved converter with unequal inductances with improved phase-shift.

Table. 6.1. The cell inductor tolerance amounts to $5 \%$, and inductances are linearly distributed between $+5 \%$ and $-5 \%$ of the nominal inductance.

The results of the simulations are shown in Figure 6.3. A duty cycle of 0.5 (the worst case situation for cell ripple currents for odd $N$ ) was chosen. Only odd values for $N$ have been simulated, as for even values of $N$, the ripple would completely cancel out. From the figure it can clearly be seen how much influence a small tolerance (indicated as $5 \%$ tol (1)) has on the output voltage ripple compared to the ideal situation, especially for a large number of parallel cells. The simulation results are even worse than the analytic calculations of [45], because here, at a certain moment the ripple amplitude increases when extra cells are added. This can be explained, by considering that the result strongly depends on the LC filter dynamics. By adding extra cells the equivalent inductance is decreasing and the cutoff or resonance frequency $f_{\mathrm{r}}$ is increasing as

$$
\begin{equation*}
f_{\mathrm{r}}=\frac{1}{2 \pi \sqrt{\frac{L_{\text {cell }}}{N} C_{\text {filt }}}} \tag{6.2}
\end{equation*}
$$

Consequently, due to the low damping of the filter, some switching frequency harmonics which are attenuated for low $N$ can become more and more dominant in the output ripple. With the optimized phase-shift, indicated as $5 \%$ tol (2) and of which the calculation is shown in the following, almost the same result can be achieved as in the fully symmetric case. It must be noted that in the simulation ideal components are used, and the algorithm works best for a duty cycle of 0.5 . For other duty cycles, evaluation of the performance can only be done for a single value of $N$.

### 6.3 Theory

In this section the theoretical basis for the phase-shift correction is derived. In the following analysis it is assumed that the current ripple can be approximated by a triangular wave shape. In other words, the switched voltages at the nodes of each phase leg are assumed to be constant over one switching period and the output voltage ripple is neglected.

### 6.3.1 Fourier series of a triangular wave

To be able to give an analytic description of the harmonics in the output current ripple, first of all, the ripple has to be rewritten in terms of its harmonics. This can be done by performing a Fourier series expansion (see Appendix B) of a triangular wave with a duty cycle $d \in[0,1]$ and zero crossings at normalized time $t=0, t=0.5$ and $t=1$, leading to

$$
\begin{equation*}
f(t)=\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos (2 \pi n t)+b_{n} \sin (2 \pi n t)\right) \tag{6.3}
\end{equation*}
$$

where

$$
\begin{align*}
a_{0} & =0 \\
a_{n} & =0 \\
b_{n} & =-\frac{2(-1)^{n}}{n^{2} d(1-d) \pi^{2}} \sin [n(1-d) \pi] \tag{6.4}
\end{align*}
$$

In Figure 6.4 up to $n=20$ harmonics and its sum are shown. The amplitude of the cell current ripple depends on certain electrical parameters and can be estimated


Figure 6.4: Triangular wave and harmonics up to $n=20$ for $d=0.6$.
from

$$
\begin{equation*}
I_{\mathrm{cell}}=\frac{d(1-d) V_{\mathrm{s}}}{f_{\mathrm{sw}} L} \tag{6.5}
\end{equation*}
$$

where $V_{\mathrm{s}}$ and $L$ are defined as in Figure 6.1. It follows that the amplitude (denoted by $A_{i, n}$ ) of the fundamental component ( $n=1$ ) of the cell current ripple can be calculated from (6.4) and (6.5) with

$$
\begin{equation*}
A_{i, 1}=\frac{V_{\mathrm{s}}}{f_{\mathrm{sw}} L} \frac{2}{\pi^{2}} \sin [d \pi] \tag{6.6}
\end{equation*}
$$

The ripple amplitude is now only dependent on the inductance, because the duty cycle is equal in each of the cells. Unequal duty cycles would imply unequal current sharing and cause circulating currents between cells. Also the other electrical parameters are, for this setup, equal for each of the cells.

### 6.3.2 Improved phase-shift - Analytic description

The Fourier series of a triangular wave, as shown in Figure 6.4, can be used to calculate improved phase-shifts for an interleaved converter with $N$ cells. The proposed method attempts to eliminate the first $M=\left\lfloor\frac{N-1}{2}\right\rfloor$ harmonics from the output current ripple. This is desirable, because lower harmonic components generally have a very large share in the output current's harmonic distortion.

A harmonic component of the sum current ripple can be calculated by summing that particular harmonic of each of the cell currents as

$$
\begin{equation*}
I_{\mathrm{sum}, n}=\sum_{i=1}^{N} A_{i, n} \sin \left(n \omega t+n \varphi_{i}\right) \tag{6.7}
\end{equation*}
$$

The values of $A_{i}$ can be calculated by using the inductance of the cell inductors as described by (6.6) and $\omega=2 \pi f_{\text {sw }}$. The optimal phase-shift values need now to be calculated in such a way that $\sum_{n=1}^{M} I_{\text {sum }, n}=0$. According to the harmonic addition theorem a sum of sinusoidal functions can always be rewritten to a single sinusoid as

$$
\begin{align*}
I_{\mathrm{sum}, n} & =A_{\mathrm{c}, n} \sin (n \omega t)+A_{\mathrm{s}, n} \cos (n \omega t) \\
& =A_{\mathrm{t}, n} \sin \left(n \omega t+\varphi_{t, n}\right), \tag{6.8}
\end{align*}
$$

where $A_{\mathrm{c}}$ denotes the sum of the cosine terms and $A_{\mathrm{s}}$ the sum of the sine terms, as

$$
\begin{align*}
& A_{\mathrm{c}, n}=\sum_{i=1}^{N} A_{i, n} \cos \left(n \varphi_{i}\right), \\
& A_{\mathrm{s}, n}=\sum_{i=1}^{N} A_{i, n} \sin \left(n \varphi_{i}\right) \tag{6.9}
\end{align*}
$$

The total magnitude and phase-shift can then be calculated with

$$
\begin{align*}
A_{\mathrm{t}, n} & =\sqrt{A_{\mathrm{c}, n}^{2}+A_{\mathrm{s}, n}^{2}}  \tag{6.10}\\
\varphi_{\mathrm{t}, n} & =\operatorname{atan2}\left(A_{\mathrm{s}, n}, A_{\mathrm{c}, n}\right) \tag{6.11}
\end{align*}
$$

Here atan2 is defined as the four-quadrant arc tangent. Equation (6.10) needs now to be solved in such a way $A_{\mathrm{t}, n}=0$. This leads to

$$
\begin{equation*}
A_{\mathrm{t}, n}=\sum_{i, j}^{N} A_{i, n} A_{j, n} \cos \left(n\left(\varphi_{i}-\varphi_{j}\right)\right)=0 \tag{6.12}
\end{equation*}
$$

By considering only the fundamental component ( $n=1$ ) the equation can be solved for $N=3$ by moving one of the summation terms from (6.7) to the lefthand side. Doing so leads to a slightly different formulation, namely

$$
\begin{equation*}
A_{N}^{2}=\sum_{i, j}^{N-1} A_{i} A_{j} \cos \left(\varphi_{i}-\varphi_{j}\right) \tag{6.13}
\end{equation*}
$$

where the subscripts $n=1$ have been dropped for simplicity. By setting $\varphi_{1}$ to zero the other two angles follow as

$$
\begin{align*}
\varphi_{2} & =\pi-\operatorname{acos}\left(\left(A_{1}^{2}+A_{2}^{2}-A_{3}^{2}\right) /\left(2 A_{1} A_{2}\right)\right) \\
\varphi_{3} & =\pi+\operatorname{acos}\left(\left(A_{3}^{2}+A_{1}^{2}-A_{2}^{2}\right) /\left(2 A_{1} A_{3}\right)\right) . \tag{6.14}
\end{align*}
$$

These equations can be recognized as the law of cosines. It should also be noted that (6.13) is a generalized version of the law of cosines for a convex polygon. Although this analytic approach is applicable for a triangular shaped output current wave ripple, in fact, the mathematical solution is applicable for any shape, as long as the fundamental component can exactly be calculated.

This section presented an analytic solution for $N=3$. For $N>3$ the analytic derivation becomes more complex, because there are multiple solutions for the problem. However, this freedom can be used to minimize higher-order harmonics. Additionally, it might be interesting to remark that an analytically equivalent method was also proposed in [80] for cascaded multilevel topologies to eliminate output voltage harmonics caused by unequal dc voltage sources. To understand this relation, refer to Figure 3.11, which demonstrates the equivalence between the two topologies.

### 6.3.3 Improved phase-shift - Geometric visualization

The improved phase-shift can also be explained by means of a graphical visualization. This gives a better insight in how the method works. Therefore each harmonic is represented as a complex vector

$$
\begin{equation*}
I_{\text {cell } i, n}=A_{i, n} e^{j n \varphi_{i}} . \tag{6.15}
\end{equation*}
$$

A visualization of $n=1$ for $N=3$ is given in Figure 6.5. The magnitude of the vectors can again be calculated by using (6.6).

(a)

(b)

Figure 6.5: Graphical visualization of phase-shift (a) vectors placed with respect to the origin and (b) vectors placed head to tail.

The idea is to combine the vectors in such a way they form a closed chain or polygon, or for $N=3$, to find a unique triangle. This closed polygon represents the solution for which the sum of that particular cell current harmonic is zero. When the three edge lengths of a triangle are known and the angles unknown, the angles can be solved by using the law of cosines if the three edge lengths comply with the triangle inequality: $\|x+y\| \leq\|x\|+\|y\| \quad \forall x, y \in\left\{A_{1}, A_{2}, A_{3}\right\}$.

For other polygons (6.12) is used to derive that the sum of all inner products between all combinations of the complex vectors has to be zero

$$
\begin{equation*}
\sum_{i, j}^{N}\left\langle I_{\text {celli }, n} I_{\text {cell } j, n}\right\rangle=0, \tag{6.16}
\end{equation*}
$$

in which the Cauchy-Schwarz inequality has to be maintained such that

$$
\begin{equation*}
\left\langle I_{\mathrm{cell} i, n}, I_{\mathrm{cell} j, n}\right\rangle \leq A_{i, n} A_{j, n} \tag{6.17}
\end{equation*}
$$

This inequality ensures that all the cosine-terms are in the domain of $[-1,1]$.

### 6.3.4 Iterative phase-shift calibration

In the previous section it was shown that when the cell inductor inductances, $L_{\text {celli }}$, are not exactly equal to each other, also the cell current ripples will have a different magnitude. As a result, the ripple cancellation is not optimal anymore and the fundamental switching frequency subharmonics return in the output current. A phase-shift correction was, therefore, proposed to suppress this
undesirable effect, and to eliminate particular subharmonics. Unfortunately, the method requires that the cell inductance values are known. Hence, a calibration algorithm is proposed in the following to determine the phase-shift adaptively without having to know the inductances in advance.

In (6.12) it is shown that a particular harmonic $n$ in the output current can be eliminated when the phase-shifts are calculated in such a way that both the real part and imaginary part of that harmonic are equal to zero. In other words,

$$
\begin{align*}
& A_{\mathrm{c}, n}=\sum_{i=1}^{N} A_{i, n} \cos \left(n \varphi_{i}\right)=0 \\
& A_{\mathrm{s}, n}=\sum_{i=1}^{N} A_{i, n} \sin \left(n \varphi_{i}\right)=0 \tag{6.18}
\end{align*}
$$

It was shown that these equations can analytically be solved for a single harmonic when $N=3$. However, when $N$ is higher and yet more harmonics can be eliminated, the transcendental equations become too cumbersome to solve analytically. A numerical solver is, therefore, required. Furthermore, a numerical solver is also more convenient to implement in practice. As such, Newton's method [66] is used to find the solution. The set of equations (6.18), of all the harmonics to be eliminated, is written in terms of a single $(N-1)$-th order vector function which needs to be equal to zero, as

$$
\begin{equation*}
F(\Phi)=0 \tag{6.19}
\end{equation*}
$$

where $\Phi=\left[\phi_{1}, \phi_{2}, \ldots, \phi_{N}\right]$, a vector containing all the $N$ phase-shifts. From this equation a number of constraints can be derived. First, at least 1 phase-shift needs to be preselected, otherwise an infinite amount of solutions would exist. This can be achieved by setting $\phi_{1}=0$. As a result, there are $N-1$ phase-shifts to determine and so $N-1$ equations need to be solved. Since, according to (6.18), per eliminated harmonic two equations are produced, the total harmonics which can be eliminated is equal to $M=\left\lfloor\frac{N-1}{2}\right\rfloor$. As an example, suppose $N=5$, then 2 harmonics can be eliminated as there are 4 phase-shifts which can be modified. From the resulting equation $F(\Phi)$ the Newton iteration sequence is then given by

$$
\begin{equation*}
\Phi_{k+1}=\Phi_{k}-F^{\prime}\left(\Phi_{k}\right)^{-1} F\left(\Phi_{k}\right) \tag{6.20}
\end{equation*}
$$

where $F^{\prime}\left(\Phi_{k}\right)^{-1}$ is the inverse Jacobian matrix. For each iteration $k$ new phaseshifts are calculated and applying these new phase-shifts will eventually lead to a better approximation of (6.19). As it is known that Newton's iteration sequence is not necessarily stable, especially when $\Phi_{0}$ is too far away from the solution, it is recommended to limit or saturate the iteration step size.

### 6.3.5 Modified Newton's method for small deviations

The difficulty of (6.20) lies in the calculation of the inverse Jacobian. A new phaseshift vector $\Phi_{k}$ changes the harmonic content of the cell currents. This affects the inverse Jacobian. As a result, it is required to measure the cell currents, to determine the values of $A_{i, n}$, and to recalculate the Jacobian each iteration. In this chapter, a slightly adapted version of Newton's method is proposed, as evaluation of (6.19) reveals that the values of the function $F\left(\Phi_{k}\right)$ are just the real and imaginary parts of the sum current $I_{\text {sum }}$. Therefore, the sum current, instead of all the cell currents, may be measured and its harmonics can be extracted and used in this optimization algorithm ${ }^{1}$. Furthermore, parameter changes (i.e. inductance values), due to for instance temperature variations, are often relatively slow. The values of $A_{i, n}$ can be calculated by using

$$
\begin{equation*}
A_{i, n}=-\frac{(-1)^{n} V_{\mathrm{s}}}{n^{2} \pi^{2} f_{\mathrm{sw}} L_{\mathrm{cell} i}} \sin [n d \pi] \tag{6.21}
\end{equation*}
$$

where for $L_{\text {cell } i}$ the nominal inductance can be taken.

### 6.4 Simulation results

Although in the previous sections a result has been established which is applicable for any $N$-cell interleaved converter, detailed simulation results are only shown for the case $N=5$, as the present experimental setup allows a maximum

[^1]Table 6.2: Simulation parameters.

| Parameter | Description | Value | Unit |
| :---: | :---: | :---: | :---: |
| $f_{\text {sw }}$ | Switching frequency | 9.8 | $[\mathrm{kHz}]$ |
| $d$ | Duty cycle | 0.1 | $[-]$ |
| $V_{\mathrm{s}}$ | DC bus voltage | 10 | $[\mathrm{~V}]$ |
| $L_{\text {cell,nom }}$ | Nominal cell inductance | 75 | $[\mu \mathrm{H}]$ |
| $R_{\text {cell }}$ | Cell resistance | 80 | $[\mathrm{~m} \Omega]$ |
| $C_{\text {filt }}$ | Output filter capacitance | 37.6 | $[\mu \mathrm{~F}]$ |
| $L_{\text {load }}$ | Inductive output load | 291 | $[\mu \mathrm{H}]$ |
| $R_{L}$ | Output resistance | 45 | $[\mathrm{~m} \Omega]$ |

Table 6.3: Cell inductor and parasitic resistance values.

| Parameter | Value | Unit | Parameter | Value | Unit |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $L_{\text {cell1 }}$ | 84.6 | $[\mu \mathrm{H}]$ | $R_{\text {cell1 }}$ | 130 | $[\mathrm{~m} \Omega]$ |
| $L_{\text {cell2 }}$ | 74.6 | $[\mu \mathrm{H}]$ | $R_{\text {cell2 }}$ | 80 | $[\mathrm{~m} \Omega]$ |
| $L_{\text {cell3 }}$ | 74.3 | $[\mu \mathrm{H}]$ | $R_{\text {cell3 }}$ | 80 | $[\mathrm{~m} \Omega]$ |
| $L_{\text {cell4 }}$ | 75.2 | $[\mu \mathrm{H}]$ | $R_{\text {cell4 }}$ | 80 | $[\mathrm{~m} \Omega]$ |
| $L_{\text {cell5 }}$ | 75.3 | $[\mu \mathrm{H}]$ | $R_{\text {cell }}$ | 80 | $[\mathrm{~m} \Omega]$ |

of five parallel cells. Also, in this section, an attempt to qualify the algorithm by determining the weighted total harmonic distortion is shown.

### 6.4.1 Results for five interleaved cells

As mentioned, simulations have been performed for the case $N=5$, with corresponding simulation parameters listed in Table 6.2. The parameters which are shown are identical to those of the real experimental setup. In Table 6.3 the cell inductor values and their parasitic resistance are shown. It can be noted that the inductance of cell 1 has been chosen deliberately a bit higher. Additionally, in the simulations, the resolution of the DSP used in the setup (which applies also to the phase-shift) has been taken into account.

The simulated cell current ripples are shown in Figure 6.6. It can be seen that one cell current ripple has a lower magnitude because of the higher inductance. The higher cell resistance also leads to a different DC value, which is in this case largely caused by the additional wire. In practice, the difference in resistance will


Figure 6.6: Simulation results - Cell currents and sum current (a) without improved phaseshift (b) with improved phase-shift.
generally be lower. For the sake of clarity, this has been corrected for. The sum current is shown in Figure 6.6 as well and it can be seen that the sum current is dominated by the five-times switching frequency multiple. However, it also contains the switching frequency harmonic. Depending on the filter dynamics, or cut off frequency, this fundamental component can be even more visible in the output current.

Next, an iterative simulation has been performed, starting with the nominal phaseshift and 10 iterations. The resulting new phase-shifts are shown in Table 6.4. This phase-shift is given in a similar manner as it would be applied on the digital signal processor in the experimental setup. One PWM cycle on the DSP is 10200 clock-cycles. This means that the nominal phase-shift is 2040, 4080, 6120, 8160 clock cycles, respectively. However, due to implementation restrictions, phaseshifts $\varphi_{4}$ and $\varphi_{5}$ are complemented with respect to the PWM cycle, again resulting in the values 2040 and 4080. Also shown in the last column of the table are the amplitude of the first and second harmonics. These harmonics are calculated by using DFT. As can be seen, there is a rapid decay in the values. The number of iterations to find the improved phase-shift is very modest, after 4 iterations the optimal phase-shift is already found.

Table 6.4: Iteration values (simulation).

| Iter. \# | $\phi_{2}$ | $\phi_{3}$ | $\phi_{4}$ | $\phi_{5}$ | $A_{\mathrm{t}, 1}$ | $A_{\mathrm{t}, 2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2040 | 4080 | 4080 | 2040 | 0.0475 | 0.0129 |
| 2 | 1951 | 4091 | 4059 | 1947 | 0.0041 | 0.0021 |
| 3 | 1946 | 4076 | 4055 | 1948 | 0.0003 | 0.0002 |
| 4 | 1946 | 4075 | 4057 | 1948 | 0.0000 | 0.0000 |
| 10 | 1946 | 4075 | 4057 | 1948 | - | - |
| Precalculated | 1951 | 4084 | 4048 | 1943 | 0.0025 | 0.0003 |

An even better result would be achieved when the applied phase-shift is more accurate, i.e., when more clock cycles per PWM cycle could be used. Ultimately, the phase-shift between the PWM signals should be infinitely accurate to achieve the theoretical minimum value. Therefore, the algorithm performs worse when the number of bits for creating the PWM is less.

Remarkable is the fact that the precalculated phase-shift does not give us the optimal value. The numerical method seems to find a better phase-shift. The explanation is that the precalculation based the first harmonic magnitudes solely on the inductance values. However, also the cell inductor resistance influences this component. It can be concluded that the time-constant of the cell inductor, otherwise stated, also its parasitic resistance, influences the optimal phase-shift.

### 6.4.2 Harmonic distortion for five interleaved cells

This section will show the weighted harmonic distortion for different tolerances of the filter inductors for both the original and improved case. In Chapter 2 it was shown how for a gradient amplifier the integrated current error is an important criterion for the quality of the produced images, as the current-error timeintegral distorts k-space. Due to this integration criterion the harmonics should be weighted by a factor $1 / f$. When the filter elements are also included, the filter is two orders higher and a weighting factor of $1 / f^{3}$ is used. This gives a good indication of the consequence of harmonic distortion in most applications as long as the lowest harmonic component is higher than the cutoff frequency of the output filter. The $W H D D_{1}$ is defined as

$$
\begin{equation*}
\mathrm{WHD}_{1}=\sqrt{\sum_{n=1}^{30}\left(\frac{I_{n}}{n}\right)^{2}} \tag{6.22}
\end{equation*}
$$



Figure 6.7: Comparison of the harmonic spectrum for different tolerances of the cell inductors: (a) without improved phase-shift (b) with improved phase-shift.
and the $\mathrm{WHD}_{3}$ as

$$
\begin{equation*}
\mathrm{WHD}_{3}=\sqrt{\sum_{n=1}^{30}\left(\frac{I_{n}}{n^{3}}\right)^{2}} \tag{6.23}
\end{equation*}
$$

The $\mathrm{WHD}_{1}$ and $\mathrm{WHD}_{3}$ can be calculated for different tolerances $(1 \%, 5 \%$ and $10 \%$ ). It should be mentioned that such tolerances are not unusual for real-life inductors. The results of the analytically determined harmonics for $d=0.1$ are shown in Figure 6.7. These harmonics are normalized with respect to 1 A cell current ripple for a duty cycle of $d=0.5$.

It can be seen that the fundamental component is indeed removed and that the magnitude of higher-order harmonics is increased. Despite of this rise in higherorder harmonics the harmonic distortion is still significantly lower, especially the $\mathrm{WHD}_{3}$. The improvement is larger when the tolerances of the filter inductors are higher, i.e. when the fundamental component is more dominant.

### 6.5 Summary

In parallel multicell converters interleaving is a commonly used technique to reduce the output current ripple. Harmonic cancellation is achieved by applying a phase-shift to the carrier waves of the pulse width modulator, resulting in a reduced output current ripple at a higher effective frequency. However, optimal interleaving is only achieved when switching cells are identical. When variations between switching cells are taken into account, subharmonic switchingfrequency components appear in the output current, resulting in a higher voltage ripple than designed for.

In this chapter it is shown that for this situation an optimal phase-shift exists. A method is proposed to calculate the phase-shift in such a way that harmonics, such as the switching frequency are removed from the spectrum. Furthermore, an adaptive phase-shift control method is proposed which can solve the optimal phase-shift problem. It is shown that, by this method, the phase-shift values can be determined by only measuring the output current.

Simulation results have been presented in which the result of the adaptive algorithm has been compared to that of using pre-calculated phase-shifts. Also, for various tolerances, the harmonic distortion has been determined. It was shown how low-order harmonics could be eliminated at the cost of more energy in
higher-order harmonics. It can, therefore, be concluded that the proposed phaseshift correction is especially beneficial in applications were lower-order harmonics have a more devastating effect. Experimental results are presented in chapter 7.

## Chapter <br> 7

## Experimental results

"My favorite programming language is ... solder."
(Bob Pease)

### 7.1 Introduction

From theory to practice, it is the purpose of this chapter to give a practical demonstration of a number of elements from this thesis. The chapter can, as such, be divided into three parts. The first part deals with measurement results which are related to the concepts that were developed in chapter 4, the synthesis of the PowerDAC and its associated control/modulation scheme. To be able to do that, a prototype board has been realized of which the power stage has the same configuration as the one that has been used for the simulation results in chapter 4. The most relevant details and design aspects of this prototype board can be found in Appendix C.

The prototype board consists of a full-bridge amplifier, where each phase leg comprises a main amplifier and two correction amplifiers. The main amplifier and first correction amplifier are merged into a flying-capacitor stage for the reasons explained in chapter 4 . With such a phase leg a 5 -level output voltage can be generated, and, depending on whether bi- or unipolar PWM is applied, across the load, a 5- or 9-level voltage is created. In section 7.2 a measurement result of such a 9-level output voltage is presented together with the resulting output load current. Additionally, PWM waveforms are shown when applying a constant or dynamic reference. It is also shown how the flying capacitors can be balanced, while generating arbitrary waveforms.


Figure 7.1: Photograph of experimental setup A.

The second part, that is section 7.3, presents the measurement results which are related to the proposed closed-loop control and decoupling methods developed in chapter 5 . For these measurements, the same experimental setup is used, since, by enabling the two top or bottom switches in the second correction amplifier, the cell can be bypassed and a full-bridge amplifier configuration results where each phase leg contains only a flying-capacitor stage. Both decoupling methods are tested subject to the most challenging condition: a simultaneous step change in the reference for both controllers while the output current changes its sign.

Lastly, the third part of this chapter addresses the proposed improved phaseshift for parallel multicell converters, as explained in chapter 6. The algorithm has been implemented on a different setup and the relevant details are explained in section 7.4. A practical implementation of the adaptive harmonic elimination method is demonstrated, and the minimization of the harmonic components is confirmed by means of the harmonic spectrum.

### 7.2 Experimental results of PowerDAC

The experiments for verifying the capabilities of the PowerDAC have been conducted with setup A, of which a photograph is shown in Figure 7.1. In this setup,
besides the PowerDAC prototype board, a Delta EST 150 power supply is used for powering the board. A larger supply (Delta Elektronika SM 120-13) is used as input for the power stage. The measurements are recorded with a LeCroy WaveSurfer 24 MXs -A 200 MHz oscilloscope, and current is measured with a Tektronix TCPA300 amplifier and current probe. The output voltage and flying capacitor voltages have been measured with a Tektronix P5200 differential probe. All measurement plots have been generated with MATLAB, and raw data is visualized. No post-processing algorithms have applied to the presented images.

### 7.2.1 Gate signaling

First, PWM waveforms are shown when a constant duty cycle is applied and a certain correction for both capacitors in one phase leg is desired for balancing. The measured PWM is shown in Figure 7.2(a). The figure displays five switching cycles of the main amplifier. The switching frequency is 146 kHz , and it can be seen that the PWM of the correction amplifier has twice this switching frequency ( 292 kHz ). Notice that, due to a desired correction, the pulses have been adapted. The adaption can be implemented in two ways: by alternating the duty cycle or the phase-shift. Here, on the DSP the duty cycles are alternated, as this method is easier to implement compared to the alternative method. Note that there are quite some moments in which devices need to switch simultaneously.

When the reference is dynamic, the PWM waveforms become a bit more complex. In Figure 7.2(b) an example is given of the PWM waveforms when a sinusoidal waveform is created. Also here a correction for balancing is applied.

### 7.2.2 Output voltage and output current

To show the operation under uni-polar switching, a phase-shift of one-eighth of the switching period is applied in phase leg B. In this mode a 9-level switched output voltage is created. The result is shown in Figure 7.3(a), where the reference is a 1.5 kHz sine wave. The effective switching frequency of this waveform is 8 times the switching frequency of the main amplifier, i.e. 1.168 MHz . As predicted by the simulations, spikes are clearly visible on top of the 9 -level waveform. The most important reason for why they are so clearly visible is dead time. The rise time of the switching devices is 12 ns , whereas the blanking time is 100 ns . Notice also that there is some sort of asymmetry in the spikes. This is caused by the current lagging due to the parasitic inductance of the resistor. The output current is shown in Figure 7.3(b).

(b)

Figure 7.2: Measured gate signals (PWM) (a) the reference is a constant (b) the reference is a sine wave.

(a)

(b)

Figure 7.3: Measurement results of (a) switched output voltage and (b) output current.


Figure 7.4: Measurement results of (a) output current and (b) capacitor voltages during start-up of the PowerDAC.

### 7.2.3 Capacitor balancing

Balancing of the capacitor voltages is demonstrated by showing the start-up procedure of the PowerDAC, where the supply voltage ramps up, while at the time already a 1.5 kHz sine wave is created. In Figure 7.4(a) the output current is shown. Since there is no feedforward of the supply voltage, the amplitude of this current is following the supply voltage. In Figure 7.4(b) it can be seen how the capacitors are balanced, and remain balanced. Note that the capacitor voltage of the second correction amplifier is slightly higher than expected. This is, again, caused by dead time, as explained in chapter 4.

### 7.3 Closed-loop control for flying-capacitor converters

Both decoupling control methods proposed in chapter 5 have been implemented. Again, the setup shown in Figure 7.1 has been used. The control procedure is as follows: On the DSP, at the start of each switching cycle the reference signal is updated and a start-of-conversion signal is sent to the internal 12-bit ADC's of the DSP. All state variables are measured and an interrupt is generated when the conversion is finished. Then, calculations are performed as presented in this thesis to calculate the duty cycles. This sequence is continuously repeated. For


Figure 7.5: Measurement results of the feedback linearization with LQR: Transient response of the output voltage after a step change in the flying-capacitor and initial offset. (a) capacitor voltage (b) output voltage.
achieving high accuracy (32-bit) in the calculations the IQmath library has been used.

For both control algorithms a measurement result is shown in which simultaneously a step is applied in both the output voltage and flying-capacitor voltage reference. Initially, the flying-capacitor voltage has a small offset.

### 7.3.1 Feedback linearization with LQR

In Figure 7.5 a measurement result has been shown of the implementation of feedback linearization with LQR. The control algorithm is executed at a frequency of 146 kHz . Due to the use of PSCPWM, a three-level output voltage is realized with an effective frequency of twice this frequency $(292 \mathrm{kHz})$. Furthermore, the supply voltage has in this case been set to 30 V and a duty cycle of 0.4 has been used. To remove noise from switching on the measurements a noise filter has been applied to the measured waveforms. The output voltage transient is very fast and it can be seen that the balancing of the flying-capacitor has hardly any influence on this transient. Similar to the simulation results, when the duty cycle or gain are increased and inputs become saturated due to balancing, the transients can become very poor.


Figure 7.6: Measurement results of vector decoupling with PI control: Transient response of the output voltage after a step change in the flying-capacitor and initial offset. (a) capacitor voltage (b) output voltage.

### 7.3.2 Vector decoupling with PI control

The calculations of the vector decoupling with PI control took more processing time. As a result, the switching and sample frequency have been reduced to 73 kHz . At the same time the modulation index and supply voltage have been increased to show the input saturation prevention. The measurement results are shown in Figure 7.6 and it can be seen that balancing still has some effect on the transient of the output voltage, although it is much less than without decoupling or saturation prevention.

### 7.4 Harmonic elimination in parallel converters

The ideas proposed in chapter 6 have been verified on a separate experimental setup. This setup is shown in Figure 7.7 and it is referred to as setup B. The setup makes it possible to verify the proposed ideas for $N=5$. It consists of (A) an interleaved power amplifier. This amplifier contains two six-packs of IGBTs, which are controlled by 6 individual drivers as indicated by (B). The control board (C) contains a TMS320F28044 digital signal processor (DSP), which is used to create pulse-width modulation. Furthermore, five cell inductors are shown (D) and one additional inductor (E) has been placed to add an extra inductance in one


Figure 7.7: Photograph of experimental setup B.
of the cells of approximately $10 \%$ of the nominal inductance. The sum current of the three cell currents is measured with an LEM type current sensor (F), behind which the filter capacitor is placed (G) and, lastly, the load inductor is indicated with $(\mathrm{H})$. The current sensor is connected to an oscilloscope, the measured data (current signal) is transferred to an external computer on which the iterative phase-shift algorithm is being executed. This algorithm basically involves a DFT of the measured data and calculation of (6.20), in which

$$
F\left(\Phi_{k}\right)=\left[\begin{array}{c}
\operatorname{Im}\left(I_{\text {sum }, 1}\right)  \tag{7.1}\\
\operatorname{Re}\left(I_{\text {sum }, 1}\right) \\
\operatorname{Im}\left(I_{\text {sum }, 2}\right) \\
\operatorname{Re}\left(I_{\text {sum }, 2}\right)
\end{array}\right]
$$

where $I_{\text {sum, }, n}$ denotes the $n^{\text {th }}$ harmonic of the sum current. The new phase-shift is then applied in the next iteration. This sequence is repeated until the minimum value is obtained.

### 7.4.1 Results for five interleaved cells

The results of the measurements for five interleaved cells are shown in Figure 7.8, where they are compared with results obtained during the simulation. First

Table 7.1: Iteration values (measurement).

| Iter. \# | $\phi_{2}$ | $\phi_{3}$ | $\phi_{4}$ | $\phi_{5}$ | $h_{1}$ | $h_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2040 | 4080 | 4080 | 2040 | 0.0291 | 0.0092 |
| 2 | 1965 | 4065 | 4094 | 2000 | 0.0114 | 0.0023 |
| 3 | 1947 | 4060 | 4090 | 1977 | 0.0043 | 0.0002 |
| 4 | 1945 | 4059 | 4084 | 1966 | 0.0018 | 0.0002 |
| 5 | 1944 | 4058 | 4081 | 1962 | 0.0009 | 0.0001 |
| 6 | 1943 | 4058 | 4079 | 1961 | 0.0002 | 0.0002 |



Figure 7.8: Comparison of (a) simulation and (b) measurement results of steady-state behavior: The upper plots show the sum current without correction, the bottom plots the sum current with correction.


Figure 7.9: Harmonic spectrum of the sum current comparing harmonics with and without the improved phase-shift: (a) Simulation results and (b) measurement results.
of all, the phase-shift values for the iteration process are given in Table 7.1. The parameters which apply to the experimental setup are equal to those that were used for the simulation results presented in chapter 6, and again 10 iterations were performed. In the Table 6 iterations are shown and the $6^{\text {th }}$ iteration shows the best result, after which the algorithm presents an errant behavior. In other words, because of practical limitations the algorithm does not perform as well as in simulation. That is because in the real setup not every cycle is exactly identical, due to measurement noise. It also means that if the phase-shift is fixed, slightly different harmonic components are measured every new switching cycle. Three cycles of the measured sum current, both with and without correction, are shown in Figure 7.8. Note that this is an AC measurement to obtain more bits for the ripple current. Also, a 3-bit noise filter has been applied on the measured current to remove high-frequency oscillations during switching events.

The harmonic spectrum in Figure 7.9 shows that the first two harmonics are significantly reduced. Note that the elimination of the lower-order harmonics comes at the cost of a higher magnitude of higher-order harmonics. Remarkable is the presence of the $10^{\text {th }}$ harmonic as this harmonic was not visible in the simulation results. This is caused by parasitics (such as the switching device output capacitance) that are not included in the model.

During the measurements, a significant delay was noticed, because the switched node voltage was not exactly centrally placed in between the two interrupt pulses. This delay, caused by the driver blanking-time, has been measured and manually

(a) Measured sum current - no phase-shift correc-(b)
(b) Measured sum current - with phase-shift cortion rection

Figure 7.10: Measurement results of output current (a) without improved phase-shift (b) improved phase-shift.
corrected for $(2 \mu \mathrm{~s})$. Furthermore, during the measurements it was also observed that the output filter capacitor may not be too small, otherwise the capacitor voltage is changing too much in one cycle causing the algorithm to fail. This event has also been verified in the simulations. It is worth recalling that the equations of the algorithm were based on the assumption that the capacitor voltage does not have a ripple.

### 7.4.2 Output current

Evaluation of the improvement of the sum current due to the phase-shift by a first look at the traces in Figure 7.8 may lead to the conclusion that not much is gained. However, of primary interest is the output current, because this is the current which is passing through the load inductor. This output current is shown in Figure 7.10, and it can be seen directly that here a significant improvement is achieved. Due to the filtering behavior of the capacitor and cell inductors, higherorder switching-frequency harmonics are attenuated more, as is also discussed in section 6.2.1.

### 7.5 Discussion

In this chapter the experimental results are presented. Measurement results have been shown to demonstrate that the proposed topology and its associated control/modulation scheme provide a feasible solution for power amplification purposes. Specific performance qualifiers such as efficiency or THD have not been determined, because the prototype board has not been optimized for these parameters. Also the proposed closed-loop control methods for flying-capacitor topologies have been implemented on the prototype board and measurement results have been presented.

The proposed ideas related to the improved phase-shift for parallel multicell converters have been tested on a different experimental setup. For the iterative algorithm, the DFT has not yet been implemented on the DSP. For verification and further research, it is therefore recommended to qualify the method when fully implemented on a microcontroller. It should be mentioned that the phase-shift optimization algorithm does not necessarily need to be fast or real time, as the parameters (i.e. inductance values) that would be able to change the phase-shift are expected to change slowly (for instance due to thermal effects).

## Part IV

## Closing

## Chapter

## Conclusion and discussion

"If you are not part of the solution, you are part of the precipitate."
(Don Lancaster)

### 8.1 Conclusions

In this thesis the PowerDAC, a new approach for high-precision power amplification, has been presented and evaluated. The PowerDAC topology may be an attractive and alternative solution for existing power amplifiers. The topology can be seen as a mixture or hybrid between the existing flying-capacitor and seriesconnected H-bridge topology. The topology might, at first, be most successful in applications were one of these topologies is already employed. For instance, as an alternative to the conventional series-connected H -bridge converter to get rid of isolated voltage supplies. Or as an improvement of the flying-capacitor topology to obtain more voltage levels. While no in-depth analysis has been performed, reliability and ride-through may also be improved, as it is easier to bypass an $H$-bridge cell than a flying-capacitor cell.

Still, in the current version of the PowerDAC, a number of non-idealities are present, which should be addressed for making the technology successful. First, the requirement of having an output current for balancing the capacitors. This especially plays a major role during start-up, as it might be undesirable to require an output current during start-up. The solution may also solve the problem which occurs at particular duty cycles (i.e. 0.5), where certain correction cells are not switching for a long period. An associated issue are the singular points in the control loop. Second, the asymmetry in the chosen voltage levels leads to a high
number of levels compared to the number of components. However, the requirement to simultaneously switch to jump between adjacent levels has an enormous impact on the performance of the PowerDAC solution.

In general, this research has been a struggle between the ideal and reality. Although we strive to obtain the ideal, in reality we are confronted with practical issues. Especially in multilevel solutions that have been proposed in recent years the ideal seems very promising. The naked reality, however, is that the multilevel concept has already been known for decades, and industry does not seem to hurry implementing this improvement. There is of course the exception of applications in which the two-level approach is simply not an alternative, because of a high voltage and/or high power rating. For multilevel, non-idealities seem to have a huge impact which diminishes the benefits.

In this thesis, on the other hand, two of these non-idealities have been specifically addressed. First, the impact of a capacitor voltage unbalance and the impact of the compensator which is used for balancing these capacitor voltages. Second, the impact of unequal inductors on the output current in interleaved parallel converters. For both issues an effective solution has been proposed. For the coupling effect of a capacitor voltage compensator, two decoupling methods have been proposed. For non-idealities in parallel converters, an improved phase-shift has been proposed. The benefit of both methods has been demonstrated by means of simulation and measurement results.

Additionally, friction between ideal and reality has also been noticed in the theoretical part. In chapter 3 for instance, the duality theorem itself has been part of the discussion. To be able to find the dual transformation of the (non-planar) interleaved converter $(N>2)$, it was necessary to allow the inclusion of transformers. A new type of duality had to be defined and in this situation the duality theorem seems to have lost some of its elegance.

### 8.2 Original contributions

In this section the main research contributions of this thesis are given.

- Investigation to the influence of distortions in gradient amplifiers on image quality in MRI.
Fundamentals of MRI are described from a power-electronics perspective. This brief introduction was required to establish a relation between a current waveform, as generated by a gradient amplifier and the produced image in an MR scanner. Additionally, it is shown how these relations can
form the basis for a simulation tool that can be used for the analysis of gradient amplifier distortions.
- A proposal for the classification of multilevel converters and the derivation of the interleaved dual.
A multi-layer classification or taxonomy is proposed for the categorization of power-electronic circuits, in particular multicell topologies. Symmetrical relations have been recognized leading to the dual transformation of interleaved converters.
- Synthesis of a multilevel converter variant topology.

An asymmetrical series-connected H-bridge converter topology is proposed in which floating capacitors are used to create the voltage levels. The innovative part of the proposed topology is that it is characterized by the fact that each additional cell has half the voltage and twice the switching frequency of the preceding cell. The topology comes with a modulation scheme that allows fully balanced operation while generating arbitrary waveforms. A proof-of-concept PowerDAC prototype board has been designed and assembled from which we were able to successfully demonstrate the PowerDAC concept.

- Establishment of two innovative control methods for solving the decoupling problem in series multicell converters.
For series multicell topologies, two control methods, a vector and nonlinear, are proposed for the decoupling of the capacitor voltage compensator and the output voltage tracking controller. Both methods were successfully implemented both in simulation and on an experimental setup.
- Development of an improved phase-shift for interleaved parallel converters to counteract distortion caused by unequal output inductors.
For interleaved parallel converters, a phase-shift correction is proposed to eliminate harmonics in the output current caused by unequal output inductors. Two methods for implementation are presented: A pre-calculated improved phase-shift and an iterative closed-loop optimization. The methods have been successfully verified in simulation and in practice.

Parts of this dissertation has been published elsewhere [14-18,133]. The following scientific papers have been published in conferences and journals:
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- M. L. A. Caris, H. Huisman, J. M. Schellekens, and J. L. Duarte, "Generalized harmonic elimination method for interleaved power amplifiers," in Proceedings of the 38th Annual Conference on IEEE Industrial Electronics Society (IECON), Oct 2012, pp. 4979-4984.
- J. M. Schellekens, M. L. A. Caris, J. L. Duarte, H. Huisman, M. A. M. Hendrix, and E. Lomonova, "High precision switched mode amplifier with an auxiliary bias circuit," in Proceedings of the 15th European Conference on Power Electronics and Applications (EPE), Sept 2013, pp. 1-10.
- M. L. A. Caris, H. Huisman, and J. L. Duarte, "Harmonic elimination by adaptive phase-shift optimization in interleaved converters," in Proceedings of the IEEE Energy Conversion Congress and Exposition (ECCE), Sept 2013, pp. 763-768.
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- H. Huisman, M.L.A. Caris, "Power converter for powering an MRI gradient coil and method of operating a power converter", WO2013136224 A3, 20 February 2014.
- R.B. Dai, M.L.A. Caris, J.L. Duarte, "Basic Crossover Correction Cells (B3C) for high-precision electric power processing amplifiers", provisional, 3 April 2016.


### 8.3 Recommendations and future research

While this dissertation has laid the basic groundwork for a new approach in highprecision power amplification, further theoretical and practical improvements
may be addressed. In this section we would like to briefly point out some topics for future research.

First, a basic simulation tool for the analysis of distortions in gradient amplifiers has been established. However, the tool is based on quite some assumptions and other subsystem non-idealities were fully neglected. The analysis could be further improved by including also these neglected aspects. Doing so, a full system analysis can be performed to improve the specifications that are important in the design of such an amplifier.

The analysis of the PowerDAC topology could be further improved if its reliability is investigated. For instance, improved ride-through capabilities can be obtained by adding an additional correction cell, and allowing cells to be bypassed if necessary. Furthermore, it is recommended to investigate the limited balance mode, where also voltage levels are applied which exceed the supply voltage. Using this mode could in some applications lead to a near-doubled peak power from the same circuit. Additionally, it is recommended to investigate the impact of other distortion effects, such as non-ideal switching devices, dead time, external voltage supply distortions more elaborately. Lastly, it would be interesting to realize a setup which includes different switching device technologies (IGBT, MOSFET) in the correction amplifiers.

In the control methods, the nonlinear feedback linearization can be improved if the equations are simplified. For instance, since the output load is linear, it would be convenient if this part of the model is excluded from the feedback linearization. Additionally, to improve the model, and to make it more exact, an observer has to be added for the estimation of the common-mode capacitor voltages. In the practical setup the voltage at the output node is measured, and this measured voltage includes the voltage across the series resistor. It is, therefore, an approximation.

The vector decoupling method could be further improved by analyzing the general case. Based on the results of chapter 4, it is expected that this goal can be accomplished by creating a set of rules that set priorities.

## Appendices

## Appendix 1

Nomenclature

## A. 1 Symbols

| Symbol | Quantity | Unit |
| :---: | :--- | :--- |
| $\boldsymbol{B}$ | magnetic field | T |
| $C$ | capacitance | F |
| $d$ | duty cycle | - |
| $e$ | error | - |
| $f$ | frequency | Hz |
| $\boldsymbol{G}$ | magnetic field gradient | $\mathrm{Tm}^{-1}$ |
| $i$ | current | A |
| $j$ | imaginary unit $\left(j^{2}=-1\right)$ | - |
| $k$ | wavenumber | - |
| $K$ | gain | - |
| $\boldsymbol{L}$ | angular momentum | $\mathrm{kg} \mathrm{m} \mathrm{m}^{-1}$ |
| $L$ | inductance | H |
| $\boldsymbol{M}$ | net magnetization | T |
| $q$ | switching function | - |
| $Q$ | quality factor filter | - |
| $\boldsymbol{r}$ | spatial position vector | - |
| $r$ | relative degree | - |


| Symbol | Quantity | Unit |
| :---: | :--- | :--- |
| $R$ | resistance | $\Omega$ |
| $s$ | signal | - |
| $t$ | time | s |
| $T$ | time period | s |
| $u$ | input | - |
| $v$ | transformed input | - |
| $v$ | space vector | - |
| $V$ | voltage | V |
| $x$ | state | - |
| $y$ | output | - |
| $\gamma$ | gyromagnetic ratio | rad s |
| $\varepsilon$ | electromotive force | V |
| $\eta$ | efficiency | - |
| $\mu$ | magnetic moment | N m T |
| $\xi$ | transformed state | - |
| $\rho$ | proton spin density | $\mathrm{moles} / \mathrm{m}^{3}$ |
| $\tau$ | torque | N m |
| $\phi$ | PWM phase-shift | rad |
| $\omega$ | angular frequency | rad s |
|  |  |  |

## A. 2 Subscripts

Symbol Meaning

| d | difference |
| :---: | :--- |
| eff | effective |
| im | imaginary part |
| L | load |
| m | main |
| mc | micro-controller |
| re | real part |
| ref | reference |
| rf | radio-frequency |
| s | sample |
|  | supply |
| sw | switching |
| t | total |

## A. 3 Notation

| Acronym | Meaning |
| :---: | :--- |
| $t, f$ | scalar variables are denoted italic |
| $\boldsymbol{u}, \boldsymbol{v}$ | vectors are denoted bold and italic |
| $\mathbf{A}, \mathbf{B}$ | matrices are denoted bold and upright |
| $i, I, v, V$ | electric quantities, voltages and currents, when small denote |
|  | time-dependent functions. Capital size electric quantities de- |
|  | note RMS values |
| $A^{\mathrm{T}}$ | matrix transpose |
| $A^{-1}$ | matrix inverse |
| $\langle x\rangle$ | average value |
| $\langle x, x\rangle$ | inner product |
| $x^{*}$ | reference value |
| $\\|x\\|$ | norm or absolute value |
| $\tilde{x}$ | peak-to-peak ripple |

## A. 4 Acronyms

| Acronym | Meaning |
| :---: | :--- |
| AC | Alternating current |
| ADC | Analog-to-digital converter |
| APOD | Alternative phase-opposite disposition |
| CPU | Central processing unit |
| DAC | Digital-to-analog converter |
| DC | Direct current |
| DFT | Discrete Fourier transform |
| DSP | Digital-signal processor |
| EMI | Electromagnetic interference |
| HVDC | High voltage direct current |
| IC | Integrated circuit |
| IGBT | Insulated-gate bipolar transistor |
| LQR | Linear-quadratic regulator |
| MOSFET | Metal-oxide-semiconductor field-effect transistor |
| MIMO | Multi-input and multi-output |


| Acronym | Meaning |
| :---: | :--- |
| MR | Magnetic resonance |
| MRI | Magnetic resonance imaging |
| NMR | Nuclear magnetic resonance |
| PCB | Printed circuit board |
| PCM | Pulse-code modulation |
| PD | Phase-disposition |
| PDM | Pulse-density modulation |
| PI | Proportional-integral |
| POD | Phase-opposite disposition |
| PWM | Pulse-width modulation |
| QAM | Quadrature-amplitude modulation |
| RF | Radio frequency |
| SPI | Serial peripheral interface |
| SNR | Signal-to-noise ratio |
| THD | Total harmonic distortion |
| WHD | Weighted harmonic distortion |
| ZOH | Zero-order hold |

# Appendix 

## B

## Definitions

## B. 1 Fourier series and transform

Fourier analysis has been an important tool throughout this thesis when analyzing signals. In this section of the Appendix the key equations and their interrelation are listed together.

## B.1.1 Fourier series

Consider a periodic function $f(x)$, satisfying the Dirichlet conditions, within the interval $-L \leq x \leq L$, then $f(x)$ can be written as a Fourier series according to

$$
\begin{equation*}
f(x)=\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos \left(\frac{n \pi}{L} x\right)+b_{n} \sin \left(\frac{n \pi}{L} x\right)\right) \tag{B.1}
\end{equation*}
$$

where

$$
\begin{align*}
& a_{n}=\frac{1}{L} \int_{-L}^{L} f(x) \cos \left(\frac{n \pi}{L} x\right) d x \\
& b_{n}=\frac{1}{L} \int_{-L}^{L} f(x) \sin \left(\frac{n \pi}{L} x\right) d x \tag{B.2}
\end{align*}
$$

A specific harmonic $n$ of the function $f(x)$ is denoted with the addition of a subscript as

$$
\begin{equation*}
f_{n}(x)=a_{n} \cos \left(\frac{n \pi}{L} x\right)+b_{n} \sin \left(\frac{n \pi}{L} x\right) \tag{B.3}
\end{equation*}
$$

Often such a specific harmonic component is written as a single sinusoid, that is,

$$
\begin{equation*}
f_{n}(x)=A_{n} \cos \left(\frac{n \pi}{L} x+\phi_{n}\right) \tag{B.4}
\end{equation*}
$$

in which

$$
\begin{align*}
A_{n} & =\sqrt{a_{n}^{2}+b_{n}^{2}} \\
\phi_{n} & =\operatorname{atan} 2\left\{-b_{n}, a_{n}\right\} \tag{B.5}
\end{align*}
$$

## B.1.2 Complex Fourier series expansion

By using the Euler equations the complex version of the Fourier series can be derived, that is by using

$$
\begin{align*}
& \cos (x)=\frac{e^{j x}+e^{-j x}}{2} \\
& \sin (x)=\frac{e^{j x}-e^{-j x}}{2 j} \tag{B.6}
\end{align*}
$$

By substituting (B.6) in (B.1), it is found that

$$
\begin{equation*}
f(x)=\sum_{n=-\infty}^{\infty} c_{n} e^{j \pi n x / L} \tag{B.7}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{n}=\frac{1}{2 L} \int_{-L}^{L} f(x) e^{-j \pi n x / L} d x \tag{B.8}
\end{equation*}
$$

The complex coefficients can also be expressed in terms of $a_{n}$ and $b_{n}$, and are given by

$$
\begin{align*}
c_{n} & =\frac{a_{0}}{2} \quad n=0 \\
c_{n} & =\frac{1}{2}\left(a_{n}-b_{n} j\right) \quad n \in \mathbb{N}_{1} \\
c_{-n} & =\frac{1}{2}\left(a_{n}+b_{n} j\right) \quad n \in \mathbb{N}_{1} . \tag{B.9}
\end{align*}
$$

## B.1.3 Fourier transform

Fourier series apply to periodic functions only. For non-periodic functions, it can be shown by approximation [5] that the Fourier transform can be derived. Let us define $k_{n}=\frac{n \pi}{L}$, and $\triangle k=k_{n+1}-k_{n}=\frac{\pi}{L}$, then equation B .7 becomes

$$
\begin{equation*}
f(x)=\frac{L}{\pi} \sum_{n=-\infty}^{\infty} c_{n} e^{j k_{n} x} \triangle k \tag{B.10}
\end{equation*}
$$

in the limit $L \rightarrow \infty$, the discrete summation becomes a continuous integral with $k$ a continuous variable, and when taking the definition of $c_{n}$ as in (B.8), the "Fourier integral formula" results as

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[\int_{-\infty}^{\infty} f(x) e^{-j k x} d x\right] e^{j k x} d k \tag{B.11}
\end{equation*}
$$

The Fourier integral formula can be split up into what is defined as the Fourier transform

$$
\begin{equation*}
F(k)=\int_{-\infty}^{\infty} f(x) e^{-j k x} d x \tag{B.12}
\end{equation*}
$$

and the inverse Fourier transform

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(k) e^{j k x} d k \tag{B.13}
\end{equation*}
$$

Note that the derivation is not mathematically accurate because the Riemann sum approximation does not apply to improper integrals.

## B.1.4 Band-limited functions

Consider the inverse Fourier transform of a band-limited function (i.e. a function of which the spectrum is zero outside the band $(-2 \pi W, 2 \pi W))$,

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi} \int_{-2 \pi W}^{2 \pi W} F(k) e^{j k x} d k \tag{B.14}
\end{equation*}
$$

Then, similar to (B.7), a Fourier series expansion of the spectrum can be defined as

$$
\begin{equation*}
F(k)=\sum_{n=-\infty}^{\infty} c_{n} e^{-j n k / 2 W}, \tag{B.15}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{n}=\frac{1}{4 \pi W} \int_{-2 \pi W}^{2 \pi W} F(k) e^{j k n / W} d k=\frac{1}{2 W} f\left(\frac{n}{2 W}\right) . \tag{B.16}
\end{equation*}
$$

This result shows how the spectrum of a band-limited function is determined by $f\left(\frac{n}{2 W}\right)$, i.e. by samples of the original signal.

## B. 2 Lie Algebra

In this section very briefly the most important aspects of Lie Algebra are revisited. Here, definitions are given of the Lie derivative and the Lie bracket. More detailed and elaborated information can be found in [62,108].

## B.2.1 Lie derivative

Given a smooth function $h(\boldsymbol{x})$ along a smooth vectorfield $\mathbf{f}(\boldsymbol{x})$

$$
\mathbf{f}(x)=\left(\begin{array}{c}
f_{1}(x) \\
\vdots \\
f_{n}(x)
\end{array}\right)
$$

the Lie derivative of $h$ with respect to $\mathbf{f}$ is defined as the inner product between $\frac{\delta h}{\delta x}$ and $\mathbf{f}$, and is denoted as

$$
L_{\mathbf{f}} h(\boldsymbol{x})=\left\langle\frac{\partial h}{\partial \boldsymbol{x}}, \mathbf{f}\right\rangle=\frac{\partial h}{\partial x_{1}} f_{1}+\cdots+\frac{\partial h}{\partial x_{n}} f_{n} .
$$

The Lie derivative operator can be used twice to different vector fields $\mathbf{f}$ and $\mathbf{g}$

$$
L_{\mathbf{g}} L_{\mathbf{f}} h(\boldsymbol{x})=\left\langle\frac{\partial\left(L_{\mathbf{g}} h\right)}{\partial x}, \mathbf{f}\right\rangle .
$$

The Lie derivative of a higher order is calculated as recursively repeated Lie derivatives

$$
L_{\mathbf{f}}^{k} h(\boldsymbol{x})=\left\langle\frac{\partial\left(L_{\mathbf{f}}^{k-1} h\right)}{\partial \boldsymbol{x}}, \mathbf{f}\right\rangle,
$$

and with $L_{\mathbf{f}}^{0} h(\mathbf{x})=h(\mathbf{x})$.

## B. 3 Nonlinear control concepts

## B.3.1 Relative degree

A MIMO system has a set of relative degrees $\left\{r^{1}, \cdots, r^{m}\right\}$ in a point $x_{0}$ if all entries in the set

$$
\left\{\begin{array}{ccc}
L_{g_{1}} L_{\mathbf{f}}^{r^{1}-k} h^{1}(\mathbf{x}) & \cdots & L_{g_{m}} L_{\mathbf{f}}^{r^{1}-k} h^{1}(\mathbf{x})  \tag{B.17}\\
\vdots & \ddots & \vdots \\
L_{g_{1}} L_{\mathbf{f}}^{r^{m}-k} h^{m}(\mathbf{x}) & \cdots & L_{g_{m}} L_{\mathbf{f}}^{r^{m}-k} h^{m}(\mathbf{x})
\end{array}\right\}
$$

are equal to zero for all $k>1$, and if the characteristic decoupling matrix

$$
\mathbf{F}(\boldsymbol{x})=\left[\begin{array}{ccc}
L_{g_{1}} L_{\mathbf{f}}^{r^{1}-1} h^{1}(\boldsymbol{x}) & \cdots & L_{g_{m}} L_{\mathbf{f}}^{r^{1}-1} h^{1}(\boldsymbol{x})  \tag{B.18}\\
\vdots & \ddots & \vdots \\
L_{g_{1}} L_{\mathbf{f}}^{r^{m}-1} h^{m}(\boldsymbol{x}) & \cdots & L_{g_{m}} L_{\mathbf{f}}^{r^{m}-1} h^{m}(\boldsymbol{x})
\end{array}\right]
$$

is nonsingular at the point $x_{0}$. The relative degree $r^{i}$ is, therefore, the smallest number that satisfies the previous conditions for all the $m$ inputs. The total relative degree of the system $r^{t}=\operatorname{sum}\left\{r^{1}, \cdots, r^{m}\right\}$.

## Appendix

## C

## Design aspects of prototype

board

## C. 1 Hardware aspects

For a part of the measurements presented in Chapter 7, the prototype board shown in Figure C. 1 is used. The board is referred to as experimental setup A, and in this Appendix the most important design and component selection aspects are described in detail. The main purpose of this prototype is the realization of a proof-of-concept, in which the PowerDAC topology is used as end-stage. However, for demonstration purposes, the board can also be used as full-digital audio amplifier, where audio data (reference data) is read from an SD-card, and converted into an output voltage. As such, it is possible to connect a loudspeaker and listen to music.

A block diagram of the board is shown in Figure C.2. For this prototype, the priority has been to obtain robustness and flexibility. This choice translates in, for instance, the use of overrated components and additional hardware protection circuitry. It should be stressed that, as a consequence of this choice, the prototype board cannot be compared with state-of-the-art high-fidelity audio amplifiers in


Figure C.1: Photograph of the PowerDAC prototype board.


Figure C.2: Block diagram of the PowerDAC prototype.
terms of performance qualifiers, such as THD, SNR or efficiency.
Additionally, all the PWM signals (inputs) and measured signals (outputs) are connected to SMB connectors, which allows the visualization of the most important signals, and, allows for the connection of an external control system. However, this prototype is intended to make use of a so-called DSP ControlCARD (TMDSCNCDH52C1) from Texas Instrument, which can be inserted into a DIMM 100 pin socket. On this prototype board, the ControlCARD contains a TMS320F28M35 DSP. The use of such a relatively cheap microcontroller solution on this prototype demonstrates that the implemented algorithms can be used in industrial applications or products.

The main board is a 4-layer PCB that includes a ground and power plane on the two internal layers, signal traces are placed on the top and bottom layers. Additionally, measurement circuits are present for signal conditioning, and protection circuitry with LED indication is added for the prevention of over-voltages. In the remaining sections of this Appendix some more details are given about the main elements: 1) ControlCARD and DSP 2) the Power stage 3) the driver circuitry 4) floating capacitor voltage measurement circuit.

## C.1.1 DSP and controlCARD

The prototype board contains a TMS320F28M35 DSP, which is a multicore microcontroller system-on-a-chip from the Concerto-family of Texas Instruments. It consists of three sub-systems, a communications subsystem, a real-time control subsystem and an analog subsystem. The communication subsystem is based on a 32-bit ARM cortex-M3 CPU and it has access to multiple communication peripherals, such as Ethernet, CAN, SPI and USB. These peripherals can all be controlled/handled by this processing unit. On the prototype board this part of the DSP is mainly used for loading the reference from the SD-card (with SPI), and to communicate with the input power supply through Ethernet and to communicate with an external PC through a UART.

The second subsystem is the control subsystem, which is based on the 32-bit C28x floating-point CPU. It also has access to some of the communication peripherals, however, its main task is to generate the PWM signals based on its inputs (Reference and measured signals). Also, capacitor voltage and output voltage control algorithms are implemented on this part of the DSP. Inter-processor communication in combination with a buffer on the shared RAM is used for transferring the reference between the two cores.

Table C.1: Output power specifications for different load DC resistance values (with 60 V supply voltage)

| Resistor value | Peak current | Rated power |
| :---: | :---: | :---: |
| $4 \Omega$ | 15 A | 450 W |
| $6 \Omega$ | 10 A | 300 W |
| $8 \Omega$ | 7.5 A | 225 W |

The third subsystem is the analog subsystem, which consists of 20x 12-bit ADCs. Measurement results can be read out by both cores. Furthermore, the two processing units have access to the shared RAM. Communication with the ADCs takes place through the analog common interface bus. More elaborated information can be found in the product brochure of the DSP or in the datasheet.

## C.1.2 Power stage and output filter

The power stage has a full-bridge configuration, which means that there are two phase legs. Each phase leg is constructed from a main amplifier stage and two correction amplifier stages. As explained in Chapter 4, the main amplifier stage and the first correction amplifier stage can be merged together to result in a flyingcapacitor stage.

The nominal input voltage is defined as 60 V and, therefore, the switching devices of the first flying-capacitor stage will see a nominal voltage of 30 V . The second stage MOSFETs will see a voltage of 15 V . For all the switching devices in the power stage, 60 V power MOSFETs of Infineon (N-channel OptiMOS) are chosen. The IPB057N06N comes in a D2PAK package (TO-263), which is advantageous, because this package is standard, and makes it possible to replace the MOSFET with another type (also from other suppliers). At the same time this package has a lower parasitic inductance than for instance the classic TO-220, leading to better performance.

Table C. 1 displays the peak RMS output power for various DC resistance values of a loudspeaker, which is calculated, assuming sinusoidal current and voltage waveforms, by using

$$
\begin{equation*}
P_{\text {peak }}=\frac{\left(V_{\mathrm{s}}\right)^{2}}{2 R_{\mathrm{L}}} \text {. } \tag{C.1}
\end{equation*}
$$

## Layer name:



Figure C.3: Construction of a D2PAK MOSFET with heatsink on the backside of a PCB.

Based on [52,61], and using $\frac{1}{2} V_{\mathrm{s}}=30 \mathrm{~V}, f_{\mathrm{sw}}=100 \mathrm{kHz}, I_{\mathrm{RMS}}=7.5 \mathrm{~A}$, it is estimated that the worst-case losses amount to approximately 6 W . Since the junction-to-ambient thermal resistance amounts to $50 \mathrm{KW}^{-1}$, a heatsink is required. As classical D2PAK heatsink solutions can take up quite some space, increasing parasitic inductances in the switching legs, it has been chosen to apply the thermal design as depicted in Figure C.3. In this solution, in the pad, on which the component is placed, a large number of VIA holes is drilled. These thermal vias provide a low-resistive thermal pad to the other side of the PCB. On the other side of the PCB it is then possible to place a heatsink. On this protoboard one heatsink is used per 4 switching devices, which means voltage isolation is required because the pads are not all connected to the same voltage potential.

The last element of the power stage are the floating capacitors. Of all capacitor types (i.e. ceramic, film, tantalum, electrolytic), the film capacitor (MKP/MKS) seems to be most suitable, as these capacitors are more often chosen in flying capacitor topologies [30,148]. An important reason is their capability to handle the switched currents and their relatively low parasitic series resistance (ESR). One disadvantage of film capacitors, though, is their bad volume/capacitance ratio compared to the other capacitor types. As a result, it has been chosen to use ceramic capacitors. This also allows that the placement of the switching devices is better. Each floating capacitor consists of $10 x 10 \mu \mathrm{~F}$ X7R capacitors from AVX (12105C106KAT2A).

## Input and output filter

On this prototype board two filters are placed. At the input side of the power stage $4 \mathrm{x} 1000 \mu \mathrm{~F}$ radial electrolytic capacitors are placed to ensure a stable DC input voltage. Another filter is placed at the output as depicted in Figure. C.2, and component values have been calculated by using [121]. When $L=15 \mu \mathrm{H}$, $C_{\mathrm{H}}=0.47 \mu \mathrm{~F}$ and $C_{\mathrm{g}}=47 \mathrm{nF}$, it can be found that $\omega_{0} \approx 40 \mathrm{kHz}$ and $Q \approx 0.8$.

In series with $C_{g}$ a resistor of $10 \Omega$ has been placed to damp the common-mode resonance.

## C.1.3 Gate drivers

For controlling the power MOSFETs, a driver circuit is required. Since most of the switching devices are floating in the PowerDAC topology, it is necessary to use isolated gate drivers. Furthermore, it is convenient to use the same driver circuit for all the switching devices, to ensure similar behavior. It means that the two switching devices which are connected to the common ground are also controlled by an isolated driver circuit. Four types of isolated driver technologies have been found [67]:

- Direct with transformer
- Optocoupler isolation IC
- Capacitive isolation IC
- iCoupler isolation IC

From a simple comparison is has been concluded that the ADuM3223 (with iCoupler technology) has the best performance characteristics and is, therefore, the best candidate for the isolated gate driver. Compared to the opto-coupler and capacitive solution the iCoupler technology has less propagation delay and also a better part-to-part delay matching. The coupled transformer has not the optimal switching performance and cannot be used with all duty cycles, due to saturation of the transformer [67].

The ADuM3223 contains two isolated PWM channels, including the driver circuit for both channels. Furthermore, there is no level shifter in the driver circuit for driving the high-side MOSFET (This causes a worse channel-to-channel matching). A disadvantage of the solution is the necessity of an isolated dc-dc converter for supplying the secondary side of the drivers. Also for the selection of an isolated dc-dc supply a simple comparison has been made, and the RP-1212S has been chosen, because it has a relatively low capacitive coupling. A lower capacitive coupling will result in less noise (due to common-mode currents and conducted EMI) on the primary side due to the high switching-frequency component on the secondary ground [36].

One isolated supply for each switching leg can be saved when a bootstrap circuit is used. Such a bootstrap circuit is also suitable for a flying-capacitor stage. In Figure C. 4 a schematic diagram is shown of the entire driver circuit. A resistor


SEC. GROUND
Figure C.4: Schematic diagram of the gate driver circuit.
$R_{\text {boot }}$ has been added to limit the charging current. The gate resistor is drawn in the circuit diagram as a single resistor $R_{\mathrm{G}}$. However, on the board, the gate resistor is implemented as two resistors and two diodes (both in mini-MELF package), such that the turn-on and turn-off behavior can be adapted by changing the corresponding gate resistor.

Lastly, in front of all the gate drivers, a dead-time protection circuit is placed, ensuring a minimal blanking time. Additionally, all PWM signals pass an ANDport, to which also an enable and error signal are connected. Therefore, all PWM is disabled when an error occurs (i.e. over-voltage), or when software demands it. All hardware errors are latched, and require a manual reset. Such protection circuits increase the robustness of the board and make it much easier and safer to test and debug.

## C.1.4 Floating-capacitor voltage measurement

A high-precision differential voltage measurement circuit [57] is required for measuring the flying-capacitor voltages. In Figure C. 5 the voltage measurement circuit is shown. It consists of three parts: The first part is the differential amplifier consisting of the resistors $R_{1} \ldots R_{4}$ and $U_{1}$. The second part is a commonmode correction circuit, which is placed in between these resistors, and consists of $R_{5} \ldots R_{8}$ and $U_{2}$. The third part is the input stage, a simple voltage divider ( $R_{9} \ldots R_{12}$ ), which is required because the nominal capacitor voltage is too high


Figure C.5: Circuit diagram of floating-capacitor voltage measurement.
Table C.2: Voltage measurement circuit parameters

| Parameter | Description | Value | Unit |
| :---: | :---: | :---: | :---: |
| $R_{1} \ldots R_{4}$ | Differential amp resistors | 10 | $[\mathrm{k} \Omega]$ |
| $R_{5} \ldots R_{8}$ | Common-mode correction resistors | 10 | $[\mathrm{k} \Omega]$ |
| $R_{9}, R_{12}$ | Voltage divider resistors 1 | 100 | $[\mathrm{k} \Omega]$ |
| $R_{10}, R_{11}$ | Voltage divider resistors 2 | 33 | $[\mathrm{k} \Omega]$ |
| $C_{1}, C_{2}$ | Filter capacitors | 10 | $[\mathrm{pF}]$ |
| $C_{3}, C_{4}$ | Filter capacitors | 1 | $[\mathrm{pF}]$ |

for a direct connection to the ADC. The input voltage of the ADC on the DSP is limited to 3 V , and these voltage divider resistors are calculated such that an absolute maximum voltage of 40 V results in a 3 V output voltage. Since the voltages are measured, a comparator will generate an error signal when the maximum voltage is exceeded. Additionally, on the TI controlCARD, protection diodes are placed in front of the ADC, providing an additional security measure. In the following the three sub-parts are described briefly in more detail.

## Differential amplifier

First, only the differential amplifier is considered. The output voltage can be calculated with the resistor values by using

$$
\begin{equation*}
V_{\mathrm{out}}=\frac{\left(R_{2}+R_{1}\right) \cdot R_{4}}{\left(R_{3}+R_{4}\right) \cdot R_{1}} V_{2}-\frac{R_{2}}{R_{1}} V_{1} . \tag{C.2}
\end{equation*}
$$

When the amplifier is designed symmetrical and $R_{1}=R_{3}$ and $R_{2}=R_{4}$, the expression simplifies to

$$
\begin{equation*}
V_{\mathrm{out}}=\frac{R_{2}}{R_{1}}\left(V_{2}-V_{1}\right) \tag{C.3}
\end{equation*}
$$

This equation directly shows a simple proportional relation between the differential input voltage and the output voltage.

## Voltage divider

The next step is to take also the voltage divider into consideration. The voltage division can be calculated by using

$$
\begin{equation*}
V_{\text {out }}=\frac{R_{2} R_{10}}{R_{1} R_{10}+R_{9}\left(R_{1}+R_{10}\right)}\left(V_{\mathrm{P}_{C}}-V_{\mathrm{N}_{C}}\right), \tag{C.4}
\end{equation*}
$$

in which it assumed that the circuit is fully symmetrical $\left(R_{9}=R_{12}\right.$, and $R_{10}=$ $R_{11}$ ). The resistor values which are applied on the prototype board are shown in Table C.2, and when applying these values in (C.4), the equation becomes

$$
\begin{equation*}
V_{\text {out }}=0.07127 \cdot\left(V_{\mathrm{P}_{\mathrm{C}}}-\mathrm{V}_{\mathrm{N}_{\mathrm{C}}}\right) \tag{C.5}
\end{equation*}
$$

The inverse of the conversion factor is 14.0303 , which can be used as a constant in DSP to retrieve the actual voltage.

## Common-mode suppression

The resistors $R_{5} \ldots R_{8}$ and opamp $U_{2}$ are used to suppress the common-mode voltage seen by $U_{1}$. The non-inverting input of opamp $U_{2}$ is connected to ground and the output of the output is now controlled such that the inverting input also tends to go to 0 V . This circuit is, therefore, correcting for the common-mode voltage seen by inputs of the other opamp $U_{1}$. In terms of component variations, it is important that $R_{5}, R_{6}$ and $R_{7}, R_{8}$ are approximately equal.


Figure C.6: Frequency response of transfer function (a) differential mode (b) commonmode.

## Simulation result

The circuit has been simulated in LTspice to demonstrate its performance. In this simulation a realistic voltage waveform has been applied to the input of the circuit, including a $30 \mathrm{~V}, 100 \mathrm{kHz}$ common-mode signal. Furthermore, parasitic capacitances (approx. 200 fF ) have been added parallel to the input resistances. A frequency response analysis has been performed and the Bode plots, both for common-mode and differential mode, are shown in Figure C.6. The differential mode shows almost no gain/attenuation and phase-shift up to 1 MHz . Commonmode rejection is 100 dB at 100 kHz . Both frequency responses have been corrected for nominal gain.

## C. 2 Software aspects

In this section, very briefly, two main aspects of the software implementation are explained. In the first subsection some details are provided regarding the implementation of open-loop sound play and in the second subsection the implementation of closed-loop methods is explained in more detail. All software on the DSP has been written in the C programming language. Code composer studio is the integrated development environment which is used to compile the C-code and to program the processor. The tool also includes a debug environment and
provides a communication interface for real-time observing the internal registers and variables.

## C.2.1 Open-loop sound play

The PowerDAC prototype is designed in such a way that any digital reference can be played. There are two possibilities for loading a digital reference: Either the reference is directly generated or available on the DSP, and, for instance, periodic signals (such as a sine) wave are put in a lookup table. The second option is to load a reference from an external storage (SD-card). The latter method can be used for larger reference files, such as an entire audio file. Both methods have the advantage that there is only one clock involved for the waveform generation.

In principle we would like to generate an audio data stream. However, since the DSP is a dual core, during the implementation one faces a number of challenges, because the ARM-core communicates with the SD-card, while the C2000-core generates the PWM. Therefore, a circular buffer is implemented on the shared RAM to transfer data from one core to the other. This buffer contains two large blocks of 256x16 bit reference values. A read-pointer tracks the index, and when all reference values in one block have been used, an interrupt is generated to retrieve a new block of data from the SD-card. The buffer is sufficiently large for playing a 16 -bit 48 kHz audio file.

## C.2.2 Closed-loop algorithm implementation

For the closed-loop implementation, besides the reference loading sequence described in the previous subsection, a control algorithm needs to be executed. This is done as follows: At the start of one PWM cycle, when the PWM period counter is zero, a start-of-conversion signal is sent to the ADC module. When all the relevant measurements have been obtained, an interrupt is generated by the ADC. In this interrupt the calculations are performed which are necessary to calculate the duty cycles for the next cycle. These mathematical calculations are performed with the use of the IQmath library to obtain more accuracy. This library emulates floating-point calculations, while in the background 32-bit fixed-point calculations are performed. The described sequence is repeated as long as the DSP is operational.
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[^0]:    ${ }^{1}$ Calculation is based upon Avogadro's number, $6.022 \times 10^{23} \mathrm{~mol}^{-1}$ and the assumption that the size of the observable universe is $8.8 \times 10^{26} \mathrm{~m}$

[^1]:    ${ }^{1}$ Evaluation of the inverse Jacobian reveals that the magnitudes $A_{i, n}$ have effect on the magnitudes of the elements of the inverse Jacobian, but not on the sign. Consequently, this algorithm also iterates to the optimal solution and the only difference is that it iterates slightly slower.

