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Summary

Two-scale modeling of filled-elastomer mechanics

In tire manufacturing, hard nanoparticles are dispersed in an elastomer matrix to
improve the mechanical properties of the tire. Due to the filler particles, the resulting
nanocomposite shows behavior unknown to the unfilled elastomer, namely the prominent
Payne effect (significant decrease of elastic modulus under large-amplitude oscillatory
shear deformation), the Mullins effect (after cessation of a strong imposed deformation,
the elastic modulus increases again with waiting time), and a significantly increased frac-
ture energy. These phenomena have their origin in the existence of immobilized matrix
material around the filler particles, i.e. so-called glassy layers, as supported by exper-
imental (e.g. Nuclear Magnetic Resonance) and numerical (Molecular Dynamics and
Monte Carlo simulations) studies. Specifically, at high enough filler volume fraction, the
glassy layers of different particles may overlap, resulting in so-called glassy bridges and
in turn in the formation of a glassy network that permeates the rubbery matrix, which
eventually gives rise to the nanocomposite-specific mechanical behavior. Several modeling
approaches in the literature mostly rely on representative volume elements with large num-
bers of particles, which renders these approaches prohibitively expensive for macroscopic
inhomogeneous deformations. To alleviate this problem, the main goal of this thesis is:

“Formulation of an efficient two-scale model that effectively describes the tran-
sient nonlinear mechanical behavior of silica-filled elastomers in terms of mi-
crostructural processes”.

To formulate a dynamic model that accounts for two levels of description, as well as
for the mutual coupling between them, an abstract procedure is required. In this thesis,
non-equilibrium thermodynamics is used to that end, specifically the General Equation
for the Non-Equilibrium Reversible-Irreversible Coupling (GENERIC) framework. This
results in a set of evolution equations, which couples macroscopic degrees of freedom (the
momentum density, the temperature or entropy, and the deformation gradient) with the
evolution of the microstructure. The latter is represented by a representative (neighboring)
particle-pair only, since the most essential contribution of the particle-level dynamics to the
macroscopic response originates from the interaction of neighboring particles. The main
benefits of using the GENERIC framework are the formulation of the effect of macroscopic
deformation on the microstructure dynamics (macro → micro coupling), as well as the
specification of the constitutive relation for the macroscopic stress tensor as affected by
the filler-particle arrangement (micro → macro coupling).

While the above model for describing the nonlinear viscoelastic material behavior works
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well on relatively short time periods, it has however limited validity on long time periods.
This is because the matrix material around the filler particles, being in a glassy state, shows
physical aging over time, which results in an increasing value of the elastic modulus, i.e.,
in the Mullins effect. Before accounting for physical aging of the glassy bridges in the
two-scale model, the aging of bulk glassy polymers is studied from a non-equilibrium
thermodynamics perspective. To that end, the concept of kinetic and configurational
subsystems from the literature is employed and extended, that allows for describing the
relaxation/equilibration of different structural features on different time-scales. So doing,
both physical aging and mechanical rejuvenation are described. As an aside, it is found
that in such systems the stress tensor can be of hypo- rather than hyperelastic nature.
After studying the physical aging of bulk glassy polymers, the two-scale nanocomposite
model is extended in order to account for the physical aging of the glassy bridges.

Finally, the microscale (particle-level) component of the two-scale nanocomposite
model is translated from a Fokker-Planck equation into stochastic differential equations,
and then implemented into a Brownian Dynamics type simulation scheme. Under im-
posed large-amplitude oscillatory shear deformation, the nonlinearity of the viscoelastic
mechanical behavior is examined numerically. Specifically, it is found that (i) the pro-
posed two-scale model shows the well-known Payne and Mullins effects, and (ii) the
representative-pair concept is an adequate representation of the many-particle system at
small and moderate deformation amplitudes.

In conclusion, the main achievements of this PhD study can be summarized as follows:

• A highly efficient and thermodynamically sound two-scale model is developed for
describing the nonlinear viscoelastic behavior of elastomers filled with hard nano-
particles, leading to the well-known Payne and Mullins effects based on microscopic
principles.

• Comparison with many-particle simulations in the literature show that the represen-
tative-pair concept developed in this thesis represents an adequate simplification,
particularly at small and moderate strain amplitudes.

• The benefit of using the proposed representative-pair model rather than its many-
particle counterpart lies in the significant lowering of the computation time by
several orders of magnitude. This makes the representative-pair model suitable for
RVE-based calculations in macroscopically inhomogeneous FEM-calculations.



Chapter 1

Introduction

1.1 Background and motivation

Composite materials have already been widely used in the past and especially nowadays
they become even more popular, due to their better performance as compared to the indi-
vidual constituents, under specific conditions [1]. Speaking about the composites, which
usually consist of a matrix (e.g. clay, fluid, thermoset or elastomer) supplemented by some
second constituent, the latter one consists of small filler particles that get ever smaller
in size as the technology progress (see Fig. 1.1). In particular elastomers, being rein-
forced with nano-meter sized silica particles, shows a wide range of interesting mechanical
phenomena under different kinds of loading and is used in modern tire manufacturing,
where adhesion (grip on the road), internal losses (rolling resistance), and wear resistance
are important. While carbon black is the most common filler for tire applications, in
recent time, hard silica particles become increasingly more popular. This is due to the
better dispersion of silica particles in the elastomer matrix than conventional carbon black
fillers, which in turn helps to tailor the mechanical properties and thereby improve tire
performance.

Due to the nanometer-sized filler particles, from a mechanical perspective the re-
sulting composite (in the following also called nanocomposite) shows behavior unknown

∼ 10−1m ∼ 10−4m ∼ 10−8m

Figure 1.1: Decreasing of a structure length scale: building blocks made of clay and
straw; plastic sheets reinforced by glass fibers; car tire, i.e., elastomer filled with nanopar-
ticles; the length scales refer to the size of the fillers (Figures are taken from: http://ecobum.io.ua/s101521/glina,
http://besthomeskitchen.com/glass-fibre-reinforced-plastic-wall-house.html, http://adaptivestrategies.com).
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(a) (b)

Figure 1.2: (a) Mechanical behavior of unfilled and filled elastomers: Crack propagation
in an unfilled and in a filled elastomer; for the latter, the crack tip is more round and
significantly more energy is required to propagate the crack. (b) Payne effect: Decrease of
storage modulus with increasing deformation amplitude (Fig. 1.2 (b) is adapted from [2]).

to unfilled elastomers. First, a significant dissipative component can be observed in
the crack-propagation behavior, in contrast to purely elastic for unfilled elastomers (see
Fig. 1.2 (a)). Second, due to particle interaction, the value of effective shear modulus
is substantially higher than the shear modulus of pure elastomers. However, under large
amplitude oscillatory deformation, the prominent Payne effect takes place (Fig. 1.2 (b)),
i.e. a significant decrease of elastic modulus under large-amplitude oscillatory shear defor-
mation with increasing deformation amplitude [2]. In addition, after cessation of a strong
imposed deformation, the elastic modulus increases again slowly with waiting time, which
is called the Mullins effect [3–6]. These phenomena have their origin in the underline
microstructure, i.e. on the level of the nanoparticles.

The discussion above motivate us to formulate an adequate thermodynamic model,
that equally accounts for both the macroscopic and the microscopic aspects (see Fig. 1.3)
as well as their mutual interaction, in order to mimic the main effects inherent to filled
elastomers. The need for considering explicitly the microstructure relates to the notion
that the above described phenomena originate from the micro-mechanics on the level of
the filler-particles.

1.2 From microscopic thermomechanics to macroscopic
behavior

The variety of physical effects, mentioned in the previous section (e.g. nonlinear viscoelas-
tic response, Payne and Mullins effects) can be explained qualitatively by assuming the
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Figure 1.3: Two-scale nature of filled elastomers, accounting for both macroscopic scale
(e.g., due to an interest in inhomogeneous deformation) and microscopic scale (filler
particle-level to account for particle-particle and particle-matrix interactions).

existence of glassy layers of matrix material around the filler particles1. In this assump-
tion, of key importance are the dynamical properties of the matrix material in the vicinity
of particle surfaces, as they have been probed experimentally, e.g. by NMR [8]. More
recently, model systems have been studied with well-dispersed spherical silica particles
with a diameter of about 50 nm and typical distance between the particles of about 20
nm [9,10]. By studying the mechanical properties of the samples as functions of frequency
and temperature, it was shown [9, 10] that the dynamical properties are altered as com-
pared to those of the pure elastomer (see Fig. 1.2 (a)). The interpretation proposed is
that the presence of (particle-matrix) interfaces, if there is perfect adhesion between the
matrix and the filler particle (in reality this is achieved by adding so-called compatibilizing
agents; shown in Fig. 1.4 (b)), results in an immobilization of matrix material and thus
in an increase in the glass transition temperature Tg of the close to the filler particle sur-
face. This increase of Tg can be described equivalently by a glassy layer around the filler,
given by the region in which the local Tg is larger than the actual temperature T . If the
glassy layers of different particles do not overlap, the effect on reinforcement is essentially
geometrical. The increase in the elastic modulus can be quantitatively explained by an
increase in the effective filler volume fraction due to the presence of the glassy layer. Upon
lowering the temperature and/or increasing the volume fraction of particles, the glassy
layers of adjacent particles overlap, leading to so-called glassy bridges. This happens at
temperatures close to Tg,b + (10 − 15)K for the samples considered in [9, 10] (where
Tg,b is the glass transition temperature of the elastomer in the bulk), resulting in large
reinforcement up to about 100 times. In the case that so-called glassy bridges are formed
between adjacent particles, the phenomenology of the resulting particle interaction can
be related to the mechanical behavior of bulk glassy polymers [11–13]. Correspondingly,
the strength of a glassy bridge depends on both temperature and applied load. In other
words, the behavior of bulk polymer glasses is helpful to rationalize typical effects in hard
particle-filled elastomer nanocomposites. Because the entire nanocomposite material can
be seen as a purely elastic soft matrix supplemented with a hard viscoelastic glassy net-

1Largely reproduced from the introduction of [7].
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(a) (b)

soft
elastomer

hard
glass

Figure 1.4: (a) Schematic mechanical model of a filled elastomer: Soft elastic elastomer
matrix permeated by a hard viscoelastic glassy network. (b) Silica-particles in an elastomer
matrix.

work, the viscoelastic (and therefore dissipative) nature of it is evident. Specifically, the
yielding of glassy bridges under applied load macroscopically leads to a decrease in the
storage modulus, i.e. the Payne effect, shown in Fig. 1.2 (b) [2]. Furthermore, after
cessation of a strong deformation, the inter-particle glassy material may age physically,
eventually leading to the Mullins effect on the macroscopic scale [3–6].

The mechanical behavior of elastomers filled with hard nanoparticles has been studied
extensively and from different perspectives. Among the numerical approaches, one can
point out molecular dynamics (MD) and Monte Carlo simulation techniques. For example
in [14,15], MD simulations have been performed of thin films of noncross-linked polymer
melts confined between substrates. In both studies, the simulations revealed a decrease in
mobility close to the substrate and an increase in the thickness-averaged glass transition
temperature upon decreasing the substrate spacing; these results corroborate the exis-
tence of glassy layers close to the substrate. On coarser scales, an extensive study of filled
(either carbon black or silica particles) elastomers from the microscopic perspective was
made in [16–19], where the authors developed a numerical scheme akin to the dissipative
particle dynamics (DPD) technique. This concept proved to be key for appropriately sim-
ulating [17–19] various nonlinear effects of filled elastomers, e.g., the Payne effect [2] and
the Mullins effect [5, 6]. The disadvantage in those works however, is that the numeri-
cal approach is expensive in terms of computational time, especially for macroscopically
inhomogeneous systems. Furthermore, a multi-level finite element method (MLFEM)
simulation for heterogeneous polymeric systems has been employed to study specifically
polymeric matrices with either voids or filled with rubber inclusions [20–23].

An analytical approach to describe filled elastomers is given in [24–26], where concepts
from fractal geometry were applied. In [24], colloidal carbon black or silica aggregates
were considered as fractal objects, since their structures have scale invariance. These
authors have established power-law relationships between stress and elongation of filled
systems, with an exponent that depends on the fractal dimension. A broad and detailed
overview on the filled system is given in [25] and [26], where the viscoelastic properties of
filled elastomers were considered. A power law between elastic modulus and filler volume
fraction has been established [25], and a constitutive micro-mechanical model of stress
softening of filled elastomers was developed, up to large imposed strain [26].
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1.3 Scope of the thesis

In this thesis, we aim to develop a highly effective analytical model for describing the
mechanics of hard-particle filled elastomers. In particular, in order to explicitly account
for microscopic dynamics, a two-scale model is set up, where two levels of description,
i.e. macroscopic and microscopic. It is clear that both of these levels must be coupled
mutually and concurrently: An applied macroscopically imposed deformation changes
the particle positions, leading to interparticle forces, which in turn translates on the
macroscopic level into a particle-related contribution to the stress tensor. Since the
system is far from equilibrium and of a two-scale nature, certain guidelines must be
used and fundamental principles be respected when formulating the model. In this work,
nonequilibrium thermodynamics is employed to that end, particularly the General Equation
for the Non-Equilibrium Reversible-Irreversible Coupling (GENERIC) [27–29].

In Chapter 2, “Concurrent two-scale model for the viscoelastic behavior of elastomers
filled with hard nanoparticles”, a two-scale model is formulated in terms of (i) the evolu-
tion equations of macroscopic variables (i.e. momentum density, temperature, and total
deformation gradient) and a microstructural variable, and (ii) a constitutive relation for
the stress tensor. Moreover, this model is analyzed numerically under large amplitude
oscillatory deformations, to study the nonlinear elasto-viscoplastic behavior, specifically
the Payne effect.

In Chapter 3, “Modeling aging and mechanical rejuvenation of amorphous solids”,
we have studied and formulated the model of the elasto-viscoplasticity with a focus on
the effect of physical aging and mechanical rejuvenation of bulk amorphous material is
modeled. This model is based on the concept of two thermal (kinetic and configurational)
subsystems, akin to the approaches using an effective (also known as fictive or configu-
rational) temperature, to describe in a compact form the slow glassy dynamics as well as
the far-from-equilibrium distribution of states.

In Chapter 4, “Two-subsystem thermodynamics for the mechanics of aging amorphous
solids”, the model proposed in Chapter 3 is extended to account also for nontrivial coupling
of the two thermal subsystems in the reversible dynamics. In order to examine possible
choices for that coupling in more detail, the two-subsystem model derived in Chapter 4 is
compared in detail with other models in the literature.

In Chapter 5, “Two-scale model for the Mullins effect in elastomers filled with hard
nanoparticles”, the nanocomposite model derived in Chapter 2 is combined with the bulk
aging model in Chapter 3, 4, to be able to model the physical aging of the glassy bridges,
which in turn leads to the Mullins effect.

Finally, in Chapter 6, “Conclusions and discussion”, the main conclusions are drawn,
and recommendations for further research are given.





Chapter 2

Concurrent two-scale model for the
viscoelastic behavior of elastomers

filled with hard nano-particles

Abstract

A dynamic two-scale model is developed for describing the mechanical behavior of elas-
tomers filled with hard nano-particles. Using nonequilibrium thermodynamics, a closed
system of evolution equations is derived, coupling continuum mechanics with a fine-scale
description on the level of filler particles. So doing, a constitutive stress-strain relation
emerges that is applicable to transient situations. In addition to the number density of
filler particles, the particle arrangement is captured by the distribution of the difference
vector between two representative interacting particles, which makes this model efficient
in comparison to many-particle models. The two-particle model presented here is an-
alyzed numerically in oscillatory deformation, for two purposes. First, the nonlinearity
of the model is studied in detail, in terms of the Payne effect, that compares favorably
with the literature. And second, the two-particle model is compared with a corresponding
many-particle model in the literature.

Largely reproduced from: M. Semkiv, D. R. Long, and M. Hütter. Concurrent two-scale model for
the viscoelastic behavior of elastomers filled with hard nano particles. Continuum Mech. Therm., in
press, 2016, DOI: 10.1007/s00161-016-0504-3.
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2.1 Introduction

Composite materials are widely used nowadays, and particularly polymer nanocomposites
are studied intensely (see, e.g. [1]). Adequate modeling tools can be helpful to further
excel the current developments. For example in tire applications, where adhesion (grip),
internal losses (rolling resistance), and wear are important, having a sound rationalization
of the behavior of the nanocomposite is essential for further tailoring. While carbon
black is the most common filler for tire applications, in recent time, hard silica particles
become increasingly popular. This is due to the better dispersion of silica particles than
conventional carbon black fillers, which in turn helps to improve tire performance. In this
chapter, we address the modeling of the mechanical behavior of elastomers filled with hard
nanoparticles. Our main focus is on the effect of the nanoparticles themselves, rather than
on the effect of clusters and aggregates. Therefore, silica-filled elastomer nanocomposites
(in the sequel simply called “nanocomposite” to emphasize the role of the microstructure)
serve as a prototype example for the approach presented here.

For the description of the mechanical behavior of nanocomposites, adequate modeling
is cumbersome. This is due to the intricate phenomena on the level of the nanosized
filler particles that lead to the reinforcement effect on the macroscopic engineering scale
(see, e.g. [1]). A feature of particular interest in this chapter is the following. While
the elastomeric matrix can to a good approximation be described by the theory of elas-
ticity [30–32], filling the elastomer with hard silica-particles adds significant dissipative
contributions to the material behavior. Although filled elastomers have been studied for
many years, the physical origin of these significant dissipative effects was not understood
until recently. Key are the dynamical properties in the vicinity of interfaces, as they have
been probed by studies such as NMR in [8]. More recently, model systems have been
studied with well-dispersed spherical silica particles with a diameter of about 50 nm and
typical distance between the particles of about 20 nm [9,10]. By studying the mechanical
properties of the samples as functions of frequency and temperature, it was shown [9,10]
that the dynamical properties are modified as compared to those of the pure elastomer.
The interpretation proposed is that the presence of interfaces, if the interaction between
the polymer and the substrate is sufficiently strong, results in an immobilization and thus
in an increase of the glass transition temperature Tg of the polymer matrix close to the
interface. This increase of Tg can be described equivalently by a glassy layer around the
filler, given by the region in which Tg is larger than the actual temperature T . If the
glassy layers of different particles do not overlap, the effect on reinforcement (defined
as the ratio between the modulus of the filled sample and that of the unfilled sample)
is essentially geometrical: the increase of the elastic modulus can be quantitatively ex-
plained by an increase of the effective filler volume fraction due to the presence of the
glassy layer. Upon lowering the temperature, the thickness of the glassy layer increases
to the point that the glassy layers overlap, leading to so-called “glassy bridges”. This
happens at temperatures close to Tg,b + (10 − 15)K in the considered samples (where
Tg,b is the glass transition temperature of the elastomer in the bulk), resulting in very
high reinforcement up to about 100, depending on the filler volume fraction. In the case
that so-called “glassy bridges” are formed between adjacent particles, the phenomenol-
ogy of the resulting particle interaction can be described similar to that of bulk glassy
polymers [11–13]. Correspondingly, the strength of a glassy bridge depends on both tem-
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perature and applied load. In other words, the behavior of bulk polymer glasses is helpful
to rationalize typical effects in nanocomposites. Particularly, the yielding of glassy bridges
under applied load macroscopically leads to decreasing the elastic modulus G′, i.e., the
Payne effect [2]. Furthermore, inter-particle glassy material may also age physically after
cessation of large-amplitude oscillatory deformation, leading to the Mullins effect [5, 6].

Many efforts have been made to investigate the properties and mechanical behavior
of silica-filled nanocomposites. Among the numerical approaches, both Molecular Dy-
namics (MD) and Monte Carlo (MC) simulation techniques have been performed on the
smallest scales. For example in [14, 15], MD simulations have been performed of thin
films of noncross-linked polymer melts confined between substrates. In both studies, the
simulations revealed a decrease of mobility close to the substrate and an increase of the
thickness-averaged glass transition temperature upon decreasing the substrate spacing;
these results corroborate the existence of glassy layers close to the substrate. In [33], the
properties of a polystyrene matrix filled with nanoparticles were investigated by coarse-
grained MC sampling, and a substantial segmental ordering close to the particle surface
was found. On coarser scales, the very broad study of filled (either carbon black or sil-
ica particles) elastomers from the microscopic perspective was made in [16–19], where
the authors developed a numerical scheme akin to Dissipative Particle Dynamics (DPD)
technique. The dynamics of the filler particles has been studied, taking into account
soft spring forces, representative of the rubbery matrix, and temporary hard spring forces,
representative of the transient network of glassy bridges. The essential idea in their ap-
proach is that each glassy bridge has got a finite lifetime that depends on the local glass
transition temperature, which in turn is affected by the particle distance and the local
load (i.e. the life-time is changing in the course of time). This concept proved to be key
for appropriately simulating [17–19] various non-linear effects of filled elastomers, e.g. the
Payne effect [2] and the Mullins effect [5, 6]. On the other hand, fully macroscopic nu-
merical approaches, based on providing a Multi-Level Finite Element Method (MLFEM)
simulation for heterogeneous polymeric systems, have been employed to study specifically
polymeric matrices with either voids or filled with rubber inclusions [20–23]. There, a
homogenization method has been proposed to account for the large deformation of vis-
coelastic media, considering both microscopic and macroscopic levels, and implemented
to MLFEM afterwards.

An analytical approach to describe filled systems is given in [24–26], where concepts
from fractal geometry were applied. In [24], colloidal carbon black or silica aggregates
were considered as fractal objects, since their structures have scale invariance. These
authors have established power-law relationships between stress and elongation of filled
systems, with an exponent that depends on the fractal dimension. A broad and detailed
overview on the filled system is given in [25] and [26], where the viscoelastic properties of
filled elastomers were considered. A power-law between elastic modulus and filler volume
fraction has been established [25], and a constitutive micro-mechanical model of stress
softening of filled elastomers was developed, up to large imposed strain [26].

In this chapter, our main goal is to develop a two-scale model that describes the
mechanics of silica-filled elastomers. Particularly, we strive to explicitly account for the
mutual coupling of the macroscopic engineering scale with the underlying filler-particle
scale. Since transient effects are hallmarks of filled elastomer mechanics, our approach
should establish the coupling of both levels also in transient situations. Finally, the ap-
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proach should be applicable to studying macroscopically inhomogeneous deformation, in
order to enable studies of wear and tear experiments. This last criterion in combination
with the requirement for dynamics asks for alternatives to the approaches mentioned in
the previous paragraphs. The work of Long et al. [17–19] discussed above shows the sig-
nificance of the local glass transition temperature and dynamics that depend on the local
structure and load, and this complexity helps to understand why until recently no me-
chanical (visco-plastic) model were able to satisfactorily explain and reproduce mechanical
properties of these systems, and in particular their dissipative properties. However, since
their model considers a many-particle system to obtain the effective constitutive behavior
(at each macroscopic material point), it is computationally rather demanding. Therefore,
the aim of this chapter is to propose a drastically simplified description of the model
developed in [17–19] and to combine that with macroscopic elasto-viscoplasticity (e.g.,
see [32, 34]) in a thermodynamically consistent manner.

Before we start, let us give a word about notation used in this chapter. Throughout
the entire chapter, Latin indices i, j, k, . . . denote components of a set of dynamical
variables, while Greek indices α, β, γ, . . . are used for the Cartesian components of
vectors and tensors. Einstein’s summation convention is used for indices that occur twice.
Furthermore, subscripts α and (α, β) imply contraction with any vector Aα and any matrix
Aαβ multiplied from the left, respectively, while subscripts γ and (γ, ε) imply contraction
with the vector Aγ and matrix Aγε multiplied from the right, respectively. Finally, it
is pointed out that boundary terms are neglected throughout the entire chapter. This
simplification is justified because this chapter is concerned with modeling bulk material
properties, in terms of local evolution equations. It is therefore implicitly assumed that
the boundary does not affect the dynamics in the inside over a distance (apart from
the fact that any bulk dynamics must obviously be supplemented with proper boundary
conditions when a numerical solution is sought-after). For completeness, it is mentioned
that systems that interact with the environment have been studied earlier, e.g., [35, 36].

The chapter is organized as follows. In Sec. 2.2, the GENERIC formalism of non-
equilibrium thermodynamics is introduced, and in Sec. 2.3 this technique is applied to filled
systems in order to formulate evolution equations and constitutive relations. The general
two-scale model is summarized in Sec. 2.3.5. In Sec. 2.4, specific exemplary choices are
made to concretize the model and translate it into stochastic differential equations that
are amendable to numerical simulations. In Sec. 2.5, the model is solved numerically for
a concrete example-nanocomposite under oscillatory deformation. Specifically, the two-
particle model presented here is compared with the corresponding many-particle model
developed in [17–19], and the Payne effect is examined. The chapter closes with a
conclusion, Sec. 2.6.

2.2 Methods: nonequilibrium thermodynamics

As a guideline for developing the two-scale model, nonequilibrium thermodynamics is used.
In the end of nineties, the framework called General Equation for the Non-Equilibrium
Reversible-Irreversible Coupling formalism (GENERIC) has been developed, which is used
to describe closed nonequilibrium systems [27–29]. This method has two important ad-
vantages over other nonequilibrium thermodynamics techniques. First, it is useful for
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setting up multi-scale models. And second, GENERIC provides a concrete procedure for
connecting different levels of description, i.e., for coarse graining.

The first step in setting-up the GENERIC for a concrete system is to specify a set of
dynamic variables, denoted by X . The time evolution equation is then written as

∂tX = ∂tX |rev + ∂tX |irr , (2.1)

with

∂tX |rev = L[X ]� δE[X ]
δX , ∂tX |irr = M[X ]� δS[X ]

δX . (2.2)

The derivatives of the energy E and entropy S, that both are functionals of the dynamical
variables X , drive the reversible ∂tX |rev and irreversible ∂tX |irr dynamics, respectively,
through the Poisson operator L and the friction matrix M, which in general also depend
on X . The symbol � means not only summations over discrete indices but may also
include integration over continuous variables; this issue will be discussed in the next
section when applying the GENERIC. The operator δ/δX represents functional rather
than partial derivatives.

The Poisson operator is equivalent to a Poisson bracket { , }, and the friction matrix
is associated with a dissipative bracket [ , ],

{A, B} =
δA

δX �L� δB

δX , [A, B] =
δA

δX �M� δB

δX , (2.3)

for two arbitrary functionals A and B. The Poisson operator and the friction matrix must
satisfy a number of conditions. First, there are the degeneracy conditions. Namely, the
functional derivative of the entropy lies in the null space of the Poisson operator L, and
the functional derivative of the energy lies in the null space of the dissipative matrix M,

L� δS

δX = 0 ⇔ {A, S} = 0 , ∀A , (2.4a)

M� δE

δX = 0 ⇔ [A, E] = 0 , ∀A . (2.4b)

As a second set of conditions, L must be anti-symmetric, whereas M is positive semi-
definite and Onsager-Casimir symmetric

L = −L∗ ⇔ {A, B} = −{B, A} , ∀A , B, (2.5a)

M = M∗ ⇔ [A, B] = [B, A] , ∀A , B, (2.5b)

M ≥ 0 ⇔ [A,A] ≥ 0, ∀A , (2.5c)

where the sign ∗ denotes the adjoint operator. The final condition is that the Poisson
operator must satisfy the Jacobi identity (see pp. 14–16 in [29]),

{A, {B,C}}+ {B, {C,A}}+ {C, {A,B}} = 0 , (2.6)

In (2.5b), only Onsager-symmetry (usual symmetry) is mentioned for simplicity. In Sec. 2.3.4, Casimir-
symmetric (antisymmetric) contributions will be discussed.
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for all functionals A, B and C of the variable X . It is pointed out that, rigorously speaking,
the conditions (2.4)–(2.6) on the operators L and M must be checked in terms of the
corresponding brackets, { , } and [ , ], respectively. In the model formulation in Sec. 2.3
and in Sec. 5.2, these brackets are integrals, and the verification of the conditions (2.4)–
(2.6) involves integrations by parts. As explained in Sec. 2.1, due to our interest in
bulk material behavior, one may neglect the boundary terms that arise as a result of the
integrations by parts.

Using the above conditions, one can show that the reversible dynamics ∂tX |rev pos-
sesses the Hamiltonian structure, while the irreversible dynamics ∂tX |irr is a general-
ization of the Ginzburg-Landau equation. Furthermore, the above stringent conditions
(2.4)–(2.6) imply the desired energy conservation and nonnegative entropy production,

Ė = 0 , Ṡ ≥ 0 . (2.7)

For more details about the GENERIC framework, the reader is referred to [29].
The time evolution equation (2.1) for X contains a reversible contribution, ∂tX |rev,

and an irreversible part, ∂tX |irr. Usually, reversibility means invariance upon time reversal,
t 7→ −t. However, in this study, it is rather a split between contributions related to affine
deformation, that will be captured by L� (δE/δX ), and others, that will be captured by
M� (δS/δX ). We will come back to the difference between the time-reversibility-split
and the affine-nonaffine-split in Sec. 2.3.4.

2.3 Modeling the viscoelastic behavior of silica-filled
elastomers

2.3.1 Choice of variables

The envisioned two-scale model should carry the following features. First, the model
should account for macroscopic continuum mechanics in order to allow for the description
of macroscopically inhomogeneous deformations. Second, the effects of the nanofillers are
to be included in such a way that the understanding of the nanofiller-dynamics developed
in [17–19] (e.g., the relevance of glassy bridges) can be incorporated, i.e., new dynamic
“microscale” variables must be included. And third, the model should properly couple the
two levels, not only in stationary but also in transient situations.

While the mechanical behavior of the nanocomposite as a whole is viscoelastic, as
evidenced by experimental data for the storage and loss moduli, we choose in this study
to distinguish between the matrix and the filler particle contributions. In terms of variables,
separate descriptors are used to quantify the state of the elastomer matrix and that of
the network of particles connected by glassy bridges, respectively. The elastomer matrix
is considered as purely elastic with a low modulus, while the stiff network has viscoelastic,
i.e., rate-dependent, behavior with a high elastic modulus and relaxation processes due to
the transient nature of the glassy bridges.

It has been shown [32, 34] that macroscopic finite-strain nonisothermal elasticity and
visco-plasticity can in principle be formulated within the GENERIC framework. Here,
we make use of these earlier efforts to design a properly adjusted model for describing
silica-filled nanocomposites. To describe the macroscopic finite-deformation elasticity of
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(a) (b)

Figure 2.1: (a) System of many particles (green) with glassy layers around them (grey),
and a representative particle-pair highlighted in yellow. (b) In the representative particle-
pair model, only two particles are considered explicitly (green with yellow layer), while the
other surrounding particles are taken into account only implicitly (see text for details).

Figure 2.2: Representative particle-pair under applied shear deformation. Imposed defor-
mation moves the particle configuration from an initial state (light green and gray) to
another state (green and dark gray).

the elastomer matrix in an Eulerian setting, we choose the momentum density m(r), the
absolute temperature T (r), and the total deformation gradient F (r). The vector r is
a macroscopic position vector. The velocity field can be obtained from the momentum
density as v = m/ρ, where mass density, ρ, can be derived from the deformation gradient,
namely

ρ = ρ0/detF , (2.8)

where ρ0 denotes the mass density in the undeformed state.

In addition to the variables described above, another variable must be incorporated
on the level of the filler particles to account for the effect of glassy bridges adequately.
For that, we take inspiration from the many-particle model developed in [17–19], in which
several force contributions are included between filler particles, e.g., a force contribution
to the glassy bridges (see left box in Fig. 2.1). However, for reasons discussed in the
Introduction, we are here looking for a drastic simplification of that model. Particularly,
rather than studying a collection of many particles, we consider a representative particle-
pair only (see right box in Fig. 2.1), since the mechanics of the glassy-bridge network
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roots in these nearest-neighbor interactions.
The representative particle pair is characterized as follows. The current separation

vector between the two particles shall be denoted by R. For the further arguments in this
paragraph, we concentrate on the glassy-bridge network, neglecting other effects of the
matrix material. If deformation is imposed on the entire nanocomposite, the glassy-bridge
network will deform, and with it also the representative pair. If the imposed deformation is
so rapid that the glassy bridges can not relax (i.e., yield), then we expect that the network
will return to its original state upon rapid unloading, due to the interactions between all
particles. However, considering only a single representative pair, this restoring mechanism
will not occur automatically. To nevertheless allow for the restoring toward the unloaded
state to occur, we include another vector Q, which describes the particle separation vector
in the unloaded state. Therefore, upon rapid loading and unloading, the ’reference’ Q will
stay constant, while the actual state R departs from Q upon loading and is pulled toward
Q upon unloading. If, however, the loading happens at a rate on which the glassy bridges
can yield, unloading will not lead to the original state. We will capture this by setting-up
Q-dynamics that is of pure relaxational form toward R. So, for example in a step-strain
experiment, R immediately attains the new actual conformation, while Q slowly relaxes
toward R by re-shaping the glassy network. This implies that (i) the force experienced
in the deformed state will decrease with time (since Q relaxes toward R), and (ii) upon
sudden unloading during this relaxation process the actual R does not relax to its original
state, but rather to the new, relaxed state Q.

The use of the particle-based vectors R and Q is akin to, in the continuum setting,
the multiplicative decomposition of the total deformation gradient F into elastic F e and
plastic F p parts, respectively, F = F e ·F p [37]. To illustrate this analogy, let us denote
the particle separation vector in the undeformed state byQ0. We then can sayR = F ·Q0

and Q = F p ·Q0, which leads to the following intuitive relations. First, the dynamics
of the unloaded state Q is related to the dynamics of the plastic deformation gradient
F p, which is of purely irreversible origin. And second, the difference R − Q is related
to the elastic deformation gradient, namely R−Q = (F e − 1) · F p ·Q0. Since, in the
absence of strain hardening and related effects, F e−1 is known to be the origin of elastic
stresses, so is R −Q the origin of the structural restoring force. This implies that the
force for the particle-separation vector depends on R and Q only through the difference
R−Q. It must be noted that the strength of that particle-level restoring force depends
on the connectivity in the entire glassy-bridge network. However, since we consider only
a representative particle-pair, such connectivity information is not available explicitly, but
can enter in the representative-pair idea only through an appropriate choice of the force
strength. This aspect of the model is discussed in detail in Sec. 2.4.1 and in A.4.

For practical purposes, it is easier to consider the statistical distribution function p of
the vectors R and Q as dynamic variable rather than the vectors themselves, p(r,R,Q),
which depends on the macroscopic position r. To be more precise, p is the product of
the (normalized to unity) probability distribution function of R and Q, denoted by p̃, and
the number density of particle pairs, n,

p(r,R,Q) = n(r) p̃(r,R,Q) , (2.9)

Note that the primary meaning of R is to represent the actual particle separation vector, which may
also imply nonaffine deformations. The relation R = F ·Q0 is used here only for illustrative purposes.
This issue is further discussed in Sec. 2.3.4.2.
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where n, using the normalization of p̃, is given by

n(r) =
∫
Q2
p (r,R,Q) d3R d3Q . (2.10)

The integral is performed over the set Q2, that is a Cartesian product of two subsets of
Euclidean space, i.e. Q2 ⊂ R3×R3. It should be noted that p̃(. . . ,R, . . .) is closely related
to the pair-correlation function and hence in principle can be measured experimentally,
since it is the Fourier-transform of the structure factor. However, in contrast to the
pair-correlation function, we are here rather looking at the first peak only, since we are
interested in representative pairs with glassy bridges, i.e. nearest-neighbor arrangements.

While the use of the distribution function p̃ seems in close analogy to usual practice
in polymer kinetic theory [38, 39], it should be emphasized that the concept of a variable
to quantify the unloaded state, Q, is quite different. In polymer kinetic theory, an entire
polymer chain can be represented by a single end-to-end vector. This end-to-end vector
of the polymer chain, R, is not only affected by the imposed deformation, but it also
enters into an entropic spring force, fS(R). For purely statistical reasons, i.e. maximiza-
tion of the configurational entropy, that force drives the polymer toward the spherically
symmetric coil-conformation, which is achieved for fS(R) = 0 at R = 0. Therefore, in
these systems there is no need for an additional variable to denote the unloaded state.
The situation is quite different for the case of nanocomposites discussed in this chapter.
The current position separation vector R of the representative pair reacts immediately
to imposed deformation, however, this vector does not carry enough information for the
elastic restoring to take place upon unloading. For a representative pair in the nanocom-
posite, the force balance is achieved not by R going to zero, but rather by R approaching
the previous unloaded state, Q.

In summary, according to GENERIC, in a Eulerian setting, the set of independent state
variables is

X = (m(r), T (r), F (r), p(r,R,Q)) , (2.11)

where r ∈ Ω,
(
Ω ⊂ R3

)
, and R,Q ∈ Q,

(Q ⊂ R3
)
. For later convenience, we introduce

the variable ξ,

ξ = {R,Q} , (2.12)

called internal configuration.

2.3.2 Generating functionals: energy and entropy

For the specification of the total energy E and entropy S, we refrain from making explicit
choices since this is (i) not required at this point, and (ii) would disguise the structure
of the equations. Let us consider the system occupy an area B (r ∈ Ω, ξ ∈ Q2

)
. It is

reasonable to only make the following ansatz for the energy and entropy,

E[X ] =
∫

Ω

m2

2ρ
d3r + U [T, F , p] , (2.13a)

S[X ] = S[T, F , p] , (2.13b)
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with internal energy functional U [T,F , p] and entropy functional S[T,F , p]. In other
words, we have only explicitly split off the kinetic contribution, while leaving the remaining
contributions as general as possible.

The functional derivatives of the energy and entropy with respect to the dynamical
variable X are given by

δE

δX =



v
δU

δT
δU

δF
− v

2

2
ρ,F

δU

δp


,

δS

δX =



0
δS

δT
δS

δF
δS

δp


, (2.14)

with v = m/ρ for the velocity, ρ,F = −ρF−>, and F−> the transpose of F−1. For the
partial derivatives, we use the notation f,F ≡ ∂f/∂F . The functionals U and S will be
concretized in Sec. 2.4.

2.3.3 Reversible dynamics: Poisson operator L
The reversible part of the X -evolution equation is presented by the equation (2.2)1.
For specification of the Poisson operator, we note that in continuum mechanics the term
reversible deformation is synonymous with affine deformation, which is the basics of finite-
deformation elasticity theory [31, 32, 40]. In an Eulerian setting, each evolution equation
must contain convective terms, i.e., a contribution proportional to the velocity field v.
Since the m-derivative of energy,

δE/δm = v , (2.15)

is the macroscopic velocity field and m is the first variable in the set (2.11), one may
use the first column of the Poisson operator to represent exactly those convective terms.
In addition to the macroscopic convective terms, the momentum balance equation must
contain the divergence of the stress tensor, and therefore the first row (i.e., the transpose
of the first column) of the Poisson operator should reproduce that contribution. On the
particle level, reversible dynamics for the structural variable, p(r, ξ), occurs due to the
dynamics of R, which we assume to be deformed affinely with a macroscopic flow field v.
To study this in detail, let us consider two particles, given by their position vectors R1, R2

respectively. If both particle positions are following the flow field v, and if we assume that
the particles are rather close to each other compared to the characteristic length-scale for
v-variations, one finds for the evolution of the connector vector R = R1 −R2

Ṙγ =
[∇rµ vγ]Rµ . (2.16)

This result is completely analogous to the dumbbell model in complex fluids and it is
already formulated within the GENERIC framework (see pp. 134-136 in [29]). We note
that the variable Q is irrelevant at this point, since it has relaxational dynamics only.

Since the considered particle pair must be representative, it must follow the macroscopic imposed
deformation. A mismatch between the imposed deformation and the deformation of the representative
particle pair would imply that the particle network gets detached from the elastomer matrix.
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To concretize the above arguments in terms of specific forms for the elements of
L, one can make use of earlier results for finite-strain elasticity [32], together with the
dumbbell model in complex fluids [29], formulated both within the GENERIC framework.
So doing, the Poisson operator assumes the form

L[X ] =


L(mm)(r) L(mT )(r) L(mF )(r) L(mp)(r, ξ′)
L(Tm)(r) 0 0 0
L(Fm)(r) 0 0 0
L(pm)(r, ξ) 0 0 0

 . (2.17)

The elements L(mm)(r), L(Fm)(r), and L(pm)(r, ξ) are a direct consequence of the
(known) kinematics of affine deformation [29,32]. The elements L(mF )(r) and L(mp)(r, ξ′)
follow due to the anti-symmetry property (2.5a) of the Poisson operator. L(mT )(r) can
then be obtained from the degeneracy condition (2.4a), and again using the anti-symmetry
property (2.5a) leads to L(Tm)(r). All elements being determined (see A.1 for the explicit
expressions), the Jacobi-identity (2.6) can be verified by a lengthy, but straight-forward
calculation. For further details on the calculation of the elements of L, the reader is
referred to A.1.

The construction of the Poisson operator is thus complete. Calculating L� (δE/δr)
with the explicit forms (A.2, A.3, A.7, A.8) for the Poisson operator, and (2.14) for
the energy derivatives, one obtains the following reversible contributions to the evolution
equations,

∂tmα|rev = −∇rγ (mαvγ) +∇rγ σ̂αγ , (2.18a)

∂t T |rev = −vγ
(∇rγ T )+

(
δU

δT

)−1

σ̂Sγε (∇rεvγ) , (2.18b)

∂t Fαβ |rev = −vµ
(∇rµ Fαβ)+ Fµβ

(∇rµvα) , (2.18c)

∂t p|rev = −∇rγ (vγp)−∇Rγ
(
(∇rµvγ)Rµ p

)
, (2.18d)

where σ̂αγ and σ̂S
αγ are given by the following relations

σ̂αγ =
(
a−

∫
Q2
p
δA

δp
d6ξ

)
δαγ +

δA

δFαµ
Fγµ +

∫
Q2
pRγ

(
∇Rα

δA

δp

)
d6ξ , (2.19a)

σ̂Sαγ = −Θ
[(
s−

∫
Q2
p
δS

δp
d6ξ

)
δαγ +

δS

δFαµ
Fγµ +

∫
Q2
pRγ

(
∇Rα

δS

δp

)
d6ξ

]
. (2.19b)

It should be noted that σ̂αγ and σ̂Sαγ have a form closely related to the stress tensor and
its entropic part, respectively. However, the complete form for the stress tensor expression
might be calculated only after including the irreversible parts of evolution equations as well
(particularly, see Sec. 2.3.4.2). In the relations above, and in the sequel, the abbreviations

δA

δFγε
≡ δU

δFγε
−Θ

δS

δFγε
, (2.20a)

δA

δp
≡ δU

δp
−Θ

δS

δp
, (2.20b)

a ≡ u−Θs, (2.20c)
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are used, with

Θ ≡ δU

δT

(
δS

δT

)−1

. (2.21)

Note that Θ has the dimension of temperature, and if E and S derive from a Helmholtz
free energy, then Θ = T .

2.3.4 Irreversible dynamics: friction matrix M
In this section, the irreversible contribution to the evolution equations, namely the equa-
tion (2.2)2, is constructed. This is the place where one implements the viscoelastic
glassy-bridge dynamics, which will be discussed in Sec. 2.3.4.1. However, there is an ad-
ditional irreversible contribution. It has to do with the fact that instead of a many-particle
system we only consider a representative particle-pair, which brings about non-affine de-
formation effects, as will be analyzed in Sec. 2.3.4.2. It is noted that all the conditions
for the friction matrix discussed in Sec. 2.2 are linear in M. Therefore, if one writes the
friction matrix as a sum of two contributions,

M = M̄ + M̃ , (2.22)

and if both contributions satisfy all GENERIC conditions independently, then also the sum
M satisfies all conditions. In the following, M̄ stands for the glassy-bridge dynamics,
i.e. the relaxation of Q toward R, and M̃ represents nonaffine deformation of R. It will
turn out that M̄ is symmetric and positive semi-definite, while M̃ is antisymmetric.

Heat conduction is not described in this work, since its GENERIC-formulation has
already been given in [29] and several other papers.

2.3.4.1 Dissipative matrix M̄

By analyzing many examples of dissipative dynamics in the literature, a split of the dissi-
pative matrix M̄ in the following way has been proposed [41],

M̄ = C �D � C∗, (2.23)

which is essential to establish a link [29] to linear irreversible thermodynamics [42]. In
that factorization, the matrix D contains all dynamic material information (e.g relax-
ation times, viscosity, thermal conductivity), while the operator C represents the so-called
mechanical part. It has been noted that

C∗ � δE

δX = 0 (2.24)

is a useful condition to construct C∗, and hence C. Not only is the degeneracy con-
dition M̄ � δE/δX = 0 automatically satisfied, but also it has been found that the
thermodynamic driving forces F for the dissipative processes can be written in the form

F = C∗ � δS

δX . (2.25)
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The corresponding thermodynamic fluxes J are then given by

J = D �F = D � C∗ � δS

δX . (2.26)

In other words, C∗ translates the entropy gradient into the thermodynamic driving forces
(2.25), while C determines how the thermodynamic fluxes J enters the evolution equa-
tions,

∂tX |irr = C ·J . (2.27)

By requiring

D = D∗ , (2.28a)

D ≥ 0, (2.28b)

the symmetry and positive semi-definitness of the matrix M̄ are guaranteed.
It has been explained in Sec. 2.3 that the glassy bridges yield under applied load, and

thus rate-dependent effects come into play. As discussed, this is to be described by a
relaxation process of Q toward R. Since this Q-dynamics occurs in three dimensions,
D will be a 3 × 3-matrix. In view of (2.27), C therefore maps a 3-vector J onto the
irreversible contributions ∂tX |irr. While the detailed derivation of C is described in A.2,
the main steps are summarized here. The Q-relaxation leads to no contributions to the
evolution equations of the momentum density m and the total deformation gradient F ,
which implies that some rows in C vanish. For the other elements, the p- and T -related
rows, one proceeds as follows. Due to the conservation of probability in ξ-space and the
number density of representative particle-pairs, the evolution equation of the variable p is
that of a density of a conserved quantity, and therefore

∂t p|relax = −∇Qγ Jγ , (2.29)

for the relaxation dynamics of the glassy bridge captured in Jγ . The form (2.29) can be

used to determine the p-component of C, C(p), and due to the symmetry condition (2.5b)

follows C∗(p). That latter result combined with the degeneracy condition (2.4b) results

in C∗(T ), and again with (2.5b) one obtains C(T ). Collecting all contributions and using
(2.25)-(2.27), one finds in addition to the p-dynamics (2.29) the evolution equation for
the temperature,

∂t T |relax = −
(
δU

δT

)−1 ∫
Q2

(
∇Qγ

δU

δp

)
Jγ d6ξ , (2.30)

with the current related to the driving force according to (2.26) with a yet unspecified
matrix D. For the driving force (2.25) for Q-relaxation, one obtains

Fα = − 1
Θ

(
∇Qα

δA

δp

)
, (2.31)

which in turn enters the constitutive relation for the flux, (2.26),

Jγ =
∫
Q2
Dγµ F ′µd6ξ′, (2.32)

with a yet unspecified 3× 3-diffusion matrix that depends on both ξ and ξ′.
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2.3.4.2 Antisymmetric contribution M̃

It has been discussed in Sec. 2.3 that the force to restore the structure to the unloaded
state must depend on the difference R−Q. If this force was derived from a potential, Φ,
it means that the potential will depend on |R−Q|. The ramifications for the dynamics
discussed up to this point are the following. In the momentum balance (2.18a), the
quantity σ̂ plays the role of the stress tensor. In the last contribution to σ̂ in (2.19a),
δA/δp is to be identified with the restoring potential Φ (see also Sec. 2.4). If the latter
depends on R and Q only through |R−Q|, this implies that ∇RΦ is parallel to R−Q,
and hence σ̂ is in general not symmetric. This is problematic since the related torques
result in an unwanted rotation of the system.

While in a many-particle system (e.g., [17, 18]) torques may arise locally in small
clusters of particles, they may cancel out when summing up the contributions of all
interacting particles. However, in the approach presented in this work, we are actually
considering a single representative-pair, therefore no such cancellation of non-symmetric
contributions is possible. Since for silica-filled elastomers there is no reason for expecting a
non-symmetric stress tensor, the cancellation of torques needs to be included explicitly in
the model. The Poisson operator is representative of affine deformation; see Appendix B
in [29]. However, as shown in Sec. 2.3.3, implementing affine deformation automatically
results in a non-symmetric stress tensor, due to the rigid connection between the dynamics
(2.16, 2.18d) and the expression for σ̂. As a result, any modification of the model to
arrive at a symmetric stress tensor must be implemented through the irreversible dynamics
in (2.1). However, since this contribution to the dynamics is related to the kinematics and
thus must not be dissipative, we look for an antisymmetric contribution M̃ in (2.22),
i.e. Ṡ|∼ = (δS/δX ) � M̃ � (δS/δX ) = 0. As a matter of fact, a rather analogous
case of non-affine kinetics is known in the field of complex fluids, for which the Gordon-
Schowalter derivative is used (see [43–45], or pp. 119 - 120 in [29] for details), representing
the relative slippage of mesoscopic objects relative to the rotational components of the
macroscopic background deformation.

The guiding principle for constructing M̃ is the elimination of the antisymmetric
contribution in the stress tensor. Following the above discussion and in analogy to pp. 119
- 120 in [29], the antisymmetric M̃ can be calculated, using the conditions of degeneracy
(2.4b) and anti-symmetry (2.5b) for M̃, see A.2 for details. The resulting modifications
of the model arising from the non-affine contribution can be written in the form

∂tmα|non-a = ∇rγ σ̂non−a αγ , (2.33a)

∂t T |non-a =
(
δU

δT

)−1

σ̂Snon−a γε (∇rεvγ) , (2.33b)

∂t p|non-a = −∇Rγ
(

1
2

[(∇rγvµ)− (∇rµvγ)]Rµp) , (2.33c)

with

σ̂non−a αγ =
1
2

∫
Q2
p
(
Rα∇Rγ −Rγ ∇Rα

) δA
δp

d6ξ, (2.34a)

σ̂Snon−a αγ =
1
2

∫
Q2
p
(
Rα∇Rγ −Rγ∇Rα

)(−Θ
δS

δp

)
d6ξ. (2.34b)



Concurrent two-scale model for the viscoelastic behavior of elastomers filled with hard nano-particles 21

Both of these stress-like expressions are antisymmetric. This underlines that the rotational
part in the flow field, see (2.33c), goes hand in hand with the antisymmetric stress con-
tributions, (2.34), which approves the assumption made further above. The ramifications
will be more explicit when summarizing all components of the model.

2.3.5 Summary of the model

The complete model is obtained by combining the reversible dynamics, described in
Sec. 2.3.3 and the irreversible contributions, discussed in Sec. 2.3.4. Adding up the
contributions (2.18), (2.29), (2.30), and (2.33) leads to

∂tmα =−∇rγ (mαvγ) +∇rγ σαγ , (2.35a)

∂t T =− vγ
(∇rγ T )+

(
δU

δT

)−1(
σSγε (∇rεvγ)−

∫
Q2
Jγ∇Qγ

δU

δp
d6ξ

)
, (2.35b)

∂t Fαβ =− vµ
(∇rµ Fαβ)+ Fµβ

(∇rµvα) , (2.35c)

∂t p =−∇rγ (vγp)−∇Rγ
(
[∇rµvγ ]symRµ p

)−∇Qγ Jγ , (2.35d)

with the symmetric part of a matrix Asym = (A + A>)/2. The constitutive relations for
the total stress tensor σ and its entropic part σS are given by

σαγ =
(
a−

∫
Q2
p
δA

δp
d6ξ

)
δαγ +

δA

δFαµ
Fγµ +

∫
Q2

p

[
Rγ

(
∇Rα

δA

δp

)]sym

d6ξ , (2.36a)

σSαγ =−Θ
((

s−
∫
Q2
p
δS

δp
d6ξ

)
δαγ +

δS

δFαµ
Fγµ +

∫
Q2
p

[
Rγ

(
∇Rα

δS

δp

)]sym

d6ξ

)
.

(2.36b)

It can be shown [32] that both the total and the entropic stress tensor expressions are
symmetric, since the internal energy U and entropy S may depend on the deformation
gradient F only via right Cauchy-Green strain tensor, C = F> ·F . Furthermore, the ad-
ditive form of the stress tensor expression (i.e. the elastomer-matrix contribution plus the
particle contribution) is similar to the Eindhoven Glassy Polymer (EGP) model [46, 47].
While the matrix-contribution, similar to the EGP-spring-element, allows to mimic even
neo-Hookean material behavior, the glassy-network contribution corresponds to the phe-
nomenological non-linear Maxwell-element in the EGP-model. The irreversible p-current
density is given by (2.32) and (2.31),

Jγ =
∫
Q2
Dγµ 1

Θ

(
−∇Q′

µ

δA

δp′

)
d6ξ′, (2.37)

where the 3× 3-diffusion matrix depends on both ξ and ξ′.
The above model makes the concurrent two-way coupling of the macroscopic scale and

the particle level evident. The macroscopic flow field vα affects the particle level p. This
drives the particle arrangement away from the equilibrium state, which in turn results in
nonequilibrium forces on the particle level. These forces are felt on the macroscopic scale
by way of the constitutive relation for the stress tensor. In effect, one thus obtains the
constitutive behavior of the nanocomposites, relating the stress to the deformation. For
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specific applications, the model is completed by specification of the functionals of internal
energy U and entropy S, and diffusion tensor D, which is illustrated in the following
section.

We close the general model development by reminding the reader that the model
presented above is substantially different from common practice in polymer kinetic theory
[29, 38, 39]. As discussed in Sec. 2.3.1, modeling filled elastomers in the representative-
pair setting requires the concept of an unloaded state, Q, which is unknown to polymer
kinetic theory. As a consequence, the irreversible but non-dissipative contributions to the
dynamics in relation to the symmetrization of the stress tensor are absent in common
polymer kinetic theory.

2.4 Specific system realization

To make the above model (2.35–2.37) system specific, choices need to be made for the
internal energy functional U [T,F , p], and entropy functional S[T,F , p], and the diffusion
matrix D(T,F , p).

2.4.1 Energy and entropy

For illustration purposes, rather than out of necessity, we assume that both U and S
can be split additively into contributions related to (i) the elastomer matrix and (ii) the
particle configuration. For the potential Φ that accounts for the glassy-bridge interactions
discussed earlier in Sec. 2.3.4, we use a Hookean spring potential,

Φ(ξ) =
1
2
k (R−Q)2

, (2.38)

with spring constant k. Since the modulus of a glassy polymer depends on temperature
(see Ch. 13 in [48]), the same holds for the spring constant, and in turn for the potential
Φ in (2.38). Since Φ plays the role of a Helmholtz free energy (per particle pair), its
temperature dependence implies that it decomposes into energetic and entropic parts,

Φ = ΦE + ΦS , (2.39)

with
ΦE = Φ− T (∂Φ/∂T ), ΦS = T (∂Φ/∂T ) , (2.40)

respectively. This split of Φ is reflected in the expressions for the functionals of internal
energy and entropy (see also p.135 in [29]),

U =
∫

Ω

uem(T,F ) d3r +
∫

Ω

∫
Q2
pΦE d3r d6ξ , (2.41a)

S =
∫

Ω

sem(T,F ) d3r −
∫

Ω

∫
Q2
p

[
ΦS

T
+ kB ln p

]
d3r d6ξ , (2.41b)

where the subscript “em” denotes the contributions of the pure elastomer matrix. The
symbol kB stands for the Boltzmann constant, and the related contribution to the entropy
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is of statistical origin [49,50]. For details on this entropy contribution, the reader is referred
to A.3. As far as the contributions due to the elastomer matrix are concerned, uem and
sem, we note that the modulus of an elastomer (in its rubbery state, i.e. above Tg) is
influenced by temperature, most often approximated by a linear T -dependence (see Ch. 13
in [48]). Therefore, a split of the Helmholtz free energy density aem analogous to (2.40)
can be used,

uem = aem − T (∂aem/∂T ) , sem = −(∂aem/∂T ) , (2.42)

for the energetic and entropic contributions, respectively, which yields

aem = uem − Tsem . (2.43)

For the example in this section, the Helmholtz free energy for compressible neo-Hookean
systems is used [51],

aem =
Gem

2
(I1 − 3− 2 lnJ) +

κem

2
(ln J)2 , (2.44)

with shear modulus Gem, bulk modulus κem, I1 = tr(FT · F ) and J = detF .
It is noted that by virtue of the expressions for U and S in (2.41) and the splits (2.40)

and (2.42), the quantity Θ (2.21) simplifies to Θ = T . Furthermore, δA/δp used in the
flux (2.37) and the stress tensor (2.36a) becomes δA/δp = Φ + kBT (ln p+ 1), while the
stress tensor itself assumes the form

σαγ = (aem + κem ln J − 2nkBT ) δαγ

+Gem (Bαγ − δαγ) +
∫
Q2

p
[
Rγ
(∇RαΦ

)]sym
d6ξ , (2.45)

with n defined in (2.10), the left Cauchy-Green strain tensor Bαγ = FανFγν , and Φ given
by (2.38). Apart from the isotropic contributions, the term proportional to the shear
modulus G is typical for neo-Hookean materials. Most interesting is the last contribution
in (2.45). It corresponds to known stress tensor expressions in statistical mechanics [52–54]
and in polymer kinetic theory [29,38,39], a.k.a. Kramers-Kirkwood expression. However,
the major difference consists in the potential Φ. One should recall that for the filled
elastomers discussed here, the potential Φ depends not only on the current state R, but
also on a unloaded state Q, e.g. according to (2.38).

As it was already mentioned in Sec. 2.3.1, the spring constant k needs to account
for the collective effect of all the neighboring particles in order to mimic properly, in the
representative particle-pair setting, the restoring mechanism as the glassy-spring network
is deformed. If an effective particle-pair is defined by a surface-to-surface separation
smaller than half the particle diameter d, the spring constant can be approximated by
(see A.4),

k =
πd

3
√
φ (8φ− 1)

Gcomp , (2.46)

with Gcomp the shear modulus of the nanocomposite. Gcomp depends on the volume
fraction φ, and might be determined experimentally; e.g. from [17], one gets Gcomp =
{4, 10, 50}MPa for φ = {0.2, 0.3, 0.4}. The values for the number density of particle
pairs n (see A.4) and for the resulting spring constant k as a function of volume fraction
φ are given in Table 2.1.



24 Chapter 2

2.4.2 Dynamics

Since the material has no inherent anisotropy, it is reasonable to assume that the relaxation
of the glassy bridges, J , occurs along the direction of the thermodynamic driving force F .
According to (2.32), this implies that D is a multiple of the unity tensor. Furthermore, we
assume for illustrative purposes that the probability current J (ξ) depends on the driving
force F(ξ′) only for ξ′ = ξ. One can thus write

Dγµ = δ(R−R′) δ(Q−Q′) Θ p

ζ
δγµ , (2.47)

with a friction coefficient ζ > 0. Without loss of generality, the positive factors Θ and p
have been introduced for later convenience.

The assumptions made for the energy and entropy (2.41), the glassy-spring potential
(2.38), and the diffusion matrix (2.47) render the evolution equation (2.35d, 2.37) into
the form

∂t p =−∇rγ (vγp)−∇Rγ
(
[∇rµvγ ]symRµ p

)−∇Qγ (kζ p (Rγ −Qγ)
)

−∇Qγ
[
p∇Qγ

(
kBΘ
ζ

)]
+∇Qγ ∇Qγ

[kBΘ
ζ

p
]
.

(2.48)

This Fokker-Planck equation can be translated into an equivalent set of stochastic differ-
ential equations [39],

dRγ = [∇rµvγ ]sym Rµ dt , (2.49a)

dQγ = −k
ζ

(Qγ −Rγ) dt+∇Qγ
(
kBΘ
ζ

)
dt+

√
2kBΘ
ζ

dWtγ , (2.49b)

which will be used for the numerical simulations in Sec. 2.5. The last term in (2.49b) rep-
resents the fluctuating Brownian contributions, that adds stochasticity to theQ-dynamics.
The symbol dWt stands for increments in Wiener processes, with average and variance,

〈dWtα〉 = 0 and 〈dWtαdWt′β〉 = δαβ δtt′ dt, (2.50)

respectively. In other words dWt represents white noise, being uncorrelated in time.

2.4.3 Relaxation of glassy bridges

In the dynamic model (2.49), the occurrence of a relaxation time τ for the Q-dynamics
is evident, with

τ =
ζ

k
. (2.51)

This relaxation time contains all the information about the temperature- and load-depen-
dence of the glassy-bridge dynamics. In the following, we will discuss a possible choice
for the relaxation time τ , which for given spring constant k will imply a specific choice
for the friction coefficient ζ.
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To determine the dependence of the relaxation time τ on temperature and loading,
we refer to [17–19]. In that study, the concept of a local glass-transition temperature is
invoked (see also Sec. 2.1). If the matrix material adheres well to the filler-particle surface,
the elastomer chain segments have decreased mobility the closer they are located to the
particle, which is captured by a (local) glass-transition temperature that increases towards
the filler-particle surface. It was proposed in [9, 10] that the glass transition temperature
Tg(z) at distance z from a particle is given by Tg(z) = Tg,b(1 + β/z), which could fit
their results well over a 100 K temperature range. Based on the relation for Tg(z), the
thickness of the glassy layer zth at temperature T can be estimated by Tg(zth) = T ,
i.e., zth = βTg,b/ (T − Tg,b). The divergence in Tg(z) is purely formal, since the physics
which lead to this relation [55, 56] has a natural cut-off at short distance of about 2 nm.
The corresponding increase of the glass transition temperature, about 100K at 2 nm in
their system, corresponds to the increase of Tg measured in [10], either in mechanical
experiments or by using NMR. Further support of the glassy-layer picture has been given
in [57–59], where glassy volume fractions have been measured for model samples using
DSC, which were consistent with NMR and mechanical measurements.

If two particles are separated by a surface-to-surface separation of z, the most mobile
chain segments are located in the middle, which will dominate the relative motion of the
two particles. This relative motion of the two particles is influenced by the local glass-
transition temperature Tg in the middle, that in general not only depends on the distance
z but also on the local load Σloc [17, 18],

Tg(z,Σloc) = Tg,b

(
1 +

β

z

)
− Σloc

K
, (2.52)

where Tg,b is the bulk glass transition temperature of the pure elastomer, β and K
are material parameters. K relates the yield stress σy to the temperature below Tg by
σy = K(Tg − T ), and is a physically measurable quantity. The dependence of Tg on
Σloc mimics the plasticization of the glassy bridge upon loading, which resembles the
well-known plasticization/yielding of bulk polymer glasses upon loading [60, 61] . The
change in Tg due to the presence of fillers and local load is relevant for the α-relaxation
time described by the Williams-Landel-Ferry (WLF) law,

ln
(
τα(z,Σloc)

τg

)
= ln

(
τWLF(T − Tg(z,Σloc))

τg

)
= − C1(T − Tg(z,Σloc))

C2 + (T − Tg(z,Σloc))
, (2.53)

where C1 and C2 are the WLF parameters specific to the polymer, and τg represents the
relaxation time at T = Tg.

In the context of the model presented in this chapter, one can incorporate the approach
of [17, 18] by using the identifications τ = τα (i.e., ζ = k τα), and

z = |R| − d, (2.54)

with d the particle diameter. As for the quantity Σloc, it has been identified in [17,18] with
the absolute value of the glassy-bridge force. In contrast, modeling of bulk polymer glasses
suggests to identify Σloc with the stress [61]. However, in our setting of a representative
pair, the stress as such in between the two particles is not well defined. Since resemblance
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to the concept of stress is nevertheless desirable, the following choice has been made in
analogy to established von Mises J2-plasticity, e.g., [62, 63],

Σloc =
√
|I2| , (2.55)

with the second invariant I2 = (1/2)[(trΣ)2 − tr(Σ ·Σ)] of

Σloc =
[
R ∇RΦt

]sym
, (2.56)

inspired by the stress-tensor expression (2.45). The Σloc in (2.56) should account for all
stress contributions, and therefore Φt should include not only the glassy-bridge contribu-
tion Φ in (2.38) but also an elastomer matrix contribution, denoted by Φem. In principle,
the elastomer behavior is captured in our approach in a continuum sense rather than on the
particle level (see e.g. (2.41) and (2.45)), however, for the sake of a meaningful definition

of Σloc one may recast it on the particle level into the form Φem(ξ) = 1
2kem (R−Q0)2,

analogous to the procedure outlined in A.4, with kem the spring constant representing
the elastomer matrix. Since the elastomer matrix does not yield but is purely elastic, the
corresponding strain energy depends on the difference between the current state R and
Q0, the initial unloaded state.

It is noted that the description given above with a load-dependent relaxation time
closely resembles the modeling of viscoplastic behavior in bulk polymers [61, 64]. Par-
ticularly, yielding comes about by the strongly nonlinear dependence of the relaxation
time on the applied load, and hence the use of a classical yield criterion [62, 63] is not
required. However, in comparison to modeling bulk polymers in the post-yield regime, see
e.g. [46,47], the model in this chapter is different. First, strain softening, being connected
with physical aging, is not in the scope of the presented work. And second, the particles
in the two-particle model should always remain neighbors, which limits the applicability
of this model to the deformation regimes where strain hardening becomes relevant (about
30% and higher [46]).

2.5 Simulation of oscillatory deformation

2.5.1 Simulation setup

Using all the system specifications of Sec. 2.4, the dynamics (2.49) is solved numerically
(see [39]) to determine the stress-response (2.45) upon imposed oscillatory deformation,
under isothermal conditions, i.e., constant T .

The initial particle configuration for each trajectory corresponds to an unloaded con-
figuration, R = Q, with R being isotropically distributed. The length R = |R| was
sampled from a narrow distribution of the form w(R) ∝ (d− 〈R〉)2 − (R− 〈R〉)2 for
R ∈ [d, 2〈R〉 − d]. This distribution has mean 〈R〉 = d/ 3

√
φ = {3.42, 2.99, 2.71} · 10−8m

and standard deviation
√〈R2〉 − 〈R〉2 = (〈R〉 − d)/

√
5 = {6.4, 4.4, 3.2} · 10−9m for

volume fractions φ = {0.2, 0.3, 0.4}. The representative particle-pair is then subjected
to a simple oscillatory shear deformation. This is realized by imposing a velocity field of
the form v = (v1, v2, v3) with components v1(x2, t) = γ̇(t)x2 and v2 ≡ v3 ≡ 0. The
time-dependent imposed deformation is sinusoidal,

γ(t) = γ0 sin(ωt), (2.57)
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with amplitude γ0 and angular frequency ω.

The parameters used are listed in Table 2.1 and are the same as the ones considered
in [17–19], which is representative of a filled elastomer consisting of silica particles dis-
persed in a poly(ethyl acrylate) matrix. All these parameters can be related to physical
parameters, as explained in [17]. In particular, the value we chose for the parameter
β = 0.8 nm, which sets the amplitude of the Tg-shift in the vicinity of the fillers, has
been considered in [17], and corresponds to that measured experimentally in [9, 10]. The
only parameter that is slightly adapted from the many-particle simulations in [17–19] to
our two-particle model is the stress-sensitivity K in (2.52). In [17], K is determined
such that, when imposing an oscillatory strain with amplitude 0.1 and rate 0.1s−1, the
stress-induced shift of the glass-transition temperature is 100K at the maximum strain,
which would result in K = 1.2 · 10−20J K−1. However, in order to get better agreement
between our model and the results in [19] (see further below), it was advantageous to
choose the value K = 2 · 10−20J K−1. In the simulations, the stress-induced shift in the
glass transition temperature (2.52) has been limited to ≤ 200 K, since above that value
the system is already plasticized (see also [18]). Finally, for numerical reasons, the range
of the relaxation time (2.53) has been limited to 0.01 s ≤ τα ≤ 100 s [19].

To express the frequency relative to an internal rate of relaxation, it is below presented
in terms of ω · 〈τ init

α 〉, where 〈τ init
α 〉 represents the α-relaxation time of the initial config-

uration, averaged over all trajectories. Specifically, for the simulations presented below,
〈τ init
α 〉 = {1.16, 1.87, 3.83} · 10−1s for volume fractions φ = {0.2, 0.3, 0.4}.

Table 2.1: Parameters of the model. The range of values for k and n correspond to the
different volume fractions studied, φ = {0.2, 0.3, 0.4}.

parameter symbol physical value

particle diameter d 2 · 10−8 m
number density of pairs n {1.43, 5.01, 10.5} · 1022 m−3

bulk glass transition temperature Tg,b 213 K
relaxation time τg 100 s
temperature of the experiment T 263 K
distance-sensitivity parameter β 8 · 10−10 m
stress-sensitivity parameter K 2 · 10−20 J K−1

glassy spring constant k {0.72, 0.67, 1.94} N/m
elastomer spring constant kem kφ=0.4/100 (see [19])
WLF-constants C1, C2 12.8, 34 K
shear modulus elastomer Gem 106 Pa

2.5.2 Effect of deformation amplitude

The stress-strain curves for small- and large-amplitude oscillatory deformation are shown in
Fig. 2.3 and Fig. 2.4, respectively. For small amplitude (Fig. 2.3), for the slow deformation
rate (solid line), the stress-strain curve has a substantial viscous component, leading
to hysteresis and thus dissipation, while for increasing deformation rate the hysteresis
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Figure 2.3: Lissajous-Bowditch plot: Shear stress σxy, normalized to its maximum value
σmax
xy , vs. strain γ, for amplitude γ0 = 0.01 at volume fraction φ = 0.4. The simulation

has been performed for different frequencies, namely ω 〈τ init
α 〉 = 3.83 (solid line, with

σmax
xy = 1.26·105Pa), ω 〈τ init

α 〉 = 38.3 (dashed line, with σmax
xy = 1.80·105Pa), ω 〈τ init

α 〉 =
383 (dotted line, with σmax

xy = 2.61 · 105Pa), and ω 〈τ init
α 〉 = 3830 (dash-dotted line, with

σmax
xy = 2.62 · 105Pa).

diminishes until almost pure (linear) elastic behavior is recovered (dash-dotted line). Such
kind of behavior is typical for a linear viscoelasticity.

The above results suggest that the material responds elastically if the applied rate of
deformation is fast with respect to the rate of structural re-arrangements. In contrast,
the material responds viscous-like if the applied rate of deformation is slow with respect
to the rate of structural re-arrangements. This argument is straightforward in the case
that the internal time scale does not depend on the imposed load, and leads to linear
viscoelastic behavior. However, the discussion in the previous section has shown that the
internal time scale in the case of filled elastomers, i.e. of the glassy bridges, depends
strongly on the applied load. This will lead thus to a nonlinear material response. While
elliptic curves in a Lissajous-Bowditch plot are a hallmark of linear viscoelasticity, it is
observed upon increasing the deformation amplitude (e.g. γ0 = 0.2) that the stress-strain
curves are significantly nonelliptic in shape, see Fig. 2.4. However, even in the nonlinear
case, increasing the frequency leads to a narrowing of the loop in the Lissajous-Bowditch
plot, meaning that the behavior becomes more elastic.

2.5.3 Measure of the nonlinearity. Payne effect

Nonlinear effects have been observed in Fig. 2.4, where large amplitude oscillatory shear
(LAOS) deformation is imposed, resulting in a nonelliptical stress-strain curve. To quantify
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Figure 2.4: Lissajous-Bowditch plot: Shear stress σxy, normalized to its maximum value
σmax
xy , vs. strain γ, for amplitude γ0 = 0.2 at volume fraction φ = 0.4. The simula-

tion has been performed for different frequencies, namely ω 〈τ init
α 〉 = 0.1915 (solid line,

with σmax
xy = 4.81 · 105Pa), ω 〈τ init

α 〉 = 1.915 (dashed line, with σmax
xy = 5.89 · 105Pa),

ω 〈τ init
α 〉 = 19.15 (dotted line, with σmax

xy = 2.36 · 106Pa), and ω 〈τ init
α 〉 = 191.5 (dash-

dotted line, with σmax
xy = 5.18 · 106Pa).
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Figure 2.5: Best-fit elliptical approximation (dashed curve) for a nonlinear stress response
(solid curve).

the nonlinearity, i.e. nonellipticity, two approaches are considered. For a given deformation
γ(t) (2.57), the stress response obtained from the simulation is denoted by σdata(t). One
can then attempt to represent this data-set by a the common linear viscoelastic relation
σfit(t) = γ0 [G′(ω) sin(ωt) +G′′(ω) cos(ωt)]. An optimal representation (see Fig. 2.5 for
an example) can be defined as the specific choice for the parameters G′(ω) and G′′(ω)
that minimizes the (dimensionless) functional

N =

∫ 2π/ω

0
[σdata(t)− σfit(t)]

2 dt∫ 2π/ω

0
σ2

data(t)dt
. (2.58)

The quality of the resulting best-fit can then be quantified by the corresponding value of
N . Note that N = 0 for linear viscoelasticity.

A different way to quantify the nonlinearity in the system was developed in [65], and
extended in [66,67]. In the latter, two different elastic moduli and two different viscosities
have been defined based on the Lissajous-Bowditch plot [66, 67],

G′M =
dσ
dγ

∣∣∣∣
γ=0

, G′L =
σ

γ

∣∣∣∣
γ=±γ0

, (2.59a)

η′M =
dσ
dγ̇

∣∣∣∣
γ̇=0

, η′L =
σ

γ̇

∣∣∣∣
γ̇=±ωγ0

, (2.59b)
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Figure 2.6: Quantification of nonlinearity: Parameter N defined in (2.58), for φ = 0.4.

which in turn are used to define two dimensionless indexes of nonlinearity [66, 67],

SS ≡ G′L −G′M
G′L

, (2.60a)

ST ≡ η′L − η′M
η′L

. (2.60b)

For linear viscoelasticity, both G′M = G′L and η′M = η′L, and therefore SS = ST = 0.
The parameters SS and ST can hence be used as a dimensionless quantification of the
significance of non-linear effects. While the quantity N tells directly how the stress-strain
curve differs from the elliptical shape (i.e. from linear viscoelasticity), SS > 0 corresponds
to strain stiffening, and SS < 0 stands for strain softening [66]. Furthermore, ST > 0
represents intracycle shear thickening, and ST < 0 intracycle shear thinning [66].

In Fig. 2.6 and Fig. 2.7, the nonlinearity of the mechanical response of the model is
presented in terms of the parameters N defined in (2.58), as well as SS and ST defined
in (2.60). At fixed strain-amplitude γ0, the nonlinearity parameter N decreases by two
orders of magnitude upon increasing the deformation rate by two orders of magnitude.
The quantities SS and ST also show the same overall trend, with decreasing nonellipticity
with increasing deformation rate, however with significantly more scatter than for N .
While the modulus-based quantity SS shows a strong dependence on the deformation
rate, the viscosity-based ST does not permit such a conclusion.

A prominent effect of the nonlinear viscoelastic response of filled elastomers is the
Payne effect, i.e., the dependence of G′ and G′′ on the amplitude of the applied deforma-
tion. For a quantitative evaluation of this effect in the present model, the ratios G′M/G

′
0

and G′L/G
′
0 are employed, where G′M , G′L are the tangential and secant moduli defined
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shear modulus in a linear regime (G′0 = 8.84 MPa for γ0 = 0.005).
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in (2.59a), respectively, and G′0 is a shear modulus at small amplitude (linear regime),
in this particular case for γ0 = 0.005, leading to Fig. 2.8. For both definitions, there is
a decrease with increasing deformation amplitude, where the decrease is stronger for the
tangent-based G′M/G

′
0 than for the secant-based G′L/G

′
0. However, the trend of both

curves agrees qualitatively with the original work of Payne [2] and also corresponds closely
to the results of the many-particle model [18, 19]. The mechanism leading to the Payne
effect in this model can be summarized as follows: An applied macroscopic deformation
induces local inter-particle stresses, that in turn reduce the effective inter-particle glass
transition temperature (see expression (2.52)), thereby lowering the local relaxation time.
This implies that the ability of the micro-structure to relax (part of) the imposed load is
increased, which is then observed as the Payne effect. The fact that the Payne effect is
qualitatively reproduced underlines that the most essential aspects of the filled elastomer
are appropriately represented in the model.

2.5.4 Comparison to many-particle simulations [19]

As stated in the Introduction 2.1, the goal of this chapter is to design a two-scale model to
describe the main effects in filled elastomers, however it should be more compact than the
many-particle approach in [17–19]. The above detailed discussion of system specification
and parameter estimation makes clear that the model presented in this chapter is closely
related to the one in [17–19]. Correspondingly, the simulation results discussed above are
analogous to the ones in [17–19]. Nevertheless, it is also clear that the reduction from a
many-particle system to a representative particle-pair, this chapter, comes at a price.

The model comparison is performed on the basis of the mechanical response under
oscillatory deformation γ(t) in (2.57). The simulations are performed using the parameters
in Table 2.1. The only exception is that for this comparison β = 0.4 nm is used, in
agreement with the specific value used in Fig. 15 in [19]. The results of the comparison
can be seen in Fig. 2.9 and Fig. 2.10. At moderate strains, the agreement with the many-
particle approach is rather satisfactory, keeping in mind the drastic simplification of our
model. The most apparent difference between the many-particle and two-particle models
is the behavior in the outer strain-regions. In the many-particle model, the stress-strain
curves show strain hardening at large amplitudes of deformation. It has been argued that
this is due to the particle heterogeneity (see [19] for details). Naturally, this is an effect
that is not accounted for in our effective particle-pair approach, and therefore this is a
short-coming that is inherent to the substantial reduction in model complexity.

2.6 Conclusions

In this chapter, a two-scale model was developed for describing the mechanical behav-
ior of hard-particle filled elastomers, in agreement within nonequilibrium thermodynamics
principles, specifically the General Equation for the Non-Equilibrium Reversible-Irreversible
Coupling (GENERIC). The two scales considered are on the one hand the macroscopic
scale on which mechanical tests are performed, and on the other hand the scale of the filler
particles, specifically the glassy-bridge network. So doing, the intricate mechanical behav-
ior of these composites can be captured by a mutual coupling of both scales. This results
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Figure 2.9: Lissajous-Bowditch plot: Shear stress σxy vs. strain γ. Comparison of two-
particle model in this chapter (black) with many-particle model (grey) in [19] (see Fig. 15
therein), at γ0 = 0.1.
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Figure 2.10: Lissajous-Bowditch plot: Shear stress σxy vs. strain γ. Comparison of two-
particle model in this chapter (black) with many-particle model (grey) in [19] (see Fig. 15
therein), at γ0 = 0.3.
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in the set of concurrent evolution equations (for the momentum density, the temperature,
the total macroscopic deformation gradient and the structural variable), supplemented by
the constitutive relation for the stress tensor, which is summarized in Sec. 2.3.5. The
presented model can be applied to hard-particle filled elastomer systems with not too low
particle volume fraction, i.e. in the presence of a glassy-bridge network.

The proposed two-scale model has been solved numerically for macroscopically homo-
geneous oscillatory deformation, for both small and large amplitude. Of specific interest
is the large-amplitude oscillatory test (LAOS). Under LAOS for strain amplitudes approx-
imately equal or higher than 0.1, the glassy bridges between the particles yield. This
results in a dramatic decrease of the effective elastic modulus, G′, in literature known as
the Payne effect [2], and is related to the stress-dependence of the glassy-bridge relaxation
time. The nonlinearity of the mechanical response has been quantified and discussed in
Sec. 2.5.3. The numerical results compare favorably with the literature.

Similar effects as modeled in this two-particle model have also been accounted for
in the many-particle approach in [17–19]. While the general features of the stress-strain
response of both models agree, there are also marked differences, as shown in Sec. 2.5.4.
Namely, at high strains, it has been argued in [19] that the heterogeneity in particle
arrangement leads to strain hardening. Such effects are not present in the two-particle
approach taken here. More detailed comparisons between the two approaches will be done
in the future, also in relation to the Mullin’s effect (see below). However, it is already
clear now, that both approaches have their benefits, depending on application. On the
one hand, if one is interested in the material behavior in a macroscopically homogeneous
sample, one may choose for using the many-particle approach, since it captures the many-
particle aspects more appropriately. On the other hand, if one is interested in studying
a macroscopically inhomogeneous situation, one would need to solve in each volume ele-
ment the many-particle simulation to express the stress state in terms of the deformation
(history). One can anticipate that this is computationally too costly, and alternatives
must be sought. A possible solution is to use the two-particle approach developed here,
which is computationally substantially more efficient than the many-particle model, and
simplifies the calculation in each volume element of the stress in terms of the deformation.
This might open the way towards two-scale modeling of inhomogeneous phenomena such
as wear and tear, of hard-particle filled elastomers.

In future work, the model presented here will be extended to describe also the Mullins
effect [5,6], i.e., the recovery of the effective elastic modulus with increasing waiting time
after application of strong deformation. It seems that the origin of this recovery behavior
roots in the physical aging of the glassy bridges, akin to the physical aging of bulk glassy
polymers. Therefore, the proper modeling of the Mullins effect will substantially benefit
from modeling efforts to describe physical aging in bulk glassy polymers, e.g. as described
in the Eindhoven Glassy Polymer (EGP) model [46, 47].





Chapter 3

Modeling aging and mechanical
rejuvenation of amorphous solids

Abstract

The elasto-viscoplasticity of amorphous solids is modeled, with a focus on the effects of
physical aging and mechanical rejuvenation. Using nonequilibrium thermodynamics, the
concept of kinetic and configurational subsystems has been employed. The Hamiltonian
structure of reversible dynamics is exploited to derive a constitutive relation for the stress
tensor. Furthermore, it is demonstrated that accounting for mechanical rejuvenation
results in a modification of the driving force for viscoplastic flow.

Largely reproduced from: M. Semkiv and M. Hütter. Modeling aging and mechanical rejuvenation
of amorphous solids. J. Non-Equil. Thermody., 41 (2):79–88, 2016.
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3.1 Introduction

Amorphous solids, i.e. glasses, show behavior that is unknown to their crystalline coun-
terparts. Particularly, glasses age slowly over time accompanied by corresponding changes
in the physical properties (see e.g. [68]). A discussion of the main effects of physical
aging (leaving aside chemical aging, which shall not be discussed in this study) for poly-
mer glasses can be found in [69]. Most prominent features in polymer glasses concern
the behavior under deformation. Upon loading a glassy polymer, an initially elastic re-
sponse is followed by a gradual but rather pronounced transition to yielding, which upon
further loading is followed by strain-softening and finally strain-hardening (see e.g. [13]).
The more aged the specimen, the higher the yield stress [70]. However, the subsequent
strain-softening leads to a stress value that is independent of the initial age of the sample,
which is the reason for calling strain-softening also mechanical rejuvenation, as it erases
the effect of aging [13, 71, 72].

To model physical aging and mechanical rejuvenation of glassy systems, the concept of
internal state variables has been employed (see e.g. [73]). A frequently used internal state
variable is the fictive temperature introduced in [74], also referred to as configurational or
effective temperature [75–80]. This concept is based on the notion that, in the (potential)
energy landscape, there are kinetic/vibrational degrees of freedom that relax rather rapidly
(by intra-basin dynamics) as compared to the configurational degrees of freedom that
relax on significantly longer time scales (by inter-basin transitions) [81–88], which has
also been employed in atomistic simulations (see e.g. [89]). A choice different from the
configurational temperature to phenomenologically describe the effect of aging on the
yielding kinetics has been made in [13, 46, 90].

The goal of this chapter is to derive a closed model to describe the effect of aging on
the yielding kinetics and mechanical rejuvenation, using nonequilibrium thermodynamics in
the form of the General Equation for the Non-Equilibrium Reversible-Irreversible Coupling
(GENERIC) [27–29] (Sec. 2.2). Earlier efforts in finite-deformation non-isothermal elasto-
viscoplasticity [32,34,91] are extended by using the concept of kinetic and configurational
subsystems (Sec. 3.2). However, in contrast to the literature, (i) the GENERIC imposes
more constraints on the model formulation, e.g. Hamiltonian reversible dynamics and
the degeneracy conditions, and (ii) we allow for more general thermodynamics of the
entire system. Finally, the relation with experimental findings on aging and rejuvenation
is discussed (Sec. 3.3).

Before we start, let us comment about the notation. Greek indices are used for
Cartesian components, and Einstein’s summation convention is used for indices that occur
twice. Furthermore, with respect to operators, subscripts α and (α, β) imply contraction
with any vector Aα and any matrix Aαβ multiplied from the left, respectively, while
subscripts γ and (γ, ε) imply contraction with the vector Aγ and matrix Aγε multiplied
from the right, respectively. Finally, the quantity f,Xi stands for the partial derivative of a
function f with respect to the variable Xi. Unless stated otherwise, it is tacitly assumed
that this derivative is taken at constant X \ Xi, with X = (m, s, η,F e).
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3.2 Model formulation with kinetic and configurational
subsystems

3.2.1 Set of variables and generating functionals

In [32,34], finite-deformation non-isothermal elasto-viscoplasticity, without strain harden-
ing, has been described in an Eulerian (i.e. spatial) setting, in terms of the momentum
density m, the temperature T , and the elastic part of the deformation gradient F e, while
in [91] the temperature variable has been replaced by the internal energy et. Since, in
this chapter we are interested in a formulation with both a kinetic and a configurational
subsystem, the extension to two temperatures or energies seems obvious, however, the
technical steps will be unnecessarily complicated. Instead, we choose to describe the ki-
netic and configurational subsystems by their respective entropy densities, s and η, which
has been discussed also in [77,79,80,85,87]. In summary, the set of variables is thus given
by X = (m, s, η,F e).

In terms of the complete set of variables X , the energy and entropy can be written in
the form

E =
∫ (

m ·m
2ρ

+ et(s, η,F e)
)
d3r , S =

∫
(s+ η) d3r , (3.1)

with s + η the total entropy density [82]. The mass density is given by ρ = ρ0/ detF e

(with ρ0 the mass density in the undeformed state), which implies the assumption that
the non-elastic deformation is isochoric (see further below), i.e. detF e = detF with F
the total deformation gradient. The gradient of energy and entropy are then given by

δE

δX =


vγ
T
θ

− vµvµ2 ρ,F e
γε

+ et,F e
γε

 ,
δS

δX =


0
1
1
0

 , (3.2)

with velocity vγ = mγ/ρ, ρ,F e
γε

= −ρF e,−1
εγ , and where we have introduced the abbrevi-

ations
T = et,s , θ = et,η , (3.3)

which in the following are called kinetic and configurational temperatures, respectively
[74–80, 82].

3.2.2 Reversible dynamics

According to (2.2)1, the reversible dynamics involves the Poisson operator L. Departing
from [32], and bearing in mind that the total entropy consists of the two contributions s
and η, we propose the generalization

L =


−∇γmα −mγ∇α −s∇α −η∇α (∇αF e

γε) +∇µF e
µεδαγ

−∇γs 0 0 0
−∇γη 0 0 0

−(∇γF e
αβ) + F e

µβ∇µδαγ 0 0 0

 . (3.4)
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It can be shown that this Poisson operator satisfies all the necessary conditions (2.4a),
(2.5a) and (2.6), including the Jacobi identity. Using the gradient of energy (3.2)1, the
reversible contributions to the evolution equations, (2.2)1, become

∂tmα|rev = −∇γ (mαvγ) +∇γσαγ ,
∂ts|rev = −∇γ (s vγ) ,
∂tη|rev = −∇γ (η vγ) ,

∂tF
e
αβ |rev = −vγ(∇γF e

αβ) + (∇µvα)F e
µβ ,

(3.5)

with the Cauchy stress tensor defined by

σαγ = (et − Ts− θη) δαγ + et,F e
αε
F e
γε = ρ êt,F e

αε

∣∣
ŝ,η̂
F e
γε , (3.6)

with the abbreviation f̂ = f/ρ for any quantity f .
A possible limitation of the ansatz (3.4) might be that the entropy densities s and

η do not interact due to reversible dynamics, as evidenced in (3.5)2 and (3.5)3. It is in
principle possible to add reversible terms to the evolution equations of the partial entropy
densities s and η in such a way that the total entropy density stays unaffected. However,
such additional terms must satisfy the rather stringent Jacobi identity (2.6), which will
impose certain restrictions on the admissible additional terms. Furthermore, by adding
such terms to the reversible dynamics of the partial entropy densities, this implies adding
certain terms in the first column (in the corresponding rows) of the Poisson operator
(3.4). Due to the anti-symmetry of the Poisson operator, this means that there will
be additional terms on the first row of the Poisson operator, which in turn leads finally
to a modification of the right-hand side of the momentum evolution equation (3.5)1,
most likely in the form of a modified stress tensor expression (3.6). Requirements on
the abstract form of the constitutive relation for the stress tensor can therefore also be
employed (e.g. hyperelasticity, in contrast to hypoelasticity [92]) to restrict the possible
exchange terms between the partial entropy densities s and η.

3.2.3 Irreversible dynamics

Based on the analysis of many dissipative models in the literature, the following split of
the friction matrix has been proposed [41],

M = CRCT . (3.7)

With this split, the link between the GENERIC and linear irreversible thermodynamics [42]
can be established [29]. In (3.7), R is a symmetric (RT = R) and positive semi-definite
(R ≥ 0) operator that contains all dynamic material information (e.g relaxation times,
viscosity, thermal conductivity), while the operator C represents the so-called mechanical
part. In practical applications, the operator C is determined by CT(δE/δX ) = 0, which
implies the degeneracy condition (2.4b), and by the requirement that the combination
F = CT(δS/δX ) represents the thermodynamic driving forces for the irreversible pro-
cesses. These, in turn, induce the thermodynamic fluxes, J = RF , which enter the
irreversible dynamics (2.2)2 in the form ∂tX |irr = CJ .

For the specific case discussed in this chapter, the irreversible processes include heat
conduction in each of the two subsystems (kinetic and configurational), exchange between
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the two subsystems, and viscoplastic deformation. In view of the driving forces for these
processes [29, 34, 42], and using the gradient of energy (3.2)1, one can write

CT =


0 ∇α 1

T 0 0
0 0 ∇α 1

θ 0
0 1

T − 1
θ 0

0 −ψT Pαβµν et,F e
µν
− (1−ψ)

θ Pαβµν et,F e
µν

Pαβγε

 , (3.8)

with an arbitrary function ψ of the variables X , and the projection [34]

Pαβγε = δαγδβε − 1
3
F e,−1
βα F e

γε , (3.9)

with PαβγεPγεµν = Pαβµν . Using Pαβγερ,F e
γε

= 0, the above choice guarantees that

CT(δE/δX ) = 0. Furthermore, the thermodynamic driving forces F assume the form

F = CT(δS/δX ) =


∇α 1

T∇α 1
θ

1
T − 1

θ

−
(
ψ
T + (1−ψ)

θ

)
Pαβµν et,F e

µν

 , (3.10)

i.e., there are four driving forces, F = (Fs,Fη,F∆,FF e
). Correspondingly, the thermo-

dynamic fluxes, J = RF , will also contain four contributions, J = (J s,J η,J ∆,J F e
),

representative of heat conduction in each of the two subsystems and heat exchange be-
tween them, and viscoplastic deformation. Calculating the adjoint of CT,

C =


0 0 0 0

− 1
T∇γ 0 1

T −ψT Pγεµν et,F e
µν

0 − 1
θ∇γ − 1

θ − (1−ψ)
θ Pγεµν et,F e

µν

0 0 0 Pγεαβ

 , (3.11)

the fluxes J translate into irreversible dynamics by way of ∂tX |irr = CJ ,

∂tmα|irr = 0 ,
∂ts|irr = − 1

T∇γJ sγ + 1
T J∆ − ψ

T Pγεµν et,F e
µν
J F e

γε ,

∂tη|irr = − 1
θ∇γJ ηγ − 1

θJ∆ − (1−ψ)
θ Pγεµν et,F e

µν
J F e

γε ,

∂tF
e
αβ |irr = PγεαβJ F

e

γε .

(3.12)

This highlights the physical interpretation of J s and J η as heat fluxes in the two thermal
subsystems, respectively, of J ∆ as the subsystem heat exchange, and of J F e

as being
related to the viscoplastic deformation rate.

For the fluxes J , constitutive relations must be formulated. To start, we use the de-
composition R = Rh + Rx + Rp, with contributions representative of heat conduction
(“h”), exchange between the kinetic and configurational subsystems (“x”), and viscoplas-
tic deformation (“p”). Proper force-flux relations for intra-subsystem heat conduction
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can be established by [29, 42]

Rh =


T 2λsαγ Qαγ 0 0
Qγα θ2ληαγ 0 0

0 0 0 0
0 0 0 0

 . (3.13)

with the requirement that both λs and λη must be symmetric and positive semi-definite.
Neglecting the cross-coupling coefficients, Q = 0, one obtains for the heat fluxes

J s,hα = −λsαγ∇γT , J η,hα = −ληαγ∇γθ , (3.14)

while J ∆,h = 0 and J F e,h = 0. Furthermore, for the heat exchange between kinetic and
configurational subsystems we choose (see [42] for the comparable case of two discrete
coupled systems),

Rx =


0 0 0 0
0 0 0 0
0 0 µx 0
0 0 0 0

 , (3.15)

with µx ≥ 0, which leads to the corresponding flux

J∆,x = µx

(
1
T
− 1
θ

)
, (3.16)

while J s,x = 0, J η,x = 0, and J F e,x = 0.
We now turn to the formulation of the viscoplastic flow rule. The driving force FF e

in (3.10) contains a contribution that is proportional to 1/T − 1/θ. Since this latter

combination is equal to F∆ in (3.10), it might be necessary to combine both FF e
and

F∆ into the actual driving force for viscoplastic deformation. Therefore, we choose (see
also [34])

Rp =


0
0

Ωνµ
δανF

e
µβ

Λνµ%λ


0
0

Ω%λ
δ%γF

e
λε

 , (3.17)

where for later convenience we assume that the coupling Ωαβ is traceless, Ωµµ = 0. The
symmetry of R requires Λνµ%λ = Λ%λνµ, and furthermore we impose Λµν%λ = Λνµ%λ =
Λνµλ%. For the fluxes related to viscoplastic deformation one obtains

J∆,p = −Dp
µνΩµν , J F e,p

αβ = −Dp
αµF

e
µβ , (3.18)

with the definition

Dp
αβ = Λαβ%λΣd

%λ , with Σd
%λ =

((
ψ

T
+

(1− ψ)
θ

)
σd
%λ −

(
1
T
− 1
θ

)
Ω%λ

)
, (3.19)

where the superscript “d” denotes the deviatoric (i.e., trace-free) part of a tensor Aαβ ,
Ad
αβ = Aαβ − (Aµµ/3)δαβ . For the other flux contributions based on (3.17) one finds

J s,p = 0 and J η,p = 0.
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For the three dissipative effects discussed above, the question arises whether the cor-
responding force-flux relations are or should be coupled. In the above treatment, it is
assumed that the force-flux relation for heat conduction (“h”) is not directly coupled
to the force-flux relations for heat exchange (“x”) and viscoplastic flow (“p”), implying
that the latter two are not significantly affected by spatial inhomogeneities in the tem-
peratures. However, the heat exchange (“x”) and viscoplastic effects (“p”) are mutually
coupled through a (non-zero) choice for the tensor Ωαβ .

3.2.4 Complete dynamic model

The full set of evolution equations (2.1) is obtained by combining the reversible (3.5)
and irreversible (3.12) contributions. Using the constitutive relations for the heat transfer
(3.16) and the viscoplastic flow (3.18), one finds

∂tmα = −∇γ (mαvγ) +∇γσαγ , (3.20)

∂ts = −∇γ (s vγ)− 1
T
∇γJ s,hγ +

1
T
µx

(
1
T
− 1
θ

)
+

1
T

(−Ωµν + ψσd
µν

)
Dp,d
µν , (3.21)

∂tη = −∇γ (η vγ)− 1
θ
∇γJ η,hγ − 1

θ
µx

(
1
T
− 1
θ

)
+

1
θ

(
Ωµν + (1− ψ)σd

µν

)
Dp,d
µν , (3.22)

∂tF
e
αβ = −vγ(∇γF e

αβ) +
(
(∇µvα)−Dp,d

αµ

)
F e
µβ , (3.23)

with stress tensor σαγ defined in (3.6), heat fluxes J s,hγ and J η,hγ given by (3.14), and

the traceless plastic strain rate tensor Dp,d
αµ , which is the deviatoric part of (3.19). Note

that Dp,d
αµ being traceless a posteriori justifies the assumption that detF e = detF ,

and thus for the mass density ρ = ρ0/ detF e, as discussed in Sec. 3.2.1. For practical
applications, the model is completed by making constitutive choices for the internal energy
et, function ψ, thermal conductivity tensors λsαγ and ληαγ , heat transfer coefficient µx,
(stress-) relaxation tensor Λαβγε, and the tensor Ωαγ , in terms of the system variables
X .

While the choice of s and η as dynamic variables for the kinetic and configurational
subsystems is convenient from a fundamental modeling viewpoint, practical applications
give a preference to formulate the model (3.20)–(3.23) in terms of temperatures, (3.3).
There are two main consequences of this change of variables for the above model. First,
the stress tensor (3.6) can be cast into the form

σαβ = ρ â,F e
αε

∣∣
T,θ

F e
βε = σetαβ + σsαβ + σηαβ , (3.24)

with â = a/ρ, and the Helmholtz free energy per unit volume a = a(T, θ,F e). The latter
is the Legendre transform of the internal energy density et = et(s, η,F e) [82],

a = et − Ts− θη , (3.25)
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and gives rise to three stress tensor contributions,

σetαβ = ρ êt,F e
αε

∣∣
T,θ

F e
βε , (3.26)

σsαβ = −Tρ ŝ,F e
αε

∣∣
T,θ

F e
βε , (3.27)

σηαβ = −θρ η̂,F e
αε

∣∣
T,θ

F e
βε . (3.28)

The second major consequence of the change of variables is that the evolutions equations
for s and η are replaced by evolution equations for T and θ. Specifically, it can be shown
that

DtT = T−1T,s
(
σsαγ∇γvα + T s̊

)
+ θ−1T,η

(
σηαγ∇γvα + θη̊

)
, (3.29)

Dtθ = T−1θ,s
(
σsαγ∇γvα + T s̊

)
+ θ−1θ,η

(
σηαγ∇γvα + θη̊

)
, (3.30)

with Dt = ∂t + vγ∇γ the material (substantial) time derivative, and with the irreversible
contributions

T s̊ = −∇γJ s,hγ + µx
(

1
T − 1

θ

)
+
(
ψσd

µν − Ωµν − σs,dµν
)
Dp
µν ,

θη̊ = −∇γJ η,hγ − µx
(

1
T − 1

θ

)
+
(
(1− ψ)σd

µν + Ωµν − ση,dµν
)
Dp
µν .

(3.31)

Note that the prefactors on the right hand side of (3.29) and (3.30) are generalizations
of inverse heat capacities. For example, in the absence of the configurational subsystem
(η, θ), T−1T,s reduces to 1/cv with the standard isochoric heat capacity cv = Ts,T |F e .

In conclusion, when working with the temperatures instead of the entropy densities,
the relevant set of equations is given by the dynamics (3.20), (3.23), (3.29), (3.30) with
(3.31), with stress tensor σαγ (3.24)–(3.28), heat fluxes J s,hγ and J η,hγ (3.14), and the

traceless plastic strain rate tensor Dp,d
αµ , which is the deviatoric part of (3.19).

3.3 Summary and discussion

The GENERIC framework of nonequilibrium thermodynamics has been used to formulate
a model to describe the elasto-viscoplastic deformation of glasses, using the concept of
kinetic and configurational subsystems to capture aging as well as mechanical rejuvenation.
The closed model has been formulated, with as few assumptions as possible (see comment
at the end of Sec. 3.2.2), both in terms of the entropy densities s and η, and in terms of
the corresponding temperatures, T and θ.

The evolution equation for the configurational temperature θ, (3.30) with (3.31)2,
corresponds to the dynamics discussed in [75, 77, 79, 80]. Particularly, it contains the
relaxation of θ towards the kinetic temperature T , which is representative of the aging
process towards the equilibrium state θ = T , and accounts for both inter-subsystem and
intra-subsystem heat flow. Furthermore, θ is influenced (mechanically rejuvenated) by
viscoplastic deformation. In [79], no restriction is made on how the dissipation due to
viscoplastic deformation splits onto the kinetic and configurational subsystems. In our
case, in analogy, tuning of this split is achieved by the quantities ψ and Ωαβ , see (3.31).
It is pointed out that in contrast to common procedure in the literature, e.g. [77,79,80], we
do not assume an additive split of the thermodynamic potential (et or a, respectively) into
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subsystem contributions, where the latter may not depend on the thermodynamic variable
of the other subsystem. We believe that such an assumption would be useful for practical
applications, but not for the general model development. Note, that as a consequence
of our more general ansatz, the cross-coupling quantity T,η = et,s ,η = θ,s is in general
non-zero and leads to a nontrivial coupling of the T - and θ-evolution equations (3.29)
and (3.30). Finally, we have demonstrated that accounting for mechanical rejuvenation
results in a modification of the driving force (3.19)2 for viscoplastic flow, as compared
to [34].

For illustration purposes, we consider the above model for homogeneous deformation
and constant kinetic temperature T , DtT = 0, to mimic isothermal conditions in an
experiment. To proceed, one observes in the evolution equation (3.23) that Dp,d

αµ is the

plastic strain rate tensor, and (3.19) shows that this is driven by Σd
%λ. In modeling glassy

polymers, the driving force of glassy polymers (whether aged or rejuvenated) is commonly
assumed as σd

%λ, and therefore it is reasonable to assume that Ω%λ = ω σd
%λ, with ω a

yet unspecified function. This simplifies the above model significantly, since Ω%λ and ψ
only appear in the combination ψσd

%λ − Ω%λ ≡ ζ σd
%λ with ζ ≡ ψ − ω. With this, and

assuming isotropic material behavior, Λαβ%λ = Λ(δα%δβλ + δβ%δαλ)/2 with Λ ≥ 0, one
obtains from (3.19)

Dp,d
αµ = Dp

αµ = Λ
(

1
θ

+
(

1
T
− 1
θ

)
ζ

)
σd
αµ ≡ Λ′σd

αµ , (3.32)

where Λ′ depends on a scalar equivalent-stress measure σeq (see further below), T , and
θ. Furthermore, one can use (3.29) with DtT = 0 to re-write (3.30) in the form

Dtθ = θ−1

(
θ,η − θ,sT,η

T,s

)(
σηαγ∇γvα − µx

(
1
T
− 1
θ

)
+

(
(1− ζ)σd

µν − ση,dµν
)
Dp
µν

)
. (3.33)

Note in this equation that θ,s = et,η ,s = T,η, which represents a non-trivial coupling of
the kinetic and configurational subsystems through the potential et.

The above simplified model (3.23) with (3.32) and (3.33) is now studied for two
scenarios. First, let us consider a sample that is aged under quiescent conditions, for
a certain aging time ta. Using (3.33) with ∇γvα = 0 and Dp

µν = 0, this leads to a
certain value for configurational temperature value, θ(ta), which obviously depends on
the choice for the function µx(X ). This aged sample is then deformed at a certain
imposed ∇µvα. At the yield point, the imposed deformation is balanced by the plastic
strain rate tensor, Dαµ = Dp,d

αµ [93], with symmetric strain rate tensor Dαµ = (∇µvα)sym.

Using the common definitions for the equivalent strain rate γ̇eq =
√

2DµνDνµ [94] and

the equivalent stress σeq =
√
σd
µνσ

d
νµ/2 [62] for isotropic materials, one obtains from

(3.32),

γ̇eq = 2Λ′(σeq, T, θ; ζ) σeq , (3.34)

where it has been assumed that all kinetics (Λ′, and also µx below) depends on F e by way
of σeq, and usually Λ′ depends strongly on σeq (cf. Eyring viscosity [61]). Eq. (3.34) can
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be used to obtain the yield stress σy = σeq(γ̇eq, T, θ; ζ). At common deformation rates
and due to the small amount of plastic deformation prior to reaching the yield point, it is
reasonable to use in (3.34) the value θ(ta) prior to mechanical deformation, and thus one
obtains a relation between the yield stress σy and the aging time ta. This predicted relation
depends on the constitutive choices for both µx(σeq, T, θ) and Λ′(σeq, T, θ; ζ), and thus
a comparison with experimental data for the effect of aging on the yield stress [13, 70]
puts a constraint on possible choices for µx and Λ′.

The second case of interest is that of deforming a sample at constant (equivalent)
strain rate beyond its yield point until strain-softening is completed, i.e., until the sample
is completely mechanically rejuvenated. Experiments show [13, 71, 72] that this state of
the material is independent of the initial age (value of θ) of the sample. In the absence
of strain-hardening, this situation is a steady state characterized by Dαµ = Dp,d

αµ , and
Dtθ = 0. Using these two conditions, the θ-equation (3.33) together with (3.32) reduces
to the condition

µx

(
1
T
− 1
θ

)
= 2(1− ζ)Λ′σ2

eq . (3.35)

The coupled equations (3.34) and (3.35) can be solved for given temperature T and rate
of deformation γ̇eq, to obtain the stationary values of the configurational temperature θ
and the yield stress σy = σeq. If this solution is reached out of the full dynamics, and if
the steady state solution of (3.34) and (3.35) is indeed unique, one has shown that the
steady state is independent of the initial age. Requiring [79] that the rejuvenated value
for θ is independent of the applied rate of deformation, γ̇eq, puts an additional condition
on the constitutive choices for µx(σeq, T, θ) and Λ′(σeq, T, θ; ζ). This will be discussed
in an upcoming publication in more detail.

With respect to the applicability of the approach in this chapter to different material
classes, the following two comments are made. First, as far as the distinction of glasses
into strong and fragile is concerned [95, 96], this distinction is primarily based on how
the viscosity (i.e. internal timescale) depends on temperature. In our approach, this can
be specified by an appropriate choice of the kinetic tensor Λαβγε. Any dependence of
Λαβγε on the system variables is admissible, as long as Λαβγε is symmetric and positive
semi-definite. In other words, our current treatment is not restricted to either strong or
fragile glasses. As a second point, one might wonder about how the exchange between
the kinetic (s) and configurational (η) entropy densities might depend on the type of
material. For example, entropy exchange mechanisms could be rather different for metallic
(i.e. low-molecular) glasses and polymeric (i.e. high-molecular) glasses. Such differences
in exchange mechanisms could be accounted for in our approach e.g. by the choice of
the reversible exchange terms (see end of Sec. 3.2.2) and by the choice of the tensor Ωαβ
(see end of Sec. 3.2.3).

For future work, an in-depth comparison with various approaches in the literature
for the thermomechanics of aging glasses is desirable, in order to potentially achieve a
unification of approaches, and to make the actual modeling choices more apparent and
comparable. In particular, a comparison with the internal-state variable approach in [73],
efforts based on configurational (effective) temperature [75–80], and the aging-parameter
model in [13, 46, 90] is of interest.



Chapter 4

Two-subsystem thermodynamics for
the mechanics of aging amorphous

solids

Abstract

The effect of physical aging on the mechanics of amorphous solids as well as mechanical
rejuvenation are modeled with nonequilibrium thermodynamics, using the concept of two
thermal subsystems, namely a kinetic and a configurational one. Earlier work (Semkiv
and Hütter, J. Non-Equilib. Thermodyn. 41(2) (2016), 79–88) is extended to account
for a fully general coupling of the two thermal subsystems. This coupling gives rise to
hypoelastic-type contributions in the expression for the Cauchy stress tensor, that reduces
to the more common hyperelastic case for sufficiently long aging. The general model,
particularly the reversible and irreversible couplings between the thermal subsystems, is
compared in detail with models in the literature (Boyce et al., Mech. Mater. 7 (1988),
15–33; Buckley et al., J. Mech. Phys. Solids 52 (2004), 2355–2377; Klompen et al.,
Macromolecules 38 (2005), 6997–7008; Kamrin and Bouchbinder, J. Mech. Phys. Solids
73 (2014), 269–288; Xiao and Nguyen, J. Mech. Phys. Solids 82 (2015), 62–81). It
is found that only for the case of Kamrin and Bouchbinder (J. Mech. Phys. Solids 73
(2014), 269–288) there is a nontrivial coupling between the thermal subsystems in the
reversible dynamics, for which the Jacobi identity is automatically satisfied. Moreover,
in their work as well as in Boyce et al. (Mech. Mater. 7 (1988), 15–33), viscoplastic
deformation is driven by the deviatoric part of the Cauchy stress tensor, while for Buckley
et al. (J. Mech. Phys. Solids 52 (2004), 2355–2377) and Xiao and Nguyen (J. Mech.
Phys. Solids 82 (2015), 62–81) this is not the case.

Largely reproduced from: M. Semkiv, P. D. Anderson, and M. Hütter. Two-subsystem thermo-
dynamics for the mechanics of aging amorphous solids. Continuum Mech. Therm., 2016. Paper is
submitted.
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4.1 Introduction

The mechanical properties of solids often depend on the way they are produced. For
example, in the case of semi-crystalline polymers, the processing conditions determine the
crystal structure, which in turn affects, e.g., the yield stress. Also in amorphous solids, i.e.,
structural glasses, the mechanical properties depend on processing, most prominently on
the cooling rate. The difference of amorphous to (semi)crystalline solids is that amorphous
solids typically show ongoing changes over extended periods of time. This is because the
amorphous solids, being rapidly quenched to temperatures below their glass transition
temperature, are manifestly in a nonequilibrium glassy state. While the kinetics in that
state is extraordinarily slow, the system still evolves towards lower energy states. With this
dynamics, called aging, changes in physical properties of the material can be observed over
time. A comprehensive overview over the main physical effects due to aging dynamics in
the case of polymers is given in [68, 69]. In particular, the effect of physical aging on the
mechanical behavior of glassy polymers has been studied in [11,13,46,70,90]. The effects
of physical aging can (to some extent) be reversed by the application of a significant
non-elastic deformation, which coined the term of mechanical rejuvenation [72].

The formal description of aging dynamics often is based on a concept of internal state
variables [11], particularly in the form of configurational temperature, first proposed by
Tool [74], and then used intensively, e.g. in [75–80, 97]. According to this concept, the
amorphous solid is described by two, rather than one, thermal degrees of freedom, namely
a kinetic and a configurational one. Generally, the character of these two thermal degrees
of freedom is either that of temperature, entropy density, or internal energy density, re-
spectively. While the kinetic (vibrational) degree of freedom accounts for intra-basin ther-
modynamics, the configurational one describes the inter-basin thermodynamics [81–88].
Models have been developed for the evolution of the kinetic and configurational thermal
degrees of freedom [75–80], as well as constitutive expressions have been formulated for
a stress tensor and for a plastic flow-rule for the mechanical deformation of aging solids.
However, in these models the mutual interaction of the kinetic and configurational sub-
systems is in general incomplete, as discussed in the sequel of this chapter, and leaves
room for further investigation and generalization.

In a recent publication [97], a closed-form dynamic model for the elasto-viscoplastic
deformation of aging amorphous solids has been developed, according to nonequilibrium
thermodynamic principles and making use of a kinetic and a configurational entropy den-
sity. Next to evolution equations for the thermal and mechanical degrees of freedom,
constitutive relations for the stress tensor as well as for the plastic flow-rule have been
formulated. As elaborated in detail in [97], the split of the energy dissipated by the
viscoplastic deformation into the kinetic and configurational thermal subsystems is non-
unique from a thermodynamics perspective. It has also been observed that the choice
for that split significantly affects the driving force for plastic flow. All this concerns the
irreversible dynamics of the model. With respect to the reversible dynamics, no coupling
of the kinetic and configurational subsystems, namely the respective entropy densities,
has been considered so far.

The main goal of this chapter is, in view of these lessons learned from the irreversible

In the presented chapter, only physical aging is discussed, while chemical aging is neglected.
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dynamics, to systematically explore the possibilities for letting the kinetic and configu-
rational subsystems interact non-trivially also through the reversible contributions to the
dynamics, and to study the ramifications of doing so.

The chapter is organized as follows. The model for the elasto-viscoplastic behaviour
of aging amorphous solids is developed (Sec. 4.2), specifically including the nontrivial
reversible coupling between the kinetic and configurational degrees of freedom. This
general model is then compared in detail with other approaches in the literature, i.e.
[11, 46, 75, 79, 80] (Sec. 4.3), before drawing conclusions (Sec. 4.4).

Before starting with the main content, some general comments about the notation
used in this chapter. Greek indices are used for Cartesian components, and Einstein’s
summation convention is used for indices that occur twice. Furthermore, with respect to
operators, subscripts α and (α, β) imply contraction with any vector Aα and any tensor
Aαβ multiplied from the left, respectively, while subscripts γ and (γ, ε) imply contraction
with the vector Aγ and tensor Aγε multiplied from the right, respectively. With respect
to partial derivatives, the quantity f,Xi stands for the partial derivative of a function f
with respect to the variable Xi. Unless stated otherwise, it is tacitly assumed that this
derivative is taken at constant X \Xi, with X = (m, s, η,F e). Finally, Ad

αβ denotes the

deviatoric part of the tensor Aαβ , i.e., Ad
αβ ≡ Aαβ − (Aµµ/3)δαβ .

4.2 Dynamic model with general coupling between ki-
netic and configurational subsystems

4.2.1 Set of variables, and generating functionals

The first step in the model formulation concerns the specification of meaningful dynamic
variables, for which evolution equations are sought. To that end, we depart from our earlier
results [97], where the elasto-viscoplastic behavior of amorphous materials was studied,
with a focus on the effects of physical aging and mechanical rejuvenation. In that work,
the set of variables in an Eulerian (i.e. spatial) setting consisted of the momentum density
m, the elastic part of the deformation gradient, F e, and the entropy densities (per unit
volume) of the kinetic- and configurational-subsystems, s and η, respectively. In summary,
the complete set of dynamic variables, which shall also be used in this chapter, is thus
given by X = {m, s, η,F e}.

It should be noted that the case of a single entropy density is equivalent to what has
been studied in [32, 34] for describing finite-deformation non-isothermal elasto-viscoplas-
ticity. However, in order to account for the effect of physical aging, also called structural
relaxation, a split of that thermal degree of freedom into its kinetic and configurational
contributions is considered, in analogy to [77, 79, 80, 85, 87]. While from a practical
(interpretation) point of view one might be tempted to use two temperatures instead of
two (partial) entropies, this would result in unnecessary technical complications, which
would rather disguise the essence of the two-subsystem approach. Therefore, it has been
decided on purpose in this chapter to consider the kinetic and configurational subsystem
entropies as fundamental variables.

In view of the set of variables X , it is convenient to write the energy and entropy in
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the form

E =
∫ (

m ·m
2ρ

+ et(s, η,F e)
)
d3r , (4.1)

S =
∫
st(s, η) d3r , (4.2)

with
st = s+ η (4.3)

the total entropy density [82]. Specifically, the energy is split into its macroscopic kinetic
energy and internal energy parts. The mass density is given by ρ = ρ0/detF e, with ρ0 the
mass density in the undeformed state, in which it is tacitly assumed that all volumetric
change is elastic in origin (see further below), i.e. detF e = detF with F the total
deformation gradient. Based on (4.1)–(4.2), the functional derivatives become

δE

δX =


vγ
T
θ

−vµvµ2 ρ,F e
γε

+ et,F e
γε

 , (4.4)

δS

δX =


0
1
1
0

 , (4.5)

with velocity vγ = mγ/ρ, and with ρ,F e
γε

= −ρF e,−1
εγ . Furthermore, we have introduced

the kinetic (T ) and configurational (θ) temperatures, respectively, according to

T = et,s , (4.6)

θ = et,η , (4.7)

which have also been used frequently in the literature for modeling the two-subsystem
thermodynamics [74–80, 82].

4.2.2 Reversible dynamics

In order to specify the reversible dynamics (2.2)1, a choice needs to be made for the
Poisson operator L. To that end, we depart from our earlier results [97], where the
evolution equation for X has been formulated. In that earlier model, there is no reversible
exchange between the subsystem entropy densities s and η, since they evolve simply
according to ∂t s|rev = −∇γ(svγ) and ∂t η|rev = −∇γ(ηvγ). However, one can imagine
that in general there is a coupling between the kinetic and configurational degrees of
freedom during an imposed (macroscopically affine) deformation. In the language of the
potential energy landscape, this would mean that when deforming the system, changes in
the intra-basin and the inter-basin distributions would result that are non-trivially coupled.
It is thus of interest to examine the possibility of a coupling between the subsystem
entropy densities upon (reversible) deformation. While the evolution equation for the
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total entropy density, ∂t st|rev = −∇γ(stvγ), will be unaltered, specifically the possibility
of an exchange term between s and η is sought.

Since the coupling between s and η relates to the macroscopic velocity field v and in
view of (4.4), it seems natural to incorporate an exchange between s and η via the first
column of L. It is thus suggested that the Poisson operator in [97] is modified in its first
column and, due to the anti-symmetry condition (2.5a), also in the first row, namely [97]

L =


L(mm)
αγ L(ms)

α L(mη)
α L(mF )

αγε

L(sm)
γ 0 0 0
L(ηm)
γ 0 0 0
L(Fm)
αβγ 0 0 0

 , (4.8)

with the following operators

L(mm)
αγ ≡ −∇γmα −mγ∇α , (4.9)

L(ms)
α ≡ −s∇α −∇µYαµ , (4.10)

L(mη)
α ≡ −η∇α +∇µYαµ , (4.11)

L(mF )
αγε ≡ (∇αF e

γε) +∇µF e
µεδαγ , (4.12)

L(sm)
γ ≡ −∇γs− Yγµ∇µ , (4.13)

L(ηm)
γ ≡ −∇γη + Yγµ∇µ , (4.14)

L(Fm)
αβγ ≡ −(∇γF e

αβ) + F e
µβ∇µδαγ . (4.15)

The Y -related contributions in the first column represent the exchange between the sub-
system entropies, since the reversible contributions to their evolution (2.2)1 with Poisson
operator (4.8) and energy gradient (4.4) becomes

∂t s|rev = −∇γ(svγ)− Yγµ(∇µvγ) , (4.16)

∂t η|rev = −∇γ(ηvγ) + Yγµ(∇µvγ) . (4.17)

The exchange term is proportional to the velocity gradient, i.e., homogeneous (bulk)
translations do not lead to any entropy exchange, as required. This serves as a posteriori
explanation of the structure of the Y -related contributions in the first column of (4.8).
Due to the anti-symmetry condition (2.5a), the Y -related contributions in the first row
of (4.8) can be derived. For this Poisson operator, also the evolution equations for the
momentum density and for the elastic part of the deformation gradient can be determined
according to (2.5a) with Poisson operator (4.8) and energy gradient (4.4),

∂tmα|rev = −∇γ (mαvγ) +∇γσαγ , (4.18)

∂tF
e
αβ |rev = −vγ(∇γF e

αβ) + (∇µvα)F e
µβ , (4.19)

which is as expected. However, it should be noted that the Cauchy stress tensor contains
a contribution related to the exchange tensor Y ,

σαγ = (et − Ts− θη) δαγ + et,F e
αε
F e
γε + (θ − T )Yαγ (4.20)

= ρ êt,F e
αε

∣∣
ŝ,η̂

F e
γε + (θ − T )Yαγ , (4.21)
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with the abbreviation f̂ = f/ρ for any quantity f . This implies that the Cauchy stress
tensor carries a signature of the entropy exchange, however, (4.20) suggests that this
contribution vanishes as the system tends to thermal equilibrium, T ' θ. This issue will
be discussed below in more detail. If the system is not in thermal equilibrium, the stress
tensor is not simply related to the derivative of the thermodynamic potential with respect
to deformation (i.e. hyperelastic type), but rather it contains also another contribution,
akin to hypoelasticity [92].

As far as the conditions (2.4a), (2.5a) and (2.6) are concerned, it is clear from the
above that the anti-symmetry condition (2.5a) is satisfied by construction. Furthermore,
it can be shown readily that the degeneracy condition (2.4a) is fulfilled. One can thus
concentrate on the Jacobi identity (2.6), which puts a constraint on the tensor Yαβ ,
namely

(
Ŷγβδαδ − Ŷαδδγβ

)
+

(
Ŷγδ

∂Ŷαβ
∂η̂

∣∣∣∣∣
ŝt,F e

− Ŷαβ ∂Ŷγδ
∂η̂

∣∣∣∣∣
ŝt,F e

)

+
(
∂Ŷαβ
∂F e

γε

∣∣∣∣∣
ŝt,η̂

F e
δε −

∂Ŷγδ
∂F e

αε

∣∣∣∣∣
ŝt,η̂

F e
βε

)
= 0 . (4.22)

For technical convenience, in all partial derivatives in relation to the Jacobi calculation
here, ŝt is used as a thermal variable rather than ŝ, together with η̂. To proceed, it is
noted that the requirement of a symmetric stress tensor implies that also Yαβ is symmetric.
Therefore, one can write

Ŷαβ = F e
αγ

ˆ̄YγδF e
βδ , (4.23)

with a symmetric tensor ˆ̄Yαβ . Note that this factorization (4.23) is without loss of
generality, as long as F e

αβ is invertible. Inserting this factorization into (4.22), one obtains(
ˆ̄Yαβ

∂ ˆ̄Yγδ
∂η̂

∣∣∣∣∣
ŝt,F e

− ˆ̄Yγδ
∂ ˆ̄Yαβ
∂η̂

∣∣∣∣∣
ŝt,F e

)

+
(
F e,−1
αε

∂ ˆ̄Yγδ
∂F e

εβ

∣∣∣∣∣
ŝt,η̂

− F e,−1
γε

∂ ˆ̄Yαβ
∂F e

εδ

∣∣∣∣∣
ŝt,η̂

)
= 0 . (4.24)

While this condition (4.24) holds in full generality, we now proceed to discuss it by making

two assumptions, for the purpose of illustration. The first assumption is that ˆ̄Yαβ depends
on F e

µν only through the right Cauchy-Green strain tensor Ce
γδ = F e

µγF
e
µδ. Making use

of the general relation ∂g/∂F e
αβ = 2F e

αγ (∂g/∂Ce
γβ) for any function g of the right

Cauchy-Green strain tensor, the condition (4.24) turns into(
ˆ̄Yαβ

∂ ˆ̄Yγδ
∂η̂

∣∣∣∣∣
ŝt,Ce

− ˆ̄Yγδ
∂ ˆ̄Yαβ
∂η̂

∣∣∣∣∣
ŝt,Ce

)
+ 2
(
∂ ˆ̄Yγδ
∂Ce

αβ

∣∣∣∣∣
ŝt,η̂

− ∂ ˆ̄Yαβ
∂Ce

γδ

∣∣∣∣∣
ŝt,η̂

)
= 0 . (4.25)

The second assumption concerns the tensorial character of ˆ̄Yαβ . Particularly, it is assumed

that ˆ̄Yαβ is of quasi-potential form, i.e. ˆ̄Yαβ = (1/y1)(∂y2/∂C
e
αβ)|ŝt,η̂ with y1 and y2
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two scalar-valued functions of the variables ŝt, η̂, and Ce. Doing so, the condition (4.25)
becomes

∂y2

∂Ce
αβ

∣∣∣∣∣
ŝt,η̂

∂

∂Ce
γδ

∣∣∣∣∣
ŝt,η̂

(
∂y2

∂η̂

∣∣∣∣
ŝt,Ce

+ 2y1

)

=
∂y2

∂Ce
γδ

∣∣∣∣∣
ŝt,η̂

∂

∂Ce
αβ

∣∣∣∣∣
ŝt,η̂

(
∂y2

∂η̂

∣∣∣∣
ŝt,Ce

+ 2y1

)
. (4.26)

This condition can be processed further if the functions y1 and y2 depend on Ce only
through the three invariants J1 = trCe, J2 = ln detCe, and J3 = −trCe,−1 of Ce, that
have the useful property ∂Jk/∂C

e = Ce,1−k [29,98]. In this case, the non-trivial part of
condition (4.26) can be cast into the form

∂y2

∂Jk

∣∣∣∣
ŝt,η̂,J̄k

∂

∂Jl

∣∣∣∣
ŝt,η̂,J̄l

(
∂y2

∂η̂

∣∣∣∣
ŝt,J

+ 2y1

)

=
∂y2

∂Jl

∣∣∣∣
ŝt,η̂,J̄l

∂

∂Jk

∣∣∣∣
ŝt,η̂,J̄k

(
∂y2

∂η̂

∣∣∣∣
ŝt,J

+ 2y1

)
, for all k 6= l , (4.27)

with J = (J1, J2, J3) and J̄k = J \ Jk.
It is straightforward to show that (4.27) is indeed a non-trivial condition. For example

for y1 ≡ 1, one concludes from (4.27) that only if y2 depends only on a single invariant
Jk (e.g. on detCe, by way of ρ = ρ0/

√
detCe, which implies Yαβ ∝ δαβ), the Jacobi

identity is trivially satisfied. In contrast, if y2 depends on more than one of the invariants of
Ce, the Jacobi identity puts a constraint on the function y2. It is mentioned that another
example where the Jacobi identity imposes non-trivial constraints on the dynamics has
been discussed in the context of complex fluids [29, 98].

This elaboration of the implications of the Jacobi identity on the choice of the tensor
Y is concluded by a comment about the stress tensor. Using the representation (4.23), if
ˆ̄Y is of quasi-potential form, and if êt depends on F e only through Ce, the stress tensor
(4.20) can be written as

σαβ = ρF e
αγ

(
2êt,Ce

γδ

∣∣∣
ŝ,η̂

+
θ − T
y1

y2,Ce
γδ

∣∣∣
ŝ,η̂

)
F e
βδ . (4.28)

It is important to note that (θ − T )/y1 is in general a function of Ce, ŝ, and η̂, also by
virtue of the definitions (4.6)–(4.7). Therefore, the expression in the parenthesis in (4.28)
can not always be written as the Ce

γδ-derivative of a potential.

4.2.3 Irreversible dynamics

The irreversible dynamics, due to (2.2)2, involves the friction matrix M and is driven
by the entropy gradient δS/δX . While the previous section explained in detail how to
account for entropy-exchange due to reversible dynamics, it is pointed out that entropy-
exchange due to irreversible dynamics has been accounted for already in [97]. For this
reason, only the main results about the irreversible dynamics are summarized here as far as
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they are relevant for this chapter, while the reader interested in the full details is referred
to [97].

Four different irreversible processes are accounted for in this model. These are specif-
ically: heat conduction in each of two thermal subsystems (kinetic and configurational),
heat exchange between the subsystems, and viscoplastic deformation. Correspondingly,
for each of these four processes, the are thermodynamic fluxes, namely J s and J η for
the bulk subsystem heat fluxes, J ∆ for the subsystem exchange heat flux, and J F e

for
the viscoplastic deformation, related to the irreversible dynamics of F e. It has been shown
earlier that these thermodynamic fluxes result in irreversible dynamics of X , according to
(2.2)2, of the form [97]

∂tmα|irr = 0 , (4.29)

∂ts|irr = − 1
T
∇γJ sγ +

1
T
J∆ − ψ

T
Pγεµνet,F e

µν
J F e

γε , (4.30)

∂tη|irr = −1
θ
∇γJ ηγ −

1
θ
J∆ − (1− ψ)

θ
Pγεµνet,F e

µν
J F e

γε , (4.31)

∂tF
e
αβ |irr = PγεαβJ F

e

γε , (4.32)

which satisfies the degeneracy condition (2.4b). The parameter ψ defines how the dis-
sipation caused by viscoplastic deformation is distributed among the kinetic and con-
figurational entropies. The tensor Pγεαβ is a projection defined by Pγεαβ = δαγδβε −
(1/3)F e,−1

εγ F e
αβ to ensure that the viscoplastic change to F e is indeed isochoric [34].

The evolution equations (4.29)–(4.32) highlight the physics of thermodynamic fluxes,
for which the constitutive expressions are required in order to complete the model formu-
lation. Specifying suitable constitutive relations for these thermodynamic fluxes (see [97]
for details), the irreversible contributions to the evolution equation can be written in the
form

∂tmα|irr = 0 , (4.33)

∂ts|irr = − 1
T
∇γ
(−λsγδ∇δT )+

1
T
µx

(
1
T
− 1
θ

)
− 1
T
ZµνD

p,d
µν , (4.34)

∂tη|irr = −1
θ
∇γ
(
−ληγδ∇δθ

)
− 1
θ
µx

(
1
T
− 1
θ

)
+

1
θ

(
Zµν +

[
et,F e

µε
F e
νε

]d)
Dp,d
µν , (4.35)

∂tF
e
αβ |irr = −Dp,d

αµF
e
µβ . (4.36)

The thermal conductivities for the two subsystems are denoted by λs and λη, both of
which must be symmetric and positive semi-definite to ensure the conditions (2.5b) and
(2.5c). Similarly, the quantity µx, which describes the heat transfer between the two

subsystems, must be non-negative. The quantity Dp,d
αβ is the deviatoric part of

Dp
αβ = ΛαβγδΣd

γδ , (4.37)

driven by the stress-like quantity

Σd
γδ =

1
θ

[et,F e
γε
F e
δε]

d −
(

1
T
− 1
θ

)
Zγδ . (4.38)
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The fact that Σd
γδ is deviatoric implies that also Zγδ must be a traceless tensor, which is

tacitly used throughout this chapter. In order to comply with the condition for symmetry
(2.5b), the tensor Λαβγδ must be symmetric, i.e., Λαβγδ = Λγδαβ , and furthermore
we impose Λαβγδ = Λβαγδ = Λβαδγ ; the positive semi-definiteness condition (2.5c) is
guaranteed by requiring AαβΛαβγδAγδ ≥ 0 for any tensor Aαβ . Based on the evolution

equation (4.36) it can be concluded that Dp,d
αβ stands for the plastic strain-rate tensor.

The quantity Zµν (which contains the effect of ψ discussed earlier) in the evolution
equations for the kinetic and configurational entropy densities, (4.34) and (4.35), de-
scribes the split of the dissipation due to viscoplastic deformation among the two (partial)
entropies. While the specification of this split is the main purpose of Zµν , it is worthy to
note that nonequilibrium thermodynamics (i.e. the conditions (2.4b), (2.5b) and (2.5c))
requires that Zµν also occurs in the driving force for viscoplastic deformation Σd

%λ, see
(4.38).

4.2.4 Complete dynamic model, and its temperature and energy
reformulations

Combining the results of the previous subsections, the complete set of evolution equations,
(2.1) together with (2.2), one finds

∂tmα = −∇γ (mαvγ) +∇γσαγ , (4.39)

∂ts = −∇γ (s vγ)− Yγµ (∇µvγ)− 1
T
∇γ
(−λsγδ∇δT )

+
1
T
µx

(
1
T
− 1
θ

)
− 1
T
ZµνD

p,d
µν , (4.40)

∂tη = −∇γ (η vγ) + Yγµ (∇µvγ)− 1
θ
∇γ
(
−ληγδ∇δθ

)
− 1

θ
µx

(
1
T
− 1
θ

)
+

1
θ

(
Zµν +

[
et,F e

µε
F e
νε

]d)
Dp,d
µν , (4.41)

∂tF
e
αβ = −vγ(∇γF e

αβ) +
(
(∇µvα)−Dp,d

αµ

)
F e
µβ , (4.42)

with the Cauchy stress tensor σαγ given by (4.20), and the traceless plastic strain rate
tensor Dp,d

αµ , which is the deviatoric part of (4.37), with driving force (4.38). The fact
that the plastic strain-rate tensor is traceless serves, in hindsight, as a justification of the
assumption that the viscoplastic deformation is isochoric, and therefore one can indeed
use ρ = ρ0/detF e for the mass density, as discussed in Sec. 4.2.1.

To make the proposed model suitable for practical applications, constitutive choices
need to be made for the static aspects (namely et), for the transport/relaxation coefficients
(namely λsαγ , ληαγ , µx, and Λαβγε), and for the quantities that regulate the exchange and
coupling between the thermodynamic subsystems (namely Yαβ and Zαβ), in terms of the
system variables X . Particularly, Yαβ and Zαβ are of interest in this chapter, and will be
discussed in the following section in more detail, when comparing our model with other
models in the literature.

Similar to [97], to simplify the comparison with the literature, it is useful to transition
from the entropy densities s and η as dynamic variables to other two equivalent variables,
for example the temperatures, (4.6)–(4.7). There are two main consequences of this
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change of variables for the above model. First, the stress tensor (4.20) can be expressed
in terms of the Helmholtz free energy per unit volume a = a(T, θ,F e), which is the
Legendre transform of the internal energy density et = et(s, η,F e) [82]. If in addition a
split of the internal energy et into its kinetic (e) and configurational (ε) parts, analogous
to (4.3),

et = e+ ε , (4.43)

is introduced for later convenience, one finds for the Helmholtz free energy

a = e+ ε− Ts− θη . (4.44)

With this, it can be shown that the stress tensor (4.20) can be written in the form

σαβ = ρ â,F e
αε

∣∣
T,θ

F e
βε + (θ − T )Yαβ

= σeαβ + σεαβ + σsαβ + σηαβ + σ
[sη]s
αβ + σ

[sη]η
αβ , (4.45)

with â = a/ρ, and the six stress tensor contributions defined by

σeαβ = ρ ê,F e
αε

∣∣
T,θ

F e
βε , σεαβ = ρ ε̂,F e

αε

∣∣
T,θ

F e
βε , (4.46)

σsαβ = −Tρ ŝ,F e
αε

∣∣
T,θ

F e
βε , σηαβ = −θρ η̂,F e

αε

∣∣
T,θ

F e
βε , (4.47)

σ
[sη]s
αβ = −TYαβ , σ

[sη]η
αβ = θYαβ . (4.48)

The second major consequence of the transition (s, η)→ (T, θ) is the replacement of
(4.40) and (4.41) by evolution equations for the two temperatures. Specifically, it can be
shown that

DtT = T−1T,s

[(
σsαγ + σ[sη]s

αγ

)
∇γvα + T s̊

]
+ θ−1T,η

[(
σηαγ + σ[sη]η

αγ

)
∇γvα + θη̊

]
, (4.49)

Dtθ = T−1θ,s

[(
σsαγ + σ[sη]s

αγ

)
∇γvα + T s̊

]
+ θ−1θ,η

[(
σηαγ + σ[sη]η

αγ

)
∇γvα + θη̊

]
, (4.50)

with Dt = ∂t + vγ∇γ the material (substantial) time-derivative, and with the irreversible
contributions

T s̊ = −∇γJ s,hγ + µx

(
1
T
− 1
θ

)
+
(−Zµν − σs,dµν )Dp,d

µν , (4.51)

θη̊ = −∇γJ η,hγ − µx

(
1
T
− 1
θ

)
+
(
Zµν + σe,dµν + σε,dµν + σs,dµν

)
Dp,d
µν . (4.52)

The driving force for viscoplastic deformation, (4.38), can be re-written with the aid of
the relation

[et,F e
αε

∣∣
s,η
F e
βε]

d = σe,dαβ + σε,dαβ + σs,dαβ + ση,dαβ . (4.53)

Finally, it is noted that the prefactors on the right hand side of (4.49) and (4.50) are
generalizations of inverse heat capacities.
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Instead of replacing the entropy densities by the two temperatures, one could also
think of other replacements. In view of the literature, it is useful to consider instead the
energy densities (per unit mass) of the kinetic and configurational subsystems, ê and ε̂
respectively. From the above, it can be shown that the evolution equations for the partial
energy densities become

ρDtê = T−1 ê,ŝ|η̂,F e

[(
σsγµ + σ[sη]s

γµ

)
(∇µvγ) + T s̊

]
+ θ−1 ê,η̂|ŝ,F e

[(
σηγµ + σ[sη]η

γµ

)
(∇µvγ) + θη̊

]
+ σeµν

(
DtF

e
µε

)
F e,−1
εν , (4.54)

ρDtε̂ = T−1 ε̂,ŝ|η̂,F e

[(
σsγµ + σ[sη]s

γµ

)
(∇µvγ) + T s̊

]
+ θ−1 ε̂,η̂|ŝ,F e

[(
σηγµ + σ[sη]η

γµ

)
(∇µvγ) + θη̊

]
+ σεµν

(
DtF

e
µε

)
F e,−1
εν . (4.55)

This completes the formulation of the model for physical aging and mechanical rejuvena-
tion of glasses using subsystem entropies, and of alternative formulations of it in terms
of other variables for the kinetic and configurational subsystems, namely temperatures or
kinetic energies.

4.3 Discussion: Comparison with the literature

In Sec. 4.2, we have presented a general model to describe physical aging and mechanical
rejuvenation of amorphous solids, by considering the evolution of two (rather than one)
thermal degrees of freedom, i.e. kinetic and configurational entropies, or the corresponding
temperatures or internal energies, respectively. In particular, as shown in (4.40) and
(4.41), these entropies are coupled non-trivially in the reversible dynamics through the
tensor-valued function Yαβ , while the distribution of dissipated energy (due to viscoplastic
deformation) between the two thermal subsystems is controlled by another tensor-valued
function, Zαβ , in the irreversible dynamics. In this section, the model developed in Sec. 4.2
is compared with approaches in the literature, with the particular goal to learn about the
common choices made for the quantities Yαβ and Zαβ . In this comparison that follows
below, the models of the other references are always (transformed to and) written in an
Eulerian formulation, using as much as possible the same symbols and definitions as in
our approach, to simplify the comparison. If other symbols and definitions are used as
compared to our approach, this is explicitly stated.

4.3.1 Comparison with Boyce et al., Ref. [11]

We start our discussion with considering the work of Boyce et al. [11], where an additional
variable is introduced to account for the effects of aging and mechanical rejuvenation.
However, [11] does not rely on any thermal (temperature, energy density, or entropy
density) variable to describe a configurational subsystem. Rather, a general structural
variable is employed, here denoted by s̄. For this quantity, used in the yielding kinetics, a
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differential equation of the following form is studied (eqn. (28) in [11])

Dts̄ = ā(s̄) + r̄(s̄)γ̇p , (4.56)

with the function ā(s̄) describing the physical aging, while r̄(s̄) describes how the plastic
strain rate γ̇p gives rise to mechanical rejuvenation. Since both of these effects are also
present in our modeling approach (as well as in the other models discussed below) one
can say that they are in this sense equivalent. We now aim at relating the approach
of [11] to ours, by identifying the quantities Yαβ and Zαβ in the following way. First, it
is noted that in [11] the Cauchy stress tensor is based on the derivative of the Helmholtz
free energy with respect to deformation (see their discussion around their eqn. (20) and
(21)). This implies in view of our relations (4.45)–(4.48) that

Yαβ = 0 . (4.57)

Second, it is concluded from the explanations in [11] that the Helmholtz free energy
does not depend on the structural variable s̄. In the context of our model with effective
temperature, this means that the Helmholtz free energy density (4.44) does not depend
on the configurational temperature θ, and hence in the stress tensor expression (4.45)–
(4.47) one can set σηαβ = 0, since η = a,θ|T,F e

αβ
= 0. Third, it is pointed out that in our

model, we do not account for strain-hardening. Therefore, we should also not consider the
effects of entropic strain-hardening, which are actually included in [11]. While neglecting
strain-hardening does in principle not imply that the stress tensor is completely free from
(other) entropic contributions, the discussion around eqn. (21) in [11] suggests that one
might indeed assume σsαβ = 0, and so it follows

σαβ = σeαβ + σεαβ . (4.58)

Using this result in relation with the temperature evolution equation discussed in Sec. 2.5
in [11], and then comparing this with our temperature evolution equation (4.49) with
(4.51), one obtains

Zαβ = −
(
σe,dαβ + σε,dαβ

)
, (4.59)

where we have used that the thermodynamic potential does not depend on the structural
variable s̄, which in our context implies that the thermodynamic potential does not depend
on η, leading to T,η = 0. Inserting expression (4.59) into our driving force for viscoplastic
deformation (4.38) with (4.53), one obtains

Σd
αβ =

1
T

(
σe,dαβ + σε,dαβ

)
, (4.60)

which corresponds to eqn. (7) used in the viscoplastic constitutive relation (11) in [11].

4.3.2 Comparison with Buckley et al., Ref. [75]

The work of Buckley et al. [75] formulates a model in terms of temperature evolution. In
that model, the Cauchy stress tensor σαβ is written as a sum of two contributions, specif-
ically a (traceless) “bond-stretching” contribution σb

αβ and a “molecular-conformation”
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contribution σc
αβ . The thermal evolution equation (eqn. (30) in [75]) can then be written

in the form
ρ c̄DtT + ρ∆cDtθ =

(
σγµ − σb

γµ

)∇µvγ + σb
γµD

p,d
γµ , (4.61)

with c̄ the heat capacity and ∆c the heat capacity step across the glass transition. Based
on the two temperature equations in our model, (4.49)–(4.50), under the assumptions of
no cross-coupling effects, T,η = θ,s = 0, and no heat fluxes, one can derive an evolution
equation analogous to (4.61). By comparing (4.61) with our counterpart, particularly with
respect to the Dp

αβ-terms (or conversely the (∇βvα)-terms), one finds σb
αβ = σeαβ +σεαβ .

This result is valid for any Yαβ and Zαβ . Both of these quantities describe the exchange
between the two thermal subsystems, and therefore they can not be determined from a
single evolution equation, as (4.61). However, both of these quantities can actually be
determined by considering the constitutive relations for the Cauchy stress as well as for the
driving force for viscoplastic flow. As far as the Cauchy stress is concerned, it is explained
in [75] that the stress tensor is the sum of a mechanical visco-elastic Maxwell element
and of a purely hyperelastic part. Therefore, the entire stress tensor can be derived from
a Helmholtz free energy, and one thus concludes that

Yαβ = 0 . (4.62)

Furthermore, let us consider the driving force for viscoplastic flow. By combining eqns.
(15) and (26) in [75], one finds that the driving force for viscoplastic deformation is given
by the (traceless) stress contribution σb

αβ = σeαβ + σεαβ . Equating this driving force to

TΣd
αβ in our approach, with T a positive prefactor with units of temperature and Σd

αβ

given by (4.38) with (4.53), one can write

Zαβ = −1− θ
T

1− θ
T

(
σe,dαβ + σε,dαβ

)
− 1

1− θ
T

(
σs,dαβ + ση,dαβ

)
. (4.63)

Clearly, the second contribution (and for T 6= T also the first one) in this expression
diverges as |θ − T | approaches zero. In view of the expression for the driving force for
viscoplastic flow, Σαβ , this is not a problem, since Zαβ is multiplied there by a prefactor
that vanishes as |θ − T | vanishes. However, we note that the split of the viscoplastic
contribution between the kinetic and configurational subsystems, see (4.49) and (4.50)
with (4.51) and (4.52), does suffer from this divergence in Zαβ as |θ − T | tends to zero.
This issue deserves further attention in a future study.

4.3.3 Comparison with Kamrin and Bouchbinder, Ref. [79]

In the work of Kamrin and Bouchbinder [79], a two-temperature-based continuum thermo-
mechanics model was formulated to describe physical aging and mechanical rejuvenation
of deforming amorphous solids. Specifically, by assuming weakly interacting kinetic and
configurational subsystems, the evolution equations for corresponding energy densities
(their eqns. (9) and (10)) read as follows [79]

ρDtê = −∇γJ s,hγ + J∆,x + σdis
γµD

p,d
γµ , (4.64)

ρDtε̂ = −∇γJ η,hγ − J∆,x + σγµ
(∇µvγ −Dp,d

γµ

)
+ σstore

γµ Dp,d
γµ , (4.65)
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with the split of the Cauchy stress tensor σαβ = σstore
αβ + σdis

αβ . The plastic stress-power
is split into a contribution that represents the “stored plastic power” and affects the con-
figurational subsystem, while the “plastic dissipation” gives a contribution to the kinetic
subsystem [79]. Further, to provide a direct comparison between their and our approach,
we neglect in our approach the cross-coupling terms in the energy evolution equations
(4.54) and (4.55), i.e. ê,η̂ = ε̂,ŝ = 0, leading to ê,ŝ = T and ε̂,η̂ = θ. Doing so, the
comparison of their (4.64)–(4.65) with our (4.54)–(4.55) is straightforward. Specifically,
with the choice

TYαβ = σeαβ + σsαβ , (4.66)

one can match the (∇βvα)-terms in Dtê (or alternatively in Dtε̂). On the other hand,
by analyzing the Dp

αβ-terms in Dtê (or alternatively in Dtε̂), in view of the Cauchy stress

tensor together with (4.66), one can establish the connection between σdis
αβ and Zαβ ,

explicitly

σdis,d
αβ = −Zαβ −

(
σe,dαβ + σs,dαβ

)
. (4.67)

In [79], the split of σαβ into σstore
αβ and σdis

αβ stands for the split of the effect of
viscoplastic dissipation into the kinetic and configurational subsystems. In our approach,
this corresponds equivalently to the choice of Zαβ , as exemplified by (4.67). However, as
we can see from the discussion above, from the evolution equations of the energies one
can only determine Zαβ in relation to σdis

αβ , but not in absolute terms. To make further
progress in this direction, one can now proceed by filling this expression for Zαβ into our
driving force for viscoplastic deformation (4.38) with (4.53), leading to

Σd
αβ =

(
1
T
− 1
θ

)
σdis,d
αβ +

1
T

(
σe,dαβ + σs,dαβ

)
+

1
θ

(
σε,dαβ + ση,dαβ

)
. (4.68)

For a most general comparison of the driving force for viscoplastic flow used in [79]

(eqn.(24) therein), σdis,d
αβ , with our approach, one needs to solve σdis,d

αβ = T Σd
αβ , where

T is a positive prefactor with units of temperature. Doing so, one obtains the specific
relation

σdis,d
αβ =

1
1 + θ

(
1
T − 1

T

) [ θ
T

(
σe,dαβ + σs,dαβ

)
+
(
σε,dαβ + ση,dαβ

)]
. (4.69)

Together with (4.67), this leads to

Zαβ = − 1
1 + θ

(
1
T − 1

T

) [(1 +
θ

T

)(
σe,dαβ + σs,dαβ

)
+
(
σε,dαβ + ση,dαβ

)]
. (4.70)

In other words, [79] uses non-trivial choices for both Yαβ and Zαβ , in general.
We conclude by noting that for the specific case discussed in Sec. 3 of [79] (see

specifically assumptions in eqn.(17) therein), one finds σeαβ = σsαβ = σηαβ = 0, which

implies Yαβ = 0, and Zαβ becomes proportional to σε,dαβ , by virtue of (4.66) and (4.70),
respectively.

4.3.4 Comparison with Xiao and Nguyen, Ref. [80]

For the comparison of the work of Xiao and Nguyen [80] with our approach, we start by
considering the evolution equations for the temperatures. In [80], it is assumed that the
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kinetic (e and s) and configurational (ε and η) subsystem quantities do not depend on
the temperature of other subsystem (θ and T , respectively). In our context, in view of
(4.49)–(4.50), this implies T,η = θ,s = 0. Expressing the temperature equations (29) and
(30) in [80], one obtains

cgDtT = −∇γJ s,hγ + J∆,x + σsγε∇εvγ + σeγεD
p,d
γε , (4.71)

∆cDtθ = −∇γJ η,hγ − J∆,x + σηγε∇εvγ + σεγεD
p,d
γε . (4.72)

These equations are now discussed from the perspective of our corresponding equations
(4.49)–(4.50). One can naturally make the identifications for the subsystem heat capaci-
ties cg = T (T,s)−1 and ∆c = θ (θ,η)−1. Furthermore, by comparing the ∇αvβ-terms in
the evolution equations for T (or alternatively θ), one finds

Yαβ = 0 . (4.73)

By comparing the Dp
αβ-terms in the evolution equations for T (or alternatively θ), one

finds
Zαβ = − (σeαβ + σsαβ

)d
. (4.74)

It should be noted, that the zero-choice for Yαβ can also be obtained by comparing the
expression for the Cauchy stress in [80] (therein: based on eqn. (18)1 with eqn. (13))
with our form (4.45)–(4.48). Finally, it is interesting to compare the driving force for
viscoplastic flow. Using (4.74) in our driving force for viscoplastic deformation (4.38)
with (4.53), one obtains

Σd
%λ =

1
T

(
σe,d + σs,d

)
+

1
θ

(
σε,d + ση,d

)
, (4.75)

which corresponds to eqn. (25) in [80].

4.3.5 Comparison with Klompen et al., Ref [46]

In the work of Klompen et al. [46], a model has been developed for describing the mechan-
ical response of glassy polymers. Like in all approaches discussed above, also in [46] an
additional variable, the so-called state parameter S̄, is introduced to describe the effects
of physical aging and mechanical rejuvenation, by letting the yielding kinetics depend on
this parameter. However, in contrast to all approaches described earlier in this section,
the state parameter S̄ in [46] is not specified by way of an evolution equation, but rather
in an explicit form. Specifically, the state parameter is considered as a product of two
explicit state functions, i.e. S̄ = S̄aR̄γ , where S̄a = S̄a(t, T ) represents the aging kinetics
dependent on aging time t and temperature T , whereas the mechanical rejuvenation is
described by R̄γ = R̄γ(γp), where γp is an equivalent plastic strain. Specific procedures
are developed and explained in [46,90] to determine the explicit functions S̄a(·) and R̄γ(·).
However, in order to establish links with the above discussed thermodynamic approaches
to physical aging and mechanical rejuvenation, we briefly comment on how the approach
in [46] can be transferred into an evolution equation for the state parameter. Simply
differentiating S̄ with respect to time results in

˙̄S =

(
˙̄Sa

S̄a
+

(
dR̄γ/dγp

)
R̄γ

γ̇p

)
S̄ . (4.76)
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One observes readily that the rate consists of two additive terms, one term representing
physical aging and the other representing mechanical rejuvenation. The evolution equation
(4.76) for the state parameter S̄ strongly resembles that of the state parameter s̄, i.e.
(4.56). Particularly, the mechanical rejuvenation term is proportional to the rate of the
(equivalent) plastic strain. However, while the rate γ̇p can instantaneously be expressed
in terms of the plastic strain rate tensor Dp

αβ , in the approach of Klompen et al. [46] there
is an explicit reference to the plastic strain γp itself. In practical numerical calculation one
can obtain that readily by time-integration of the rate γ̇p. However, from a fundamental
modeling perspective it implies that γp is elevated to the level of a dynamic variable. Since
our thermodynamic approach does not treat γp as an independent dynamic variable, we
do not go into more detail about comparing our approach with that in [46].

Despite the fact that Klompen et al. [46] do not use an evolution equation for the
state parameter, one can still strive to make a more close connection with the dynamic
approach in this chapter. As an illustrative example of how to achieve that task, we
consider in the following physical aging in the absence of mechanical deformation, i.e.,
R̄γ = 1, in which case S̄ = S̄a. In agreement with literature, also Klompen et al. [46] use
a logarithmic dependence of S̄a on waiting time tw, i.e., S̄a ∝ ln(tw). In contrast, in the
approach in this chapter, the physical aging in the absence of mechanical deformation is
described by the µx-related contribution in evolution of the configurational temperature
(4.50) and (4.52),

Dtwθ = −θ−1θ,ηµ
x

(
1
T
− 1
θ

)
, (4.77)

where we have assumed for simplicity θ,s = 0. The goal is to make a certain choice
for the kinetic function µx such that, with the resulting solution θ = θ(tw), one obtains
S̄a(θ(tw)) ∝ ln(tw). If one assumes for illustration purposes that S̄a(θ) = S̄0 + S̄1θ, one
thus looks for a solution θ(tw) ∝ ln(tw). As it is shown in the following, this solution is
induced by the choice

µx = a
Tθ

θ−1θ,η

eb δ − 1
δ

, (4.78)

which is always positive as required, µx > 0, if a > 0, b > 0, and the configurational heat
capacity θ/θ,η > 0. Considering constant kinetic temperature T , the evolution equation
for the temperature difference

δ ≡ θ − T . (4.79)

can be derived from (4.77) and (4.78), leading to

Dtwδ = −a (eb δ − 1
)
, (4.80)

which is identical to the evolution equation (1) discussed in [99]. Particularly, for constant
a and b, the solution is given by [99]

δ(tw) = −1
b

ln
(
1− (1− e−b δ0) e−a b tw

)
, (4.81)

with δ0 = δ(tw = 0). Indeed, for e−b δ0 � 1 and a b tw � 1, one obtains logarithmic
behavior,

δ(tw) ' −1
b

ln (a b tw) , (4.82)
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Table 4.1: Specific forms of the functions Yαβ , Zαβ , and the driving force for viscoplastic
deformation, Σd

αβ , for different approaches in the literature. For the cases of Buckley et
al. [75] and Kamrin and Bouchbinder [79], the most general forms are given in Sec. 4.3.2
and Sec. 4.3.3, respectively, while in this table the special case T = T is considered,
inspired by the relation implied by (4.58) and (4.60).

Reference TYαβ −Zαβ TΣd
αβ

Boyce et al. [11]
(for this comparison:
σsαβ = σηαβ = 0)

0 σe,dαβ + σε,dαβ σe,dαβ + σε,dαβ

Buckley et al. [75] 0
(
σe,dαβ + σε,dαβ

)
+ 1

1− θ
T

(
σs,dαβ + ση,dαβ

) σe,dαβ + σε,dαβ

Kamrin and
Bouchbinder [79]

σeαβ + σsαβ
(
1 + θ

T

) (
σe,dαβ + σs,dαβ

)
+
(
σε,dαβ + ση,dαβ

) θ
T

(
σe,dαβ + σs,dαβ

)
+
(
σε,dαβ + ση,dαβ

)
Xiao and Nguyen [80] 0 σe,dαβ + σs,dαβ

(
σe,dαβ + σs,dαβ

)
+T
θ

(
σε,dαβ + ση,dαβ

)

as desired. In contrast, for sufficiently long waiting times, a b tw � 1, one obtains δ ' 0.
In view of the system visiting ever deeper energy states in the course of physical aging, it
seems more reasonable to have a limiting value for δ for long waiting times, rather than
a logarithmic behavior on all time scales.

4.3.6 Discussion of the above comparison, and a further possibility
for Yαβ and Zαβ

In Sec. 4.3, we have compared our model with other models known in the literature
[11,46,75,79,80], in order to identify some choices made in the literature for the coupling
tensors Yαβ , Zαβ , and the driving force for viscoplastic deformation, Σd

αβ . The results
of that comparison are listed in Table 4.1. Notably, the cases of Buckley et al. [75] and
Kamrin and Bouchbinder [79], discussed in Sec. 4.3.2 and Sec. 4.3.3, respectively, contain
a yet undetermined positive quantity T with the units of temperature. While the general
expressions for Yαβ , Zαβ , and Σd

αβ are given in the respective sections, in Table 4.1 only
the special case T = T is listed, for illustration purposes. This choice is motivated by the
relation implied by (4.58) and (4.60), namely TΣd

αβ = σd
αβ .

As shown in Table 4.1, only in the work of Kamrin and Bouchbinder [79] there is a
nonzero entropy-coupling term Yαβ . Particularly, according to Table 4.1 and with the
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help of the stress tensor contributions (4.46) and (4.47), one can write

TYαβ = σeαβ + σsαβ = 2ρF e
αγ

(
ê,Ce

γδ

∣∣∣
T,θ
− T ŝ,Ce

γδ

∣∣∣
T,θ

)
F e
βδ . (4.83)

Since according to [79] the kinetic and configurational subsystems are only weakly coupled,
both ê and ŝ can be assumed to be independent of θ, and thus the term in parenthesis
in (4.83) can be written in the form ê,Ce

γδ
|ŝ. Using that Yαβ is of quasi-potential form as

discussed in Sec. 4.2.2, one obtains from (4.83)

1
y1

∂y2

∂Ce
αβ

∣∣∣∣∣
ŝt,η̂

=
2
T
ê,Ce

γδ
|ŝ . (4.84)

Therefore, a possible choice is y1 = T/2 and y2 = ê, implying that both y1 and y2

depend only on ŝ and Ce. According to the temperature definition (4.6), one can thus
write ê,η̂|ŝt,Ce = −ê,ŝ|Ce = −T for the case studied in [79], which implies

∂y2

∂η̂

∣∣∣∣
ŝt,Ce

= −2y1 . (4.85)

Inspection of the Jacobi condition (4.26) immediately leads to the conclusion that the
Jacobi identity is automatically satisfied, without any restriction on the thermodynamic
potential for the kinetic subsystem. Therefore, the choices made in Kamrin and Bouch-
binder [79] are fully compatible also with the Hamiltonian structure of the reversible
dynamics, which is noteworthy as this criterion, namely the Jacobi identity, has not been
used as a guideline in their work [79].

Furthermore, one can infer from Table 4.1 about the relation between the deviatoric
part of the total Cauchy stress tensor (4.45), σd

αβ , and the driving force for viscoplastic

deformation Σd
αβ , (4.38) with (4.53). It turns out that TΣd

αβ = σd
αβ holds for Boyce

et al. [11] and Kamrin and Bouchbinder [79], while for the other cases σd
αβ and Σd

αβ

are not proportional to each other. In general, one might wonder about a condition to
actually enforce that Σd

αβ is proportional to σd
αβ , even if all stress tensor contributions in

(4.45–4.48) are non-zero. In the following, we thus consider the case

Σd
αβ =

1
T
σd
αβ , (4.86)

where T is an arbitrary positive factor with units of temperature, that may depend on the
dynamic variables. Enforcing this condition (4.86) with the stress tensor σαβ (4.45–4.48)
and the driving force for viscoplastic flow Σd

αβ , (4.38) with (4.53), one obtains

−Zαβ =
Tθ

T
Y d
αβ +

T

T

(
θ − T

θ − T
)(

σe,dαβ + σε,dαβ + σs,dαβ + ση,dαβ

)
. (4.87)

Notably, this relation between Zαβ and Y d
αβ depends on the factor T. Two special cases

lead to drastic simplifications of (4.87):

−Zαβ = TY d
αβ , for T = θ , (4.88)

−Zαβ = θY d
αβ +

(
σe,dαβ + σε,dαβ + σs,dαβ + ση,dαβ

)
, for T = T , (4.89)



Two-subsystem thermodynamics for the mechanics of aging amorphous solids 65

which differ from each other by the deviatoric part of the Cauchy stress tensor, namely
Zαβ |T=θ − Zαβ |T=T = σd

αβ . To complete this section, it should be pointed out that at
thermal equilibrium, i.e. θ = T , there seems to be a divergence in the second term on the
right-hand side of (4.87). However, since the temperature-like quantity T is assumed to
be directly related to T and θ, it is reasonable that upon |θ − T | → 0 also |θ − T| → 0,
implying that in the limit the divergence would not exist but rather the entire relation
(4.87) would remain well defined.

4.4 Concluding remarks

By applying nonequilibrium thermodynamics in the form of the general equation for the
nonequilibrium reversible-irreversible coupling (GENERIC), a model has been formulated
for describing the mechanical behavior of amorphous solids (e.g. glassy polymers), in
particular physical aging and mechanical rejuvenation. A key ingredient in this approach
is the split of the thermal system into a kinetic and a configurational subsystem with
corresponding degrees of freedom. Doing so results in evolution equations for the mo-
mentum density, kinetic and configurational entropies (or their respective temperatures
or energies), and the elastic part of the deformation gradient. Moreover, constitutive
expressions have been derived for the Cauchy stress tensor and for the viscoplastic flow
rule. The most prominent features of the proposed model are the following:

• The reversible dynamics (see Sec. 4.2.2), induced by the action of the Poisson
operator on the energy gradient, couples the evolution equations for kinetic and
configurational entropies in a nontrivial manner, quantified by the tensor-valued
function Yαβ . Due to the anti-symmetry of the Poisson operator, this coupling in
turn leads to additional contributions to the Cauchy stress tensor, the latter being
of hypoelastic rather than hyperelastic nature in general. The reversible entropy-
coupling, and thus also the additional stress tensor contributions, are subject to
conditions implied by the Jacobi identity.

• In the irreversible dynamics (see Sec. 4.2.3), the split of dissipation due to viscoplas-
tic deformation onto the two thermal subsystems (kinetic and configurational) is
controlled by another tensor-valued function Zαβ . This latter quantity occurs not
only in the irreversible dynamics of the specific subsystem entropies, but also in the
constitutive relation for the viscoplastic flow.

The tensor-valued functions, Yαβ and Zαβ , that couple the two thermal subsystems in
the reversible and irreversible dynamics, respectively, are still quite general. Specifying
their form, one can represent many other models known in the literature, as elaborated
in detail in Sec. 4.3.

An essential part of this chapter is devoted to devise appropriate coupling of the two
thermal subsystems in the reversible dynamics. In this respect, using GENERIC proves
beneficial, since this framework respects the Hamiltonian structure, and therefore imposes
severe constraints for the model formulation. Particularly, the importance of the Jacobi
identity is highlighted, which represents the time-structure invariance of the reversible
dynamics [29]. In this chapter, the implications of the Jacobi identity on the reversible
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coupling (quantity Yαβ or ˆ̄Yαβ , respectively) of the kinetic and configurational entropies
has been examined. It seems that this is a research direction that to date has received only
limited attention. To foster further research activities in this direction, some comments
in relation to the developments in Sec. 4.2.2 are added. While the condition (4.24) for
ˆ̄Yαβ is fully general, we believe that a large fraction of physically reasonable models are

of quasi-potential type ˆ̄Yαβ = (1/y1)(∂y2/∂C
e
αβ)|ŝt,η̂ as discussed in Sec. 4.2.2, in which

case the relevant condition on the two scalar-valued functions y1 and y2 is given by (4.26),
or (4.27), respectively. It is noteworthy that a possible solution to comply with the Jacobi
identity, (4.26) or (4.27), is given by

∂y2

∂η̂

∣∣∣∣
ŝt,Ce

+ 2y1 = 0 . (4.90)

As a matter of fact, it can be shown that (4.90) results in a vanishing material time-
derivative of y2,

Dt y2 = 0 , (4.91)

completely analogous to the evolution of ŝt, Dt ŝt = 0. Therefore, instead of working
with the set of variables X = (m, s, η,F e) with reversible entropy-coupling described by
(4.90), one could perform a transformation of variables to X ′ = (m, ŝt, y2,F

e). The
latter set is technically more convenient, since the Jacobi identity is known to be fulfilled
for (m, ŝt,F

e) [32]. Viewing this in a Lagrangian setting [100], it is immediately clear
that including an additional variable (namely y2) with dynamics given by (4.91) does not
disturb the compatibility with the Jacobi identity. Since the Jacobi identity is invariant
with respect to a transformation of variables X ↔ X ′, there is thus a clear understanding
why the class of models described by (4.90) respects the Jacobi identity, namely by
viewing y2 as a fundamental dynamic variable. However, it is emphasized that from a
physical, modeling perspective, it may be beneficial to keep the configurational entropy
(η or η̂, respectively) as a fundamental variable instead. In any case, when formulating
the thermomechanics of amorphous solids with two thermal subsystems, the condition
(4.90) makes it possible to include a reversible entropy-coupling of quasi-potential form
in a straightforward way. While the case of Kamrin and Bouchbinder [79] discussed above
is an example thereof, the class of models covered by (4.90) is even richer.
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Two-scale model for the Mullins effect
in elastomers filled with hard

nanoparticles

Abstract

A two-scale model is developed, and solved numerically, to describe the mechanical be-
havior of elastomers filled with hard nanoparticles. Of particular interest is the Mullins
effect, i.e. the slow increase of the elastic modulus after large-amplitude oscillatory de-
formation. To account for the Mullins effect, the physical aging of the glassy bridges
between the filler particles is captured with two thermal degrees of freedom for the matrix
material, namely a kinetic and a configurational one. Formulating the two-scale model
enriched with aging in a nonequilibrium thermodynamics context, first results in a con-
stitutive relation for the Cauchy stress tensor. Second, the dynamics of physical aging is
described, which eventually gives rise to the Mullins effect. The proposed model is in-
vestigated numerically under large amplitude oscillatory shear deformation. Of particular
interest in this respect is the coupling of the micro-scale dynamics with the physical aging
on the macroscopic scale. This coupling is examined in detail, both in an approximate
way using a Gaussian approximation, as well as numerically, under specific conditions. It
turns out that the CONNFFESSIT approach (M. Laso, H. C. Öttinger, J. Non-Newtonian
Fluid Mech., 47:1–20, 1993) can not be employed for the numerical solution of the model
under arbitrary loading conditions because of the novel structure of the two-level coupling
term. While a procedure for solving the model numerically for the case of strong applied
deformation is presented in this chapter, other solution methodologies need to be sought
for the cases of weak and no applied deformation.

Largely reproduced from: M. Semkiv, P. D. Anderson, and M. Hütter. Two-scale model for the
Mullins effect in elastomers filled with hard nanoparticles. To be submitted to J. Comput. Phys., 2016.
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5.1 Introduction

Composite materials, being widely used in different practical applications due to their
remarkable properties, are of great interest to researchers concerned with fundamental
modeling. This is because the behavior of entire system is the result of an intricate
combination and coupling of dynamics on different length- as well as time-scales. The
particular interest of this work is the analytical modeling and numerical simulation of the
mechanical behavior of composites that consist of an elastomer matrix filled with hard
particles of nanometers size.

Filling an elastomer with nanoparticles adds significant rate-dependence to its me-
chanical behavior, and thus results in increased dissipation, as compared to the unfilled
elastomer [1]. A possible explanation, that is used in this chapter as a basis for the model
formulation, for these significant changes in the material behavior is the following. If the
matrix material adheres well to the filler particle surface, the mobility in the matrix is
slowed down close to these surfaces. More specifically, the mobility in a matrix mate-
rial element is decreased gradually the closer this element is located to the filler particle
surface. Effectively, this can be captured by an increase in the local glass transition tem-
perature of matrix material as the distance to the filler particle surface decreases. If,
in close enough vicinity to the particle surface, the local glass transition temperature is
higher than the actual (laboratory) temperature, an effective glassy layer is present around
the filler particle. At high enough volume fraction of filler particles and in a certain tem-
perature regime, these glassy layers may then overlap, thereby creating so-called glassy
bridges between the filler particles. Therefore, such composites consist essentially of a
rubbery-state elastomer matrix that is permeated by a glassy network with filler particles,
leading in mechanical reinforcements of up to about 100 times. The existence of glassy
layers around filler particles is supported by the literature, e.g. by NMR studies [8] or
more recently by a mechanical analysis of model systems [9,10]. For more details on this
issue, the reader is referred to, e.g., [7] and references therein.

Once the glassy bridges are formed between the particles, the interparticle dynamics
can be analyzed in terms of the knowledge about the thermo-mechanics of bulk polymer
glasses [11, 13]. Specific features of bulk polymer glasses that are relevant also for the
glassy-bridge induced effects are the viscoplastic yielding behavior and strain softening,
as well as the effect of physical aging on the mechanical behavior. For example, when
making use of bulk yielding kinetics in the nanocomposite context, one can rationalize the
highly nonlinear rate-dependent mechanical response of such nanocomposites, including
the prominent Payne effect [7, 17–19].

In an earlier publication, a thermodynamically-inspired concurrent two-scale model
has been developed to describe the mechanical behavior of elastomers filled with hard
nanoparticles [7]. While that model takes the yielding kinetics of the glassy bridges into
account, the physical aging of the glassy bridges is neglected. However, it is assumed
that the physical aging of the glassy bridges may be related to the so-called Mullins
effect in cyclic deformation [3–5]. This effect consists in a softening due to mechanical
deformation, however, that softening is only present at strains smaller than the maximal
previously applied strain. If the material is loaded beyond the maximal previously applied
strain, initially no softening is present at these previously unvisited strains, while after
repeated loading to these higher strains there is again softening. It has been found that
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the softening is not permanent, but that e.g. the permanent set or the complete stress-
strain response can recover (partly) at a rate that is temperature-dependent, which is also
sometimes called ‘healing’ [3–5,101]. In this chapter, the Mullins effect is examined using
the deformation protocol of [17,18], that consists of a specific combination of mechanical
rejuvenation (softening) and physical aging. Since the proper description of physical aging
is rather involved and a topic of current research activities in the literature, the modeling
of the Mullins effect in nanocomposites can be split into two steps. First, the physical
aging and mechanical rejuvenation can be studied from a thermodynamic perspective for
bulk glassy polymers, e.g. as done in [79, 80, 97, 102]. Second, the lessons learned from
that latter work can be built into the two-scale nanocomposite model developed in [7],
which is the topic of this chapter.

The manuscript is organized as follows. In Sec. 5.2 is presented the model development
for nanoparticle-filled elastomers. The general concurrent two-scale model is summarized
in Sec. 5.2.5. In Sec. 5.3, this model is made material-specific, whereafter it is ana-
lyzed numerically for illustration purposes by means of CONNFFESSIT-type simulations
in Sec. 5.4. Finally, conclusions are drawn in Sec. 5.5.

Before we start, let us comment about the notation used throughout the entire chapter.
Greek indices α, β, γ, . . . are used for the Cartesian components of vectors and tensors,
and Einstein’s summation convention is used for indices that occur twice. Furthermore,
with respect to operators, subscripts α and (α, β) imply contraction with any vector
Aα and any tensor Aαβ multiplied from the left, respectively, while subscripts γ and
(γ, ε) imply contraction with the vector Aγ and tensor Aγε multiplied from the right,
respectively. An analogous notation is used for continuous indices. Specifically, let ξ
denote the position in the space of (micro-)states. If a generalized field depends on ξ,
this implies continuous contraction (i.e. integration) over ξ with what is multiplied from
the left, while a dependence on ξ′ implies continuous contraction (i.e. integration) over
ξ′ with what is multiplied from the right. Finally, it is mentioned that boundary terms are
neglected entirely, because the main goal of this chapter is the modeling of bulk material
behavior. In contrast, the case where boundaries and interaction with the surrounding are
of interest has been studied, e.g. in [35, 36].

5.2 Model development

5.2.1 Dynamic variables and generating functionals

The state of deformation of a purely elastic material can be quantified by the deformation
gradient F . This quantity contains also the mass density, ρ = ρ0/ detF with ρ0 the mass
density in the undeformed state. To describe the evolution of the material deformation,
the velocity field v or the momentum density m = ρv are suitable candidates. While
all these quantities are macroscopic, the microstructure in terms of the arrangement
of the filler particles in the elastomer matrix is of interest as well, as discussed in the
Introduction, Sec. 5.1. It has been discussed in detail in [7] that, in order to strike a
balance between detail and model efficiency, it is useful to consider a single representative
filler-particle pair only, instead of a large number of filler particles. Particularly, if R
denotes the actual particle separation vector of the representative particle pair, and Q is
the particle separation vector in the corresponding mechanically unloaded state, then the
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distribution function p(r,R,Q) is a useful microstructural quantity, which also depends
on macroscopic position r. The normalization of p(r,R,Q) is such that integration over
R and Q leads to the number density of (representative) particle pairs per unit volume [7].

In [7], this just discussed set of variables is augmented by the absolute temperature T
in order to account for the thermal state and to be able to model nonisothermal processes.
However, it turns out that for the extension sought in this chapter, namely the extension
of [7] to account for the physical aging of the glassy bridges, the model formulation
simplifies drastically when using the total entropy density per unit volume st, including all
entropy contributions of the elastomer matrix as well as of the filler-particle arrangement.

To describe the physical aging of the glassy bridges, one needs to be able to model
the physical aging of the glassy matrix material. As discussed in detail in [97, 102] and
references therein, a practical way to achieve that is by accounting for an additional
thermal variable. This is needed in order to mimic the fact that, in the glassy state, there
is a substantial difference between the (rapid) relaxation and equilibration of vibrations
around energy minima on the one hand, and on the other hand the population of different
low-energy states by way of transitions across high energy barriers (by rare events). This
discrepancy in dynamics can be captured by splitting the total entropy of the glassy
material into its so-called kinetic (s) and configurational (η) parts, where the former
describes the local intra-basin dynamics in the energy landscape, while the latter describes
the much slower inter-basin dynamics [97, 102]. For the current study, however, one
notices that only η needs to be included in the set of variables, while s can be obtained
by subtracting η and the filler particle entropy from st.

In summary, the complete set of independent dynamic variables in an Eulerian (i.e.
spatial) setting for the model formulation in this chapter is chosen as

X =
(
m(r), st(r), η(r), F (r), p(r, ξ)

)
, (5.1)

with macroscopic position r, momentum density m, total entropy density of elastomer
matrix plus filler particles st, configurational entropy density of the elastomer matrix
η, deformation gradient F , and the filler particle arrangement described by p with ξ =
(R,Q). Note that also previously entropies have been used to model the effect of physical
aging in glassy systems [80, 81, 85].

The total energy and the total entropy of the system in terms of the complete set of
variables X can be written in the form

E =
∫
mγmγ

2ρ
d3r + U [st, η,F , p] , (5.2)

S =
∫
st d

3r , (5.3)

with U the non-kinetic, i.e. internal, energy contribution that is a yet unspecified func-
tional of its arguments. The gradients of energy and entropy with respect to X are then
given by

δE

δX =

(
v,

δU

δst

∣∣∣∣
η,F ,p

,
δU

δη

∣∣∣∣
st,F ,p

,
δU

δF

∣∣∣∣
st,η,p

− v
2

2
ρ,F ,

δU

δp

∣∣∣∣
st,η,F

)
, (5.4)

δS

δX = (0, 1, 0, 0, 0) . (5.5)
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For the sake of simplifying the notation, the following abbreviations for the derivatives of
the energy with respect to the entropies are introduced,

T1 =
δU

δst

∣∣∣∣
η,F ,p

, (5.6)

T2 =
δU

δη

∣∣∣∣
st,F ,p

. (5.7)

At this point, the quantities T1 and T2 are no more than mere abbreviations for the
functional derivatives. Their physical meaning will be explained in the following.

5.2.2 Physical meaning of the temperatures T1 and T2

In order to give a physical interpretation of the temperatures T1 and T2, first of all we
recall that two temperatures, namely kinetic (T ) and configurational (θ), have been used
previously in the literature [74, 77, 79, 80, 82, 84, 87, 97] to describe aging and mechanical
rejuvenation of amorphous solids, specifically [97]

T =
δUem

δs

∣∣∣∣
η,F

, (5.8)

θ =
δUem

δη

∣∣∣∣
s,F

, (5.9)

with Uem = Uem[s, η,F ] the internal energy of the elastomer matrix, and the kinetic (s)
and configurational (η) entropy densities of the elastomer matrix, which add up to the
total entropy density of the elastomer matrix sem = s+ η. In the following, the relation
between the temperature pairs (T, θ) and (T1, T2) is elaborated.

In the present study, in contrast to [97], the internal energy U and the entropy S
depend on the filler-particle arrangement p. To proceed, we assume that

U = Uem[s, η,F ] + Up[p] , (5.10)

in other words, there is an additive filler-particle contribution to the energy that is inde-
pendent of the partial elastomer entropies s and η. Hence, the entropy-derivatives of U
become

δU

δs

∣∣∣∣
η,F ,p

=
δUem

δs

∣∣∣∣
η,F

= T , (5.11)

δU

δη

∣∣∣∣
s,F ,p

=
δUem

δη

∣∣∣∣
s,F

= θ , (5.12)

according to (5.8) and (5.9). Consideration of the change of variables s → st implies
that the internal energy U can be written in the form U = Uem[s(st, η, sp), η,F ] +Up[p],
with derivatives

T1 =
δU

δst

∣∣∣∣
η,F ,p

=
δUem[s, η,F ]

δs

∣∣∣∣
η,F

∂s

∂st

∣∣∣∣
η,sp

= T , (5.13)

T2 =
δU

δη

∣∣∣∣
st,F ,p

=
δUem[s, η,F ]

δs

∣∣∣∣
η,F

∂s

∂η

∣∣∣∣
st,sp

+
δUem

δη

∣∣∣∣
s,F

= −T + θ , (5.14)
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where we have again used the definitions (5.8) and (5.9) as well as the split, in complete
analogy to (5.10),

st = s+ η + sp[p] , (5.15)

where the filler-particle entropy sp does not depend on s and η. It should be noted, that
in the expressions (5.13) and (5.14), constant p implies that sp is constant, by virtue
of (5.15). Equations (5.13) and (5.14) provide the desired physical interpretation of T1

and T2 defined in (5.6) and (5.7) by relating them to the kinetic and configurational
temperatures, (5.8) and (5.9), respectively.

The assumptions (5.10) and (5.15) state that the filler-particle contributions to the
internal energy and to the entropy do not depend on the thermodynamic state of the
elastomer matrix. To support these assumptions, one can argue as follows. Using the
assumptions (5.10) and (5.15), the temperatures T and θ, derived from (5.13) and (5.14),
are functions T = T (s, η,F ), θ = θ(s, η,F ), from which one can obtain the inverse
functions s = s(T, θ,F ), η = η(T, θ,F ). Substituting these into (5.10) and (5.15), one
obtains

U = Uem[T, θ,F ] + Up[p] , (5.16)

S = Sem[T, θ,F ] + Sp[p] , (5.17)

in terms of temperatures.
In the sequel, it is discussed under what circumstances the forms (5.16) and (5.17)

for the energy U and the entropy S are the natural ones. In the most general case, the
internal energy U and the entropy S are functionals of all dynamic variables. In practi-
cal applications, however, it is convenient to split these functionals additively into their
elastomer-matrix and filler-particle contributions. Let us consider the potential Φ describ-
ing the energy stored in the system because of the current state R being different from
the load-free state Q. Since Φ plays the role of a Helmholtz free energy, it decomposes
into energetic and entropic parts, Φ = ΦE + ΦS [7, 29] by way of

ΦE = Φ− T ∂Φ
∂T

, (5.18)

ΦS = T
∂Φ
∂T

. (5.19)

For the case that the potential Φ depends linearly on temperature T , namely Φ = Φ0 +
TΦ1 with T -independent Φ0 and Φ1, one can readily see that ΦS = TΦ1 and ΦE = Φ0.
For the p-dependent contribution Up to the internal energy U = Uem[T, θ,F ]+Up[p] and
the p-dependent contribution Sp to the entropy S = Sem[T, θ,F ] + Sp[p], one thus finds

Up[p] =
∫∫

pΦ0d
6ξd3r , (5.20)

Sp[p] = −
∫∫

p
(

Φ1 + kB ln p
)
d6ξd3r , (5.21)

in agreement with (5.16) and (5.17), i.e. the filler-particle contributions Up and Sp do
not depend on the thermodynamic state of the elastomer matrix. This argument cannot
only be used if Φ = Φ0 + TΦ1 holds for the entire range of temperature, but also if this
holds over a finite temperature range of interest.
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In summary, the temperature-pairs (T, θ) and (T1, T2) have been related through
(5.13) and (5.14). In what follows in this chapter, we will work with T , θ rather than T1,
T2, since the first set is more intuitive and relates to the previous studies [7] and [97].

5.2.3 Reversible dynamics

The reversible part of the dynamics of X , according to (2.2)1, is related to the gradient of
energy δE/δX (5.4) through the Poisson operator L. The reversible dynamics considered
in this chapter is all related to the deformation field, v(r). Inspection of the energy
gradient (5.4) thus suggests that the determination of the Poisson operator should focus
on the first column, and due to the anti-symmetry (2.5a), the first row of L. To that
end, one can depart from the model developed in [7] where the physical aging has not
been included, and then add the configurational entropy η to that description in order to
account for the physical aging. This leads to (see also [7, 97])

L =


L(mm)
αγ L(mst)

α L(mη)
α L(mF )

αγε L(mp)
α

L(stm)
γ 0 0 0 0
L(ηm)
γ 0 0 0 0
L(Fm)
αβγ 0 0 0 0
L(pm)
γ 0 0 0 0

 , (5.22)

with the operators

L(mm)
αγ = −∇rγmα −mγ∇rα , (5.23)

L(mst)
α = −st∇rα , (5.24)

L(mη)
α = −η∇rα , (5.25)

L(stm)
γ = −∇rγ st , (5.26)

L(ηm)
γ = −∇rγ η, (5.27)

L(mF )
αγε = (∇rα Fγε) +∇rµ Fµεδαγ , (5.28)

L(Fm)
αβγ = − (∇rγ Fαβ)+ Fµβ∇rµδαγ , (5.29)

L(mp)
α = −p′∇rα +∇rµR′µp′∇R

′

α , (5.30)

L(pm)
γ = −∇rγ p−∇Rγ Rµp∇rµ . (5.31)

where f ′ stands for f(ξ′) for any quantity f . It is emphasized that all differential operators,
specifically ∇r, ∇R, and ∇R′

in (5.23)–(5.31), act on everything to their right, also on
what will be multiplied to the right of L. The only exception to this rule is if the
differential operator together with its object of action is enclosed in parenthesis. The
same convention will be used in the remained of this chapter, i.e. also in Sec. 5.2.4.

It should be pointed out that for the Poisson operator (5.22)–(5.31) both the degen-
eracy condition (2.4a) and the anti-symmetry property (2.5a) are satisfied. Moreover, the
Jacobi identity (2.6) is satisfied as well, which can be proven as follows. In general, the
Poisson operator in the Eulerian setting is induced by a Poisson operator in the Lagrangian
setting [100]. Furthermore, it can be shown that the Jacobi identity in the Eulerian set-
ting is guaranteed by the Jacobi identity in the Lagrangian setting. This result is useful
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here, since it is much easier to check the Jacobi identity in the Lagrangian setting, where
the Poisson operator is almost trivial. Note that, with (5.27), it can be shown that the
material time derivative (Dt) of the specific configurational entropy density, η̂ = η/ρ, is
Dtη̂ = 0. Therefore, from a Lagrangian viewpoint, η does not participate in the reversible
dynamics. With respect to the verification of the Jacobi identity, the case with variables
(5.1) is thus identical with the one studied in [7], where the Jacobi identity has been
found to be satisfied.

Having an explicit form for the Poisson operator, and multiplying it with the gradient
of energy (5.4), one can write the reversible part (2.2)1 of the X -evolution equation in
the form

∂tmα|rev = −∇rγ (mαvγ) +∇rγ σ̂αγ , (5.32)

∂tst|rev = −∇rγ (stvγ) , (5.33)

∂tη|rev = −∇rγ (ηvγ) , (5.34)

∂tFαβ |rev = −vµ
(∇rµFαβ)+ Fµβ

(∇rµvα) , (5.35)

∂tp|rev = −∇rγ (pvγ)−∇Rγ
(
Rµp

(∇rµvγ)) , (5.36)

with the stress-like quantity

σ̂αγ =

(
u− Tst − (θ − T )η −

∫
p
δU

δp

∣∣∣∣
st,η,F

d6ξ

)
δαγ

+
δU

δFαε

∣∣∣∣
st,η,p

Fγε +
∫
pRγ

(
∇Rα

δU

δp

∣∣∣∣
st,η,F

)
d6ξ , (5.37)

as an extension of [7] with respect to the additional variable η. Here, u denotes the
density of internal energy per unit volume, containing contributions of both the elastomer
matrix and the filler particles. In view of (5.2), one therefore has U =

∫
u d3r. As will be

discussed further below, the relation (5.37) is not yet the complete Cauchy stress tensor,
particularly because the last particle-based contribution is not symmetric.

5.2.4 Irreversible dynamics

In this section, the irreversible contributions (2.2)2 to the X -evolution equations will be
discussed. In view of [7, 97], the irreversible dynamics can be split into dissipative and
non-dissipative parts. Specifically the viscoplastic deformation of glassy bridges [7] and
physical aging of glassy material [97] enter as dissipative contributions to the dynamics,
while non-affine deformation of the glassy network is represented by non-dissipative, but
still irreversible, dynamics (see [7] for a detailed discussion on this latter point).

5.2.4.1 Dissipative part: Viscoplastic deformation and physical aging

In order to formulate the dissipative dynamics within the GENERIC framework, one starts
from a factorization of the friction matrix [41]

M = CRC∗ , (5.38)
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with a symmetric and positive semi-definite matrix R, the operator C that represents the
so-called mechanical part, and its adjoint operator C∗. Here and in what follows, the
symbol ∗ stands for the adjoint operator. It is essential to note that the symmetry and
positive semi-definiteness of R automatically imply the corresponding conditions (2.5b)
and (2.5c) for the friction matrix M. By requiring

C∗ δE
δX = 0 , (5.39)

the degeneracy condition (2.4b) can be satisfied. It is emphasized that for these dissipative
contributions to the dynamics, the Onsager-symmetry is relevant, i.e. (2.5b) applies to
M, and an analogous condition follows for R.

Since two different dissipative processes, i.e. viscoplastic deformation and physical
aging of the glassy bridges, are to be modeled, one considers a matrix R of rank two, and
consequently C and C∗ are 2×5 and 5×2 (generalized) matrices, respectively. The focus
on these two dissipative processes implies that there will be two thermodynamic forces,
denoted by F =

(F∆,Fp
)
, and two corresponding thermodynamic fluxes, denoted by

J =
(J∆,J p

)
[29, 42].

If Newtonian viscous stresses are neglected, in analogy to [13], and since the total
deformation gradient describes purely affine kinematics, the evolution equations of both
m and F do not have any dissipative contributions. Therefore, it is reasonable to assume
that the first and fourth rows of C, and therefore the first and fourth columns of C∗, must
be zero. Hence, a reasonable ansatz for the operators C and C∗ is given by

C =


0 0(

1
T − 1

θ

) C(st)
γ

− 1
θ C(η)

γ

0 0
0 C(p)

γ

 , C∗ =
(

0
(

1
T − 1

θ

) − 1
θ 0 0

0 C∗(st)α C∗(η)
α 0 C∗(p)α

)
. (5.40)

The explicit form of the first row of C∗, and as consequence the first column of C, is
motivated by [97] in order to obtain the thermodynamic driving force for physical aging,
i.e. F∆ = (1/T − 1/θ). More explicitly, the process of physical aging goes on until the
configurational temperature θ approaches the kinetic temperature T , in which case the
thermodynamic driving force F∆ vanishes. Moreover, the given form of the first row of
C∗ satisfies the degeneracy condition (5.39).

In order to determine all other unknown elements of the operators C and C∗, one starts
with considering the evolution equation of the filler-particle arrangement p. While this
has been studied in [7] in the absence of aging, that procedure is adapted in this chapter
to account for physical aging. In view of the Liouville theorem [103], the (irreversible part
of the) evolution of p must have the form of the divergence of the thermodynamic flux,
namely

∂tp(r, ξ)|diss =
∫
δ(R−R′)

(
∇Q′

γ δ(Q−Q′)
)
J p
γ (ξ′) d6ξ′ , (5.41)

with the thermodynamic flux J p
γ for viscoplastic deformation. In view of the last row of
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C and the equation (5.41), one can explicitly determine C(p)
γ and its adjoint C∗(p)α [7],

C(p)
γ = δ (R−R′)

(
∇Q′

γ δ (Q−Q′)
)
, (5.42)

C∗(p)α = δ (R′ −R)
(∇Qα δ (Q′ −Q)

)
. (5.43)

Consequently, the degeneracy condition (5.39) applied to the second row of C∗ reads

C∗(st)α T + C∗(η)
α (θ − T ) = −

(
∇Qα

δU

δp

∣∣∣∣
st,η,F

)
. (5.44)

This condition, however, does not give a unique solution for the operators C∗(st)α and C∗(η)
α ,

but rather needs to be supplemented by an extra assumption. An intuitive assumption

is to adopt the case where both C∗(st)α and C∗(η)
α are proportional to the right-hand side

expression. Motivated by [97], where instead of the total entropy density as a dynamic
variable the entropy density of the kinetic subsystem is used (rendering the description

more “symmetric”), we choose the operators C∗(st)α and C∗(η)
α to be of the form

C∗(st)α = −
(
ϕ

T
+

(1− ϕ)
θ

)(
∇Qα

δU

δp

∣∣∣∣
st,η,F

)
, (5.45)

C∗(η)
α = − (1− ϕ)

θ

(
∇Qα

δU

δp

∣∣∣∣
st,η,F

)
, (5.46)

with an arbitrary function ϕ(X ). This specific choice satisfies the degeneracy condition

(5.44), and it switches off either the T - or the θ-contributions to C∗(st)α and C∗(η)
α for

ϕ = 0 or ϕ = 1, respectively, in analogy to [97]. Making use of the symmetry-condition
of M leads to

C(st)
γ = −

(
ϕ′

T
+

(1− ϕ′)
θ

)(
∇Q′

γ

δU

δp′

∣∣∣∣
st,η,F

)
, (5.47)

C(η)
γ = − (1− ϕ′)

θ

(
∇Q′

γ

δU

δp′

∣∣∣∣
st,η,F

)
. (5.48)

At this point, we have determined the operators C and C∗, and therefore one can calculate
the thermodynamic driving forces for physical aging (F∆) and viscoplastic deformation
of the glassy bridges (Fp), namely

F∆ =
1
T
− 1
θ

(5.49)

Fp = −
(
ϕ

T
+

(1− ϕ)
θ

)(
∇Qα

δU

δp

∣∣∣∣
st,η,F

)
. (5.50)

To obtain the thermodynamic flux J , first of all we use the decomposition R =
Rx + Rp, with contributions representative of the exchange between the kinetic and
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configurational subsystems (“x”) for the process of physical aging, and of viscoplastic
deformation (“p”) of the glassy bridges. Motivated by [97], one can express the operator
Rx in the following form

Rx =
(
µx 0
0 0

)
, (5.51)

with µx ≥ 0, which leads to the flux J x = RxF = (J∆,x, 0) with

J∆,x = µxF∆ = µx

(
1
T
− 1
θ

)
. (5.52)

Next, the formulation of viscoplastic deformation of the glassy bridges is considered. Since
the driving force Fp in (5.50) contains a term proportional to (1/T − 1/θ) as does F∆

in (5.49), one needs to allow in principle for a combination of both F∆ and Fp to obtain
the effective driving force for viscoplastic deformation, similarly to [97], which can be
represented by

Rp =
(
ωµ(ξ)
δαµ

)
λµν(ξ, ξ′)

(
ων(ξ′) δνγ

)
, (5.53)

where the symmetry and positive semi-definiteness of Rp requires the same for λµν .
With the ansatz (5.53), one can determine the fluxes, related to viscoplastic deformation,
namely J p = RpF = (J∆,p,J p,p) with

J∆,p = ωµJ p,p
µ , (5.54)

J p,p
α (ξ) =

∫
λαν(ξ, ξ′)Fp,eff

ν (ξ′) d6ξ′ , (5.55)

with the effective driving force

Fp,eff
α = ωαF∆ + Fp

α . (5.56)

Equation (5.54) relates the effective driving force to the current density in the filler-
particle arrangement space. Furthermore, relations (5.54) and (5.55) show that ωα plays
a twofold role. On the one hand it enters the effective driving force (5.56). On the
other hand, it leads to a non-zero contribution to the exchange between the kinetic and
configurational subsystems, (5.54), due to viscoplastic deformation. As will be discussed
below, the quantity ωα will become essential for modeling the so-called mechanical reju-
venation of the glassy bridges, i.e., the fluidization of the glassy bridges due to the applied
load, thereby affecting the macroscopic mechanical response of the entire nanocompos-
ite. The mechanical rejuvenation of bulk glassy polymers has been studied in detail, both
experimentally [69,72] as well as in modeling and simulation [79,80], and it has also been
incorporated previously in nanocomposite models in a non-thermodynamic manner [17,18].

Finally, collecting all dissipative contributions discussed above, the corresponding con-
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tributions to the evolution equations of X become

∂tmα|diss = 0 , (5.57)

∂tst|diss =
(

1
T
− 1
θ

)
J∆,x +

(
1
T
− 1
θ

)∫
J∆,p d6ξ

−
∫ (

ϕ

T
+

(1− ϕ)
θ

)(
∇Qγ

δU

δp

∣∣∣∣
st,η,F

)
J p,p
γ d6ξ ,

∂tη|diss = −1
θ
J∆,x − 1

θ

∫
J∆,pd6ξ

−
∫

(1− ϕ)
θ

(
∇Qγ

δU

δp

∣∣∣∣
st,η,F

)
J p,p
γ d6ξ , (5.58)

∂tFαβ |diss = 0 , (5.59)

∂tp|diss = −∇Qγ J p,p
γ , (5.60)

with the thermodynamic fluxes J∆,x, J∆,p and J p,p
γ , given by the expressions (5.52) and

(5.54)–(5.55), respectively. The set of equations (5.57)–(5.60) clearly shows the effects
of heat exchange between the two thermal subsystems (“x”) representative of physical
aging, and of viscoplastic deformation (“p”).

5.2.4.2 Non-dissipative part: Non-affine deformation

Finally, let us discuss the irreversible but non-dissipative contributions to the evolution of ξ.
In complete analogy to [7], the only reason to include such contributions is the observation
that the stress-like quantity (5.37) is not symmetric in general, e.g. if ∇R(δU/δp) is
proportional to R − Q (see below). However, it was argued in [7] that the symmetry
of the stress tensor can indeed be restored by excluding the anti-symmetric part of the
imposed velocity gradient from the last contribution to the p-evolution equation (5.36).
It is pointed out that, in contrast to the dissipative dynamics discussed in Sec. 5.2.4.1,
in this section the Onsager-symmetry (2.5b) must be replaced by the Casimir-symmetry,
namely MT = −M, leading to the absence of dissipation. The reader is referred to [29]
for the conceptual details on this issue, and for an example in complex fluids modeling.

To exclude the anti-symmetric part of the imposed velocity gradient from the last
contribution to the p-evolution equation (5.36), the following contribution to its evolution
needs to be added [7],

∂tp|non−a = −∇Rν
(

1
2
[
(∇rνvµ)− (∇rµvν)]Rµp) . (5.61)

As an extension to the case studied in [7], we consider the irreversible but non-dissipative
operator M̃ of the form

M̃ =


0 M̃(mst)

α M̃(mη)
α 0 M̃(mp)

α

M̃(stm)
γ 0 0 0 M̃(stp)

M̃(ηm)
γ 0 0 0 M̃(ηp)

0 0 0 0 0
M̃(pm)

γ M̃(pst) M̃(pη) 0 0

 , (5.62)
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where the structure of the third row is such, that the configurational entropy density of
the elastomer, η, is not altered, similarly to st. In view of the specific form of M̃ and

the entropy gradient (5.5), one can uniquely determine M̃(pst)
,

M̃(pst) = −1
2
(∇Rν Rµp) [(∇rνvµ)− (∇rµvν)] , (5.63)

in order to reproduce (5.61) [7]. Subsequently applying the degeneracy condition (2.4b)
to the last row of M̃ leads to

M̃(pm)
γ vγ + M̃(pst)T + M̃(pη)(θ − T ) = 0 . (5.64)

Requiring the same structure for M̃(pst) and M̃(pη), and consequently for M̃(pm)
γ vγ , one

finds

M̃(pm)
γ =

1
2
(∇Rν Rµp) (T + (θ − T )ζ)

[
δγµ∇rν − δγν∇rµ

]
, (5.65)

M̃(pη) = −1
2
(∇Rν Rµp) ζ [(∇rνvµ)− (∇rµvν)] , (5.66)

with an arbitrary function ζ of the variables X , ζ(X ). In order to obtain the operator
M̃(stp), we make use of the Casimir-symmetry condition, applied to (5.63), which results
in

M̃(stp) =
1
2

(
∇R′

ν R
′
µp
′
) [

(∇rνvµ)− (∇rµvν)] , (5.67)

M̃(stm)
γ = −1

2

∫
δU

δp

∣∣∣∣
st,η,F

(∇Rν Rµp) d6ξ
[
δγµ∇rν − δγν∇rµ

]
, (5.68)

where (5.68) was obtained by using the degeneracy condition (2.4b). Further, using
again the Casimir-symmetry for (5.66) followed by the the degeneracy condition (2.4b),
one obtains

M̃(ηp) =
1
2

(
∇R′

ν R
′
µp
′
)
ζ ′
[
(∇rνvµ)− (∇rµvν)] , (5.69)

M̃(ηm)
γ = −1

2

∫
δU

δp

∣∣∣∣
st,η,F

(∇Rν Rµp) ζ d6ξ
[
δγµ∇rν − δγν∇rµ

]
. (5.70)

Finally, applying the Casimir-symmetry condition to (5.68), (5.70) and (5.65), the re-
maining elements of M can be determined,

M̃(mst)
α = −1

2
[
δαµ∇rν − δαν∇rµ

] ∫ δU

δp

∣∣∣∣
st,η,F

(∇Rν Rµp) d6ξ , (5.71)

M̃(mη)
α = −1

2
[
δαµ∇rν − δαν∇rµ

] ∫
ζ
δU

δp

∣∣∣∣
st,η,F

(∇Rν Rµp) d6ξ , (5.72)

M̃(mp)
α =

1
2
[
δαµ∇rν − δαν∇rµ

]
(T + (θ − T )ζ ′)

(
∇R′

ν R
′
µp
′
)
. (5.73)

It can be shown that the first row of the matrix M̃ complies with the degeneracy condition
(2.4b), which completes the procedure of determining M̃.
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Summarizing the above, the contribution of non-affine dynamics to the evolution
equations of X can be written in the form

∂tmα|non−a =
1
2
∇rγ
[∫

pRα

(
∇Rγ

δU

δp

∣∣∣∣
st,η,F

)
d6ξ

−
∫
pRγ

(
∇Rα

δU

δp

∣∣∣∣
st,η,F

)
d6ξ

]
, (5.74)

∂tst|non−a = 0 , (5.75)

∂tη|non−a = 0 , (5.76)

∂tFαβ |non−a = 0 , (5.77)

∂tp|non−a = −1
2
(∇Rν Rµp) [(∇rνvµ)− (∇rµvν)] . (5.78)

It can be seen from (5.75) that the total entropy of the system is not affected by these ir-
reversible contributions, i.e. that the non-affine deformation implemented above is indeed
free of dissipation.

5.2.5 Final set of evolution equations

5.2.5.1 Entropy-based formulation

The complete set of evolution equations for X , (2.1), is obtained by adding the re-
versible contributions discussed in Sec. 5.2.3 and the irreversible contributions discussed
in Sec. 5.2.4.1 and Sec. 5.2.4.2, which leads to

∂tmα = −∇rγ (mαvγ) +∇rγσαγ , (5.79)

∂tst = −∇rγ (stvγ) +
(

1
T
− 1
θ

)
J∆,x +

(
1
T
− 1
θ

)∫
J∆,p d6ξ

−
∫ (

ϕ

T
+

(1− ϕ)
θ

)(
∇Qγ

δU

δp

∣∣∣∣
st,η,F

)
J p,p
γ d6ξ , (5.80)

∂tη = −∇rγ (ηvγ)− 1
θ
J∆,x − 1

θ

∫
J∆,p d6ξ

−
∫

(1− ϕ)
θ

(
∇Qγ

δU

δp

∣∣∣∣
st,η,F

)
J p,p
γ d6ξ , (5.81)

∂tFαβ = −vµ
(∇rµFαβ)+ Fµβ

(∇rµvα) , (5.82)

∂tp = −∇rγ (pvγ)−∇Rγ
(
pRµ

[∇rµvγ]sym)−∇Qγ J p,p
γ , (5.83)

with the stress tensor

σαγ =

(
u− Tst − (θ − T )η −

∫
p
δU

δp

∣∣∣∣
st,η,F

d6ξ

)
δαγ

+
δU

δFαε

∣∣∣∣
st,η,p

Fγε +
∫ [

pRγ

(
∇Rα

δU

δp

∣∣∣∣
st,η,F

)]sym

d6ξ , (5.84)
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and thermodynamic fluxes J∆,x, J∆,p and J p,p
γ , given by (5.52), (5.54) and (5.55),

respectively.
The Cauchy stress tensor (5.84) consists of (i) an isotropic pressure contribution due

to both the elastomer matrix and the glassy network (first term on the right-hand side
(r.h.s.)), (ii) a conventional anisotropic contribution of the elastomer matrix (second
term), and (iii) an anisotropic contribution of the glassy network (third term). The latter
is in agreement with statistical mechanics results [54, 104, 105] and formally corresponds
to what is used in polymer kinetic theory [29,38,39]. For the case of thermal equilibrium,
i.e. θ = T after long aging, this expression reduces to the one in [7]. Finally, it is noted
that the Cauchy stress tensor (5.84) is manifestly symmetric.

5.2.5.2 Temperature-based formulation

The choice of the total entropy density st and the elastomer configurational entropy den-
sity η as dynamic variables is convenient from a fundamental model-development view-
point. In practical applications, however, it is more convenient to work with temperatures.
To that end, one must re-express the expressions for the F - and p-derivatives of U , as well
as the time-evolution of the entropies st and η when using other dynamic variables than
(st, η). Under a transformation of variables (m, st, η,F , p)→ (m, T, θ,F , p), the inter-
nal energy becomes a functional of the form U = U [st[T, θ,F , p], η(T, θ,F ),F , p]. For
thermodynamic functions of the form (5.10) and (5.15), or (5.16) and (5.17), respectively,
one can show that derivatives of U with respect to F and p become

δU

δFγε

∣∣∣∣
st,η,p

=
δU

δFγε

∣∣∣∣
T,θ,p

− T δ(Sem −H)
δFγε

∣∣∣∣
T,θ

− θ δH

δFγε

∣∣∣∣
T,θ

, (5.85)

δU

δp

∣∣∣∣
st,η,F

=
δU

δp

∣∣∣∣
T,θ,F

− T δS

δp

∣∣∣∣
T,θ,F

, (5.86)

with H =
∫
η d3r. Therefore, when translating the dynamic model from an entropy-based

formulation to a temperature-based formulation, all occurrences of the derivatives on the
left-hand side (l.h.s.) of (5.85) and (5.86) need to be replaced by their corresponding
counter-parts on the r.h.s. of (5.85) and (5.86), respectively.

The expression (5.85) can be rationalized as follows: In terms of (T, θ,F , p), both
the internal energy U as well as the two partial entropies (kinetic and configurational) of
the elastomer matrix, Sem − H and H, depend on F . These entropy contributions are
combined with the internal energy by pre-multiplying them with the respective (kinetic
and configurational) temperature, similar to the expression for a Helmholtz free energy.
In contrast, in (5.86), the p-dependent contributions of both the internal energy and
the entropy are linked to neither the kinetic nor the configurational subsystems of the
elastomer matrix, and one might hence wonder how to combine the p-derivatives of the
energy and the entropy with each other. To that end, as the derivation of (5.86) also
shows, the relevant factor is the functional derivative of the internal energy U with respect
to st, which is in the first place equal to T1. For the special form of thermodynamic
potentials considered in this chapter, Sec. 5.2.2, T1 is equal to the kinetic temperature of
the elastomer matrix, T . In this sense, the expression (5.86) is not as asymmetric with
respect to the kinetic/configurational subsystems as it might seem on first sight.
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The time-evolution of st and η can be reformulated by remembering that S =
Sem[T, θ,F ] + Sp[p] and H = H[T, θ,F ], leading to

∂tst =
∂sem

∂T

∣∣∣∣
θ,F

∂tT +
∂sem

∂θ

∣∣∣∣
T,F

∂tθ +
∂sem

∂Fγε

∣∣∣∣
T,θ

∂tFγε

+
∫
δSp

δp
∂tp d

6ξ , (5.87)

∂tη =
∂η

∂T

∣∣∣∣
θ,F

∂tT +
∂η

∂θ

∣∣∣∣
T,F

∂tθ +
∂η

∂Fγε

∣∣∣∣
T,θ

∂tFγε . (5.88)

Substituting all the ingredients above, namely (5.85), (5.86), (5.87) and (5.88), into the
evolution equations for st and η, results in

sem,TDtT + sem,θDtθ =

[(
−st +

∫
δSp

δp
p d6ξ

)
δγµ − ∂sem

∂Fγε

∣∣∣∣
T,θ

Fµε

−
∫
p

[
Rµ

(
∇Rγ

δSp

δp

)]sym

d6ξ

](∇rµvγ)
+

∫
δSp

δp

(∇Qγ J p,p
γ

)
d6ξ +

(
1
T
− 1
θ

)
J∆,x

+
(

1
T
− 1
θ

)∫
J∆,p d6ξ

−
∫ (

ϕ

T
+

(1− ϕ)
θ

)[
∇Qγ

(
δU

δp

∣∣∣∣
T,θ,F

− T δS

δp

∣∣∣∣
T,θ,F

)]
J p,p
γ d6ξ ,

(5.89)

η,TDtT + η,θDtθ =

(
−ηδγµ − ∂η

∂Fγε

∣∣∣∣
T,θ

Fµε

)(∇rµvγ)
− 1

θ
J∆,x − 1

θ

∫
J∆,p d6ξ

−
∫

(1− ϕ)
θ

[
∇Qγ

(
δU

δp

∣∣∣∣
T,θ,F

− T δS

δp

∣∣∣∣
T,θ,F

)]
J p,p
γ d6ξ , (5.90)

with Dt = ∂t+vγ∇rγ the substantial (material) time-derivative, and with the abbreviations

sem,T =
∂sem

∂T

∣∣∣∣
θ,F

, sem,θ =
∂sem

∂θ

∣∣∣∣
T,F

, η,T =
∂η

∂T

∣∣∣∣
θ,F

, η,θ =
∂η

∂θ

∣∣∣∣
T,F

. (5.91)

In summary, the entropy-based model formulated in Sec. 5.2.5.1 takes the following form
when formulated in terms of temperatures. The momentum balance (5.79) remains valid.
The entropy evolution equations (5.80) and (5.81) are replaced by (5.89) and (5.90),
while the evolution equations for the deformation gradient (5.82) and for the filler-particle
arrangement (5.83) remain unchanged. In all of this, specifically in the stress tensor σαγ
(5.84) and the thermodynamic flux contributions J∆,x, J∆,p, J p,p

γ given by (5.52),
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(5.54), (5.55), respectively, the functional derivatives with respect to F and p are subject
to the replacements (5.85) and (5.86).

5.3 Specific system realization

5.3.1 Reduction on the level of evolution equations

In the procedure above, the model is formulated in terms of (i) evolution equations (5.79)–
(5.83) or its equivalent temperature-formulation, (ii) the constitutive expression for the
Cauchy stress tensor (5.84), and (iii) the thermodynamic fluxes (5.52), (5.54), (5.55). To
make this model material specific, choices need to be made for the internal energy U and
entropy S, the kinetic functions λαβ and µx, and the functions ϕ and ωα.

For illustration purposes, several assumptions will be made to simplify the model.
Particularly, it is assumed that the interaction of the two thermal subsystems, kinetic and
configurational, of the glassy elastomer material is negligibly small. This implies that each
subsystem entropy does not depend on the temperature of the other subsystem [79, 80].
Based on this, one can show that the temperature evolution equations (5.89) and (5.90)
can be written in the form

s,T DtT =

[(
−s− sp[p] +

∫
δSp

δp
p d6ξ

)
δγµ − ∂s

∂Fγε

∣∣∣∣
T,θ

Fµε

−
∫
p

[
Rµ

(
∇Rγ

δSp

δp

)]sym

d6ξ

](∇rµvγ)
+

1
T
µx

(
1
T
− 1
θ

)
+

1
T

∫ (
ω̌γ −

(
∇Qγ

δUp

δp

))
J p,p
γ d6ξ , (5.92)

η,θDtθ =

(
−ηδγµ − ∂η

∂Fγε

∣∣∣∣
T,θ

Fµε

)(∇rµvγ)
− 1

θ
µx

(
1
T
− 1
θ

)
− 1
θ

∫
ω̌γJ p,p

γ d6ξ , (5.93)

with the thermodynamic flux representative of viscoplastic deformation given by

J p,p
α (ξ) =

∫
λαγ(ξ, ξ′)

((
1
T
− 1
θ

)
ω̌γ(ξ′)− 1

T
∇Q′

γ

[
δUp

δp′
− T δSp

δp′

])
d6ξ′ , (5.94)

and the abbreviation

ω̌γ = ωγ + (1− ϕ)∇Qγ
(
δUp

δp
− T δSp

δp

)
. (5.95)

It should be noted that at thermal equilibrium, θ = T , and for ω̌γ = 0, the evolution
equation (5.92) for T is the same as the temperature equation in the earlier two-scale
model [7], where aging and mechanical rejuvenation has not been considered.

A physically meaningful choice for ω̌α can be made by considering the consequences
of mechanical rejuvenation in more detail [72]. For the modeling of the mechanical
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rejuvenation of bulk polymer glasses, it has been suggested that mechanical rejuvenation
leads to an increase of the configurational temperature [79, 80]. Transferring this to the
case of glassy bridges modeling in this chapter, implies that the last term on the right-hand
side of (5.93) must be positive semi-definite always. This can be achieved by specifying
ω̌α in such a way that the product ω̌αJ p,p

α is a quadratic form, specifically by

ω̌γ =
T

T + T(1− T
θ )
∇Qγ

(
δUp

δp
− T δSp

δp

)
, (5.96)

with a positive prefactor T. For simplicity, we choose T = θ, which in turn simplifies the
thermodynamic flux as well as the evolution equations significantly.

5.3.2 Specification of energy E and entropy S, and dissipative ma-
trix λ

For filler-particle contribution to the energy and entropy, we use the assumptions (5.16)–
(5.21) made in Sec. 5.2.2, specifically (see also [7])

Up[p] =
∫∫

pΦEd6ξd3r , (5.97)

Sp[p] = −
∫∫

p

(
ΦS

T
+ kB ln p

)
d6ξd3r . (5.98)

These expressions imply

∇Qγ
(
δUp

δp
− T δSp

δp

)
= ∇Qγ Φ + kBT

∇Qγ p
p

, (5.99)

which enters at several spots in the complete dynamic model, most prominently in the
stress tensor (5.84) and the viscoplastic deformation of the glassy bridges (5.94). The first
term on the r.h.s. of (5.99) is a deterministic force, while the second term is a statistical
contribution.

In the remainder of this chapter, a Hookean spring potential is used for the energy Φ(ξ)
associated with the mismatch between the current (R) and the load-free (Q) state [7],

Φ(ξ) = ΦE(ξ) + ΦS(ξ) =
1
2
k(R−Q)2 , (5.100)

with spring constant k. In this case, ∇Qγ Φ = k(Qγ − Rγ). Therefore, with the aid of
(5.99), one concludes that the deterministic contributions to both the filler-particle related
contribution to the stress tensor (5.84) as well as to the viscoplastic deformation (5.94)
vanish as the current state R becomes equal to the load-free state Q, as expected. This
leaves only the statistical contributions, related to the second term on the r.h.s. of (5.99),
in the stress tensor and the viscoplastic deformation.

The elastomer-matrix contribution to the energy and entropy,

Uem =
∫
uem(T, θ,F )d3r , (5.101)

Sem =
∫
sem(T, θ,F )d3r , (5.102)
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can be derived from the Helmholtz free energy aem by way of

uem = aem − T ∂aem

∂T
, sem = −∂aem

∂T
. (5.103)

As a slight extension of [7] with respect to a dependence on the configurational temper-
ature θ, we use for illustration purposes

aem =
Gem(T )

2
(J1 − 3− 2 lnJ) +

κem(T )
2

(ln J)2 + ρ aθ(θ) , (5.104)

where Gem and κem denote the T -dependent shear and bulk moduli, respectively, J1 =
tr(F> ·F ), and J = detF . It should be noted that the only θ-dependent contribution is
the last one on the r.h.s. of (5.104).

To specify the viscoplastic deformation of the glassy bridges, the dissipative matrix
λαβ in (5.94) needs to be specified. In complete analogy to [7], the following form is
adopted,

λαβ(ξ, ξ′) = δ(R−R′)δ(Q−Q′)θp
ζ
δαβ , (5.105)

with a friction coefficient ζ, with ζ > 0. The ansatz (5.105) implies that there is no
inherent material anisotropy, and the viscoplastic flux J p,p

α (ξ) depends on the driving
force only for ξ′ = ξ.

5.3.3 Resulting simplified model

Compilation of all of the model specifications discussed in Sec. 5.3.1 and Sec. 5.3.2,
and further assuming that one is interested in situations of constant kinetic temperature,
DtT = 0, the model reduces to

Dtθ = − 1
τR

(θ − T ) +
1
θη,θ

∫
p

kτα

(
k(Qγ −Rγ) + kBT

∇Qγ p
p

)2

d6ξ ,(5.106)

∂tp = −∇rγ (pvγ)−∇Rγ
([∇rµvγ]sym

Rµp
)

− ∇Qγ
[(
− 1
τα

(Qγ −Rγ) +
kBT

k

(
∇Qγ

1
τα

))
p

]
+ ∇Qγ ∇Qγ

(
kBT

kτα
p

)
, (5.107)

together with the evolution of the deformation gradient (5.82) and the momentum balance
(5.79). With the ansatz (5.104), the Cauchy stress tensor (5.84) takes the specific form

σαγ = (aem + κem ln J − 2nkBT ) δαγ +Gem (Bαγ − δαγ)

+
∫
p
[
Rγ
(∇RαΦ

)]sym
d6ξ , (5.108)

with n =
∫
pd6ξ the number density of representative pairs, and the left Cauchy-Green

strain tensor Bαγ = FαµFγµ. To obtain (5.108), the relations (5.85), (5.86), and (5.97)–
(5.99) have been employed. In the above, it has been used that, by virtue of the ansatz
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(5.104), the configurational entropy density per unit mass, η/ρ with η = −∂aem/∂θ|F ,T =
−ρ(daθ/dθ), is independent of F , which eventually results in the absence of (∇rµvγ)-
related contributions to (5.106). Furthermore, two relaxation times have been defined,
namely the time scale τR for the relaxation of the configurational temperature θ towards
T , and the time scale τα for the relaxation of the load-free state Q towards R,

τR =
Tθ2η,θ
µx

, (5.109)

τα =
ζ

k
. (5.110)

In all equations, the friction coefficient ζ is eliminated in favor of τα, and µx in favor of
τR.

For computational purposes, it is convenient to realize that the above Fokker-Planck
equation (5.107) can be translated into an equivalent system of stochastic differential
equations [39], specifically

dRγ =
[∇rµvγ]sym

Rµdt , (5.111)

dQγ = − 1
τα

(Qγ −Rγ)dt+
kBT

k

(
∇Qγ

1
τα

)
dt+

√
2kBT

kτα
dWtγ , (5.112)

which will be used for the numerical simulations in Sec. 5.4. The last term in (5.112) rep-
resents the fluctuating Brownian contributions, that add stochasticity to the Q-dynamics.
The symbol dWt stands for increments of Wiener processes [39], with average and vari-
ance

〈dWtα〉 = 0 , (5.113)

〈dWtαdWt′β〉 = δαβ δtt′ dt , (5.114)

respectively. In other words dWt represents white noise, being uncorrelated in time. It is
pointed out that the stochastic differential equations (5.112) are to be interpreted in the
Itô-sense [39], which is convenient for an explicit forward Euler integration of the system
of equations (5.111) and (5.112) in Sec. 5.4.

5.3.4 Relaxation processes

In the system of evolution equations presented in Sec. 5.3.3, the relaxation times τR and
τα require further specification, which is discussed in this section.

The relaxation time τα for the vectorQ contains all the information about temperature-
and load-dependence of the thermo-mechanics of the glassy bridges. To specify this de-
pendence, the procedures outlined in [17–19] are followed, as done in our earlier work [7],
and the reader is referred to those publications for further detail. At this point, the main
physical features encoded in τα are briefly summarized. If the elastomer matrix material
adheres well to the particle surface, the mobility of the elastomer chain segments decreases
as the filler-particle surface is approached, which can be captured phenomenologically by
an increase in the local glass-transition temperature. At a certain distance this increase
is such that even at room temperature there exists a glassy layer around the particles.
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Formally, the shift of glass transition temperature due to the fillers can be described
by Tg(z) = Tg,b(1 + β/z), where Tg,b stands for bulk glass transition temperature, β
accounts for the strength of the particle-matrix interaction, and z is the distance from
the particle surface [9, 10]. On the other hand, an applied dynamic load increases the
mobility of matrix material around filler particles, i.e., effectively resulting in a decrease
of the local glass transition temperature. Considering two particles with a local interpar-
ticle mechanical load Σloc and separated by a surface-to-surface distance |R| − d = 2z
with filler-particle diameter d, the glass transition temperature relevant for that respective
glassy bridge is given by [17, 18]

Tg(z,Σloc) = Tg,b

(
1 +

β

z

)
− Σloc

K
, (5.115)

where K relates the yield stress σy to the glass transition temperature Tg by way of
the relation σy = K(Tg − T ). Both K and β are material parameters that can be
experimentally measured.

In [7, 17, 18], a relation between the relaxation time τα and the local glass transition
temperature (5.115) has been employed. In this chapter, this relation is extended in
order to account for the configurational temperature θ, i.e., to account for the effects of
physical aging and mechanical rejuvenation. This is achieved by employing the Hodge-
Scherer equation [76, 106, 107]

τα = τg exp
[
−c1 c2(T − θ) + T (θ − Tg(z,Σloc))

T (c2 + θ − Tg(z,Σloc))

]
, (5.116)

with c1 and c2 the polymer-specific WLF parameters, and τg the relaxation time at T =
θ = Tg. It should be noted that the expression above for the relaxation time τα converges
to the conventional WLF law [108] at θ = T , in other words for a completely aged sample
the relaxation time is governed by the usual WLF law. As explained in [7], the scalar
measure Σloc for the local interparticle stress can be approximated by

Σloc =
√
|I2| , (5.117)

where I2 is the second invariant, namely I2 = (1/2)[(trΣ)2 − tr(Σ · Σ)], of the local
interparticle stress tensor

Σloc =
[
R∇RΦt

]
. (5.118)

For completeness, it is mentioned that Φt in (5.118) does not only contain the glassy-
bridge contribution specified in (5.100), but also a second contribution that represents
the elastomer matrix stress on the particle level; the reader is referred to Sec. 4.2 in [7]
for further details.

As far as the specification of the relaxation time τR is concerned, i.e., the approach
of the configurational (θ) to the kinetic (T ) temperature during physical aging, we refer
to [76]. In particular, there it was argued that τR shares the same type of relaxation as
that specified for τα in (5.116), with the only exception that the local interparticle load
is not included. Therefore,

τR = τ0
R exp

[
−c1 c2(T − θ) + T (θ − Tg(z, 0))

T (c2 + θ − Tg(z, 0))

]
, (5.119)

with τ0
R a constant, positive prefactor.
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5.4 Numerical solution

5.4.1 Coupling of micro-scale to macro-scale components

The numerical solution of the model summarized in Sec 5.3.3 is cumbersome. On the
one hand, there is an influence of the macroscopic state of the system, e.g. through the
temperature T and the imposed velocity field v on the microscopic dynamics (5.107),
or (5.111)–(5.112), respectively. On the other hand, the microscopic state enters the
evolution of the configurational temperature of the elastomer θ on the macroscopic scale
by way of the second term on the r.h.s. of (5.106). This is exactly the source of
complications when attempting to solve this coupled system of equations numerically, as
explained in the following.

As mentioned earlier, it is convenient to solve the configurational temperature evo-
lution (5.106) in combination with the stochastic differential equations (5.111)–(5.112),
rather than in combination with the Fokker-Planck equation (5.107). Specifically, (5.111)
is an ordinary differential equation, which in many cases might be solved analytically,
to determine the motion of vector R due to the imposed deformation. The vector Q,
that stands for a load-free particle configuration, is described by the stochastic differ-
ential equation (5.112). Inspecting the structure of both of these evolution equations
together with the fact that the Itô-calculus applies for their stochastic interpretation [39],
as mentioned in Sec. 5.3.3, one concludes that conventional numerical techniques can be
employed for solving (5.111)–(5.112) (see e.g. [39]). The situation, however, looks more
involved if one attempts to solve (5.111)–(5.112) simultaneously with (5.106), for the
following reason. The integral on the r.h.s. of (5.106) can be expressed as a series of
terms in powers of kBT , namely

I =
∫

p

kτα

(
k(Qγ −Rγ) + kBT

∇Qγ p
p

)2

d6ξ = I1 + I2 + I3 ≥ 0 , (5.120)

with the definitions

I1 = k

∫
1
τα

(Rγ −Qγ)2
p d6ξ , (5.121)

I2 = 2kBT

∫ [
(Rγ −Qγ)

(
∇Qγ

1
τα

)
− 3
τα

]
p d6ξ , (5.122)

I3 = − (kBT )2

k

∫ [
∇Q

(
1
τα
∇Q ln p

)]
p d6ξ . (5.123)

In the first two integrals, I1 and I2, the function p as such occurs as a multiplicative factor
in the integral. Denoting the respective integrand divided by p as as ik, i.e. Ik =

∫
ik p d

6ξ
for k = 1, 2, these integrals can be interpreted in terms of averages of ik with respect to
the microscopic filler-particle arrangement. From a simulation perspective, this means that
one could simulate a large number of realizations of R- and Q-dynamics, measure for each
of the realizations the quantity ik, and then averaging that over all realizations. This is
exactly the procedure used in the CONNFFESSIT (Calculation of Non-Newtonian Flow:
Finite Elements and Stochastic Simulation Techniques) approach [39, 109]. However,
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inspection of (5.123) makes clear that such a procedure can not be applied to I3, because
in this case one obtains i3 = −(k2

BT
2/k)∇Q (τ−1

α ∇Q ln p
)
, which can not be measured

for each realization individually but rather depends on the distribution of all realizations.
Therefore, the possibilities are to either search for a new technique that can deal with the
type of coupling represented in I3 or, alternatively, one tries to assess how significant the
contribution I3 to the entire integral I actually is.

5.4.2 Gaussian approximation

As it was mentioned in the previous section, the CONNFFESSIT approach can in general
not be applied to the model developed in this chapter due to the specific form of the
contribution I3, given in (5.123). However, one can attempt to estimate the relative
magnitude of the three contributions (5.121)–(5.123) to the total integral I (5.120),
under certain circumstances, which is the purpose of this section.

The specific case, for which a concrete calculation of the three contributions to (5.120)
can be performed is when the relaxation time τα does not depend on Q (and R). In
this case, the distribution corresponding to the Fokker-Planck equation (5.107), or the
corresponding stochastic differential equations (5.111)–(5.112), respectively, is Gaussian
[39]. Specifically, the Gaussian distribution can be written in the form

p(r, ξ) = N exp
{
−1

2
ξα Θ−1

αβ ξβ

}
, (5.124)

with normalization constant N = (2π)−3(det Θ)−1/2, and the symmetric positive semi-
definite matrix Θ, defined by

Θ =
〈
ξ ξ
〉

=
(〈RR〉 〈RQ〉
〈QR〉 〈QQ〉

)
, with 〈RQ〉 = 〈QR〉> . (5.125)

After straight-forward calculation one can show that

∇Qα ln p = λαε

(
µεγRγ −Qε

)
, (5.126)

with

λαε ≡
[
〈QQ〉 − 〈QR〉 · 〈RR〉−1 · 〈RQ〉

]−1

αε
, (5.127)

µεγ ≡ [〈QR〉 · 〈RR〉−1
]
εγ
. (5.128)

With the representation (5.126), all integrals Ik specified in (5.121)–(5.123) can be ex-
pressed in terms of the second moments (5.125),

I1 =
k

τα

(
〈RγRγ〉 − 2〈RγQγ〉+ 〈QγQγ〉

)
, (5.129)

I2 = −6kBT

τα
, (5.130)

I3 =
k2

BT
2

kτα
λγγ , (5.131)
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where λαε is given by (5.127).

For the simulations performed in Sec. 5.4.4, the relative importance of the three
contributions will be examined, with the goal to identify those conditions under which I3
can be neglected, and thus the CONNFFESSIT approach could be employed for solving
the dynamics of the model specified in Sec. 5.3.3 and Sec. 5.3.4.

5.4.3 Simulation setup and model parameters

Table 5.1: Parameters of the model. The values of the parameters correspond to particle
volume fraction φ = 0.4.

parameter symbol physical value

particle diameter d 2 · 10−8 m
number density of pairs n 1.05 · 1023 m−3

bulk glass transition temperature Tg,b 213 K
relaxation time τg 100 s
relaxation time of heat exchange τ0

R 74 s
temperature of the experiment T 263 K
distance-sensitivity parameter β 9 · 10−10 m
stress-sensitivity parameter K 2 · 10−20 J K−1

glassy spring constant k 1.94 N/m
elastomer spring constant kem k/50 (see [19])
WLF-constants C1, C2 12.8, 34 K
shear modulus elastomer Gem 106 Pa
heat capacity of configurational subsystem
of elastomer matrix

cθ = θη,θ 2.5 · 105 J m−3

In Sec. 5.3, we have made assumptions on the energy and entropy, as well as on the
dynamics of the glassy bridges and the heat exchange between the two thermal subsystems
of the elastomer matrix. To solve the model presented in Sec. 5.3.3 and Sec. 5.3.4
numerically, the CONNFFESSIT approach [39] is used, in order to obtain the stress-strain
response for isothermal conditions, i.e. DtT = 0, with physical aging and mechanical
rejuvenation. The CONNFFESSIT approach is chosen in anticipation of the outcome
that (see Sec. 5.4.4), for the conditions studied numerically in this chapter, I3 defined in
(5.123) can be neglected in comparison to the other contributions to (5.120).

The particle configuration used for the initial state is the same as was used in our earlier
publication [7], specifically the initial configuration corresponds to the unloaded state,
R = Q. In addition, the vector R is isotropically distributed, i.e. the length R = |R|
was sampled from a narrow distribution of the form w(R) ∝ (d− 〈R〉)2 − (R− 〈R〉)2 for
R ∈ [d, 2〈R〉−d]. This distribution has mean 〈R〉 = d/ 3

√
φ = 2.71 · 10−8m and standard

deviation
√〈R2〉 − 〈R〉2 = (〈R〉− d)/

√
5 = 3.2 · 10−9m for volume fraction φ = 0.4. To

this initial particle configuration, an oscillatory shear deformation is applied with a velocity
field of the form v = (v1, v2, v3) with components v1(r2, t) = γ̇(t)r2 and v2 ≡ v3 ≡ 0.
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The time-dependent imposed deformation is sinusoidal,

γ(t) = γ0 sin(ωt), (5.132)

with amplitude γ0 and angular frequency ω.

The parameters used for the numerical study are listed in Table 5.1, and are closely
related to those considered in [7] for particle volume fraction φ = 0.4. The matrix
material, in which the silica nanoparticles are uniformly dispersed, is a poly(ethyl acrylate)
matrix. All these parameters can be related to physical parameters, as explained in
[17]. In particular, the value we chose for the parameter β = 0.9 nm, which sets the
amplitude of the Tg-shift in the vicinity of the filler particles, corresponds to that measured
experimentally in [9,10]. In the simulations, the stress-induced shift in the glass transition
temperature (5.115) has been limited to ≤ 200 K, since above that value the system is
already plasticized (see also [18]). For numerical reasons, the range of the relaxation time
(5.116) has been limited to 0.01 s ≤ τα ≤ 100 s [19]. For the simulation presented below,
the initial relaxation time is equal to 〈τ init

α 〉 = τg.

The specific choice for the heat capacity of the configurational subsystem of the
elastomer matrix cθ = θη,θ needs to be explained, since this is an aspect of the model
that was absent in [7]. To determine its value, we have taken the corresponding value,
i.e. the heat capacity per unit mass ∆c = 0.25 Jg−1K−1, used in [80]. In contrast, in
this chapter, η is expressed per unit volume of the entire nanocomposite, and therefore
cθ = ρg ∆c, with ρg the mass density of glassy network per unit volume of the entire
nanocomposite. One can show that ρg = ρemφ[(1 + 2δ/d)3 − 1], where ρem represents
the mass density of elastomer matrix per unit volume of elastomer matrix, and δ is the
thickness of the glassy layer around the filler particle, that depends of temperature and
particle-matrix interaction. The value for cθ, listed in Table 5.1 corresponds to φ = 0.4,
d = 2 · 10−8m, δ = 3.834 · 10−9m and ρem = 1.52 · 106g m−3.

5.4.4 Assessment of the Gaussian approximation

Simulations have been performed in order to judge the relative importance of the three
contributions to the integral (5.120), which stands for the effect of mechanical rejuvena-
tion on the configurational temperature, see (5.106). To that end, simulations have been
performed, using the above specifications and for θ = T . Three simulations have been
conducted under oscillatory shear deformation with deformation amplitudes γ0 = 0.1,
γ0 = 0.2, and γ0 = 0.3. For each deformation amplitude, an intermediate frequency has
been chosen such that the material response shows both elastic as well as viscoplastic
contributions. At γ0 = 0.1, one finds |I1/I2| > 20 and |I2/I3| ' 11. When increasing
the amplitude to γ0 = 0.2, |I1/I2| > 65 and |I2/I3| ' 25. Finally, at the largest defor-
mation amplitude γ0 = 0.3, |I1/I2| > 63 and |I2/I3| ' 40. The conclusion is that, under
the conditions studied, the Gaussian approximation predicts I1 > I2 > I3, with factors of
order ten or more in between. This suggests that one might neglect the I3-contribution to
I. It should be emphasized, however, that this conclusion can only hold if the deformation
is sufficiently strong. Or, conversely, at equilibrium I3 must be of similar order of mag-
nitude like the other terms. This originates from the fact that the term in parenthesis in
(5.120) vanishes for the equilibrium distribution, according to (5.107). Therefore, I = 0
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Figure 5.1: Deformation protocol: To an initially aged sample, large amplitude oscillatory
deformation is applied (region I), followed by a deformation-free period of duration tw
(region II). Finally, after the waiting time tw, the mechanics of the sample is probed under
small amplitude oscillatory deformation (region III).

at equilibrium implies that I can not be dominated simply by I1, but rather that also I2
and I3 contribute significantly.

According to the Gaussian approximation, one may thus neglect the third contribution
I3 to the integral (5.120) when performing simulations at strong enough deformation. In
the following section, simulations are performed for γ0 = 0.3, for which the third integral
I3 is much smaller than the other two if the Gaussian approximation is used. To what
extent this implies that the third contribution I3 can be neglected also in the absence of
the Gaussian approximation, i.e. when performing CONNFFESSIT-type simulations, this
is discussed below.

5.4.5 Simulation of the Mullins effect

The main goal of this section is to perform a deformation protocol on the dynamic model
described in Sec. 5.3.3 and Sec. 5.3.4 that is typical to assess the Mullins effect. These
specific measurements are of interest because both physical aging and mechanical rejuve-
nation of the glassy bridges, as implemented in the configurational temperature evolution
(5.106), are relevant for the Mullins effect according to the protocol described in [17,18].
The deformation protocol contains the following components, also shown in Figure 5.1.
Starting with a state of mechanical equilibrium and with an aged state with θ ≥ T , large
amplitude oscillatory shear deformation is applied. It is anticipated that this results in the
mechanical rejuvenation of the nanocomposite (region I). This is followed by letting the
system at rest for a certain waiting period tw (region II). Finally, the linear viscoelastic
properties are measured (region III), and the effect of the waiting time tw is studied.
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5.4.5.1 Mechanical rejuvenation (regime I)

Mechanical rejuvenation is represented by the second term on the r.h.s. of the configura-
tional temperature evolution (5.106), namely in terms of I given by (5.120). It can thus
be anticipated that, upon the application of substantial deformation, the configurational
temperature θ will increase with increasing time of deformation, by virtue of I ≥ 0 (see
(5.120)). More specifically, the rate of change of θ in (5.106) consists of two contributions
with different signs. On the one hand, according to the first term on the r.h.s. of (5.106),
the difference of temperatures always leads to decrease of θ to T , for θ ≥ T . On the
other hand, according to the second term on the r.h.s. of (5.106), the deformation always
leads to an increase of θ, due to the mechanical rejuvenation, I ≥ 0. Therefore, there
is a competition between physical aging and mechanical rejuvenation. This fact one can
use to determine the yet undetermined prefactor τ0

R in (5.119), such that under certain
loading conditions, θ approaches the local glass transition temperature from below, but
does not surpass it as the deformation is continued for a prolonged period of time, i.e.
a steady state is reached. By performing several simulations, we have determined the
parameter τ0

R such that the θ asymptotically approaches the statistical average of the
initial (in the undeformed configuration) local glass transition temperature, 〈T init

g (z, 0)〉,
for γ0 = 0.3 and ω = 20 s−1. For this deformation protocol, the corresponding shear
stress, the configurational temperature, and the first and second integrals (I1 and I2) are
shown in Fig. 5.2.

With respect to these simulations in regime I of Fig. 5.1, the reader is reminded of
the Gaussian approximation considerations in Sec. 5.4.4 that lead us to conclude that the
contribution I3 to I in (5.120) can be neglected, specifically also for the conditions studied
above, γ0 = 0.3 and ω = 20 s−1. In the absence of the Gaussian approximation, the error
introduced by neglecting I3 can not be assessed easily. However, one can instead study
the relative importance of the first two contributions, I1 and I2, and compare that to the
prediction for the Gaussian approximation. This would serve, partly, as an a posteriori
justification for using the CONNFFESSIT approach. As we can see from Fig. 5.2(c), even
at the early stages of deformation, I1 dominates over I2, while as we will see later on, this
statement does not hold for smaller deformation rates. When the system goes towards
the regime of an oscillatory steady-state, the value of I1 is significantly larger than I2.
This can be quantified in terms of the time averages of these two integrals, 〈I1〉 and 〈I2〉,
and specifically their ratio 〈I2〉/〈I1〉 can be used as a measure of the applicability of our
numerical approach. In short, the numerical approach gets more trustworthy the smaller
the ratio 〈I2〉/〈I1〉, while the numerical approach is erroneous if I1 + I2 is negative, since
I in (5.120) is based on a quadratic form and should thus be positive semi-definite. For
the particular case simulated for the mechanical rejuvenation in region I with γ0 = 0.3 and
ω = 20 s−1, one obtains 〈I1〉 = 4.1 · 106N m s−1 and 〈I2〉 = 9.7 · 104N m s−1, resulting
in 〈I2〉/〈I1〉 = 0.024, which, in combination with the finding I1 + I2 > 0, suggests that
the CONNFFESSIT approach may be used, because it seems admissible to neglect I3.

Varying the frequency ω of the applied load, one can also see its influence on the
evolution of θ. Specifically, one finds 〈I2〉/〈I1〉 = 0.022 and I1 + I2 > 0 for ω = 15 s−1

(Fig. 5.3), and 〈I2〉/〈I1〉 = 0.014 and I1 + I2 > 0 for ω = 10 s−1 (Fig. 5.4). However,
for the lowest frequency studied, ω = 5 s−1 (Fig. 5.5), one observes that I1 + I2 becomes
temporarily negative, which is inadmissible. This clearly indicates that the CONNFFESSIT
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approach must not be used under these loading conditions.
From these simulation results, one concludes in general that the configurational tem-

perature of the glassy bridges is increased due to mechanical rejuvenation, as expected. In
other words, to some extent, the thermal history is erased. This effect is more significant
the stronger the applied deformation.

5.4.5.2 Aging (regime II)

In order to discuss the physical aging in the undeformed state, one can not employ the
CONNFFESSIT approach, because in this regime it is not appropriate to neglect the
contribution I3 to (5.120), as discussed earlier. Instead, the evolution equations for the
configurational temperature (5.106) and for the filler-particle arrangement (5.107) are
studied in a qualitative manner.

At the beginning of region II, p is in a non-equilibrium state, however, it will relax
towards the equilibrium state over a period of the order of τα. As this relaxation takes
place, the mechanical rejuvenation contribution, i.e. the second contribution on the r.h.s.
of (5.106), continuously decreases in magnitude until it vanishes at thermal equilibrium.
Simultaneously, the configurational temperature decays from its value θ > T at the
beginning of region II towards T with increasing waiting time tw, i.e. ∂θ/∂tw < 0. In
view of the concrete form of relaxation time τα in (5.116), one can show that a decrease
of θ results in an increase of τα. In turn, this implies that τα increases with increasing
waiting time, i.e. with increasing age, ∂τα/∂tw > 0.

5.4.5.3 Probing the linear response (regime III)

In this regime, the linear response of the material is probed, particularly in terms of the
storage modulus G′ [110]. The Mullins effect then means that, at a fixed frequency,
the storage modulus G′ increases with waiting time tw [17, 18]. The goal is to examine
whether the model in this chapter shows such behavior. Similarly to Sec. 5.4.5.2, also in
this case of linear oscillatory deformation it is not appropriate to use the CONNFFESSIT
approach for a numerical study of the Mullins effect. Therefore, we seek a qualitative
understanding of the Mullins effect for the model in this chapter.

As discussed in Sec. 5.4.5.2, the relaxation time τα increases with increasing waiting
time tw, and a similar statement also holds for the relaxation time τR. This can be used
in an argument about the Mullins effect as follows. In general, the storage modulus is an
increasing function of frequency. If one assumes for illustration purposes that the storage
modulus depends just on a single relaxation time, denoted by τ in the sequel, the storage
modulus can be written in the form G′(ω, τ) = G′0f(ωτ) with df(x)/dx > 0 and G′0 > 0.
One then finds

sign

(
∂G′

∂tw

∣∣∣∣
ω

)
= sign

(
∂G′

∂τ

∣∣∣∣
ω

)
= sign

(
∂G′

∂(ωτ)

)
= sign

(
df

dx

)
= 1 , (5.133)

where in the first equality we have used ∂τ/∂tw > 0. Therefore, one has proven that
the storage modulus G′ at a fixed frequency increases with waiting time tw, i.e., as the
systems ages physically.
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Figure 5.2: Oscillatory deformation for ten cycles, for deformation amplitude γ0 = 0.3
and frequency ω = 20 s−1. Shear stress σxy as a function of the applied shear strain (a).
Configurational temperature θ (b), and the quantities I1/cθ and I2/cθ (see (5.121) and
(5.122)) (c), as functions of time. The dashed line in (b) denotes the statistical average
of the initial local glass transition temperature, 〈T init

g (z, 0)〉.
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Figure 5.3: Oscillatory deformation for ten cycles, for deformation amplitude γ0 = 0.3
and frequency ω = 15 s−1. Shear stress σxy as a function of the applied shear strain (a).
Configurational temperature θ (b), and the quantities I1/cθ and I2/cθ (see (5.121) and
(5.122)) (c), as functions of time. The dashed line in (b) denotes the statistical average
of the initial local glass transition temperature, 〈T init

g (z, 0)〉.
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Figure 5.4: Oscillatory deformation for ten cycles, for deformation amplitude γ0 = 0.3
and frequency ω = 10 s−1. Shear stress σxy as a function of the applied shear strain (a).
Configurational temperature θ (b), and the quantities I1/cθ and I2/cθ (see (5.121) and
(5.122)) (c), as functions of time. The dashed line in (b) denotes the statistical average
of the initial local glass transition temperature, 〈T init

g (z, 0)〉.
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Figure 5.5: Oscillatory deformation for ten cycles, for deformation amplitude γ0 = 0.3
and frequency ω = 5 s−1. Shear stress σxy as a function of the applied shear strain (a).
Configurational temperature θ (b), and the quantities I1/cθ and I2/cθ (see (5.121) and
(5.122)) (c), as functions of time. The dashed line in (b) denotes the statistical average
of the initial local glass transition temperature, 〈T init

g (z, 0)〉.
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In summary, it can be said that the model presented in this chapter carries the features
necessary to describe the Mullins effect according to the protocol described in [17,18], for
hard-particle filled elastomer nanocomposites. However, due to the numerical limitations
discussed above, only the regime I with the large-amplitude deformation could be assessed
numerically, while regime II and III have been studied in a qualitative manner. It is clearly
desirable to extend the numerical studies also to these two regimes in the future.

5.5 Conclusions

By applying nonequilibrium thermodynamics in the form of the General Equation for
the Non-Equilibrium Reversible-Irreversible Coupling (GENERIC), a concurrent two-scale
model was developed to describe the nonlinear elasto-viscoplastic mechanical behavior of
elastomers filled with hard nanoparticles. In particular, the major part of the work was de-
voted to incorporating the physical aging of the interparticle glassy material, which leads
to the Mullins effect. Doing so, the nanocomposite model developed in [7] is naturally
extended by the thermodynamic modeling of physical aging and mechanical rejuvenation,
that was studied for bulk glassy materials in [97, 102]. The extension is based on the
idea that the glassy interparticle amorphous system is considered as a sum of kinetic and
configurational subsystems, and characterized by their specific entropies or equivalent
temperatures, for which the evolution equations are formulated. Specifically, the evolu-
tion equation for the configurational temperature consists of two parts, representative of
physical aging and mechanical rejuvenation, respectively.

The developed model has been studied numerically under oscillatory deformation. A
deformation protocol [17, 18] has been used to examine the Mullins effect, and it was
found that the model presented in this chapter carries the features necessary to describe
the Mullins effect.

With respect to the aging dynamics implemented in the above model, it must be
pointed out that the evolution for the configurational temperature has its limitations.
Considering a sample with θ > T (e.g. after a rapid quench to a low temperature), the
contributions to the θ-evolution representative of physical aging and mechanical rejuve-
nation have opposite sign. By choosing the prefactor in the expression of τR, one can
actually tune the limit to which θ can possibly increase due to mechanical rejuvenation,
under certain loading conditions. In this sense, there is a coupling between this prefactor
to τR and the loading condition, which seems unphysical. It is left as a task for future
research to address this issue.

It was discussed that the numerical solution of the mutually coupled two-scale model
is cumbersome. Specifically, the effect of mechanical rejuvenation on the configurational
temperature of the matrix material contribution depends in an intricate way on the filler-
particle arrangement. This dependence is of a type that makes it impossible, in general, to
use the CONNFFESSIT approach for the numerical solution. In order to estimate the sig-
nificance of the problematic contribution in comparison to other contributions, a Gaussian
approximation was used. It turned out that under strong deformation, the problematic
term can actually be neglected, and the quality of this approximation has been assessed
in an accurate way. However, the limits of this numerical approximation are evident;
particularly at small deformations and at equilibrium it is inappropriate. Therefore, this
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poses a task for the community of computational physics for the near future. Solving this
issue is not only relevant for the specific work presented in this chapter. More importantly,
it can be envisioned that, as part of the ever increasing research activity in the field of
multiscale materials modeling, other models of a similar kind will be developed that await
to be solved with adequate numerical tools.



Chapter 6

Conclusions and outlook

6.1 Conclusions

In this thesis, the mechanics of elastomers filled with hard nanoparticles was considered
from a fundamental thermodynamic point of view. By applying the general equation for
the non-equilibrium reversible-irreversible coupling (GENERIC) of nonequilibrium thermo-
dynamics [27–29], a concurrent dynamic two-scale model was formulated to describe the
nonlinear amplitude- and rate-dependent mechanical behavior of this class of nanocom-
posites, including the prominent Payne effect [2, 17–19] and Mullins effect [3–5]. The
analytical model was translated into a numerical scheme, in order to perform a quantita-
tive analysis, as well as to validate the proposed approach in comparison to others in the
literature. To be specific:

In Chapter 2, the two scales, namely the macroscopic continuum scale where the
mechanical deformation is applied was coupled with the level of the filler particles. This
resulted in (i) a closed system of evolution equations for the momentum density, the
temperature, the total macroscopic deformation gradient, and the particle-pair distribu-
tion function, all formulated in an Eulerian setting, and (ii) constitutive relations for the
Cauchy stress tensor and for the viscoplastic flow rule on the level of the filler particles.
The filler particle structure is represented by a representative particle-pair only, since one
of the main goals of this thesis is the formulation of a compact and thus highly efficient
model. Particularly, the particle pair is described by the current particle separation vector
that deforms (pseudo-) affinely due to the imposed macroscopic deformation. This is
supplemented by the separation vector of the corresponding force-free state that contin-
uously relaxes towards the current state. While the form of the macroscopic evolution
equations is commonly known to the general theories of elasticity and hydrodynamics,
the evolution equation for the particle-pair distribution function and the constitutive re-
lations are essential results of the GENERIC framework for coupling the two levels of
description. The macroscopic deformation, particularly the gradient of the macroscopic
velocity field, enters the evolution equation for the particle-pair distribution function on
the microscopic scale, thereby achieving the macro→micro coupling. This deformation
will result in unbalanced forces between the particles which in turn has two ramifications.
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On the one hand, the particle arrangement relaxes towards a force-free state, which is
incorporated in the microscopic dynamics of the model. On the other hand, the forces on
the microscopic particle level enter the Cauchy-stress tensor on the macroscopic scale, in
terms of a Kramers-Kirkwood type expression [54], which constitutes the micro→macro
coupling. The formulated model can be applied to systems with relatively high particle
volume fraction (0.2 . φ . 0.4), since the modeling approach essentially builds on the
overlap of the glassy layers around the filler particles, i.e. on the existence of glassy bridges
between filler particles. The two-scale model was translated into a numerical Brownian
dynamics scheme to examine its response for large amplitude oscillatory shear deforma-
tion. It was observed that the non-linear storage modulus decreases significantly when
increasing the deformation amplitude, which is known as the Payne effect. This result can
be rationalized by noticing that the imposed deformation leads to interparticle stresses
that in turn decrease the local glass transition temperature and thereby the glassy bridges
weaken. To validate the proposed model, it was compared with the many-particle model
published in [17,18]. While the stress-strain response of these two approaches agree quite
well for a wide regime of applied deformation, a marked difference is observed for very
large deformation amplitudes. This difference is a result of heterogeneity (local crowding)
on the particle level, which can be captured in a many-particle approach, however which
is absent in the representative particle-pair approach developed in this thesis.

In Chapter 3, the elasto-viscoplasticity of amorphous solids was modeled with a focus
on the effect of physical aging on the mechanical response. This research line was initi-
ated for the following reason. After the strain-softening of a hard-particle filled elastomer
nanocomposite due to large amplitude oscillatory deformation (Payne effect), the subse-
quent recovery of the storage modulus is related to the physical aging of the interparticle
glassy material. In order to include this effect in an appropriate way in the model devel-
oped in Chapter 2, the research in Chapter 3 was undertaken to model the physical aging
of bulk glassy materials. The approach adopted for the corresponding modeling was based
on the concept of two-subsystem thermodynamics [74, 79, 80]. Due to this concept the
entire amorphous system can be considered as a sum of two subsystems, i.e. the kinetic
(vibrational) one with fast dynamics around local energy minima, and a configurational
one with relatively slow dynamics representative of the transitions between different min-
ima across energy barriers. Introducing the kinetic and configurational entropy densities of
each subsystem, their evolution equations as well as those of the momentum density and
of the elastic part of a deformation gradient have been derived by applying the GENERIC
framework. It was found that the way in which the dissipated energy due to viscoplas-
tic deformation is distributed between the two thermal subsystems is controlled by some
tensor-valued function, which couples the kinetic and configurational subsystems in the
irreversible dynamics. Specifically, it was found that this tensor-valued coupling function
dictates the form of mechanical rejuvenation in amorphous solids.

In Chapter 4, the model developed in Chapter 3 was extended to allow for a most
general coupling of the two thermal subsystems of bulk glassy solids also in the reversible
dynamics. In particular, the nonzero coupling in the reversible parts of the subsystem
entropy evolution equations was formulated using the GENERIC framework. Similar to
Chapter 3, also in the case of reversible dynamics the coupling of the two thermal subsys-
tems is achieved by a tensor-valued function. Two main conclusions about this coupling
emerged. First, the tensor-valued coupling function resulted in an extra contribution to
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the Cauchy stress tensor, rendering the stress tensor hypoelastic rather than hyperelastic.
Second, the Hamiltonian structure of the reversible dynamics in GENERIC in the form
of the Jacobi identity [27, 29] imposes severe constraints on the possible choice of the
tensor-valued coupling function. Finally, having available the model with two general
tensor-valued functions for the subsystem coupling in the reversible and irreversible dy-
namics, respectively, a detailed comparison with other approaches known in the literature
was made. It was found that there is to date no consensus on the proper choice of the
two tensor-valued coupling functions.

Finally, in Chapter 5, the two-scale model formulated in Chapter 2, has been extended
in order to account for the Mullins effect. This extension is achieved by combining the
two-scale model developed in Chapter 2 with the two-subsystem thermodynamics for ag-
ing amorphous solids studied in Chapters 3 and 4, using the GENERIC framework. The
resulting model consists of a closed set of evolution equations for the momentum den-
sity, the entropy densities of the two thermal subsystems, the total deformation gradient,
and the particle-pair distribution function. Furthermore, the constitutive relation for the
Cauchy stress tensor was derived. Since the entropy densities are not convenient to work
with in practical applications of the model, the dynamic model was reformulated in terms
of kinetic and configurational temperatures, specific to each of the thermal subsystems.
The proposed set of evolution equations together with the constitutive relations have
been translated to a numerical scheme. However, due to the coupling of the microscopic
and macroscopic dynamics in the presence of physical aging and mechanical rejuvenation,
it is not possible to use Brownian dynamics simulations in combination with the CON-
NFFESSIT approach [39, 109] in general for arbitrary deformations. The complication
arises from how the dissipative filler-particle dynamics gives rise to an increase in the
configurational temperature, representative of mechanical rejuvenation. However, it was
shown that under conditions of strong imposed deformation, this two-scale coupling can
be approximated in a way that makes it manageable for the CONNFFESSIT approach.
Performing numerical simulations for large amplitude oscillatory shear deformation, the
Mullins effect was investigated. It was found the the model contains the features necessary
to describe both the Payne effect and the Mullins effect.

6.2 Outlook

The work presented in this thesis can in principle be divided into two parts. The first
part concerns the two-scale modeling of hard-particle filled elastomer nanocomposites
where an important aspect is the proper thermodynamic coupling of the macroscopic and
microscopic scales. The second part discusses the modeling of the physical aging and
mechanical rejuvenation of bulk amorphous solids. Correspondingly, one can think of two
different groups of research questions for further investigation.

Two-scale modeling of hard-particle filled elastomer nanocomposites

• As it was already mentioned in Sec. 2, one of main ingredients of the two-scale
model is the total entropy, that includes also the contribution due to the filler
particle distribution. The expression related to the filler particle distribution can be
formulated in a standard form if one considers the distribution function of either
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only one or all particles, respectively, however for any particle number in between
it is not straight forward, which is relevant for the case of a representative particle
pair. The situation in this thesis is even more complicated, since the representative
particle pair is characterized by two vectors describing the current and the force-
free states, respectively. In Sec. 2, it was discussed in what sense the entropy of
such a particle pair can be interpret similarly to a dumbbell model. It is, however,
desirable to further investigate the entropy expression in more detail, because it will
eventually affect the entire two-scale model.

• In the developed two-scale model, the interparticle relaxation mechanism has a
significant influence on the macroscopic response. The corresponding relaxation
time depends strongly on the surface-to-surface distance and the local stress between
two neighboring particles. In the current formulation of the model, only a single
particle-pair is considered. Doing so, one disregards the fact that each particle
has in principle several neighbors, which leads to a distribution of relaxation times
relevant for that one center particle. It would be interesting to study how this
distribution in the particle-pair relaxation time can be taken into account, possibly
by a modification of the existing two-scale model.

• The two-scale model developed in this thesis (Sec. 2 and Sec. 5) is built on
the assumption that the desired microscopic physics can be captured by consider-
ing just a single representative particle pair. This implies that only systems with
a relatively homogeneous particle distribution can be described. However, often
nanometer-sized filler particles are far from homogeneously dispersed but rather
they are clustered in agglomerates, and furthermore local crowding may occur at
strong deformation. Both of these aspects are supposed to have a significant effect
on the mechanical response of the nanocomposite. Therefore, as for future research
one might consider inhomogeneous filler-particle arrangements.

• The evolution equation for the configurational temperature θ contains two contribu-
tions representative of physical aging and mechanical rejuvenation. While the first
contribution represents the relaxation of θ towards the kinetic temperature T , the
mechanical rejuvenation works to permanently increase θ. It is by the balance of
these two contributions that a stationary θ is obtained during ongoing mechanical
deformation. This implies that the stronger the mechanical deformation the higher
is the stationary value for θ. It seems that this is unphysical, specifically if θ reaches
temperatures significantly above the glass transition temperature, and therefore the
proposed model should be revised in this respect.

• In Sec. 5, the numerical solution of the two-scale model was discussed, with the
aging dynamics included. It was found that the CONNFFESSIT technique can be
applied only for relatively strong deformations, since in this case the problematic
term in the micro-macro coupling, i.e. in the evolution equation for the configura-
tional temperature, can be omitted. However, this significantly limits the applica-
bility of this numerical technique. Therefore, there is a need for an extension of the
CONNFFESSIT approach or for the development of an even different technique, to
be able to study the model for a wider range of applied deformations, in particular
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with small deformation amplitudes. It is anticipated that such extension of the nu-
merical techniques is not only useful for the model in this thesis, but also for other
models with a comparable structure of the micro-macro coupling.

• In the developed two-scale model, the dynamics of the microstructure is represented
by the Fokker-Planck equation for the particle distribution function p, or equivalently
by the system of stochastic differential equations for structural variables. Since
the numerical solution of this model is challenging particularly in macroscopically
inhomogeneous situations, one can think of model reduction. For example, the
presented model could be reduced to a coupled set of evolution equations for the
moments of the distribution function. Such a mean-field approximation might be
more convenient for practical purposes.

Two-subsystem thermo-mechanics for the aging and mechanical rejuvenation of bulk
amorphous solids

• In Sec. 3 and Sec. 4, a general model to account for the effects of physical aging
and mechanical rejuvenation in amorphous solids was developed. In particular, the
nontrivial coupling between two thermal subsystems, i.e. kinetic and configura-
tional, in the reversible and irreversible dynamics was considered. These couplings
are represented in the form of two tensor-valued functions that must comply with
thermodynamic criteria encoded into the GENERIC framework, e.g. with the Jacobi
identity of reversible dynamics. While these criteria help to assess the admissibil-
ity of the tensor-valued coupling functions, there is only limited physical intuition
on how they should be chosen concretely. It is interesting to attempt to get a
deeper understanding about the physical meaning and concrete forms of the two
tensor-valued coupling functions by microscopic considerations, i.e. in terms of
characteristic features on the level of the constituent microscopic particles.





Appendix A

Details about calculations in Chapter 2

A.1 Calculation of the Poisson operator L
Given the set of state variables X , one can specify the meaning of the sign �, used in
Sec. 2.2, that in general implies integrations. The state variables X in (2.11) depend on
spatial position r and internal configuration ξ. On the one hand, the Poisson operator and
friction matrix depend in general on both r and r′ (r′ is different from r), i.e. L(r, r′),
M(r, r′). The evolution equation (2.1) thus implies that ∂tX (r) is affected not only by
the driving forces at the same space point r, but also by the driving forces at any other
points r′. However, for local field theories, there are only contributions for r = r′, and
therefore no integration is needed, i.e., both the Poisson operator and the friction matrix
vanish for any r′ 6= r. The situation is different for the variable ξ in (2.12) describing
the internal configuration, as can be seen by the following argument. The momentum
balance equation has the form ∂tm(r) = −∇r · [m(r)v(r)] +∇r · σ(r). Here the stress
tensor σ depends implicitly on the variable ξ through the distribution function p(r, ξ),
which implies that an integration over the variable ξ occurs, in the sense of an averaging
operation. One thus concludes that � implies an integration over internal configurations,
and therefore the Poisson operator and the friction matrix depend in general on both ξ and
ξ′, L = L(r, ξ, ξ′) and M = M(r, ξ, ξ′). Therefore, the time evolution equation (2.1)
can be written in the more explicite form

∂t Xi(r, ξ) =
∫
Lij(r, ξ, ξ′) δE

δXj(r, ξ′)d6ξ′ +
∫
Mij(r, ξ, ξ′)

δS

δXj(r, ξ′)d6ξ′, (A.1)

where the indices i and j refer to state variables in the set X . We are thus dealing with
a field theory that is local with respect to the macroscopic position r, but non-local with
respect to the internal configuration ξ.

To simplify notation in this work, we are going to use the following notation. Since the
general evolution equation (A.1) is local in terms of r, the argument r is omitted, except
in special cases. As for the dependence of a function f on the internal configuration ξ,
we use the shorthand notation f = f(ξ), f ′ = f(ξ′), f ′′ = f(ξ′′), and f ′′′ = f(ξ′′′),
respectively, unless the explicit notation with arguments is required for clarity.
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Following the arguments given in Sec 2.3.3, and using the result obtained in [29, 32],
one can show that the Poisson operator takes the form

L[X ] =


L(mm)(r) L(mT )(r) L(mF )(r) L(mp)(r, ξ′)
L(Tm)(r) 0 0 0
L(Fm)(r) 0 0 0
L(pm)(r, ξ) 0 0 0

 , (A.2)

with

L(mm)
αγ ≡ −∇rγmα −mγ∇rα , (A.3a)

L(mF )
αγε ≡ (∇rα Fγε) +∇rµ Fµε δαγ , (A.3b)

L(Fm)
αβγ ≡ −

(∇rγ Fαβ)+ Fµβ ∇rµδαγ , (A.3c)

L(mp)
α ≡ −p′∇rα +∇rµR′µ p′∇R

′

α , (A.3d)

L(pm)
γ ≡ −∇rγ p−∇Rγ Rµ p∇rµ . (A.3e)

Here, it should be pointed out that all∇-operators occurring in (A.3) act also on functions
multiplied to L from the right (e.g. δE/δX ), except when enclosed in parentheses like
(∇rf(r)), where ∇r acts only on the function f(r) enclosed in the parentheses.

The two yet unspecified elements L(mT ) and L(Tm) can be determined by using the
degeneracy condition (2.4a) and the antisymmetry condition (2.5a). From the degeneracy
condition (2.4a) it follows

L(mT )
α

δS

δT
+ L(mF )

αγε

δS

δFγε
+
∫
Q2
L(mp)
α

δS

δp′
d6ξ′ = 0 , (A.4)

where we have used δS/δm = 0. Note, that without violating the degeneracy condition,
we can add a term of the form f(X )∇rα1 to (2.4a), with any arbitrary function f (since

∇rα1 = 0). This implies that L(mT )
α can only be determined up to an additive operator

of the form f(X )∇rα (δS/δT )−1. However, requiring that the entropy evolution equation
assumes the form

∂t s = −∇rγ (s vγ) , (A.5)

renders the element L(mT )
α unique, namely

L(mT )
α ≡ [∇rα T ]−∇rα(δSδT

)−1

s−∇rµ Fµε
δS

δFαε

(
δS

δT

)−1

+ ∇rα
∫
Q2
p′
δS

δp′

(
δS

δT

)−1

d6ξ′

− ∇rµ
∫
Q2
p′R′µ

(
∇R′

α

δS

δp′

)(
δS

δT

)−1

d6ξ′ . (A.7)

Use has been made of the relation (in analogy to Eq. (14) in [111])

∇ra =
δA

δT
(∇rT ) +

δA

δF
: (∇rF ) +

Z
Q2

δA

δp
(∇rp) d6ξ , (A.6)

for a functional A[T,F , p] with spatial density a, A =
R
ad3r.
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The L(Tm)-entry can be determined by way of the antisymmetry of Poisson operator,
leading to

L(Tm)
γ ≡ − [∇rγ T ]− (δSδT

)−1

s∇rγ −
δS

δFγν

(
δS

δT

)−1

Fκν∇rκ

+
∫
Q2

δS

δp′

(
δS

δT

)−1

p′d6ξ′∇rγ

−
∫
Q2
p′R′µ

(
∇R′

γ

δS

δp′

)(
δS

δT

)−1

d6ξ′∇rµ . (A.8)

So far we have respected all GENERIC conditions when specifying the Poisson oper-
ator, except the Jacobi identity (2.6). To check the Jacobi identity, it is useful to note
that a transformation of dynamical variables does not affect the Jacobi identity. Partic-
ularly, it can be shown that the Poisson operator is considerably simplified when using
X ′ = {m, s,F , p} instead of X = {m, T,F , p}. Using the X ′-formulation, the Jacobi
identity can be checked and verified analytically, by a lengthy but straightforward calcu-
lation. For a computer-code to symbolically calculate the Jacobi identity, the reader is
referred to [112].

A.2 Calculation of the friction matrix M

A.2.1 Dissipative matrix M̄
In this appendix, the elements of C in the decomposition (2.23) are determined. To
that end, the reader is reminded (as in (A.1)) that the symbol � in (2.23) also implies
integrations, and therefore the explicit form of (2.23) is given by

M̄ij(r, ξ, ξ′) =
∫∫
Q2
Cik(r, ξ, ξ′′)Dkn(r, ξ′′, ξ′′′) C∗nj(r, ξ′′′, ξ′) d6ξ′′d6ξ′′′ . (A.9)

Since the relaxation dynamics, J , of the unloaded state Q toward the current state R
originates from the viscoplastic deformation of glassy material and hence involves friction-
related, dissipative effects, the temperature of the system will be affected by J . In view
of the complete set of variables X = {m, T,F , p}, the general operator C in (2.27) thus
assumes the form

C =
(
0 • 0 •)> , C∗ =

(
0 •∗ 0 •∗) , (A.10)

with adjoint operator C∗. The symbol • denotes yet unknown elements, that are deter-
mined as follows. The p-evolution equation (2.29) can be re-written in the form

∂t p(r, ξ)|relax =
∫
Q2
δ(R−R′′)

[
∇Q′′

γ δ(Q−Q′′)
]
J ′′γd6ξ′′, (A.11)

which, in view of (2.27) and the ansatz (A.10), leads to

C(p)
γ = δ(R−R′′)

[
∇Q′′

γ δ(Q−Q′′)
]
, (A.12a)

C∗(p)α = δ(R′ −R′′′)
[
∇Q′′′

α δ(Q′ −Q′′′)
]
, (A.12b)
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with C∗(p)α the operator-adjoint of C(p)
γ . Then, the degeneracy condition (2.24) can be

used to specify C(T )∗
α ,

C∗(T )
α = −

[
∇Q′′′

α

δU

δp′′′

](
δU

δT

)−1

, (A.13a)

C(T )
γ = −

[
∇Q′′

γ

δU

δp′′

](
δU

δT

)−1

, (A.13b)

with C(T )
γ the operator-adjoint of C∗(T )

α . It should be mentioned that, similarly to the

discussion in relation to (A.4), a term of the form f(X )∇rα (δU/δT )−1 could be added

to C∗(T )
α without violating the degeneracy condition, with an arbitrary function f(X ).

However, it can be shown that such a contribution leads to heat conduction [34], in
which we are not interested in this work, as stated earlier. Finally, the explicit form of C
and C∗ is given by

C =


0

−
[
∇Q′′

γ

δU

δp′′

](
δU

δT

)−1

0
δ(R−R′′)

[
∇Q′′

γ δ(Q−Q′′)
]

 , (A.14a)

C∗ =

(
0, −

[
∇Q′′′

α

δU

δp′′′

](
δU

δT

)−1

, 0, δ(R′ −R′′′)
[
∇Q′′′

α δ(Q′ −Q′′′)
])

. (A.14b)

In turn, the thermodynamic driving force (2.25) assumes the form

F ′′′α = − 1
Θ

[
∇Q′′′

α

δA

δp′′′

]
, (A.15)

where the abbreviation (2.20b) has been used. Once a relation for a symmetric and
positive semi-definite D is specified, the expression for the thermodynamic flux (2.26) is
known.

A.2.2 Antisymmetric contribution M̃
Following the discussion in Sec.2.3.4.2 and in analogy to pp. 119 - 120 in [29], one can
show that the non-affine contribution M̃ can be written in the form

M̃[X ] =


0 M̃(mT )(r) 0 M̃(mp)(r, ξ′)

M̃(Tm)(r) 0 0 M̃(Tp)(r, ξ′)
0 0 0 0

M̃(pm)(r, ξ) M̃(pT )(r, ξ) 0 0

 . (A.16)

For the construction of all components, we start by assuming that the antisymmetry of
the stress tensor is related to the rotational component in the applied flow field, i.e. to

This assumption is not only plausible, but it can also be verified to hold true in hindsight, based on
the complete model.
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the antisymmetric contribution to the velocity gradient, ∇rv. In order to eliminate the
rotational effects of the flow field, we strive to replace the velocity gradient in (2.18d) by
its symmetric part. This is achieved by adding to the dynamics of the structural variable
p (2.18d) an additional contribution in the irreversible part, specifically accounting for the
non-affinity with

∂t p|non-a = −∇Rν
(

1
2

[
(∇rνvµ)− (∇rµvν)]Rµp) . (A.17)

The identification of the elements in M̃ is done as follows. Since δS/δm = 0, one
can use (A.17) to determine M̃(pT ) by virtue of ∂tp|non-a = M̃(pT )(δS/δT ), from which
M̃(pm) follows by using the degeneracy condition (2.4b). Consecutively, M̃(Tp) and
M̃(mp) follow from the condition of antisymmetry of M̃. Again using the degeneracy
condition (2.4b) leads to M̃(Tm) and M̃(mT ). It must be mentioned that at two points
of this procedure a non-uniqueness of the elements of M̃ arises, leading to four possible
solutions. However, when requiring that M̃(Tm) and M̃(mT ) are such that the entire
M̃ is antisymmetric (which has not yet been enforced), only one of the four solutions
remains, and is hence unique, namely

M̃(mT )
α = −1

2
[
δαµ∇rν − δαν∇rµ

](δS
δT

)−1 ∫
Q2

δU

δp′

(
∇R′

ν R
′
µ p
′
)

d6ξ′ , (A.18a)

M̃(mp)
α =

1
2
[
δαµ∇rν − δαν∇rµ

]
Θ
(
∇R′

ν R
′
µ p
′
)
, (A.18b)

M̃(Tm)
γ = −1

2

(
δS

δT

)−1 ∫
Q2

δU

δp′

(
∇R′

ν R
′
µ p
′
)

d6ξ′
[
δγµ∇rν − δγν∇rµ

]
, (A.18c)

M̃(Tp) =
1
2

(
δS

δT

)−1(
∇R′

ν R
′
µ p
′
)[

(∇rνvµ)− (∇rµvν)] , (A.18d)

M̃(pm)
γ (r, ξ) =

1
2

Θ
(∇Rν Rµ p)[δγµ∇rν − δγν∇rµ] , (A.18e)

M̃(pT )(r, ξ) = −1
2

(
δS

δT

)−1(∇Rν Rµ p)[(∇rνvµ)− (∇rµvν)] . (A.18f)

A.3 Configurational entropy

In this Appendix, the expression for the entropy functional S in terms of the structural
variable p is discussed. While the use of the p ln p-expression is commonly accepted for
the case that p is the 1- or N -particle distribution function of an N -particle system, the
situation is less obvious for the model discussed in this study. In our case, p depends on
two vectors, namely R and Q, where both of them are difference vectors between two
particles. However, due to translation invariance, in terms of degrees of freedom the pair
(R,Q) can be seen as representing the absolute positions of two particles. The question

For analogous procedures to reduce from particle positions to difference vectors in polymer kinetic
theory, the reader is referred to p. 108 in [38] and Sec. 4.3 in [29].
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is thus how the entropy can be represented in terms of the 2-particle distribution function,
for which we closely follow the developments in [113] in the following.

Consider a system wit N interacting particles with phase space coordinates Γ =
(x1,x2, . . . ,xN ) ≡ (xN ). The probability density for N particles to be at point Γ (at
time t) is denoted by f (N)(Γ) and satisfies the normalization condition [113],∫

· · ·
∫
f (N)(Γ)dxN = 1 . (A.19)

Based on (A.19), one can introduce the reduced 1- and 2-particle distributions, respec-
tively, as

f (1)(x1) = N

∫
· · ·
∫
f (N)(xN ) dx2 . . . dxN , (A.20a)

f (2)(x1,x2) = N(N − 1)
∫
· · ·
∫
f (N)(xN ) dx3 . . . dxN . (A.20b)

In [113], the entropy has been calculated neglecting higher than 2-particle correlations.
The result can be written in the form (see [113] for details),

S − Seq

kB
= (N − 2)

∫
f (1)(x1) ln

f (1)(x1)

f
(1)
eq (x1)

dx1

− 1
2

∫∫
f (2)(x1,x2) ln

f (2)(x1,x2)

f
(2)
eq (x1,x2)

dx1dx2 . (A.21)

with kB the Boltzmann constant, and “eq” denoting the equilibrium quantities. It was
noticed by Wallace earlier that entropy expressions of this type are well-convergent for
dense fluids (see p. 2283 in [114]). Moreover, using computer simulations, it was shown
in [115] that the 3-particle (and higher-order) terms are small in comparison to the 1-
particle and 2-particle terms. Relations closely related to (A.21) are often used in the
literature, e.g. [115–118].

Taking into account that

f (1)(x1) = (N − 1)−1

∫
f (2)(x1,x2) dx2 (A.22)

based on (A.20), it is manifest that the 2-particle distribution contains also the 1-particle
distribution. Therefore, choosing the 2-particle distribution function as the modeling
quantity automatically allows to also account for the 1-particle contributions in (A.21).
However, when seeking to describe the dynamics of such a f (2)-model that involves the
maximization of entropy, the driving force

δ(S/kB)
δf (2)(x1,x2)

=
1
2
N − 2
N − 1

(
ln
f (1)(x1)

f
(1)
eq (x1)

+ 1 + ln
f (1)(x2)

f
(1)
eq (x2)

+ 1

)

− 1
2

(
ln
f (2)(x1,x2)

f
(2)
eq (x1,x2)

+ 1

)
(A.23)
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contains mean-field type effects in the form of f (1) being an integral of f (2). One can
anticipate that the final evolution equation for f (2) will contain these mean-field contri-
butions as well, and it can be shown that one deals effectly with a Fokker-Planck equation
for f (2) with mean-field effects. Since the purpose of Sec. 2.4 is to only give an illustrative
example of the general model, the above issues of the entropy expression are not examined
any further in this work, but rather left as a topic for further studies. It is pointed out that
Fokker-Planck equations with mean-field effects need special care in their interpretation,
and the reader is also referred to [119] for more details.

A.4 Spring constant and representative particle - pair
number density

First, an estimate is given for the value of the number density of particle pairs, n, which
has been introduced in Sec. 2.3.1, Eq. (2.10). We begin with the relationship between
pair number density, n, and the particle number density m (both are considered per unit
volume)

n =
mp

2
, (A.24)

with p the average number of neighboring particles per particle. In the following, both m
and p, and thus n, will be related to the volume fraction φ.

For the particle number density m of spherical particles of diameter d, one finds readily

m =
6φ
πd3

. (A.25)

For the pair number density n, we proceed as follows. A particle 1 is considered to be a
neighbor of another particle 2 if any fraction of particle 1 is located closer than a certain
distance l/2 from the center-of-mass of particle 2. Considering a sphere of radius l/2 of
volume Vl, the (given) volume fraction can be expressed in the form φ = NlVp/Vl, with
Vp the volume of a single particle and Nl the number (including fractions) of particles
contained in the sphere volume Vl. Using Vp/Vl = (d/l)3, one obtains Nl = φ (l/d)3,
and thus the number of neighboring particles is given by p = Nl − 1,

p = φ

(
l

d

)3

− 1 . (A.26)

Combining the particle number density (A.25) with the average number of neighboring
particles (A.26), the average number density of particle pairs becomes

n =
3
π

φ

d3

(
φ

(
l

d

)3

− 1

)
, (A.27)

which is complete once a choice for the length l has been made.
Knowing the number density of particle pairs, n, we are able to calculate the value of

spring constant k, as follows. As it was discussed in Sec. 2.3.1, the spring constant depends
on the connectivity, and thus on n. Let us consider the stress tensor at equilibrium. For
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simplicity, only the glassy-bridge contribution to the stress tensor is considered, and since
the force on each particle in mechanical equilibrium vanishes, one obtains

σαβ,eq =
∫
Q2
p
[
Rα
(∇Rβ Φ(ξ)

)]sym
d6ξ

∣∣∣∣
eq

≡ 0. (A.28)

Perturbing the equilibrium position R by a small amount δR, the first order change in
the stress tensor takes the form

δ σαβ =
∫
Q2
p
[
Rα
(∇Rµ∇Rβ Φ(ξ)

)
eq
δRµ

]sym

d6ξ

∣∣∣∣
eq

. (A.29)

Using a (shear) perturbation of the form δR = ε ·R with ε the linear strain tensor, and
in view of the form (2.38) of the potential Φ, (A.29) becomes

δ σαβ =
k n

3
〈|R|2〉eqεαβ . (A.30)

where we have used the split (2.9), and 〈RαRν〉eq = (1/3)〈|R|2〉eqδαν . Relation (A.30)
can be set equal to δ σαβ = Gcomp εαβ , with Gcomp strictly speaking the shear modulus
of the glassy-bridge network. However, since the modulus of the “underlying” matrix
material in the rubbery state is much smaller than that of the glassy material [48], one
may approximate the modulus of the glassy-bridge network by that of the entire composite.
One thus obtains the following relation for the spring constant,

k =
3Gcomp

n〈|R|2〉eq
=

πd

3
√
φ
(
φ
(
l
d

)3 − 1
) Gcomp , (A.31)

where in the second equality the relation (A.27) and the estimate 〈|R|2〉eq ' d2/φ2/3 for
the square of the average neighbour distance has been used. For the case that two particles
are called neighbors if their surface-to-surface distance is smaller than d/2 (meaning
l/2 = d), one obtains

k =
πd

3
√
φ (8φ− 1)

Gcomp . (A.32)
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[98] H. C. Öttinger. Modeling complex fluids with a tensor and a scalar as structural
variables. Rev. Mex. F́ıs., 48 Suppl. 1:220–229, 2002.

[99] I. Kolvin and E. Bouchbinder. Simple nonlinear equation for structural relaxation
in glasses. Phys. Rev. E, 86:010501(R), 2012.

[100] A. N. Beris and B. J. Edwards. Thermodynamics of Flowing Systems: with Internal
Microstructure. Oxford University Press, New York, 1994.

[101] L. Mullins. Permanent set in vulcanized rubber. India Rubber World, 120:63–66,
1949.



122 Bibliography

[102] M. Semkiv, P. D. Anderson, and M. Hütter. Two-subsystem thermodynamics for
the mechanics of aging amorphous solids. Continuum Mech. Thermodyn., 2016.
paper is submitted.

[103] J. W. Gibbs. On the Fundamental Formula of Statistical Mechanics, with Applica-
tions to Astronomy and Thermodynamics. Salem Press, 1885.

[104] H. J. Kreuzer. Nonequilibrium Thermodynamics and its Statistical Foundations.
Clarendon Press, Oxford, 1981.

[105] D. J. Evans and G. P. Morriss. Statistical Mechanics of Nonequilibrium Liquids.
Academic Press, London, 1990.

[106] G. Adam and J. H. Gibbs. On the temperature dependence of cooperative relaxation
properties in glass-forming liquids. J. Chem. Phys., 43:139–146, 1965.

[107] I. M. Hodge. Effects of annealing and prior history on enthalpy relaxation in
glassy polymers. 6. Adam-Gibbs formulation of nonlinearity. Macromolecules,
20(11):2897–2908, 1987.

[108] J. D. Ferry. Viscoelastic Properties of Polymers. John Wiley and Sons, 1980.
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Tweeschalige modellering van gevulde - elastomeerme-
chanica

In de productie van banden worden harde nanodeeltjes verspreid in een elastomeerma-
trix ter verbetering van de mechanische eigenschappen van de band. Door de aanwezigheid
van de vullerdeeltjes vertoont de resulterende nanocomposiet gedrag dat onbekend is
voor het ongevuld elastomeer, namelijk het prominente Payne effect (een significante af-
name van de elasticiteitsmodulus onder oscillerende afschuiving met grote amplitude),
het Mullins effect (na het stoppen van een grote opgelegde deformatie, neemt de elas-
ticiteitsmodulus weer toe met de wachttijd), en een significant toegenomen breukenergie.
Deze fenomenen vinden hun oorsprong in het bestaan van gëımmobiliseerd matrixma-
teriaal rondom de vullerdeeltjes, i.e. zogenaamde glasachtige lagen, zoals ondersteund
wordt door experimentele (bijv. Nuclear Magnetic Resonance) en numerieke (Molecular
Dynamics en Monte Carlo simulaties) studies. In het bijzonder kunnen de glasachtige
lagen van verschillende deeltjes overlappen voor een voldoende hoge volumefractie van
de vullerdeeltjes, wat resulteert in zogenaamde glasachtige bruggen en daarmee in de
formatie van een glasachtig netwerk. Dit netwerk strekt zich uit over de rubberachtige
matrix en leidt uiteindelijk tot nanocomposiet-specifiek mechanisch gedrag. Verscheidene
modelleerbenaderingen in de literatuur berusten grotendeels op representatieve volume-
elementen met grote aantallen deeltjes, wat deze benaderingen buitensporig duur maakt
voor macroscopisch inhomogene deformaties. Ter verlichting van dit probleem is het doel
van deze thesis:

“Formulering van een zeer efficiënt tweeschalig model dat het transiënt niet-lineair
mechanisch gedrag van silica-gevulde elastomeren effectief beschrijft in termen
van microstructuren processen”.

Ter formulering van een dynamisch model dat twee niveaus van beschrijving in reken-
ing brengt, evenals de wederzijdse koppeling ertussen, is er een abstracte procedure nodig.
In deze thesis wordt niet-evenwichtsthermodynamica gebruikt voor dat doeleinde, in het
bijzonder het “General Equation for the Non-Equilibrium Reversible-Irreversible Coupling
(GENERIC)” framework. Dit resulteert in een set evolutievergelijkingen die de macro-
scopische vrijheidsgraden (de impulsdichtheid, de temperatuur of de entropie, en de de-
formatiegradiënt) koppelen aan de evolutie van de microstructuur. Dat laatste wordt
vertegenwoordigd door slechts één representatief (naburig) deeltjespaar, aangezien de
meest essentiële bijdrage van de dynamica op deeltjesniveau aan de macroscopische re-
spons haar oorsprong vindt in de interactie van naburige deeltjes. De voornaamste vo-
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ordelen van het gebruik van het GENERIC framework zijn de formulering van het effect
van de macroscopische deformatie op de dynamica van de microstructuur (macro → mi-
cro koppeling), evenals de specificatie van de constitutieve relatie voor de macroscopische
spanningstensor die bëınvloed wordt door de rangschikking van de vullerdeeltjes (micro
→ macro koppeling).

Hoewel het bovengenoemd model voor het beschrijven van het niet-lineair visco-
elastisch materiaalgedrag goed werkt gedurende relatief korte tijdsperiodes, heeft het
echter beperkte validiteit gedurende lange tijdsperiodes. Dit komt doordat het ma-
trixmateriaal rondom de vullerdeeltjes, die in een glasachtige staat zijn, fysieke ver-
oudering vertoont in de tijd, wat resulteert in een toenemende waarde van de elas-
ticiteitsmodulus en uiteindelijk het Mullins effect. Voordat de fysieke veroudering van
de glasachtige bruggen in rekening gebracht wordt in het tweeschalig model, wordt eerst
de veroudering van glasachtige polymeren bestudeerd vanuit het perspectief van niet-
evenwichtsthermodynamica. Voor dat doeleinde wordt het concept van kinetische en
configuratie subsystemen uit de literatuur toegepast en uitgebreid, wat het beschrijven
van relaxatie/equilibratie van verschillende structurele eigenschappen op verschillende ti-
jdschalen mogelijk maakt. Op deze manier worden zowel fysieke veroudering als mech-
anische verjonging beschreven. Daarnaast wordt er gevonden dat de spanningstensor in
dit soort systemen van hypo- in plaats van hyperelastische aard is. Na het bestuderen
van de fysieke veroudering van glasachtige polymeren wordt het tweeschalig nanocom-
posietmodel uitgebreid om de fysieke veroudering van de glasachtige bruggen in rekening
te brengen.

Tenslotte wordt de microschaalcomponent (deeltjesniveau) van het tweeschalig nano-
composietmodel vertaald van een Fokker-Planck vergelijking naar stochastische differen-
tiaalvergelijkingen, en daarna gëımplementeerd in een Brownian Dynamics type simulati-
eschema. Onder een opgelegde oscillerende afschuiving met grote amplitude wordt de
niet-lineariteit van het visco-elastisch mechanisch gedrag numeriek beschouwd. In het
bijzonder wordt er gevonden dat (i) het voorgesteld tweeschalig model de bekende Payne
en Mullins effecten vertoont, en dat (ii) het ‘representatief-paar’ concept een adequate
representatie is van het systeem met grote aantallen deeltjes bij kleine en gematigde
deformatieamplitudes.

Ter conclusie kunnen de voornaamste prestaties van deze PhD studie als volgt samen-
gevat worden:

• Een zeer efficiënt en thermodynamisch kloppend tweeschalig model is ontwikkeld
voor het beschrijven van het niet-lineair visco-elastisch gedrag van elastomeren die
gevuld zijn met harde nanodeeltjes, die leiden tot de bekende Payne en Mullins
effecten, die gebaseerd zijn op microscopische principes.

• Vergelijking met simulaties met grote aantallen deeltjes in de literatuur toont dat
het ‘representatief-paar’ concept dat ontwikkeld is in deze thesis een adequate ver-
eenvoudiging vertegenwoordigd, met name voor kleine en gematigde rek.

• Het voordeel van het gebruik van het voorgesteld ‘representatief-paar’ model in
plaats van de tegenhanger met grote aantallen deeltjes ligt in de significante verlag-
ing van de rekentijd met meerdere ordegroottes. Dit maakt het ‘representatief-paar’
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model geschikt voor berekeningen die gebaseerd zijn op RVE in macroscopisch in-
homogene FEM-berekeningen.
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