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1
Introduction

In this thesis, several novel switching mechanisms for magnetic random-access

memory (MRAM) are investigated. This introductory chapter discusses the in-

volved physics at a basic level, and provides a contemporary context to underline

the technological relevance of the presented work. First, a brief overview of his-

toric and contemporary computer memories is presented. This serves to illustrate

the opportunities and challenges that exist in MRAM development today, involv-

ing a trade-off between cost, density, and performance. Subsequently, the physical

concepts involved in reading, writing and storing information in MRAM cells are

introduced. These concepts are by now well-established, and reveal an inherent

challenge in creating ever smaller memory cells while maintaining stability and

durability. In this thesis, this challenge is addressed by exploring novel switch-

ing mechanisms, which will be briefly introduced here. Finally, an overview of the

remainder of this thesis is presented.

1.1 Contemporary memory technologies

Memory is a vital part of any computer, complementing logic operations with the

ability to buffer intermediate results and store input and output data. Since the

early days of computing, two distinct types of computer memory have been used:

quickly accessible volatile memory and slower non-volatile memory which retains

information in the power-off state. The earliest electronic computers used various

types of vacuum tubes for volatile storage, storing information in the form of electric

charge. Non-volatile memory came in the form of paper sheets, until magnetic

alternatives were developed. These early magnetic memories stored information in

1



2 Chapter 1. Introduction

Table 1.1: Comparison of key memory characteristics in existing and emerging random-
access memory technologies. Technology abbreviations are explained in the text. ‘End.’
is short for endurance (write cycles before breakdown), ‘R/W’ denotes read/write time.
Adapted from Ref. [1].

Technology End. R/W (ns) Density Other

SRAM ∞ < 1 Low Volatile, standby power
DRAM ∞ 30 Medium Volatile, standby power
Flash (NOR) 105 100 / 103 Medium High write voltage / power
Flash (NAND) 105 100 / 106 High High write voltage / power
FeRAM 1014 30 Low Destructive read-out
RRAM 109 1 - 100 High Complex mechanism
PCM 109 10 / 100 High Operating T < 125 ◦C
STT-MRAM ∞ 2 - 30 Medium Low read signal

a ferromagnetic coating on a large cylinder (drum memory) or in tiny magnetic

rings (core memory), laying the foundation for the modern hard-disk drive (HDD)

and random-access memory (RAM), respectively.

Despite the success of particular memory types in certain decades, a truly univer-

sal memory has never been discovered. Rather, today’s memory market comprises

a myriad of established and upcoming technologies1–6, competing for specific ap-

plications in a trade-off between cost, density, and performance. To introduce the

reader to this field, a short overview of contemporary technologies is presented in

this section.

Currently, computers make use of Static and Dynamic Random Access Mem-

ory (SRAM and DRAM) for fast, volatile data storage. Non-volatile storage,

on the other hand, is performed by magnetic hard-disk drives (HDDs) and, to

an increasing degree, Flash memory. Emerging technologies include Ferroelec-

tric RAM (FeRAM), Resistive RAM (RRAM), Phase-Change Memory (PCM) and

Spin-Transfer Torque Magnetic RAM (STT-MRAM). An overview of performance

characteristics of these technologies is presented in Table 1.1, and a brief discussion

of each memory type is included below. It will become apparent that STT-MRAM

offers a unique combination of desirable properties, making it very attractive for

near-future applications.

1.1.1 Static random-access memory

Where speed is more important than density and cost, such as in processor cache

memory, today’s computers employ Static Random Access Memory (SRAM). This
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Figure 1.1: Contemporary random-access memory architectures. (a) Static Random
Access Memory (SRAM) cells contain four transistors in a flip-flop arrangement, passing
or blocking a supply voltage VDD to a bit line (BL) and inverse bit line (BL). A cell is
addressed by a word line (WL) using two more transistors. (b) Dynamic Random Access
Memory (DRAM) cells consist of a transistor (depicted here as a gated p-n-p doped silicon
channel) addressing a capacitor. (c) Flash memory cells are transistors with a floating
gate, which is surrounded by insulating material and can be charged using a control gate.
Adapted from Ref. [4].

technology is based on a six transistor flip-flop circuit, where four transistors store a

binary state and two transistors control the access to the cell during write and read

operations (Figure 1.1a). This architecture is relatively expensive and low-density,

but remains faster and more energy-efficient than any other solid-state memory6.

An important issue in increasing SRAM density is the leakage current through

the transistors, which becomes increasingly problematic as device dimensions are

scaled down7.

1.1.2 Dynamic random-access memory

Dynamic RAM (DRAM) employs a much simpler device structure than SRAM,

comprising only a single transistor and capacitor per cell (Figure 1.1b). Data is

written by storing charge in the capacitor, which can be detected during read-out.

Owing to the simple cell layout, DRAM can achieve a much higher areal density

than SRAM. An important downside is that the capacitors need to be recharged

every few milliseconds to retain their state, resulting in a significant additional

power consumption6,8. Furthermore, reducing DRAM cell dimensions is becoming

increasingly problematic as decreasing capacitance leads to high read-error rates9.

1.1.3 Flash memory

In non-volatile mass storage, Flash memory has become ubiquitous due to low cost

and high density6. It consists of metal-oxide semiconductor field-effect transistors
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Figure 1.2: Emerging random-access memory architectures. (a) Ferroelectric Random
Access Memory (FeRAM) is similar to DRAM (Figure 1.1b) but is made non-volatile using
a ferroelectric barrier in the capacitor. (b) Resistive Random Access Memory (RRAM)
consists of metal electrodes surrounding a thin metal oxide layer, in which a conductive
oxygen vacancy filament can be formed. The addressing transistor is not shown. (c)
Phase Change Memory (PCM) is similar to RRAM, but the state transition is between a
conductive crystalline and an insulating amorphous phase. Adapted from Ref. [4].

(MOSFETs) with a floating gate that is surrounded by an oxide layer (Figure 1.1c).

Data is written by charging the floating gate, making the semiconductor channel

more conductive and thus allowing for the state to be read. This charging process

degrades the oxide around the floating gate, limiting the cell durability. The write

and erase cycles of Flash memory are orders of magnitude slower than in DRAM

and SRAM, limiting its use to mass storage rather than working memory2. Finally,

it should be noted that Flash memory cells can be addressed either in parallel (NOR

Flash) or in series (NAND Flash), with the former providing faster read-out at the

cost of reduced density and larger power consumption6.

1.1.4 Ferroelectric Random Access Memory

Ferroelectric RAM (FeRAM) design is similar to DRAM, but implements a ferro-

electric layer instead of a common dielectric to make the state non-volatile10 (Figure

1.2a). To change the ferroelectric state, a voltage pulse is applied to shift electric

dipole moments in the ferroelectric. Read-out is performed by resetting the state,

which generates a detectable current pulse if a re-orientation of the polarization

takes place. The read-out process is thus destructive, reminiscent of magnetic core

memory, which can be a severe disadvantage. Moreover, scaling FeRAM down to

produce high-density storage devices is problematic, due to reduction of the charge

in the capacitor (as in DRAM) and loss of ferroelectric properties at reduced di-

mensions6.
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1.1.5 Resistive Random Access Memory

Resistive RAM (RRAM or ReRAM) employs a thin oxide layer sandwiched be-

tween metallic electrodes (Figure 1.2b). Under application of an electric field, the

motion of electrically active oxygen vacancies creates or destroys conductive fila-

ments, changing the cell resistance. This effect has been observed in a wide range

of oxides, although the precise mechanisms of the conductivity change are not yet

fully understood6,8. RRAM appears to offer high speed and density using a very

simple cell structure, but faces issues regarding cell variability and durability4,11.

1.1.6 Phase-Change Memory

In phase-change memory (PCM), a material is switched between a resistive amor-

phous phase and a more conductive crystalline phase using heat pulses (Figure

1.2c). This effect was already observed in chalcogenide glass alloys in 196812, but

has only been properly understood since the past decade following the discovery of

high-performance phase-change materials6. Presently, PCM offers high speed and

scalability, but faces challenges regarding the current density and durability4,11.

Furthermore, this memory is intrinsically sensitive to temperature variations13.

1.2 Magnetic Random Access Memory

Magnetic Random Access Memory (MRAM) stores information in the orientation

of the magnetization direction in a ferromagnetic layer (Figure 1.3), making it a

non-volatile memory. As such, the technology is similar to well-known magnetic

devices such as the hard-disk drive. However, the reading and writing operations

in MRAM are achieved at high speeds and without any moving parts.

Compared to established and emerging memory technologies, MRAM is unique in

offering non-volatile storage at high read and write speeds with unlimited endurance

(see Table 1.1). There is no intrinsic degradation mechanism in magnetization

reversal, unlike techniques that rely on moving atoms. At present, the speed and

density of MRAM make it suitable for DRAM replacement, which should lead to

a decreased power consumption as no energy is required to retain the magnetic

state. Furthermore, in contrast to DRAM, MRAM can be scaled down below

20 nm1, although this poses challenges as will be discussed in this section.

Any memory must offer three basic functionalities: data must be written, retained,

and read out. The remainder of this section discusses the basic physics involved

in these three functions in MRAM cells. This will expose some challenges and



6 Chapter 1. Introduction

Bottom electrode

Top electrode

M

M

reference

free

a) b)

tunnel barrier

Figure 1.3: Magnetic tunnel junction (MTJ) and MRAM layout. (a) An MTJ consists
of two ferromagnetic layers (denoted by the magnetization vectors M), separated by
a dielectric tunnel barrier. The resistance depends on the relative orientation of the
magnetization directions in the free and reference layer. (b) Simplified MRAM layout,
showing an array of MTJs connected by a grid of electrodes. In real applications, each
cell is accessed through a transistor.

trade-offs involved in scaling down MRAM, to which solutions are proposed in the

form of alternative switching mechanisms.

1.2.1 Read-out using tunnelling magneto-resistance

The building block of MRAM is the magnetic tunnel junction (MTJ), which con-

sists of two ferromagnetic layers separated by an insulating barrier (Figure 1.3a).

The resistance of such a junction depends on the relative orientation of the mag-

netization direction in the two magnetic layers. The tunneling magneto-resistance

(TMR) describes the difference between the resistance in the parallel (RP) and

anti-parallel (RAP) configurations:

TMR = ∆R/R = (RAP −RP)/RP. (1.1)

The TMR effect can be understood by looking at the density of states (DOS) for

electrons in the two ferromagnetic layers, as sketched in a simplified manner in

Figure 1.4. In a ferromagnet, the DOS is divided into a majority and minority spin

band, which are split in energy due to the exchange interaction favoring parallel

spin alignment. The minority states are higher in energy and thus less occupied

(hence the name), so that more minority states are available around the Fermi level

in our simplified DOS. Note that the reverse can also be the case for a more complex

DOS. This can be expressed using the spin-polarization* P = (n↑−n↓)/(n↑+n↓),

where n↑ and n↓ denote the number of spin-up and spin-down states at the Fermi

level, respectively.

*Several definitions of the spin polarization can be found in the literature, see e.g. Ref. [14].
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Figure 1.4: Tunneling magnetoresistance effect. The magnetization directions (short
white arrows) and corresponding schematic density of states (DOS) in both magnetic
layers are sketched in the (a) parallel and (b) anti-parallel configuration. The DOS di-
agrams show energy on the vertical axis and number of electron states on the horizontal
axis, separated into exchange-split spin-up and spin-down bands. The tunneling probabil-
ity (represented by the width of the transport arrows) is determined by the total number
of states with identical spin at the Fermi energy level EF in the electrodes, which is higher
in the parallel case.

For conduction electrons, the probability of tunneling from one ferromagnet to

the other depends on the number of states with similar spin at the Fermi level,

which depends on the magnetization direction (see Figure 1.4). In the parallel

configuration, the large minority band overlap yields a highly conductive channel.

In the anti-parallel configuration, on the other hand, the number of matching spin-

up and spin-down states at the Fermi level is moderate, yielding a lower total

conductivity. In a first approximation, known as Julliere’s model15, the theoretical

TMR value is expressed as 2P1P2/(1 − P1P2), where P1 and P2 denote the spin

polarization of the two ferromagnetic layers.

Although spin-dependent tunneling was discovered in 197016, large TMR values

at room temperature (>10 %) were only first observed in 1995 following advances

in high-quality thin film fabrication17,18. Since then, research efforts have yielded

increasing TMR values by material engineering, reaching 30 % to 70 % in CoFe mag-

nets separated by an amorphous Al2O3 barrier14,19. This approaches the theoretical

TMR limit obtained by Julliere’s formula for the typical CoFe spin polarization of

P = 0.5219,20.

Using first-principle calculations, it has been shown that much larger TMR values

could be obtained in crystalline Fe/MgO/Fe tunnel junctions due to a relatively

high tunnel probability of a specific spin-polarized state21,22. This was confirmed

experimentally in 2004, when a TMR up to 300 % was demonstrated using ferro-

magnetic CoFeB layers separated by a crystalline MgO barrier23,24. The effective

spin polarization in such devices is very high, approximately 85 %23.
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Figure 1.5: Sketch of the energy barrier Eb separating the two stable orientations of the
free layer magnetization (blue arrows). The reference layer magnetization is indicated by
open arrows.

1.2.2 Retention due to magnetic anisotropy

A memory bit must exhibit two stable states, representing a logical ‘0’ or ‘1’,

separated by an energy barrier Eb to prevent random switching due to thermal

excitations. In an MTJ, this energy barrier is established by a uniaxial magnetic

anisotropy; a preferred axis of magnetization. Tilting the magnetization away

from this axis raises the magneto-static energy, as shown schematically in Figure

1.5. When assuming a uniformly magnetized layer (the macrospin approximation),

the energy barrier separating the two stable states equals Eb = KV , with K the

anisotropy energy density (units J/m3) and V the free layer volume.

The stability of a magnetic cell is commonly represented by the thermal stability

factor ∆, which is the ratio between the anisotropy energy and the thermal energy:

∆ =
KV

kBT
, (1.2)

with kB Boltzmann’s constant and T the temperature. When designing an MRAM,

the required value of ∆ depends on the intended retention time, the operating

temperature, and the number of bits25. The expected data retention time τ for

a single bit can be approximated by an Arrhenius law; τ = τ0 exp (∆), with τ0 a

characteristic attempt time of the order of 1 ns1. At room-temperature, a single bit

is thus expected to be stable for ten years if ∆ = 40, while for large memory arrays

∆ > 60 is required1. A significant challenge in down-scaling MTJs is to maintain

thermal stability, as a volume reduction needs to be compensated by an increase

in magnetic anisotropy.

An in-plane magnetic anisotropy can be created by making bits elliptical, yielding

a preferential magnetization direction along the long axis. This so-called shape
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anisotropy can be used to create sufficiently stable bits down to 40 nm size. Further

down-scaling requires a stronger magnetic anisotropy, which can be attained using

perpendicular magnetic anisotropy arising from material interfaces1. Such out-of-

plane magnetized devices can also be switched more efficiently, as will be discussed

in the next section.

It’s worth noting that the thermal stability in perpendicularly magnetized devices

only scales with the cell diameter below roughly 40 nm, as domain nucleation and

propagation reduce the effective energy barrier in larger devices26,27.

1.2.3 Writing using spin-transfer torque

Writing information to an MRAM requires changing the resistive state of MTJs

by reversing the magnetization of the free layer. In the first MRAM designs, this

was achieved by generating a magnetic field pulse using electric currents28,29. Two

wires generating “half-select” fields would reverse a single bit at their crossing,

similar to the core memory design. To avoid accidental writes in other cells along

the current lines (so-called write-errors), considerable effort is required to create

a narrow distribution of the switching field in large arrays28. Furthermore, the

switching field is inversely proportional to the junction size, making scaling towards

below several hundreds of nanometers unfeasible30.

A more scalable method of manipulating thin-film magnetization was discovered

independently by Slonczewski31 and Berger32 in 1996. They derived that a spin-

polarized current can transfer angular momentum to a thin ferromagnetic film,

exerting a ‘spin-transfer torque’ (STT) on the magnetization. In an MTJ, a spin-

polarized current is created in the reference layer due to enhanced scattering of

minority spins33, allowing for magnetization reversal via STT as depicted in Figure

1.6. This memory architecture, using STT to drive magnetization reversal in MTJs,

is referred to as STT-MRAM.

The critical current required for STT switching can be derived by calculating

the current required to drive excitations greater than the effective damping in a

macrospin approximation34,35. For an in-plane MTJ, this yields:

Ic,IP =
2e

h̄

α

η

(
HK,IP +

HD,OOP

2

)
µ0MsV, (1.3)

with e the elementary charge, h̄ the reduced Plank constant, α the Gilbert damping

factor, η the spin-transfer efficiency (related to the spin polarization discussed

before), HK,IP the in-plane anisotropy field (proportional to the anisotropy constant
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- +

Figure 1.6: Simplified picture of spin-transfer torque in a magnetic tunnel junction,
showing conduction electrons (blue spheres with spin arrows) being spin-polarized in the
reference layer (left blue layer) and depositing angular momentum in the free layer (right
blue layer). The white arrows denote the magnetization, which is being rotated in the
free layer.

K mentioned in the previous section), HD,OOP the perpendicular demagnetization

field (resulting from shape anisotropy, keeping the magnetization in the film plane),

µ0Ms the saturation magnetization and V the free layer volume. These concepts

are explained in more detail in Section 3.3.

Here, it’s important to note that the perpendicular demagnetization field HD,OOP,

which can be two orders of magnitude larger than HK in in-plane magnetized thin

films35, greatly contributes to the critical current Ic. This is because STT-driven

switching involves a significant amount of out-of-plane precessional motion of the

magnetization34. In in-plane STT-MRAM, therefore, a lot of energy is wasted

during switching to counter-act the out-of-plane demagnetization field, which itself

does not contribute to the thermal stability.

The inherent inefficiency of in-plane STT-MRAM can be avoided by moving to-

wards MTJs with a perpendicular magnetic anisotropy, or out-of-plane magneti-

zation. This configuration was already mentioned in the previous section as being

more scalable due to increased anisotropy. For an out-of-plane MTJ, the critical

current reduces to34:

Ic,OOP =
2e

h̄

α

η
(HK,eff)µ0MsV =

4e

h̄

α

η
KeffV, (1.4)

making use of the effective perpendicular anisotropy field in the macrospin ap-

proximation: HK,eff = 2Keff/(µ0Ms) as derived in Section 3.3.1. Here, Keff is the

effective anisotropy constant after subtracting the demagnetization contribution,

corresponding to the K mentioned in the previous section with regard to thermal

stability. In contrast to in-plane MTJs, the critical current in perpendicular MTJs

is not negatively affected by the demagnetization field, making the STT process

more efficient despite a higher damping constant in such devices35–37.
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1.3 The scaling challenge

As discussed in the previous sections, it is clear that creating efficient and scal-

able STT-MRAM requires the use of perpendicularly magnetized MTJs. Both the

thermal stability (Eq. 1.2) and the critical write current (Eq. 1.4) in such devices

are proportional to the energy barrier Eb = KV . This identity is also evident from

the energy landscape sketched in Figure 1.5.

Scaling STT-MRAM towards smaller dimensions, in an effort to increase data den-

sity, corresponds to a reduction of the free layer volume V . To ensure data reten-

tion, the magnetic anisotropy K needs to be proportionally increased to maintain

thermal stability. This is challenging in itself, as advances in material engineering

will be required to raise the magnetic anisotropy enough to allow for scaling be-

yond the 20 nm node1,38. Moreover, maintaining a constant value of KV implies

maintaining a constant Ic (Eq. 1.4), which means that the critical current density

Jc increases quadratically with decreasing lateral cell size. While metallic leads

can sustain current densities up to 1× 1012 A/m2 before damage occurs, the risk

of breakdown of the resistive barrier limits the allowed current density in MTJs34

to about 1× 1010 A/m2. Filling in typical numbers in Eq. 1.4 shows that this

current density limit translates to a minimum free layer diameter of about 100 nm,

for ∆ = 60 or ten year stability at room temperature in a large array. Although

this minimum diameter depends on the exact parameters (i.e. saturation magne-

tization, damping constant, etc.), it is evident that scaling STT-MRAM towards

10 nm cells will be problematic. It should be noted that high current densities

require large transistors to control, significantly adding to the footprint of each bit.

Increasing the speed of STT-MRAM is equally challenging. Due to the previously

mentioned concerns, devices are not operated at the critical current Ic, but at a

lower current that is applied for a longer time. This allows for thermal fluctuations

to assist the start of the reversal process, destabilizing the initial magnetization

alignment with the anisotropy axis. The STT-driven magnetization reversal process

thus becomes stochastic, with a varying incubation delay for each switching event39.

There is a finite change that a cell will fail to switch within the writing pulse time,

producing a so-called ‘write error’. This problem can be partially negated by error

correction algorithms, but still significantly limits write speed of STT-MRAM1.

Evidently, maintaining thermal stability while increasing the data density or speed

of STT-MRAM will pose a significant challenge in the near future. After two

decades of research, it appears that STT-MRAM is now approaching its limits in

terms of density and speed. Therefore, in this thesis, several alternative switch-
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Figure 1.7: Alternative switching methods for magnetic memories that are explored in
this thesis. (a) The electric field effect, in which application of a voltage across a dielectric
barrier (light blue) modifies the magnetic anisotropy in a ferromagnet by charging the
interface. (b) Simplified picture of the spin-Hall effect, showing spin injection from a
metallic layer underneath a ferromagnetic bit. The electron spins (blue spheres with spin
arrows) are depicted as left/right for clarity, but actually point into and out of the plane
of the illustration. White arrows denote the magnetization M.

ing mechanisms for MRAM are explored, following recent breakthroughs in the

generation of spin currents and the manipulation of magnetic anisotropy.

1.4 Alternative switching mechanisms for magnetic memory

The scaling challenge outlined in the previous section has brought about a wide

range of research efforts to improve the fundamental design of the STT-MRAM cell.

One possibility is to augment the basic tunnel junction layout (Figure 1.3a), for

instance by adding a second tunneling barrier to enhance the spin-torque40,41 or a

perpendicular or canted polarizer42–46 to tackle the incubation delay issue. Another

approach is to create a single device holding multiple magnetic domains, allowing

for high-density storage in so-called magnetic racetracks that rely on current-driven

domain wall motion47,48.

Research efforts are also being undertaken to improve upon the spin-transfer

torque driven magnetization reversal paradigm. Several alternative switching mech-

anisms for MRAM have been proposed in recent years, using different sources of

spin-polarized current or new ways of interacting with thin-film magnetism.

In the past decade, many research groups have shown promising results using

static electric fields rather than currents to manipulate thin-film magnetism, which

could enable ultra-low power consumption devices49. Electric fields can be used to

manipulate magnetism via strain in multi-ferroic materials49–51 or in ferromagnetic

thin films coupled to ferro-electric materials52, but it remains to be seen whether

strain-mediated effects can be used to create durable memory devices.

Recently, it has been demonstrated that electric fields can also interact with thin-

film magnetism directly, through what has become known as ‘the electric field
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effect’ or ‘voltage control of magnetic anisotropy’. This involves modification of

the magnetic anisotropy at interfaces by adding or removing electrons53 (see Figure

1.7a) or ions54. This effect can be used to lower the energy barrier for switching

in STT-MRAM55 or even to drive fast magnetization reversal using precessional

effects56. The electric field effect is discussed in more detail in Section 2.3, and

experimentally shown to be enhanced by ion migration in Chapter 4 of this thesis.

Another promising development is the manipulation of thin-film magnetism by

spin-orbit torques, and the spin-Hall effect in particular57–60. The spin-Hall effect

(see Figure 1.7b) allows for the injection of in-plane polarized spin current into

a magnetic bit by sending a large current density through the underlying non-

magnetic metal electrode. This circumvents the issue of barrier breakdown due

to high tunneling current densities discussed in the previous section. Moreover,

the generated spin current is polarized in the in-plane direction, allowing for the

elimination of incubation delay in STT-MRAM as shown in Chapter 5 of this thesis.

On the other hand, deterministic switching of out-of-plane magnetized bits using

the spin-Hall effect requires an additional source of symmetry breaking. In the

laboratory environment, this is usually achieved by applying a magnetic field57,58,

which is impractical for technological applications. In this thesis, this magnetic field

is replaced by an in-plane exchange bias, created by interfacing a ferromagnetic

material with an antiferromagnetic material as discussed in Chapter 6. This is

shown to enable field-free magnetization reversal in out-of-plane magnetized bits

using the spin-Hall effect in Chapter 7 of this thesis.

1.5 This thesis

In this thesis, several alternative switching mechanisms for MRAM are inves-

tigated. First, a background is provided for readers with a general knowledge

of physics in Chapter 2. This includes a brief discussion of relevant physics, as

well as an overview of recent literature on the various subjects. The experimen-

tal techniques and numerical simulations used in this research are presented in

Chapter 3. In Chapter 4, the role of oxygen vacancy migration in the voltage-

induced anisotropy modification at ferromagnet/oxide interfaces is studied using

Kerr microscopy. Chapter 5 discusses the elimination of incubation delay in STT-

MRAM using in-plane spin injection via the spin-Hall effect, based on numerical

simulations. In Chapter 6, the creation of an orthogonal exchange bias in thin fer-

romagnetic films with an out-of-plane anisotropy is explored. Finally, in Chapter

7, this orthogonal exchange bias is used to demonstrate field-free switching of a

perpendicularly magnetized thin film using the spin-Hall effect.





2
Background

This Chapter introduces relevant physical concepts, to the point where the experi-

mental results presented in this thesis may be appreciated by a reader with a general

background in physics. Furthermore, a brief overview of relevant recent literature is

included, to provide some context for the results obtained in the current work. First,

some basic concepts of thin-film magnetism are introduced. The phenomenon of

magnetic anisotropy is discussed, explaining the origin of spontaneous out-of-plane

magnetization in thin films used in modern magnetic memories. Next, various phys-

ical effects are introduced that allow for the manipulation of thin film magnetism,

enabling the novel switching mechanisms for magnetic memory that are explored

in this thesis. Finally, a discussion of antiferromagnetism and exchange bias is

presented, which is relevant to a particular device proposed in the final chapter.

2.1 Basic concepts

The magnetic memory devices examined in this thesis rely on magnetic effects in

films that are only a few atomic layers thick. A basic understanding of magnetism

in such thin films is provided in the current section.

2.1.1 Ferromagnetism

Certain materials show a spontaneous magnetization at finite temperature; a phe-

nomenon known as ferromagnetism. Below a certain temperature, known as the

Curie temperature TC, electron spins in such materials show a microscopic order-

ing that amounts to a significant macroscopic magnetic moment. This ordering is

15
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the result of an interaction between electrons on neighboring atoms, known as the

exchange interaction.

Heisenberg first recognized the mechanism behind the exchange interaction to be

the Pauli exclusion principle, which prevents two electrons from occupying the

same state. If neighboring atoms have uncompensated spins, due to partially filled

electron shells, the exclusion principle effectively reduces the Coulomb repulsion.

The energy associated with this exchange interaction is of the order of kBTC ≈
0.1 eV per atom61. If there is significant orbital overlap between neighboring atoms,

this interaction is stronger than the dipole-dipole coupling between the magnetic

moments, and the parallel spin state becomes energetically favorable.

The exchange interaction between two spins S1 and S2 can be described by the

Heisenberg Hamiltonian:

Hexch = −2J S1 · S2, (2.1)

where J is the so-called exchange constant. For a ferromagnetic material, J is

positive and a parallel spin configuration is energetically favorable. This leads to

macroscopic ordering and a net magnetization M. In antiferromagnetic materials,

on the other hand, J is negative and the anti-parallel spin configuration is preferred.

This phenomenon will be discussed in more detail in Section 2.6.1.

2.1.2 Spin-orbit coupling

For an electron bound to a nucleus, the spin degree of freedom is coupled to the

orbital motion. This interaction, aptly named spin-orbit coupling, plays a vital

role in many magnetic phenomena encountered in this thesis, such as crystalline

magnetic anisotropy, various Hall effects, the magneto-optic Kerr effect, and voltage

control of magnetic anisotropy.

Spin-orbit coupling is a relativistic correction to the isolated electron Hamiltonian.

This can be explained intuitively by considering the semi-classical picture presented

in Figure 2.1. In the rest frame of an electron, orbital motion is observed as

movement of the positively charged nucleus. This creates an effective magnetic

field, which can be expressed using the following Hamiltonian:

HSO = ξ L · S, (2.2)

where ξ is the material-dependent spin-orbit constant, which increases with atomic

number z following a z4 trend62. The energy associated with the spin-orbit inter-

action is typically of the order of 0.05 eV/atom63.
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a) b) HL
S
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Figure 2.1: Semiclassical explanation of spin-orbit coupling, depicting an electron (blue
sphere) in orbit around a nucleus (gray sphere). (a) In the nucleus rest frame, the electron
with spin S describes a circular motion with orbital momentum L. (b) In the electron
rest frame, the nucleus describes a circular motion creating a magnetic field H, which
acts on the electron spin.

2.2 Magnetic Anisotropy

To create a memory, two stable states of M need to be separated by an energy

barrier to allow for data retention, as discussed in Section 1.2.2. This can be

achieved by utilizing magnetic anisotropy, which is crucial to magnetic memories

and is therefore discussed in some depth in this section. First, some terminology

is introduced, followed by a discussion of relevant sources of magnetic anisotropy.

In a magnetically anisotropic system, the energy depends on the direction of the

magnetization. A low-energy axis is referred to as an easy axis, whereas a high-

energy axis is referred to as a hard axis. The magnetic anisotropy energy density

is then defined64 as the energy required to rotate the magnetization vector from

an easy axis to a hard axis. This energy is typically of the order of 10−6 − 10−3

eV/atom; small compared to the exchange interaction61.

In the common and relevant example of a uniaxial anisotropy, there is a single

easy axis. The magnetic anisotropy energy density εK then depends on the angle

θ between the magnetization vector and this easy axis:

εK = Ku sin2 θ, (2.3)

where Ku is the uniaxial anisotropy constant, units J/m3. Thin magnetic films

can exhibit so-called perpendicular magnetic anisotropy (PMA), where the mag-

netization spontaneously points perpendicular to the surface, implying that Ku is

positive and the surface normal is the easy axis.

2.2.1 Shape anisotropy

A form of magnetic anisotropy that is particularly relevant in thin film structures

is shape anisotropy. Atomic magnetic moments are influenced by each other’s stray
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Figure 2.2: Dipole-dipole interaction between spins. (a) The dipole-dipole energy for
four different relative alignments, in multiples of µ0m

2/(4πr3) with m the magnetic mo-
ment and r the separation. (b) Illustration of the demagnetization field, highlighting the
stray magnetic field originating from a single dipole in an out-of-plane magnetized thin
film. Image adapted from Ref. [65].

field, resulting in a dipolar coupling:

Edip−dip = − µ0

4πr3
[m1 ·m2 − 3(m1 · r̂)(m2 · r̂)] , (2.4)

where m1 and m2 are two magnetic moments separated by a vector r. The dipolar

coupling energies of four different spin configurations are depicted in Figure 2.2a.

The exchange interaction, which is many orders of magnitude stronger than the

dipolar coupling in ferromagnetic materials, favors parallel spin alignment but is

otherwise isotropic. Dipolar coupling, however, makes the collinear configuration

energetically favorable. Macroscopically, this means that the long axis of a magne-

tized body is the preferred axis of magnetization. This so-called shape anisotropy

causes thin films to be magnetized in-plane, in the absence of other anisotropies.

The cumulative result of dipolar couplings can be expressed as a magnetic field,

known as the demagnetizing field. In thin films, this can be understood intuitively

by looking at stray fields (Figure 2.2b). Each spin experiences an effective demag-

netizing field HD opposite to the magnetization direction due to the cumulative

stray field from surrounding spins. This field is anisotropic, depending on the

magnetization direction relative to the sample geometry.

In general, the demagnetizing field is written as:

HD = −NM, (2.5)

where N is the geometry-dependent demagnetization tensor. For the example of

the infinite thin film (Figure 2.2b), for instance, continuity of H‖ and B⊥ is easily
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Figure 2.3: Illustration of the ligand-field model in a monolayer. (a) In-plane electron
orbitals (black arrow) are perturbed by the presence of ligand atoms (small blue spheres),
so that the depicted orbital angular momentum L will be quenched. (b) For out-of-plane
electron orbitals, the perturbation is less severe in the example of an isolated monolayer.

shown* to imply Nzz = 1, so that HD = −Mz ẑ, with ẑ the out-of-plane axis.

2.2.2 Magneto-crystalline anisotropy

In bulk crystalline ferromagnetic materials, a magnetic anisotropy energy can be

measured with respect to the crystalline axis. This energy can be many times larger

than the dipolar coupling between atoms along crystalline axes. In bulk hcp cobalt,

for instance, Kdip ≈ 4× 10−7 eV/atom while KU ≈ 5.3× 10−5 eV/atom along the

c-axis64. Van Vleck first proposed66 that this magneto-crystalline anisotropy results

from the spin-orbit interaction (see Section 2.1.2), coupling the spin energy to the

anisotropic crystal lattice. He noted that, because of spin-orbit coupling, spins feel

slightly the anisotropy in orbital angular momentum caused by bonding orbitals.

This will be explained in more detail in the next section.

2.2.3 Interfacial anisotropy

A special case of magneto-crystalline anisotropy occurs in thin films, where the

crystal is extremely anisotropic due to the presence of interfaces. This phenomenon,

which we shall refer to as interfacial anisotropy, is highly relevant in thin film

magnetism, and crucial in explaining the electric-field effect (see Section 2.3). Here,

we introduce the basic principles underlying interfacial anisotropy using a ligand-

field model67.

According to Hund’s rules, the electrons in an isolated atom fill orbitals such

that the total angular momentum L is maximized. In a solid material, however,

*Here, we make use of the Ampère’s law (∇ ×H = 0 in the absence of current) and Gauss’
law (∇ · B = 0), implying that H‖ and B⊥, respectively, must be continuous at interfaces.
The demagnetization tensor of an infinite thin film then follows trivially from the definition
B = µ0(M + H).
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the presence of neighboring atoms (called ‘ligands’) interferes with this process, as

depicted in Figure 2.3a. The ligand electrons act as a ‘crystal field’, changing the

energy of orbitals depending on their spatial layout. Effectively, stationary orbitals

(with a fixed spatial distribution of the electron wavefunction) become eigenstates

and orbital momentum is quenched.

In contrast to the crystal field splitting, the spin-orbit interaction (see Section

2.1.2) favors states with a large angular momentum. If the spin-orbit coupling is

sufficiently strong compared to the crystal field splitting, this can lead to mixing

of occupied and unoccupied stationary orbitals to regain some angular momentum

in magnetic solids63.

In the example of a free-standing mono-layer, it is evident that the crystal field is

stronger for in-plane orbitals than for out-of-plane orbitals (Figure 2.3). The orbital

angular momentum gained due to the spin-orbit coupling perturbation is therefore

anisotropic, which can lead to significant magnetic anisotropy. Depending on the

band structure of the magnetic material and interface materials, this anisotropy

can favor the out-of-plane magnetization direction. For a more in-depth discussion

of interfacial anisotropy, including details regarding the role of band structure, the

reader is referred to Ref. [67].

As discussed in the previous section, a strong shape anisotropy exists in thin films,

favoring the in-plane spin configuration. An out-of-plane easy axis, or perpendicu-

lar magnetic anisotropy, can be obtained by creating an interfacial anisotropy that

is stronger than the shape anisotropy. This is typically only possible in magnetic

films that are a few atomic layers thick, as the shape anisotropy (which scales

with the magnetic volume) quickly becomes dominant over interfacial anisotropy

for thicker films.

2.3 Electric-field effect

The ‘electric-field effect’ (EFE) in the context of thin film magnetism describes the

manipulation of magnetic properties by static electric fields. Such a phenomenon

was first reported68 in magnetic semiconductors in 2000, and shown to exist in thin

metallic magnetic films immersed in an electrolyte69 in 2007. Interest in this field

has intensified in recent years following the discovery of voltage control of magnetic

anisotropy (VCMA) in all-solid state devices by Maruyama et al.53 in 2009, as the

use of electric fields could reduce the energy consumption of magnetic memories

over current-based designs by two orders of magnitude70–72.
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Figure 2.4: The first demonstration of voltage-control of magnetic anisotropy in a solid
state magnetic thin film device by Maruyama et al. (a) Simplified experimental stack
and geometry. (b) Kerr ellipticity data showing out-of-plane magnetization versus out-
of-plane magnetic field. The applied voltage is seen to modify the magnetic anisotropy,
which is illustrated by sketching the magnetization vector for the two voltages (A and B)
at a specific magnetic field. Adapted from Ref. [73]

2.3.1 Anisotropy modification by charging

The main result of the aforementioned experiment by Maruyama et al. is de-

picted in Figure 2.4. Application of a voltage across a dielectric, effectively adding

or removing electrons at the interface with a ferromagnetic thin film, was found

to modify the magnetic anisotropy. This effect can intuitively be understood in

the framework of the ligand-field model introduced in Section 2.2.3. The interface

anisotropy at ferromagnet/oxide interfaces is known to arise from orbital hybridiza-

tion between 3d orbitals in the magnetic layer and 2p orbitals of oxygen atoms74–77,

creating a large crystal field splitting for out-of-plane 3d orbitals. Manipulation of

the electron density at this interface affects the relative occupation of in-plane

and out-of-plane orbitals, modifying the amount of orbital mixing and thus the

magnetic anisotropy.

To estimate the magnitude of the interface anisotropy, the ligand-field model can

be extended to account for a simplified band structure67. Variation of the Fermi

level then allows for a reasonable estimate of the voltage-induced anisotropy mod-

ification65. More rigorous density functional theory modeling shows78 that the

surface anisotropy modification� due to interface charging can be up to 100 fJ/m2

per applied V/m. In perpendicularly magnetized MTJs36, the surface anisotropy

is of the order of 1 mJ/m2, so an applied electric field of 1 V/nm can be expected

to modify the interfacial anisotropy by up to 10 %.

�The magnitude of the electric-field effect is usually presented as the change in anisotropy
energy density per unit surface Ks per applied volt per meter, with Ks = Kud and d the thickness
of the magnetic layer
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Table 2.1: Selection of electric-field induced surface anisotropy modifications reported in
the literature. The sign convention is that a positive electric field corresponds to electrons
being added to the magnetic layer. ML denotes a thickness specified in monolayers, PI
denotes a thick insulating layer of polyimide.

Metal
(nm)

Magnet
(nm or ML)

Dielectric
(nm)

Easy
axis

dKs/dE
(fJ/Vm)

Au (50) Fe (0.48) MgO (10) / PI IP -93.3 [73]
Au (50) Fe80Co20 (0.5) MgO (1.2) IP -37.5 [79]
Au (50) Fe80Co20 (0.6) MgO (1.2) / PI OOP -31.0 [80]
Au (50) Fe80Co20 (0.68) MgO (1.2) / PI IP -29.0 [80]
Pt (4) Co (0.8) AlOx (3.8) OOP +14.0 [81]
Pd (50) Fe50Pd50 (7.8 ML) MgO (10) / PI IP +602 [82]
Ag Fe (4.3 ML) MgO (10) / ZrO2 (60) OOP +944 [83]
V (5) Fe (0.7) MgO (1.2) OOP -1150 [84]
Pt (3) Co (0.9) GdOx (3.0) OOP > +5000 [85]

2.3.2 Beyond the charging model

Numerous experiments have since been conducted to explore the electric-field ef-

fect in different material systems, a selection of which is presented in Table 2.1.

The effect was observed in a variety of magnetic materials and dielectrics, in both

in-plane and out-of-plane magnetized systems. After the initial observation of rela-

tively small anisotropy modifications, much larger effects were reported that exceed

the anisotropy modification expected from band filling calculations. These reports

also made note of asymmetry with respect to voltage polarity and hysteretic or

irreversible effects82–84,86.

Experimental evidence suggests that, in addition to the charging effect discussed

in the previous section, there can be a substantial amount of ion migration in the

dielectric material due to the electric field. Using X-ray diffraction and magnetic

circular dichroism, it was shown that the oxygen content at the magnetic interface

can be manipulated by the application of a voltage87. Variation of the interface

oxygen content has a dramatic effect on the magnetic anisotropy, changing the crys-

tal field splitting due to orbital hybridization. This picture of magnetic anisotropy

variation due to oxygen migration is supported by DFT calculations88. Although

colossal anisotropy modifications using ion migration have now been reported85, the

effect appears to be many orders of magnitude too slow for practical applications

in computer memories.

Recently, reversible ion migration was also observed in CoNi/HfO2
89,90 and

Co/ZnO91, along with antiferromagnetism at low temperature suggesting that
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Figure 2.5: Precessional switching using a sub-nanosecond voltage pulse to briefly mod-
ify the magnetic anisotropy. (a) Electric field pulse shape. Depending on the pulse length,
the magnetization carries out a (b) half precession or (c) full precession around the ap-
plied magnetic field Happl (blue arrow). The initial and final magnetization vectors (gray
arrows) are labeled Mi and Mf , respectively. Adapted from Ref. [70].

antiferromagnetic oxygen compounds are formed. The largest voltage-induced

anisotropy variation was demonstrated in Co/GdOx
85, where O2− migration was

shown to change the surface anisotropy by more than 5000 fJ/(V m). It should be

mentioned that a recent study found no evidence for a voltage-induced change in

oxidation state in Fe/MgO92, which could explain why the effect was not reported

in the initial experiments.

2.3.3 Applications

The electric-field effect can be used for precessional magnetization switching using

a voltage pulse to rapidly modulate the magnetic anisotropy70, as depicted in Figure

2.5. This requires an externally applied magnetic field and very precise control

of the voltage pulse timing. Experiments and simulations suggest that reliable

switching should be possible under optimal conditions93. A more pressing problem

is the magnitude of the anisotropy modification, which appears to be limited to

roughly 100 fJ m/V for the fast electron-driven electric-field effect94. This is enough

to enable voltage-driven magnetization switching in magnetic tunnel junctions with

a thermal stability factor (defined in Section 1.2.2) of ∆ = 30, but a stronger

anisotropy modification is needed to enable switching in a viable memory cell with

∆ > 40.56

The electric-field effect may find applications other than precessional switch-

ing. Voltage control of magnetic anisotropy has been used to accelerate or pin

magnetic domain walls81,95 and to improve the efficiency of spin-transfer torque

switching96,97. Future applications may include the guiding or gating of magnetic

skyrmions98,99; ultimately small magnetic domains that have recently sparked great

interest due to their predicted mobility and stability100.
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Figure 2.6: Qualitative picture of spin-polarized current and spin-transfer torque. (a)
Minority electrons (blue spheres with spin arrows) are reflected when entering a ferromag-
net (F) from a normal metal (NM). Conversely, the current flowing from F into NM is
spin-polarized along the majority spin direction. (b) Spin-polarized electrons tunnel from
a fixed (Ffixed) into a free (Ffree) magnetic layer across an insulating barrier I, rotating
the free layer magnetization towards the fixed layer direction. (c) If the electron flow is
reversed, minority spins are reflected and rotate the magnetization away from the fixed
magnetization direction. Ferromagnetic layers are indicated in blue, with white arrows
denoting the magnetization M. Reflections towards and torques acting upon the fixed
magnetic layer have been omitted for clarity.

2.4 Spin-Transfer Torque

Spin-transfer torque (STT) describes the exchange of angular momentum between

a spin-polarized current and a magnetic conductor. The phenomenon was in-

dependently derived by Slonczewski31 and Berger32 in 1996, and has since been

demonstrated experimentally and analyzed extensively. The effect is used to drive

magnetization reversal in STT-MRAM, and plays an important role in the simu-

lations presented in Chapter 5. Many excellent theoretical treatises are now avail-

able33,101–104; this section aims to provide a qualitative illustration of the concept.

In ferromagnetic materials, the majority spin band is by definition filled to a

greater degree than the minority spin band. This typically means that more mi-

nority states are available around the Fermi level, so that conduction electrons

with the minority spin direction scatter more frequently. A charge current running

through a ferromagnet therefore becomes spin-polarized along the majority spin

direction. If electrons flow from a normal metal into a ferromagnet, minority spins

are effectively reflected at the interface, as illustrated in (Figure 2.6a). Conversely,

a spin-polarized current from a ferromagnet is free to travel into a normal metal,
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where it will remain spin-polarized over some distance.

In magnetic tunnel junctions, this phenomenon is exploited to change the magnetic

state. A current is spin-polarized in a ‘fixed’ magnetic layer and injected into a

‘free’ layer, which has a lower magnetic anisotropy. Through transmission and

reflection102, the spin polarization of the current in the magnetic free layer can be

both parallel (Figure 2.6b) or anti-parallel to the magnetization of the fixed layer

(Figure 2.6c) depending on the direction of the current. Through spin-dependent

scattering and other interactions with the lattice, the transverse component of the

spin angular momentum is transferred to the free layer, which can be interpreted as

a ‘spin-transfer torque’ (STT) acting on the free layer magnetization33,103, sketched

as a black arrow in Figure 2.6b,c. The magnitude of the STT is best discussed in

the framework of the Landau-Lifshitz-Gilbert equation, as described in Section

3.3.2.

First-principles calculations show that the absorption of transverse spin-polarized

current at a ferromagnetic interface is not 100 % efficient. This produces an ad-

ditional current-induced torque105 that can be observed in MTJs106–109. The ad-

ditional torque produces precessional motion identical to that induced by a mag-

netic field along the fixed magnetization direction, and is therefore referred to as

the ‘field-like torque’. Conversely, the STT due to transverse angular momentum

transfer produces motion towards a specific direction, which resembles magnetic

damping and is thus referred to as ‘damping-like torque’.

2.5 Spin-Hall Effect

The spin-Hall effect (SHE) was first proposed by Dyakonov and Perel’ in 1971110,

although the name was coined by Hirsch decades later111. It describes spin accumu-

lation at surfaces perpendicular to an electric current flow. Experimental evidence

for the SHE was only found much later, first in semiconductors in 2004112 and

later in heavy metals such as platinum in 2007113,114. Interest in the effect boomed

recently, when it was discovered that it plays an important role in magnetic domain

wall motion115 and can even be used to reverse the magnetization in thin magnetic

films57,58,116. In this thesis, the SHE is used to assist STT-driven magnetization

reversal (Chapter 5) and to drive magnetization reversal in the presence of an an-

tiferromagnetic material (Chapter 7). The current section describes the observable

result, physical origins and recent applications of the spin-Hall effect.
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Figure 2.7: Phenomenological picture of the spin-Hall effect. (a) A longitudinal charge
current Je running through a wire causes a transverse separation of electrons (blue spheres
with spin arrows) depending on their spin. Spins accumulate on the outer surface of the
conductor. (b) An in-plane polarized spin-current Js is injected vertically into a second
layer.

2.5.1 Phenomenological description

Phenomenologically, the spin-Hall effect causes a transverse spin-current density

Js to arise from a longitudinal charge current density Je, as illustrated in Figure

2.7a. The strength of the effect depends on the conducting material, and is usually

characterized by the so-called spin-Hall angle θSH ≡ Js/Je. The spin-current gen-

erated via the spin-Hall effect can be injected into an adjacent layer (Figure 2.7b)

and can be large enough to induce magnetization reversal58,59. The spin-Hall effect

can thus be used as a source of in-plane polarized spin current.

The spin-Hall angle can be difficult to measure independently from other material

parameters, notably the spin-diffusion length λsd describing the mean distance

traveled by conduction electrons between spin-flip events. Debate exists on the

validity of various available detection methods and their interpretation117,118. In

this thesis, we shall often use the commonly referenced value of θSH = 0.07 and

λsd = 1.4 nm for Pt58. The spin-Hall angle can also be negative, e.g. θSH = −0.30

for W59, meaning that the spin polarization is left-handed rather than right handed

with respect to the current flow direction. An extensive overview of measured spin-

Hall angles is available in Ref. [118].

2.5.2 Underlying physics

The spin-Hall effect describes the transverse spin separation that occurs in cur-

rents running through conductors with a strong spin-orbit coupling. Three physical

mechanisms contribute to this effect, commonly identified as skew scattering, side-

jumps, and an intrinsic contribution (Figure 2.8). The former two are labeled as

extrinsic contributions, as they rely on scattering with impurities in the lattice.
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Figure 2.8: Sketch of physical mechanisms underlying the spin-Hall effect. The electron
spins (blue spheres with spin arrows) have been drawn in-plane for clarity, but represent
the up and down spin directions perpendicular to the image plane. (a) Skew scattering
of a charged impurity. (b) Side-jump mechanism. (c) Intrinsic contribution.

The relative magnitude of each contribution depends on factors such as tempera-

ture, impurity concentration and band structure; debate exists on which contribu-

tion is dominant in various conductors119–122. Here, we limit ourselves to a short

description of each contribution, as a formal derivation requires rather involved

quantum-mechanics beyond the scope of this work.

Skew scattering123,124 is a form of spin-dependent Mott scattering due to charged

impurities in the conducting lattice. When a traveling electron encounters such a

charged impurity, it is affected by the local Coulomb field. This inhomogeneous

electric field is equivalent to a magnetic field gradient in the rest frame of the

electron (see the discussion of spin-orbit coupling in Section 2.1.2) and therefore

exerts a spin-dependent transverse force. This causes a transverse spin separation

to arise from unpolarized electron currents, contributing to the spin-Hall effect.

The side-jump mechanism123,125 describes the lateral displacement of an electron

when scattering off an impurity. If an electron is described not as a plane wave but

as a wave packet, a change in the average momentum of the wave packet can be

shown to result in a spin-dependent transverse displacement of the center of the

wave packet120. As the average momentum change during electron collisions is in

the direction of the applied electric field, a net spin-current arises transverse to the

current direction.

The intrinsic contribution originates from the precession of electron spins around

a k-dependent effective magnetic field that arises from the band structure due to

spin-orbit coupling. It can be derived using a spin-dependent Berry curvature in k-

space119,126, which cannot be captured in an intuitive semi-classical picture. For a

detailed overview of the existing quantum-mechanical and semi-classical derivations

of different contributions to the spin-Hall effect, the reader is referred to Ref. [120,

121, 127].
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Figure 2.9: Phenomenological picture of the Rashba effect. (a) Sketch of spin directions
at the Fermi level for electrons (blue spheres with spin arrows) traveling along an interface.
The spin direction depends on the wave vector k. (b) The k-dependent spin splitting
results from motion through an electric field E, which arises from ionic potentials at the
interface. An electric current density Je thus becomes spin-polarized in the transverse
direction near an interface.

2.5.3 Rashba effect

Aside from the spin-Hall effect, a second current-driven interaction may be en-

countered in thin-film ferromagnets on top of heavy spin-orbit coupling materials.

The so-called Rashba effect describes an effective in-plane magnetic field that arises

at the interface of a heavy metal under application of a current parallel to that

interface128,129. The underlying physical mechanism is sketched in Figure 2.9.

Electrons traveling parallel to an interface experience an electric field arising from

the different ionic potentials on either side. This electric field transforms into a

magnetic field in the rest frame of traveling electrons, analogous to the intuitive

explanation of spin-orbit coupling (see Section 2.1.2). Electrons near the interface

thus become spin-polarized depending on their velocity (Figure 2.9a), leading to a

net spin polarization if the average electron velocity is non-zero (Figure 2.9b). This

spin polarization can act as an effective magnetic field on an adjacent ferromagnetic

layer via sd-coupling.

The phenomenological result of the Rashba effect is similar to that of the spin-

Hall effect, making the two difficult to distinguish in experiments. Indeed, debate

exists on the relative strength of the two effects in various systems57,58. Many

authors avoid this discussion altogether by referring to ‘spin-orbit torque’ without

specifying the physical origin of the torque130–132. For the work presented in this

thesis, the physical origin of the spin-orbit torque is not particularly relevant, but

we shall assume the spin-Hall effect to be the dominant contribution based on

measurements in similar material stacks115,133.
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Figure 2.10: Typical spin-Hall driven switching experiment, showing current-driven
magnetization reversal in the presence of a magnetic field Hy. (a) Experiment geometry.
(b) Magnetization reversal by planar current for positive applied field. (c) Magnetization
reversal by planar current for negative applied field. Adapted from Ref. [58].

2.5.4 Experimental observations and applications

The recent interest in spin-orbit torques was sparked by an experiment report-

ing unusually high current-induced domain wall velocities in Pt/Co/AlOx134. The

domain walls unexpectedly moved against the electron flow135; an effect which

has since been shown to result from spin-orbit torques in a variety of experi-

ments115,134,136–138. Soon after, several groups demonstrated magnetization re-

versal due to spin-orbit torques in both in-plane and out-of-plane magnetized thin

films57–59,116, in experiments such as the one depicted in Figure 2.10. The spin-Hall

effect was thus quickly recognized as a promising method of interacting with mag-

netic thin films, driving further research towards technological applications139–141.

In practical applications, spin-orbit torque offers both opportunities and chal-

lenges. On the one hand, the ability to create a vertical spin-current from a planar

charge current allows for spin injection into a magnetic tunnel junction without

damaging the insulating barrier. Furthermore, the planar current can be used to

drive magnetic excitations in multiple devices on a single current line. On the

other hand, the in-plane polarization direction of the generated spin-current makes

it difficult to deterministically switch out-of-plane magnetized elements. Additional

symmetry breaking is required in the vertical direction, for instance by adding a

magnetic field along the current flow direction57–59,116 (see Figure 2.10).

In this thesis, an alternative method of field-free magnetization reversal via the

spin-Hall effect is proposed, using the exchange bias field from an antiferromag-

netic layer (Chapter 7). Recent research has demonstrated that antiferromagnetic

metals exhibit a significant spin-Hall angle142, so they may be used for both spin-

current generation and symmetry breaking143. An alternative method of symmetry

breaking that appears to enable field free magnetization reversal from spin-orbit

torques is the engineering of a tilted magnetic anisotropy132,144–146.
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2.6 Exchange Bias

The exchange bias effect describes an effective magnetic field that is experienced

by a ferromagnet in direct contact with an antiferromagnet. This was first observed

in 1956 by Meiklejohn and Bean147,148 when studying Co particles embedded in

their native oxide CoO, which is antiferromagnetic under 291 K. The phenomenon

has since been studied in a wide range of materials, and extensive reviews on the

subject are available149–151. Here, we shall briefly introduce the concept and discuss

some details that are particularly relevant to the work presented in this thesis.

2.6.1 Physical origin of exchange bias

As was discussed in Section 2.1.1, spins can show a spontaneous ordering due to

the exchange interaction. If the exchange coupling constant J is negative, anti-

parallel spin alignment between nearest neighbors is favored and a complex spin

structure can arise depending on the lattice topology. In the case of a typical

(Néel) antiferromagnet, two equal sublattices which are both ferromagnetic below

the Néel temperature TN are directed anti-parallel to each other, resulting in zero

net magnetization.

A cross-section of an antiferromagnetic crystal can contain an unequal number

of spins from the two sublattices, giving it a non-zero average interfacial spin di-

rection. Such a cross-section is referred to as an uncompensated spin plane. If a

ferromagnetic material is brought in direct contact with an uncompensated spin

plane (see Figure 2.11a), the sum of the exchange interactions at the interface cre-

ates a unidirectional anisotropy in the ferromagnet, which is commonly represented

as an exchange bias field HEB. In a typical application, the exchange bias is set

along the easy axis of the ferromagnet, making one of the magnetic orientations

energetically favorable. The sin2 θ angle-dependence of the magnetostatic energy

due to uniaxial anisotropy (Equation 2.3) is modified by a unidirectional − cos θ

effective field term, creating a tilted energy landscape (Figure 2.11b). This causes

a shift in the easy axis hysteresis loop, as depicted in Figure 2.11c, which is referred

to as the ‘exchange bias’.

Similar to ferromagnets, antiferromagnets show preferred directions of the sublat-

tice magnetization due to crystalline anisotropy. In materials where this crystalline

anisotropy is sufficiently strong, the sublattice magnetization directions and thus

the exchange bias direction are fixed. As there is no net magnetic moment, the

spin configuration is also relatively insensitive to external magnetic fields. The ex-

change bias effect can thus be used to create a stable reference direction in devices
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Figure 2.11: Exchange bias effect in a ferromagnet/antiferromagnet bilayer. (a) Ex-
change coupling aligns ferromagnet (F) spins (blue spheres with spin arrows) to the un-
compensated antiferromagnet (AF) spin surface. (b) Sketch of the magnetostatic energy
as a function of angle with the easy axis, in a ferromagnet with in-plane anisotropy that
is exchange-biased in a direction along the easy axis. The blue and gray arrow denote the
ferromagnet magnetization and exchange bias direction, respectively. (c) Ferromagnet
magnetization MF along the easy axis as a function of a magnetic field Happl applied
along the easy axis. The center of the hysteresis loop is horizontally offset from zero by
the exchange bias field HEB.

such as magnetic field sensors152 or memories153. To manipulate the exchange

bias direction in a ferromagnetic/antiferromagnetic bilayer, the system is heated

to a temperature above the Néel temperature of the antiferromagnet but below the

Curie temperature of the ferromagnet. The antiferromagnet then becomes param-

agnetic and spins at the interface align to the ferromagnet, which can be rotated by

an applied magnetic field. Upon cooling below the Néel temperature, the sublattice

spin ordering is restored in an alignment that minimizes the exchange energy of

uncompensated spins.

2.6.2 Beyond the basic model of exchange bias

The description of exchange bias presented in the previous section follows the

original model by Meiklejohn and Bean148, which fails to describe many features

observed in real exchange bias systems. For instance, the exchange bias magnitude

in most systems is two orders of magnitude smaller than expected based on the sum

of exchange interactions at a perfectly uncompensated spin plane149,151 as sketched

in Figure 2.11a. Furthermore, the model fails to explain experimental observations

of enhanced coercivity154 and reduced exchange bias155 at finite temperature in

thin films.

Many improvements upon the original model by Meiklejohn and Bean have since

been suggested; a comprehensive overview is presented in Ref. [151]. These more
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Figure 2.12: Sketch of a granular model for exchange bias. (a) The antiferromagnet
(AF) consists of grains of varying size. The ferromagnet (F) magnetization cannot be
switched by fields Happl < HEB. (b) As the field is increased, unstable grains in the AF
can rotate with the ferromagnet, decreasing the effective exchange bias. Furthermore, re-
versed unstable grains stabilize the ferromagnet magnetization direction and thus increase
the coercive field.

elaborate models incorporate structural effects such as interface roughness and

crystal structure, as well as complex spin structures and antiferromagnetic domain

walls.

One particularly successful model of exchange bias by Fulcomer and Charap156,157

treats the antiferromagnetic material as an ensemble of very small non-interacting

grains that are exchange coupled to the ferromagnetic thin film (Figure 2.12). This

accounts for the poly-crystalline grain structure of common antiferromagnetic ma-

terials151. In this model, the variation of grain sizes across a sample causes a

distribution of crystalline anisotropy energies, with smaller grains being less re-

silient against applied magnetic fields and thermal excitations. At sufficiently large

applied magnetic fields, these ‘unstable grains’ in the antiferromagnet can be re-

versed (cf. Figure 2.12, panels a and b), resulting in a reduced exchange bias

and enhanced coercive field in thin film ferromagnetic/antiferromagnetic bilayers.

Furthermore, the granular structure reduces the overall anisotropy significantly, so

that the exchange bias can disappear completely at a ‘blocking temperature’ far

below the Néel temperature149,151

2.6.3 Orthogonal exchange bias

The previous discussion focuses on the most common implementation of exchange

bias: the antiferromagnet sublattices are aligned such as to stabilize one of the easy

axis directions of the ferromagnet. This is visualized in Figure 2.11, depicting an

in-plane exchange biased ferromagnet with in-plane anisotropy. Alternatively one
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Figure 2.13: Exchange bias measurements by Maat et al in Co/Pt multilayers exchange-
biased by CoO. Vibrating sample magnetometry data shows the magnetic moment along
the exchange bias direction for (a) an out-of-plane exchange biased out-of-plane ferro-
magnet, (b) an in-plane exchange biased out-of-plane ferromagnet, (c) an out-of-plane
exchange biased in-plane ferromagnet, and (d) an in-plane exchange biased in-plane fer-
romagnet. Closed symbols are recorded at 300 K (CoO paramagnetic), open symbols at
10 K (CoO antiferromagnetic). The exchange bias direction is set by field cooling. (e)
After out-of-plane field cooling, CoO spins lie on a cone defined by [117] type directions.
(f) After in-plane field cooling, CoO spins lie on 1/6 of the two cone surfaces defined by
the [1̄1̄7] and [117̄] directions. Adapted from Ref. [158].

could create an ‘orthogonal exchange bias’, aligning the antiferromagnet sublattices

orthogonal to the easy axis of a ferromagnet. This uncommon configuration is

discussed in Chapter 6 of this thesis, demonstrating the possibility of creating

both perpendicular magnetic anisotropy and in-plane exchange bias in a single

sample. In this case, the effective magnetic field due to the antiferromagnet does not

stabilize a particular direction of magnetization, but enables precessional switching

or magnetization reversal using spin-orbit torques, as shown in Chapter 7.

Relatively few studies exist on the orthogonal exchange bias configuration158–161.

A pioneering study by Maat et al.158 examined exchange bias due to CoO in both

in-plane and out-of-plane magnetized Co/Pt multilayers, using the field cooling

procedure described in the previous section to set the exchange bias direction. Their

results are summarized in Figure 2.13. Orthogonal exchange bias was observed for

both in-plane and out-of-plane ferromagnetic anisotropies at low temperatures, as

seen in Figure 2.13, panels b and c (open symbols). The obtained exchange bias

magnitude was lower after field cooling in the in-plane direction, independent of the

anisotropy direction of the ferromagnetic layer. Maat et al. relate this difference
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to the crystal structure of the CoO, in line with earlier work on highly crystalline

ferromagnet/antiferromagnet bilayers154. During field cooling, the CoO spins freeze

along the magneto-crystalline anisotropy axis closest to the field cooling direction

(Figure 2.13, e-f), which theoretically yields a 20 % smaller exchange bias for the

in-plane direction in [111] textured CoO.

Sun et al.159 reported that the magnitude of orthogonal exchange bias is about 0.85

that of collinear exchange bias for FeNe/FeMn multilayers with in-plane magnetic

anisotropy. This is in contrast with Maat et al., who found no such difference in

Co/CoO. In line with the anisotropic field cooling model, the relative magnitude

of orthogonal exchange bias thus appears to depend on the used antiferromagnetic

material.

In conclusion, the basic physics and recent developments in contemporary mag-

netic memory research have been introduced. This should provide sufficient back-

ground to appreciate the experimental work discussed in this thesis.
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Methods

This chapter presents a brief overview of the experimental techniques used to obtain

the results presented in this thesis. First, the deposition and patterning processes

for the fabrication of thin-film samples and microwires are discussed. Second, the

various experimental tools used in the characterization of thin films and switching

experiments on microwires are presented. Finally, the numerical model used to

predict and understand magnetization dynamics under current application in our

samples is discussed.

3.1 Sample preparation

The experimental study of magnetism in thin film structures requires precise con-

trol of layer composition and lateral structure. In this thesis, samples were fab-

ricated on diced, polished Si wafers, covered by 100 nm SiO2 through thermal

oxidation. Deposition and patterning were performed using sputter deposition and

electron-beam lithography, respectively. These techniques are briefly discussed in

this section.

3.1.1 Sputter deposition

Thin layers of metallic materials can be grown with sub-nanometer precision using

DC magnetron sputter deposition. This technique allows for atomically thin layers

to be grown by controlled erosion of a target material, using momentum transfer

from highly energetic inert gas ions. This relatively simple and cost-effective process

is currently the industry standard for the deposition of magnetic thin films, and

35
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in-depth reviews on the subject are readily available162.

The process of sputtering is depicted schematically in Figure 3.1. The sub-

strate material is brought into an ultra-high vacuum chamber (base pressure

∼ 10−8 mbar) and placed underneath a highly pure disk of the desired material, at

a distance of roughly 25 cm. Argon gas is then let into the chamber, increasing the

pressure to ∼ 10−2 mbar. A high voltage, between 100 V to 1000 V, is then applied

between the target disk and an anode ring suspended below it. This creates Ar+

ions which are accelerated towards the negatively charged target. In magnetron

sputtering, a magnetic field is added to create circular paths for the charged parti-

cles, confining the plasma near the target and allowing for a lower background gas

pressure. When the highly energetic argon ions collide with the target disk, they

release target atoms by momentum transfer. The ejected atoms diffuse downwards

and condense upon the substrate, forming a thin film at a rate of about 0.1 nm/s.

A sharp shutter or ‘wedge mask’ can be suspended just above the substrate surface.

By moving this mask horizontally during the growth process, a gradient in the

deposited layer thickness can be created. The use of so-called ‘wedge samples’

allows for effects that depend critically on a particular layer thickness to be studied

with high accuracy in a single sample.

Attached to the sputter chamber is a custom-built oxidation chamber, which allows

for in-situ cleaning or oxidation using an oxygen plasma at a pressure of 0.1 mbar.

magnet

target

substrate

wedge mask

+
-

Ar
+e

-

ring anode

Figure 3.1: Schematic overview of the sputtering process. Argon atoms are ionized
to form a plasma, and accelerated towards a target, which is a highly pure disc of the
desired material. Atoms of the target material are knocked loose and condense upon the
substrate, forming a thin film. A wedge mask can be used to create gradient thicknesses.
A magnet is added to confine the plasma near the target. Parts and distances are not to
scale.
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3.1.2 Electron Beam Lithography

To create microwires and other structures described in this thesis, the process

of electron-beam lithography (EBL) was used. Like other lithography techniques,

EBL involves selectively removing parts of a resist layer by exposure and develop-

ment. For the work presented in this thesis, a lift-off lithography method was used,

as illustrated in Figure 3.2.

First, a thin layer of poly(methyl methacrylate) (PMMA) dissolved in anisole is

spin-coated onto a substrate. For this thesis, a dual resist layer consisting of 495K

PMMA A6 and 950K PMMA A2 was used, where the K value denotes the polymer

chain length and the A value the weight percentage of PMMA in the solution.

After heating to remove the anisole solvent, the nominal thickness of this bilayer

resist is 200 nm 495K PMMA plus 50 nm 950K PMMA.

An electron beam is then scanned across the sample in a Fei Nova 600i Dual

Beam system, selectively exposing a pre-defined pattern. This system can define

structures down to 50 nm resolution. The exposure breaks the polymer chains in

the resist layer, locally increasing the solubility (see Figure 3.2a).

The exposed sample is then placed in a solution of methyl isobutyl ketone : iso-

propanol (1:3) for 45 s, dissolving the exposed PMMA. As shorter polymer chains

dissolve more quickly, the bilayer recipe creates an undercut in the developed resist

layer (see Figure 3.2b), which is beneficial for the quality of the final structures.

The substrate with patterned resist is then inserted into the sputter deposition

system. A brief oxygen-plasma cleaning is carried out to remove any residual traces

of resist in exposed areas. Subsequently, the desired material stack is deposited on

top. Finally, the sample is placed in acetone for about 30 s, dissolving the remainder

of the resist and leaving behind the patterned material stack (Figure 3.2c).

a) b) c)

Figure 3.2: Schematic overview of the electron-beam lithography lift-off process. (a) A
resist bilayer is spin-coated onto the substrate and locally exposed to an electron beam.
(b) After dissolving the exposed resist, the desired materials are sputtered onto the sam-
ple.(c) The remaining resist is dissolved, leaving behind the desired pattern.
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Figure 3.3: Schematic overview of the magneto-optic Kerr effect. The spin S of an
electron couples to the angular momentum L, which affects the polarization of a reflecting
light beam.

3.2 Analysis of magnetic properties

Several well-known methods were employed to investigate the magnetic properties

of deposited thin film stacks and monitor the magnetization during switching ex-

periments. These methods probe the magnetization using optical effects, magnetic

induction or electrical transport measurements. As they are widespread and well

documented, we limit ourselves to a brief discussion of each technique.

3.2.1 Magneto-Optic Kerr Effect

The magneto-optic Kerr effect (MOKE) describes a rotation in the polarization

axis of light reflecting off a magnetic surface. Using MOKE allows one to optically

detect changes in the magnetization direction at surfaces, locally and with relative

ease. By sweeping a magnetic field, MOKE can be used to determine ferromagnetic

characteristics such as coercivity, remanence, and exchange bias.

The physical mechanism underlying MOKE is sketched in Figure 3.3 for the case

of polar MOKE (vertical incidence) on an out-of-plane magnetized sample. If the

majority spin direction is ‘up’, the angular momentum of electron orbitals will also

be in the out-of-plane direction due to spin-orbit coupling (see Section 2.1.2). This

angular momentum is partly transferred to the reflecting photons, rotating the

polarization axis. Formally, the left-handed circularly polarized (LCP) and right-

handed circularly polarized (RCP) components of the incident beam experience a

different velocity and absorption in the short distance the light travels inside the

reflecting medium (∼ 20 nm). The former effect causes rotation of the polarization

axis, while the latter effect creates ellipticity. In real systems, a multitude of

interfaces and partially transparent layers all contribute to the observed rotation

and ellipticity, which can be modeled using a system of complex reflection and

transmission matrices163.

The custom-built MOKE setup that was used for this thesis uses a polarization-

stabilized HeNe laser (wavelength 632.8 nm) and a linear polarization filter to create
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a linearly polarized light beam. After reflection on the sample surface, the light

beam passes through a second polarization filter, which is 90° rotated with respect

to the first one. Hence, the transmitted light intensity is a direct qualitative mea-

sure of the magnetization. To improve the quality of the signal, a photo-elastic

modulator is added after the first polarizer to create an oscillating signal which is

picked up by a lock-in amplifier.

3.2.2 Kerr Microscopy

The magneto-optic Kerr effect, described in the previous section, can be mea-

sured in a microscope by adding appropriate polarization filters. Such a device,

commonly referred to as a Kerr microscope, shows differences in magnetization as

a brightness variation, and allows one to study magnetic domains in real time with

sub-micrometer accuracy. As the light is mostly incident from straight above the

sample surface, Kerr microscopy is mostly sensitive to the out-of-plane component

of the magnetization, similar to polar MOKE performed with a laser. An example

of a Kerr microscopy image is presented in Figure 3.4, showing magnetic contrast

in a partially switched ferromagnetic cross.

In this thesis, an Evico Kerr microscope with a bright Xenon light source was

used. The image is recorded by a CCD camera, and enhanced digitally. Magnetic

contrast is enhanced by subtracting a reference image, usually of the device in a

saturated magnetic state. Frames can be averaged to reduce the noise, at the cost

of reduced time resolution.

Different electromagnets can be installed in the Kerr microscope setup, allowing

for modest magnetic fields (typically up to 60 mT) to be applied in any direction.

3.2.3 Anomalous Hall Effect

The ordinary Hall effect describes a transverse voltage that arises when sending

an electric current through a metal placed in a magnetic field. It is easily explained

using the Lorentz force, and commonly employed in magnetic field sensors.

In ferromagnetic materials, a spontaneous Hall effect is found to exist even in

the absence of a magnetic field. This effect became known as the Anomalous

Hall Effect (AHE), sometimes called the extraordinary Hall effect. The generated

transverse voltage VAHE depends linearly on the out-of-plane component of the

magnetization. Creating a cross-shaped piece of magnetic material, commonly

referred to as a Hall cross, thus allows for the vertical magnetization component
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10 μm

Figure 3.4: Typical image recorded by differential Kerr microscopy. The image shows an
out-of-plane magnetized Hall cross contacted by nonmagnetic leads. The contrast between
the two arms of the Hall cross indicates a difference in out-of-plane magnetization, in this
case because the magnetization is reversed in one of the two arms. Contrast has been
enhanced by subtracting a reference image.

to be probed by measuring the transverse voltage generated by a small current.

This method is simple, fast, and sensitive, and can easily be integrated into Kerr

microscopy studies.

The physics underlying the AHE are both rich and complex, and understanding

has evolved substantially in the past decade164. Similar to the spin-Hall effect*, it

is evident that both intrinsic (topological) and extrinsic (scattering) mechanisms

play a role, to a varying degree depending on properties such as conductivity and

impurity concentration.

3.2.4 Vibrating Sample Magnetometry

To obtain a quantitative measure of the magnetization of a sample, vibrating

sample magnetometry (VSM) can be used. This technique measures the magnetic

flux originating from a magnetic specimen by moving it sinusoidally through a

conducting coil and measuring the induced current. As the induction scales linearly

with the magnetic moment, proper calibration makes this method suitable for

quantitative magnetization measurements.

In this thesis, a Quantum Design MPMS 3 SQUID-VSM was used rather than

a conventional VSM. This apparatus makes use of the super-conducting quantum

interference device (SQUID): a superconducting loop containing two Josephson

junctions, allowing for magnetic flux changes to be measured down to individual

*In fact, one could argue that the AHE is a special case of the SHE, where the carriers are
spin-polarized
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Figure 3.5: Sketch of the spherical and Carthesian coordinates used in this thesis. The
magnetization M is constricted to the surface of a sphere with radius Ms, of which only
the top hemisphere is depicted.

flux quanta165. The setup allows for a magnetic field up to 7 T to be applied along

the measurement axis, while the temperature can be varied from 1.8 K to 400 K.

3.3 Simulation of macrospin dynamics

The magnetization reversal process can be difficult to interpret, especially when

many different fields and spin-currents are involved. In this section, a model is

described for the behavior of a uniformly magnetized particle, commonly referred

to as a macrospin, on the sub-nanosecond timescale. This offers a qualitative

understanding of the magnetic switching process in complex systems, which will

be employed to predict the performance of a novel memory device in Chapter 5

and to explain experimental data in Chapter 7.

Magnetization dynamics are simulated by solving the Landau–Lifshitz–Gilbert�

(LLG) equation166:

∂m̂

∂t
= −γe (m̂×Heff) + α

(
m̂× ∂m̂

∂t

)
+ τ Sl (3.1)

with m̂ ≡ M/Ms the normalized free layer magnetization and Heff the effective

magnetic field in A/m. All constants and parameters used in Equation 3.1 are

listed in Table 3.1. The used coordinate system is sketched in Figure 3.5.

The first term in Equation 3.1 describes precession around an effective magnetic

field Heff , which comprises many physical phenomena that are discussed in more

�Technically, the presented equation is the Landau-Lifshitz-Gilbert-Slonczewski equation, as
current-induced torques are included.
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Table 3.1: Constants and parameters used in the LLG equation

Constant Name Value Unit

γe Electron gyromagnetic ratio 2.212 761 569× 105 m A−1 s−1

e Elementary charge 1.602 176 621× 10−19 C
h̄ Reduced Planck constant 1.054 571 800× 10−34 J s
kB Boltzmann constant 1.380 648 528× 10−23 J K−1

µ0 Vacuum permeability 4π × 10−7 T m A−1

Parameter Name Typical Value Unit

α Gilbert damping constant 0.1 1
d Magnetic layer thickness 0.7× 10−9 m
Ms Saturation magnetization 1.0× 106 A m−1

Js Spin current density 1.0× 1011 A m−2

detail in Section 3.3.1.

The second term in Equation 3.1 describes Gilbert damping: the dissipation of

energy from the macrospin system through interactions with the environment. It

is essentially a phenomenological term, which causes M to align with Heff in the

absence of excitations.

The last term in Equation 3.1 describes the torque exerted by spin-polarized cur-

rent, introduced by Slonczewski31 and Berger32. This current-induced torque is

discussed in more detail in Section 3.3.2.

The LLG equation is solved numerically in MATLAB to produce magnetization

trajectories. Details regarding the numerical implementation are included in Ap-

pendix A.

3.3.1 Effective Magnetic Field

The magnetization M naturally aligns with the effective magnetic field Heff

through a process of precession and damping, minimizing the Zeeman energy. In

this thesis, six contributions to the effective field are taken into account: (i) the

applied magnetic field Happl; (ii) an exchange bias field HEB; (iii) the magnetic

anisotropy field HK; (iv) the demagnetizing field HD; (v) a fluctuating thermal

field HT that accounts for temperature; and (vi) an Oersted field HOe. These

contributions are described below.
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Applied Magnetic Field
The applied magnetic field Happl can be of any magnitude and direction. In this

thesis, the magnetic field H is used interchangeably with the related quantity B,

sometimes referred to as the ‘magnetic flux density’, measured in T. In vacuum,

the two quantities are proportional: B = µ0H, with µ0 the permeability of vacuum

(see Table 3.1).

Exchange Bias
If the magnetic layer is in direct contact with an antiferromagnetic material, the

sum of exchange interactions at the interface creates an effective magnetic field

HEB, commonly referred to as the exchange bias field. In contrast to Happl, the

magnitude and direction of HEB can vary locally, which can be implemented in a

macrospin model by averaging over multiple simulations. Refer to Section 7.6.8 for

a detailed description of this implementation.

Magnetic Anisotropy
As explained in Section 2.2, the energy of a spin can be anisotropic even in the

absence of magnetic fields, due to interactions with other spins and interactions

with the crystal lattice mediated by the spin-orbit interaction.

In this thesis, a uniaxial anisotropy originating from the interface between the

magnetic layer and the adjacent layers is usually dominant over other sources of

magnetic anisotropy. The energy density then depends on the angle θ between the

magnetization and the easy axis, as shown in Equation 2.3. This thesis is focused

on materials with a perpendicular magnetic anisotropy (PMA): the easy axis is the

surface normal, which we shall take to be the z axis.

To incorporate magnetic anisotropy in the LLG equation, we need to express it

as an effective magnetic field. In general, a magnetostatic energy density ε can be

expressed as an effective field Hε acting on M using the following identity167:

Hε = − 1

µ0

∂E

∂M
. (3.2)

Since we have defined the z axis as the easy axis for our macrospin, we can write

sin2 θ = (1−M2
z )/M2

s , so that Equation 3.2 yields�:

HK =
2Ku

µ0Ms
mzẑ, (3.3)

�Here, we neglect additional terms that arise in the vector derivation due to the constraint
M2

x + M2
y + M2

z = M2
s . These additional terms point parallel to M and therefore produce no

torque.
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where mz = Mz/Ms is the z component of the normalized magnetization.

Demagnetization
In any magnetized object, an internal magnetic field arises that opposes the mag-

netization. The origin of this so-called demagnetizing field HD was discussed in

Section 2.2.1). The energy density associated with the demagnetizing field is:

εD = −1

2
µ0M ·HD, (3.4)

where the factor 1/2 has entered because this is a form of self-energy (i.e. not to

count every dipole twice). For the case of a uniformly magnetized infinite thin film,

combining Equations 2.5 and 3.4 yields an energy density equivalent to a uniaxial

magnetic anisotropy:

εD = −1

2
µ0M

2
s sin2 θ, (3.5)

so that we can define a demagnetization anisotropy constant KD = − 1
2µ0M

2
s . The

‘effective anisotropy’ of a thin film sample can thus be approximated by:

Keff = Ku −
1

2
µ0M

2
s . (3.6)

The out-of-plane direction is an easy axis if Keff > 0, or a hard axis if Keff < 0.

In real magnetic systems or micromagnetic simulations, the demagnetization field

varies across the sample and can lead to complex magnetic domain structures.

In the macrospin approximation, however, a single HD is used to describe the

average demagnetization field across the magnetic volume. In this thesis, we use

the macrospin demagnetization tensors derived by Aharoni et al.168 for rectangular

prisms.

Temperature
The concept of temperature relates to random excitations within an ensemble

of particles, constituting an average thermal energy. In our macrospin model,

this should result in a certain average angle between M and Heff in equilibrium.

Gilbert damping, however, causes energy to dissipate from the macrospin system,

ultimately aligning M with Heff and reducing the temperature to zero.

In thermal equilibrium, dissipation towards the environment must thus be com-

pensated by thermal fluctuations. This is true for any system: for every process

that dissipates energy into heat, there is a reverse process of thermal fluctuations

that produces random excitations. This is the fluctuation-dissipation theorem,
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which was first formulated by Nyquist in 1928169.

If we seek to describe the dynamics of a dissipative system at nonzero temperature

T , we thus need to include thermal fluctuations to ensure that equilibrium with the

environment is maintained. These fluctuations should take the form of a stochastic

force that, on average, negates the effect of dissipation. This stochastic force can be

introduced into the LLG equation by means of a random magnetic field. Starting

from the Focker-Planck equation (a partial differential equation describing the evo-

lution of a probability distribution function) for a uniformly magnetized particle,

Brown derived167 that such a random field HT should be drawn from a Gaussian

distribution with zero average value and variance σ2:

〈Hi
T〉 = 0,

〈Hi
T(t)Hj

T(t′)〉 = σ2 δi,jδ(t− t′),

σ2 =
2kBT

µ0γeMsV
α,

(3.7)

where the indices i and j iterate over the Carthesian components x, y, z. Each

Carthesian component of the thermal field is thus uncorrelated with itself over time

and with other components of the thermal field. Note that, due to the Gaussian

nature of the thermal field, the integral of dm/dt due to HT over a finite time ∆t

is of the order of
√

∆t, similar to a random walk process.

An ensemble of macrospin particles, or a single macrospin particle tracked over

time, should show an appropriate Boltzmann distribution in the thermal excitation

angle to reflect the temperature. This allows us to assign a temperature to our

macrospin system and verify the validity of our implementation of temperature, as

discussed in Appendix B.

Oersted Fields
According to Ampère’s law, a current flowing through a wire induces a magnetic

field around it. Such fields are referred to as Oersted fields (or Ampère fields)

and must be taken into account when simulating magnetization dynamics in the

presence of large currents.

In this thesis, two current densities are distinguished: a spin-transfer torque cur-

rent density JSTT flowing vertically into the magnetic free layer, and a spin-Hall

current density JSHE running through the electrode underneath the magnetic free

layer. These currents are sketched in Figure 3.6. The Oersted field produced by

JSTT is typically very small and averages out across the macrospin element, so
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JSTT

Figure 3.6: Simulated geometry, showing the spin-transfer torque current density JSTT

and the spin-Hall effect current density JSHE acting on the free layer magnetization M.
The free layer is part of an MTJ structure, so that the vertical tunnel current JSTT is
spin-polarized along the magnetization direction of a fixed reference layer. The horizontal
current JSHE creates a vertical spin current due to the spin-Hall effect.

that it can be ignored for the purposes of this thesis. A large current density JSHE

running beneath the magnetic element, however, produces a significant in-plane

Oersted field. We approximate this field by that of an infinite surface current run-

ning in the x direction beneath the magnetic element, producing an Oersted field:

HOe =
1

2
deJSHE ŷ, (3.8)

where de is the thickness of the electrode through which JSHE flows.

3.3.2 Current-induced torques

The term τ Sl in Equation 3.1 describes the torque exerted by a current that is

spin-polarized along the direction σ̂. As described in Section 2.4, this torque has

a damping-like-like component and a field-like component:

τ Sl = βDLT (m̂× m̂× σ̂) + βFLT (m̂× σ̂) , (3.9)

where βDLT and βFLT are the damping-like torque coefficient and field-like torque

coefficient, respectively. From conservation of angular momentum, it can be de-

rived31 that:

βDLT = Js
h̄γe

2edµ0Ms
, (3.10)

where Js is the pure spin current density entering the magnetic layer. The magni-

tude of Js and the polarization direction σ̂ depend on the source of the spin current,

as will be discussed below. The other constants in Equation 3.10 are defined in
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Table 3.1. The origin and magnitude of the field-like torque are less clear, and

depend strongly on the system under study.

Spin-polarized tunneling current
In a magnetic tunnel junction, the spin-transfer torque current density JSTT is

spin-polarized along the magnetization direction Mref of the reference layer, which

we shall take to be σ̂ = ẑ. The magnitude of the transmitted spin current de-

pends on the relative orientation of the two magnetic layers: Js = η(θ)Je. This

angular dependence has been described by Slonczewski101, mostly to account for

the asymmetry between anti-parallel to parallel switching and vice versa. In this

thesis, when MTJ switching is modeled (Chapter 5), we shall assume a constant

spin polarization, Js = PJe, which is common in the literature105 and suffices for

our purposes. The tunneling spin polarization P is material dependent, and can

be as high as 0.85 for crystalline CoFeB/MgO23. In this thesis, we shall use a more

conservative value of P = 0.5, which is appropriate for cobalt14.

For the field-like torque due to the tunneling current, we use the simple expression

βFLT = aFLT βDLT, such that the field-like torque coefficient is proportional to the

spin-transfer torque coefficient with a proportionality constant aFLT = 0.25, in line

with experimental observations in MgO-based tunnel junctions170.

Spin-Hall effect
A current density JSHE running through the electrode below the magnetic element

can create a vertical spin current through the spin-Hall effect, as explained in

Section 2.5. By definition, the magnitude of the generated spin current depends

on the spin-Hall angle θSH of the electrode material: Js ≡ θSHJe. Physical effects

such as spin diffusion, accumulation and interface transparency are all absorbed

into this effective spin-Hall angle. In this thesis, we use the literature value of

θSH = 0.07 for platinum58. Note that θSH is not related to the polar angle θ.

The exact magnitude of field-like torque originating from spin-orbit torques is a

subject of debate171. However, in both theoretical172 and experimental58,116 stud-

ies, it appears that the field-like torque due to the spin-Hall effect is negligible

compared to the damping-like torque, so we set βFLT = 0 for the spin-Hall contri-

bution.
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3.3.3 Heating and cooling

The spin-Hall effect current density JSHE used in the simulations and experiments

described in this thesis can be large enough to cause significant heating. To include

this effect in our macrospin model, a basic heating model based on Joule heating

and Newtonian cooling was implemented, with coefficients that are temperature-

independent.

The power dissipated by the current in the section of the electrode below the

magnetic element is:

Pheat = I2R = J2
SHEdewlρe, (3.11)

with w the bit width, l the bit length, and ρe the resistivity of the electrode, which

we shall take to be 1.05× 10−7 Ω m for Pt. For simplicity, we assume that all

dissipated power is transferred as heat into the magnetic material.

Without cooling, Joule heating would cause the magnetic element to heat up in-

definitely. This is clearly not a realistic model, so some sort of cooling mechanism

must be included to ensure thermal equilibrium is reached at a reasonable temper-

ature. Here, we employ a simple Newtonian cooling mechanism:

Pcool = hw l (T − Tenv), (3.12)

where h is a heat transfer coefficient and Tenv is the temperature of the environ-

ment. The value of h is chosen such that the equilibrium temperature reached

by continuous current application matches experimental data. In this work, we

typically use h = 1.0× 106 W/(m2 K).

Per second of applied current, the temperature change of the element becomes:

dT

dt
=
Pheat − Pcool

CV V
, (3.13)

with V the magnetic element volume (V = dwl) and CV the volumetric heat

capacity, which we take to be 3.747× 106 J/(m3 K) for cobalt. An example of the

temperature profile generated by a typical JSHE pulse is shown in Figure 7.17d.

Numerical evaluation of macrospin magnetization dynamics, as described in this

section, can provide a qualitative understanding of magnetization reversal under

application of fields and currents. Although many relevant phenomena are only

approximated (e.g. heating, demagnetization) and others are unaccounted for (e.g.

magnetic domain formation) such a model is very useful in understanding trends

in complex switching processes, as will be shown in Chapter 5 and Chapter 7.
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Large electric field effect in a

Pt/Co/AlOx/Pt junction

The coercivity and resistivity of a Pt/Co/AlOx/Pt junction are measured under

sustained voltage application. High bias voltages of either polarity are determined

to cause a strongly enhanced, reversible coercivity modification compared to low

voltages. Time-resolved measurements show a logarithmic development of the co-

ercive field in this regime, which continues over a period as long as thirty minutes.

Furthermore, the resistance of the dielectric barrier is found to change strongly and

reversibly on the same time scale, suggesting an electrochemical process is taking

place within the dielectric. It is argued that the migration of oxygen vacancies at

the magnet/oxide interface could explain both the resistance variation and the en-

hanced electric field effect at high voltages. A thermal fluctuation aftereffect model

is applied to account for the observed logarithmic dependence.*

*This Chapter has been published in the Journal of Applied Physics [173]

49
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Figure 4.1: Schematics showing (a) a cross-section of the fabricated junction, showing
plasma oxidized interfaces as dashed lines, and the oxygen vacancy migration principle
under (b) negative or (c) positive bias voltage.

4.1 Introduction

The modification of magnetic anisotropy by application of electric fields across

magnet-insulator interfaces has been experimentally observed in a variety of sys-

tems53,81,83,95,174. This method of magnetization control has enormous potential

for spintronics applications, as the power consumption can be orders of magnitude

lower than in current-based devices70. The magnitude, symmetry, and timescale

of the observed effect differ significantly between experiments, suggesting that

physics beyond the charging of an ideal capacitor play a role84,86,175. Notably,

it has been proposed that the perpendicular magnetic anisotropy arising from

Co-O hybridization at the magnet-insulator interface76 can be directly affected

by a voltage-induced migration of oxygen vacancies87, resulting in strong voltage-

induced anisotropy modifications86. Here, we measure the coercive field and leakage

current as a function of time under sustained electric field, using Kerr microscopy

on a perpendicularly magnetized Pt/Co/AlOx/Pt junction. The resulting data de-

pends non-linearly on the bias voltage, and reveals a logarithmic time-dependence

which we match to the hypothesis of electro-migration of oxygen vacancies in the

dielectric.

4.2 Methods

Samples were fabricated on polished thermally oxidized silicon substrates using a

lift-off electron-beam lithography procedure and DC sputtering at a base pressure

of 1.0× 10−8 mbar (see Section 3.1), resulting in the structure depicted in Figure

4.1a. First, a 1.5 µm× 16 µm strip of Pt (4.0 nm) / Co (1.0 nm) / Al (2.1 nm) was

deposited and exposed to an oxygen plasma at a pressure of 1.0× 10−1 mbar for

10 min. Subsequently, a 5µm× 5 µm sheet of Al (2.0 nm) was deposited across the

center of the strip and similarly oxidized, with the intent of insulating the side
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walls of the underlying strip. The total AlOx thickness after oxidation is estimated

to be 6.0 nm176. Finally, a 1.5 µm× 16 µm strip of Pt (4.0 nm) was deposited

orthogonally on top, enabling voltage application across the AlOx layers while

still allowing for optical access to the underlying cobalt layer. Electrical access is

provided through thick Ti/Au connecting electrodes (not shown).

The magnetization reversal process was studied using a Kerr microscope in polar

mode, allowing for high-resolution digital imaging of the out-of-plane magnetiza-

tion component at 16 frames per second. The magnetization was averaged over a

1 µm× 1 µm region of interest at the center of the junction. A differential method

is used, where magnetic contrast is enhanced by subtracting a background image

recorded at zero magnetic field before each experiment. A Keithley 2400 SourceMe-

ter was used to apply voltages and measure the resulting current.

Immediately after deposition, magnetization reversal loops are recorded under

application of a bias voltage. Starting at zero bias, the voltage is increased to higher

positive and negative values in an alternating fashion, i.e. 0.0 V, 0.2 V, −0.2 V,

0.4 V, etc. At each voltage, the magnetization is first saturated by a −50 mT

magnetic field perpendicular to the junction surface. Subsequently, the magnetic

field is swept from −30 mT to 30 mT and back, resulting in two magnetization

reversal events as reflected by changing intensity in the averaged Kerr image. This

process (including saturation) takes three minutes, and is repeated several times

to allow for averaging and to provide a time-resolved picture of the effect of a

sustained voltage on the magnetic and electric properties of the junction.

4.3 Results

Typical hysteresis loops as obtained from the described experiment are depicted

in Figure 4.2, showing a coercive field of approximately 10 mT at zero bias. The

voltage-induced coercivity modification (panel a) shows two distinct regions: at

low voltages (region I, between −0.6 V and 1.6 V) the effect is modest, at a slope of

0.5 mT/V. At higher voltages (region II) a much stronger coercivity modification

is observed, at a slope of 4.5 mT/V. Furthermore, in region II the coercivity mod-

ification is found to increase with time under sustained electric field, as illustrated

by panels b and d for an applied voltage of −2.0 V and 2.0 V, respectively.

Having established that for higher bias voltages the properties of the junction

evolve under sustained electric field, a more detailed study of the time-dependent

coercivity modification and barrier conductivity was performed. Figure 4.3 shows

the coercive field and leakage current as a function of time for a range of bias
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Figure 4.2: Voltage-induced coercivity modification results. Panel (a) shows the coer-
cive field as a function of voltage, averaged over four measurements, identifying a low-
sensitivity region I at low voltages and a high-sensitivity region II at high voltages. Note
that the averaged values above ±1 V were computed using data recorded after twelve min-
utes of voltage application, to allow the voltage-induced effect to saturate sufficiently for a
meaningful average to be computed. Typical magnetization reversal curves measured im-
mediately after voltage application (blue squares) and after 9 min (red circles) are shown
for an applied voltage of (b) −2.0 V, (c) 0.2 V, and (d) 2.0 V, with arrows emphasizing
the evolution of the hysteresis loops over time. These plots have been corrected for linear
drift and smoothed using nearest-neighbor averaging.

voltages. Before each measurement at negative voltage, the device was subjected

to +2.0 V for 30 min to bring it into a relatively well-defined state, meaning that

the voltage-induced effects are close to saturation. Similarly, a voltage of −2.0 V

was applied for 30 min before each measurement at positive voltage. Hysteresis

loops were then continuously recorded under sustained voltage application.

The coercivity was found to decrease (increase) rapidly during the first few minutes

of negative (positive) voltage application, continuously changing at a decreased

rate during the remainder of the measurement, which lasted thirty minutes. The

change is found to be reversible under application of an identical voltage of opposite

polarity (compare ±2.0 V data) whereas a lower voltage of opposite polarity only

partially reverses the effect (compare ±1.2 V data to ∓2.0 V data). Furthermore,

the obtained data was found to match a logarithmic trend, suggesting a thermally

activated stochastic process as the physical cause of the effect. This hypothesis is
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Figure 4.3: Coercive field as a function of time for (a) negative bias voltage, after
applying +2.0 V for 30 min and (b) positive bias voltage, after applying −2.0 V for 30 min.
Logarithmic fits of the data are shown as solid lines. Note that the outliers at the start of
the +2.0 V data are atypical; other measurements (e.g. at +1.8 V) follow the logarithmic
trend more closely throughout. Simultaneously recorded leakage current values are shown
for (c) negative and (d) positive bias.

explored in more detail below.

The leakage current flowing through the junction remained negligible (of the order

of 0.01 nA) throughout the experiments, except under large negative bias voltage.

For voltages larger than −1.2 V, the leakage current could be measured to increase

over time, roughly following the logarithmic trend observed in the coercivity data.

The final current magnitude, after thirty minutes of voltage application, was found

to depend exponentially on the bias voltage. In all cases, reversing the bias voltage

to +2.0 V caused a rapid decrease in the leakage current, reducing it to the original

value of 0.01 nA) in seconds.

4.4 Discussion

The voltage-dependent coercivity data (Figure 4.2d) shows a small and apparently

linear coercivity modification in region I at a slope of 0.5 mT/V, which can be

explained by a modification of the interfacial anisotropy due to changing electron

density, in line with existing experimental53,81,174 and theoretical work177. Region

II, by contrast, shows a strongly enhanced coercivity modification for bias voltages

below −0.6 V and above +1.6 V. The symmetry around +0.5 V, matching the built-

in voltage of the junction (0.65± 0.20 eV), implies that the effective electric field

across the dielectric drives the enhanced coercivity modification. Furthermore,
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the timescale (minutes to hours) and the gradual and reversible nature of the

observed effect suggest an electrochemical process rather than a purely electronic

effect. A viable candidate for such a process is the electromigration of oxygen

vacancy defects in the dielectric. This mechanism has been suggested to occur in

similar devices83,84,175,176 and was confirmed to affect the perpendicular magnetic

anisotropy at Fe/MgO interfaces87. Moreover, electromigration of oxygen vacancies

is known to occur in amorphous AlOx barriers178, causing soft dielectric breakdown

at high electric fields, similar to the behavior observed in Figure 4.3c.

The migration of oxygen vacancies under negative and positive bias voltage is

sketched in Figure 4.1b and c, respectively, depicting an expected179,180 filamentary

distribution. A negative bias voltage then results in the gradual formation and

growth of conductive filaments in the dielectric, whereas a positive bias voltage

abruptly breaks existing filaments near the anode, in agreement with the observed

leakage current data (Figure 4.3).

The observed logarithmic change of the coercivity under sustained voltage appli-

cation can be explained using a thermal fluctuation aftereffect model157. Suppose

a site i at the Co/AlOx interface has a chance Pi of being occupied by a charged

defect, with an energy barrier Eb separating it from a site that is 2Ehop lower in

energy due to the applied electric field, then:

dPi
dt
∝ (1− Pi) exp

[
−Eb + Ehop

kBT

]
− Pi exp

[
−Eb − Ehop

kBT

]
(4.1)

with kBT the thermal energy. Assuming Pi(t = 0) = 1 and Pi (t → ∞) = 0 this

yields:

Pi(t) = 1− exp [−t/τi] (4.2)

with τi the site-specific relaxation rate, depending on the local energy landscape.

If the relaxation rate is distributed uniformly across all sites, this can be shown181

to result in:
∆n

n0
= a+ b ln(t) (4.3)

with ∆n
n0

the relative change in the charged defect density at the interface and a

and b constants describing the instantaneous and time-dependent density variation,

respectively.

The logarithmic time-dependence of the coercivity and resistance under sustained

voltage application (Figure 4.3) can thus be accounted for by thermally activated

electromigration of charged oxygen vacancies. Furthermore, this process also ex-
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plains the observed symmetry around the built-in voltage, the asymmetric resis-

tance variation, and the strong, non-linear, reversible nature of the coercivity mod-

ification at high bias voltages. Furthermore, the partial recovery of the coercivity

under reduced reverse bias voltage (e.g. −1.2 V after +2.0 V, see Figure 4.3) agrees

with the notion of a distribution of site-specific relaxation rates, allowing some de-

fects to migrate relatively easily at low voltages.

The observed voltage-induced effects show both similarities and striking differ-

ences when compared to existing results. Using a Pt/Co/GdOx/Au system, Bauer

et al.83 demonstrated a large coercivity and resistivity modification close to the

hard dielectric breakdown voltage. They identified migration of oxygen vacancies

and charge trapping in the GdOx layer as possibly relevant physical mechanisms.

In contrast to our observations, however, the effects Bauer et al. observed were irre-

versible and occurred for only one voltage polarity. Moreover, the authors suggest

that the accumulation of oxygen vacancies decreases the interfacial anisotropy in

their system, whereas our measurements indicate the opposite. These differences

are likely to result from the different dielectric materials and oxidation profiles,

both of which affect the soft dielectric breakdown process. A systematic study of

electric field effects as a function of dielectric material and oxidation grade is called

for, but is beyond the scope of this publication.

4.5 Summary

The coercivity of a Pt/Co/AlOx/Pt junction was found to decrease (increase)

reversibly under negative (positive) bias voltage. For high bias voltages, this mod-

ification became strongly enhanced and time-dependent, following a logarithmic

trend. High negative voltages were seen to cause an increased leakage current fol-

lowing a similar trend, while positive voltages instantaneously quenched it. These

observations could be explained by the electromigration of charged oxygen vacan-

cies near the Co/AlOx interface, driven by the effective electric field within the

dielectric. A thermal fluctuation aftereffect model was used to account for the

observed logarithmic time-dependence. Our findings shed more light on recent ob-

servations of enhanced electric field effects on large timescales, which may lead to

ultra-low power spintronic devices for niche applications.





5
Spin-Hall-assisted magnetic random

access memory

We propose a write scheme for perpendicular spin-transfer torque magnetoresistive

random-access memory that significantly reduces the required tunnel current den-

sity and write energy. A sub-nanosecond in-plane polarized spin current pulse is

generated using the spin-Hall effect, disturbing the stable magnetic state. Subse-

quent switching using out-of-plane polarized spin current becomes highly efficient.

Through evaluation of the Landau-Lifshitz-Gilbert equation, we quantitatively as-

sess the viability of this write scheme for a wide range of system parameters. A

typical example shows an eight-fold reduction in tunnel current density, correspond-

ing to a fifty-fold reduction in write energy, while maintaining a 1 ns write time.
*

*This Chapter has been published in Applied Physics Letters [182]
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5.1 Introduction

Magnetoresistive random-access memory (MRAM) offers distinct advantages over

conventional high-speed memory technologies (Static RAM and Dynamic RAM),

notably including data retention after power shutdown2. The technology has there-

fore been subject to considerable research for decades, only to intensify in recent

years with the invention of the magnetic tunnel-junction (MTJ) and the spin-

transfer torque31,32 (STT) effect. The use of MTJs allows for efficient conversion

of magnetic to electronic information17,18, while STT enables far more efficient

and scalable switching compared to early magnetic-field-based designs30. The first

STT-based MRAMs are currently being released onto the market183, but several

challenges remain. Research is focused on reducing the critical current density

required in the writing process, while maintaining data stability and readabil-

ity30. An important step in this direction is the migration to magnetic systems

showing perpendicular magnetic anisotropy (PMA); a uniaxial anisotropy favoring

out-of-plane magnetization. Such systems offer increased stability at small lateral

dimensions while requiring less current for magnetization reversal36.

The memory state of a single MTJ is defined by the magnetization direction of

the ‘free’ magnetic layer relative to that of the ‘reference’ magnetic layer; the latter

having a higher magnetic anisotropy by definition. Due to the uniaxial anisotropy

only two stable states exist, with the free layer magnetization M pointing parallel or

anti-parallel to the fixed layer magnetization Mref . In conventional STT-MRAM,

switching of the free layer is achieved by injecting a current into it from the fixed

layer, picking up a spin polarization along the direction of Mref . This polarized cur-

rent exerts a torque τST ∝ (M×Mref ×M) on M, as described by Slonszewski31.

At the start of a switching event this torque is zero, as M is parallel to Mref in

the two stable states. Magnetization reversal relies on random thermal fluctuations

to disturb this initial alignment, which can take several nanoseconds39,184. This

so-called incubation delay limits the speed and power efficiency of MRAM, and

becomes increasingly relevant for faster memories. Attempts to reduce incubation

delay have been undertaken, mostly involving a second tunnel barrier and an in-

plane magnetized fixed layer42–44,46, but this method severely complicates the MTJ

growth and intrinsically increases the device resistance.

In this Chapter, we introduce a writing scheme for perpendicular STT-MRAM

employing the spin-Hall effect111 (SHE), which has been shown to be a viable

method of spin injection in recent experiments57,58,115,116. In this scheme, the

STT writing process is assisted by a current pulse passed through the electrode

below the MTJ, injecting an in-plane polarized spin current into the free layer
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Figure 5.1: Schematic overview of the simulated system. The magnetic element M is
affected by two currents: a tunneling current JSTT which is spin-polarized by the MTJ
reference layer Mref , and a current JSHE running through the adjacent electrode, injecting
a y-polarized spin current into the magnetic layer via the spin-Hall effect.

through the SHE. We will demonstrate through numerical simulations that a sub-

nanosecond SHE pulse is sufficient to enable STT-switching without any incubation

delay, reducing the bit write energy by as much as 98 % in a typical system.

5.2 Methods

We study magnetization dynamics at room temperature in a perpendicularly mag-

netized MTJ free layer (see Figure 5.1) on top of a thin (4 nm) electrode composed

of tantalum, which is known116 to exhibit a large spin-Hall angle θSH = 0.15. Two

currents densities are used to achieve magnetization reversal: (i) a tunneling cur-

rent density JSTT, spin-polarized along the reference layer magnetization direction

m̂ref = ẑ, and (ii) a current density JSHE passed through the bottom electrode,

injecting into the free magnetic layer a spin current polarized along σ̂SHE = ŷ via

the spin-Hall effect111. The free layer is approximated as being uniformly mag-

netized at all times, so that its magnetic behavior may be described using the

Landau–Lifshitz–Gilbert (LLG) equation166. A complete description of this equa-

tion, the used parameters, and the numerical integration method can be found in

Section 5.6.1.

5.3 Results

The magnetization reversal process was studied for a wide range of device prop-

erties, current densities, and pulse timings. In the examples discussed here, we

focus on a particular device with free layer dimensions of l = 200 nm, w = 100 nm,

and d = 0.6 nm. A thermal stability of ∆ ≡ Eb/Eth = 40 at room temperature
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Figure 5.2: Magnetization trajectories as induced by (a) an out-of-plane polarized DC
current, (b) a 0.5 ns in-plane polarized current pulse, and (c) a combination of both. The
z-component of each trajectory is plotted as a function of time in panel (d), along with
the applied current pulses. Thermal fluctuations are clearly visible.

is imposed, with Eb the energy barrier separating the two stable magnetization

states and Eth the thermal energy. Three characteristic examples of such simu-

lations are shown in Figure 5.2, illustrating the value of the SHE-assisted writing

scheme. First, conventional STT-switching using JSTT = 2.0 MA/cm2 is found to

take 8 ns, roughly half of which can be attributed to incubation delay (panels a

and d). Second, a short (0.5 ns) pulse of SHE current, at JSHE = 30.0 MA/cm2, is

found to have an immediate yet modest effect on the magnetization (panels b and

d). Third, combining the two currents is found to completely eliminate incubation

delay, resulting in a switching time of 2 ns (panels c and d). This particular exam-

ple of SHE-assisted switching thus demonstrates a fourfold reduction in switching

time.

We now seek to systematically assess the proposed writing scheme by exploring

the relevant parameters space. To make this task manageable, we constrain the

problem to one specific timing scheme: a 1.0 ns STT pulse assisted by a 0.5 ns

SHE pulse, both started at t = 0. This choice of a short STT pulse time makes

incubation delay especially relevant for the total switching time, whereas the effect

of the SHE pulse was found to saturate within 0.5 ns in exploratory simulations.
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Figure 5.3: Switching probability Pswitch out of 256 attempts as a function of the pulse
current densities JSTT and JSHE, with pulse durations of 1.0 ns and 0.5 ns, respectively.
For each value of JSHE the minimum JSTT required to yield Pswitch ≥ 0.99 is emphasized
(green line).

Using this scheme, the switching probability Pswitch (defining a switching event by

the condition Mz < 0 at t = 10 ns) is determined for a wide range of pulse current

densities JSTT and JSHE, as shown in Figure 5.3.

Switching at a probability of 0.99 (the green line in Figure 5.3) is found to require

JSTT = 11.5 MA/cm2 in the absence of SHE-assistance. This current density can

be drastically reduced through SHE-assistance: a minimum of JSTT = 1.5 MA/cm2

is observed for JSHE = 28.0 MA/cm2. Note that this relatively high value of JSHE

is experimentally attainable in similar devices even at DC58. For this particular

device, the SHE-assisted write scheme thus offers up to an eight-fold reduction in

tunnel current density requirement for switching using a 1.0 ns STT current pulse.

Such a reduction has two major advantages: (i) the write power consumption is

reduced, as will be computed in detail below, and (ii) the voltage across the barrier

can be drastically reduced, exponentially increasing the device lifetime185.

Closer inspection of Figure 5.3 provides more insights regarding the SHE-assisted

writing process. First, the Pswitch = 0.99 trace shows no appreciable reduction

in JSTT below JSHE ≈ 6.0 MA/cm2. Below this threshold, the canting induced
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by the SHE pulse is smaller than the thermal fluctuations. Further simulations

confirm that the threshold scales with system temperature. Second, for JSTT =

0 MA/cm2, we observe that Pswitch = 0.50 at JSHE = 28.0 MA/cm2, indicating that

the magnetization settles in a random state. This suggests that the magnetization

is pulled fully in-plane by a SHE pulse of this magnitude, explaining why further

increases of JSHE yields no further reduction in JSTT. Third, increasing JSHE

beyond 30.0 MA/cm2 decreases Pswitch towards 0.50 for low JSTT, resulting in a

‘tail’ in the phase diagram at high JSHE. This is found to result from precessional

motion around the in-plane demagnetization field during the SHE pulse. Indeed,

the ‘tail’ is absent in structures with an aspect ratio of 1. This precessional effect

also explains the region near JSHE = 30.0 MA/cm2 where Pswitch > 0.50 for JSTT =

0 MA/cm2.

Having established that the SHE-assisted write scheme allows for a drastic de-

crease in STT current density, we now investigate the impact on the total write

energy per bit. We approximate the MTJ as a 0.5 kΩ resistor (based on the used

dimensions and a typical RA-product of 10 Ωµm2 addressed through metallic leads

and a transistor, providing an additional resistance which we estimate at 0.5 kΩ.

As discussed above, switching by STT alone occurs at JSTT = 11.5 MA/cm2, cor-

responding to a current of 2.3 mA. The required driving voltage thus equals 2.3 V,

yielding a total energy consumption of E = I · V · ∆t = 5.29 pJ. Note that a

voltage drop of 1.15 V across the MTJ is close to reported values of the barrier

breakdown voltage, indicating that switching by a 1.0 ns write pulse is problem-

atic in conventional STT-MRAM. In a SHE-assisted cell, on the other hand, the

required STT current density can be reduced to 1.5 MA/cm2, as discussed above.

This corresponds to a current of 0.30 mA and a more agreeable driving voltage

of 0.30 V. The energy consumption of the STT-pulse is dramatically reduced, to

90 fJ. The additional energy consumption due to the SHE pulse is negligible at

9 fJ, yielding a total energy consumption of 99 fJ. The SHE-assisted write scheme

thus offers roughly a fifty-fold reduction in power consumption per write event for

this particular system.

5.4 Discussion

After demonstrating the potential of the SHE-assisted write scheme in a particu-

lar device, we investigate the general applicability of the scheme. Phase diagrams

similar to Figure 5.3 are constructed for a broad range of system dimensions, mag-

netic properties, and pulse timings (Section 5.6.3). The system is found to be

particularly sensitive to two parameters: the lateral dimensions and the applied in-
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plane magnetic field. First, when reducing the device area (adjusting the magnetic

anisotropy to maintain a thermal stability of 40), the value of JSHE required to sig-

nificantly reduce JSTT quickly grows prohibitively large. At lateral dimensions of

80 nm× 40 nm, for instance, minimizing JSTT requires JSHE = 100 MA/cm2, which

is unrealistically high. Second, application of a small magnetic field Bx (along the

flow direction of JSHE) has a dramatic effect on the magnetization dynamics, as

seen also in experiments57,58,116. Directional switching with Pswitch > 0.99 is pos-

sible without any STT current when using specific values of Bx and JSHE (around

7 mT and 24 MA/cm2, respectively, for this device), cutting the write energy by a

factor over one thousand.

5.5 Summary

In summary, we have shown through simulations that the incubation delay in writ-

ing perpendicularly magnetized STT-MRAM cells can be eliminated by using an

in-plane polarized spin current pulse generated via the spin-Hall effect. Depending

on the system parameters, significant decreases in either the writing time or the

write energy per bit can be achieved. Specifically, switching of a 200 nm× 100 nm

bit within 1.0 ns was demonstrated at an eight-fold reduced write current density,

corresponding to a fifty-fold reduction in the write energy per bit. We believe that

SHE-assisted STT-MRAM has substantial potential for specific applications in the

near future.



64 Chapter 5. Spin-Hall-assisted magnetic random access memory

5.6 Supplementary Information

5.6.1 Simulation details

Magnetization dynamics are simulated by solving the Landau–Lifshitz–Gilbert

(LLG) equation (Eq. 3.1), as described in Section 3.3. The effective field Heff com-

prises four contributions: the applied magnetic field Happl, the effective anisotropy

field Hani = 2Ku/ (µ0Ms)mz ẑ with Ku the uniaxial anisotropy energy density

and mz the normalized z component of the magnetization M, the demagnetizing

field HD, which is approximated for a rectangular prism168, and a Langevin ther-

mal field HT. This thermal field is an isotropic Gaussian white-noise vector with

variance σ2 = αkBT/ (µ0MsV τ), with α the Gilbert damping coefficient, kB the

Boltzmann constant, T the absolute temperature, V the free layer volume, and τ

the simulation time step. This particular stochastic contribution can be shown to

yield appropriate thermal fluctuations167. The LLG equation is solved numerically

using an implicit midpoint rule scheme186.

A thermal stability of ∆ ≡ KeffV/(kBT ) = 40 at room temperature is imposed by

setting Ku = 6.302× 105 J/m3, with Keff the effective anisotropy after correcting

for the demagnetization field. Further notable parameters include α = 0.1, as

typical for PMA materials187,188, Ms = 1.0× 106 A/m for Co58, θSHE = 0.15 for

Ta116, and P = 0.5. All simulations are carried out at T = 300 K, and are preceded

by a few nanoseconds of relaxation to ensure the proper initial thermal distribution.

The Oersted field generated by JSHE is approximated by that of an infinite surface

current, whereas Joule heating and current shunting effects are neglected.

5.6.2 Spin-Hall effect current pulse power consumption estimate

In the main text, the power consumed by a 0.5 ns pulse of JSHE = 28 MA/cm2 is

mentioned to be very small, at 9 fJ. This is based on a calculation in a simplified

system: JSHE running through a 4 nm thick β-Ta layer underneath the MTJ, which

is 100 nm wide and 200 nm long, so that ISHE = 0.112 mA. Given the typical

resistivity value189 of 200 µΩ · cm for sputtered thin films of β-Ta, the resistance

of the thin wire segment is 1 kΩ. Assuming the connecting wires and transistor

contribute another 0.5 kΩ of resistance to the current path, the total resistance is

estimated at 1.5 kΩ. The required driving voltage for the SHE pulse is thus 0.168 V,

yielding an energy consumption of 9.4 fJ for a pulse of 0.5 ns.

One could argue that additional capacitive losses involved in charging a separate

line might affect the power consumption. This is difficult to quantify without an
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in-depth discussion of device integration, which is beyond the scope of this work.

However, a quick estimate shows that these losses are negligible compared to the

static power consumption. Assuming each cell acts as a 1.8 fF capacitance (based

on a 200 nm× 100 nm parallel plate capacitor with a dielectric constant of 10 and

a separation of 1 nm) and 128 cells are addressed per line, the energy associated

with charging a line (E = 0.5CV 2) is of the order of 10 fJ (STT pulse, unassisted),

1 fJ (STT pulse, assisted), or 0.1 fJ (SHE pulse), which in each case is negligible

compared to the static write energy.

Finally, it should be noted that there is a practical lower limit to the driving

voltage, imposed by transistor operation requirements. Furthermore, in a practical

implementation of SHE-accelerated STT-MRAM, the device would likely be op-

erated using a single voltage supply for both current pulses. Assuming a driving

voltage of 0.9 V for both pulses increases the total power consumption to 0.32 pJ,

which is still a factor 17 lower than the unassisted power consumption.

5.6.3 Parameter space exploration

An extensive study was performed regarding the general validity of the obtained

results by systematically varying all relevant system parameters. These include am-

bient conditions (temperature, applied magnetic field), system properties (dimen-

sions, magnetic anisotropy, saturation magnetization, damping, spin-Hall angle),

and current pulse properties (current densities, pulse durations, and delay time).

While varying each parameter, all other parameters are set to their default value

as listed in Section 5.6.1, unless stated otherwise. The current section presents a

selection of the most interesting results; for a complete overview, please refer to

Ref. [182].

To characterize device performance, we analyze two typical current densities:

J0,STT and J1/2,SHE. The former describes the STT current density required to

reverse the magnetization without any spin-Hall assistance, at a probability of

99 %. The latter describes the SHE current density required to reduce JSTT to

0.5× J0,STT, while maintaining a switching probability of 99 %.

Ambient temperature
The effect of system temperature is illustrated by means of two phase diagrams,

at T = 100 K (Figure 5.4a) and T = 1000 K (Figure 5.4b). Increasing system

temperature is seen to reduce the value of J0,STT (see also Figure 5.5), which is

explained by an increase in thermal fluctuations which reduces incubation delay.
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At higher temperatures, a higher value of JSHE is therefore required for the SHE

pulse to offer a benefit over thermal fluctuations, as mentioned in the main text

and observed in Figure 5.4b. The reduction in J0,STT also results in an increase of

J1/2,SHE with temperature, as seen in Figure 5.5, indicating that the SHE-assisted

scheme becomes less effective with increasing temperature, as expected.

In-plane magnetic field
As mentioned in Section 5.4, application of a small magnetic field Hx (along the

flow direction of JSHE) has a dramatic effect on the magnetization dynamics. Phase

0 10 20 30 40 50
0

5

10

15

20

25

 
 

J S
TT

 (M
A

/c
m

2 )

JSHE (MA/cm2)
0 10 20 30 40 50

0

5

10

15

20

25

 

 
J S

TT
 (M

A
/c

m
2 )

JSHE (MA/cm2)

0.0

0.2

0.4

0.6

0.8

1.0

 
 

 P
sw

itc
h

 a) b)

Figure 5.4: Switching probability Pswitch out of 64 attempts as a function of the pulse
current densities JSTT and JSHE, respectively, for a system temperature of (a) 100 K and
(b) 1000 K.
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are a guide to the eye.
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diagrams were created for a field range of 0 mT to 18 mT. The effective anisotropy

field of the system is 28 mT; in-plane fields approaching this magnitude pull the

magnetization significantly in-plane and cause precessions during the switching

process. More importantly, for small values of Bx, the symmetry of the system is

broken sufficiently to allow for directional switching without any STT current. This

is clearly visible in the typical phase diagrams shown in Figure 5.6. The in-plane

field also reduces the effective thermal stability of the system, however, reflected

in an increase of J0,STT and a decrease of J1/2,SHE, shown in Figure 5.7.
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Figure 5.6: Switching probability Pswitch out of 64 attempts as a function of the pulse
current densities JSTT and JSHE, for an in-plane magnetic field µ0Hx of (a) 6 mT and
(b) 12 mT.
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Lateral dimensions
To investigate the viability of the SHE-assisted scheme for different lateral dimen-

sions, we simultaneously increase the bit length l and width w to maintain the

same aspect ratio. This corresponds to a quadratic increase in the free layer vol-

ume V = d×w× l. The unassisted STT switching current density J0,STT is found

to be constant under this variation (Figure 5.8a), corresponding to a quadratic

increase in the critical current I0,STT = w × l × J0,STT (Figure 5.8b). This is in

agreement with symmetry considerations. The spin-Hall current required to halve

the required STT current is found to follow a quite different scaling behavior: it is

independent of the lateral dimensions (Figure 5.8b). As I1/2,SHE = w×de×J1/2,SHE,

with de the electrode thickness, this implies a 1/w dependence for J1/2,SHE, which

is indeed observed in Figure 5.8a. This observed scaling behavior suggests that

downscaling of SHE-assisted MRAM will pose a challenge.

We now repeat the scaling analysis under constant thermal stability ∆ ≡ KeffV
kBT

=

40, as such stable bits are interesting for memory applications. Reducing the free

layer volume in this case requires an equivalent increase in the effective magnetic

anisotropy Keff . Compared to the unconstrained scaling case discussed in the

previous section, the STT switching current density is therefore expected to display

an additional 1/(l×w) dependence, which is indeed observed (Figure 5.9). The spin-

Hall current density is similarly affected, with J1/2,SHE approaching 100 MA/cm2

for a bit size of 80 nm× 40 nm, again demonstrating the challenge in downscaling

SHE-based devices.

Aspect Ratio
As mentioned in the main text, a ‘tail’ is observed in the phase diagram at high

JSHE when using the default system parameters. This is mentioned to result from

precessional motion around the in-plane demagnetization field during the SHE

pulse, implying that it should not occur in structures with an aspect ratio of 1.

The phase diagrams shown in Figure 5.10 confirm these statements, showing no tail

for an aspect ratio of 1 and an enhanced one for an aspect ratio of 50. The lowest

value of J1/2,SHE is observed for an aspect ratio of 1 (Figure 5.11a), but a higher

aspect ratio can be beneficial to reduce the SHE current (Figure 5.11b), and thus

the Joule heating and power consumption, while maintaining thermal stability.
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Figure 5.8: Values of (a) J0,STT and J1/2,SHE as a function of bit length, while maintain-
ing a constant aspect ratio by proportionally scaling the bit width, and (b) corresponding
currents. Lines are a guide to the eye.
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Figure 5.10: Switching probability Pswitch out of 64 attempts as a function of the pulse
current densities JSTT and JSHE, for an aspect ratio (l/w) of (a) 1 and (b) 50. The
dimensions are chosen such that in each case the junction area is identical to that of the
200 nm × 100 nm junction, i.e. 141 nm × 141 nm and 1000 nm × 20 nm , respectively.
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Pulse durations
We varied the duration of both the STT and SHE current pulses. The value of

J0,STT decays rapidly as a function of the STT pulse length tSTT, as expected

(Figure 5.12a). It is interesting to observe, however, that J1/2,SHE depends only

weakly on tSTT, indicating that the SHE-assisted scheme is still a viable alternative

to unassisted switching in applications where longer switching times are allowed.

Note the upturn in J1/2,SHE for small tSTT, which is due to tSTT ≤ tSHE.

Increasing the spin-Hall effect current pulse duration tSHE dramatically reduces

the value of J1/2,SHE for tSHE < 0.3 ns (Figure 5.12b). Further increases in tSHE

have little effect. Herein, the SHE pulse differs significantly from the STT pulse,

due to the difference in spin orientation compared to the initial magnetization. The

observed scaling demonstrates the usefulness of short SHE pulses, but also shows

that reducing the current density by extending the SHE pulse duration is not an

option.

Pulse delay time
Simultaneous application of two current pulses along two different current paths

may prove impractical in actual devices. We therefore investigated the possibility

of delaying the STT pulse. As shown in Figure 5.13, J1/2,SHE increases moderately

with the delay time, showing little increase below tdelay = 1.5 ns. In fact, J1/2,SHE

is significantly reduced (almost halved) if the two pulses are subsequent rather

than simultaneous, as seen from the tdelay = 0.5 ns data point. In this case, the

magnetization is maximally destabilized prior to STT current application, result-

ing in efficient switching. It should be noted, however, that the total switching

time is then increased compared to the case of simultaneous pulses, skewing the

comparison.
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Figure 5.12: Values of (a) J0,STT and J1/2,SHE as a function of (a) STT pulse duration
and (b) SHE pulse duration. Lines are guides to the eye.
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Figure 5.13: Value of J1/2,SHE as a function of the delay between the spin-Hall effect
pulse and the spin-transfer torque pulse. A delay time of zero implies that both current
pulses are started at t = 0. As the SHE pulse duration is 0.5 ns, the lowest value of
J1/2,SHE is observed if the STT pulse is started immediately after the SHE pulse is ended.
The line is a guide to the eye.



6
Orthogonal exchange bias

The exchange bias experienced by a ferromagnetic film in contact with an anti-

ferromagnetic material serves as an effective magnetic field, creating a preferred

direction for the magnetization. This effect has been studied for over fifty years,

and is used extensively in contemporary magnetic devices and sensors. In such

applications, the exchange bias is commonly applied along the easy axis of the fer-

romagnet, stabilizing one direction of magnetization to create a pinned layer. Here,

we aim to create an orthogonal exchange bias: an in-plane effective magnetic field

arising from an antiferromagnetic material, acting on a perpendicularly magne-

tized thin ferromagnetic film. We demonstrate the coexistence of in-plane exchange

bias and perpendicular magnetization in properly prepared samples, and explore key

properties of this system as a function of relevant layer thicknesses. The orthog-

onal exchange bias configuration may prove useful in perpendicularly magnetized

memory cells, for instance by enabling field-free magnetization reversal driven by

the spin-Hall effect, which is demonstrated in Chapter 7.

6.1 Introduction

As was discussed in Section 2.6.1, the sum of the exchange interactions at the in-

terface between a ferromagnet and an antiferromagnet can create a unidirectional

anisotropy in the ferromagnet, which is commonly represented by an exchange bias

field HEB. In the most common application of exchange biasing, the antiferromag-

net sublattices are aligned such as to stabilize one of the easy axis directions of

the ferromagnet. This is visualized in Figure 2.11, depicting an in-plane exchange

biased ferromagnet with in-plane anisotropy. Alternatively, one could create an

73
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Figure 6.1: Orthogonal exchange bias effect in a ferromagnet/antiferromagnet bilayer
with out-of-plane ferromagnetic anisotropy. (a) Exchange coupling creates an effective
field that cants ferromagnet (F) spins along the uncompensated antiferromagnet (AF)
spin surface. (b) Sketch of the magnetostatic energy as a function of magnetization
angle θ with respect to the surface normal. The in-plane configurations are local energy
maxima, while the energy minima are offset from the surface normal. (c) Vectors and
angles used in this Chapter. The ferromagnet magnetization M is at an angle θ with the
surface normal (z-axis), while the exchange bias HEB is in-plane. A magnetic field Happl

is applied under an angle ψ with the surface normal.

‘orthogonal exchange bias’* as depicted in Figure 6.1a. Here, an in-plane exchange

bias is created in an out-of-plane ferromagnetic film. This is interesting for ap-

plications which rely on an in-plane magnetic field acting on a perpendicularly

magnetized element, such as precessional switching using electric field pulses70,193

or spin-orbit torque switching57,58. The latter application is demonstrated experi-

mentally in Chapter 7.

In the case of orthogonal exchange bias, the effective field HEB points along the

hard axis of the ferromagnetic layer. As a result, the ferromagnet magnetization

is tilted away from the original easy axis even in the absence of applied magnetic

fields, as depicted in Figure 6.1. The sin2 θ angle-dependence of the magnetostatic

energy due to uniaxial anisotropy (Equation 2.3) is now modified by a unidirectional

− sin θ effective field term, creating an asymmetric energy landscape (Figure 6.1b).

The total magnetostatic energy per unit area, in the presence of a magnetic field

µ0Happl (in T) at an angle ψ with the surface normal, then reads:

ε(θ) = KefftF sin2 (θ)− JEB sin (θ)− µ0HapplMstF cos (θ − ψ) , (6.1)

with θ the angle of the ferromagnet’s magnetization with the z-axis (the surface

normal), Keff and tF the uniaxial anisotropy (in J/m3) and thickness (in m) of the

ferromagnet, respectively, JEB the interface exchange coupling energy (in J/m2),

*This term is chosen to avoid confusion with ‘perpendicular exchange bias’, which is used in the
literature in reference to exchange bias along the surface normal in thin films with perpendicular
magnetic anisotropy.190–192
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Figure 6.2: Sketches of M(H) curves for an in-plane exchange biased ferromagnet with
out-of-plane ferromagnetic anisotropy. (a) In-plane component of ferromagnet magnetiza-
tion MIP as a function of applied in-plane magnetic field Happl,IP. The typical hard-axis
curve is horizontally offset from zero by the exchange bias field HEB, so that the ef-
fective anisotropy field HK becomes H−

K = −HK − HEB on the negative field side and
H+

K = HK −HEB on the positive field side. (b) Out-of-plane component of ferromagnet
magnetization MOOP as a function of applied out-of-plane magnetic field Happl,OOP. The
typical easy-axis curve is centered around zero. The coercive field Hc (defined as the
MOOP = 0 crossing) and remanent magnetization MR (defined as MOOP at the center of
the loop) have been indicated. The hysteresis loop is slightly rounded due to the in-plane
exchange bias field.

and Ms the saturation magnetization of the ferromagnet (in A/m). Relevant angles

and vectors are depicted in Figure 6.1c.

Hysteresis curves can be simulated by tracing a local energy minimum of Equation

6.1 while sweeping the applied magnetic field. This results in a hard-axis curve

for ψ = π/2 (see Figure 6.2a) or an easy-axis curve for ψ = 0 (see Figure 6.2b).

Furthermore, analytical minimization of Equation 6.1 in the hard-axis configuration

(ψ = π/2) immediately yields the magnitude of the exchange bias field by locating

the MIP = 0 transition (θ = 0, π):

HEB = − JEB

µ0MstF
. (6.2)

This expression is identical to the one obtained for exchange bias along the ferro-

magnetic easy axis150. In addition, the anisotropy field HK is seen to be shifted by

the exchange bias, with in-plane saturation (θ = ±π/2) being reached for:

H±K = − JEB

µ0MstF
± 2Keff

µ0Ms
= HEB ±HK. (6.3)

The exchange bias field, interface exchange coupling energy and effective

anisotropy field can thus be derived from hard-axis magnetization reversal loops.

Easy-axis loops (Figure 6.2b), on the other hand, are characterized by sharp
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MOOP = 0 transitions at the coercive field ±Hc (somewhat rounded by the in-

plane exchange bias) and a remanent magnetization MR at zero field, which is

commonly presented as a percentage of the saturation magnetization. It should

be added that this derivation assumes coherent rotation of the magnetization and

infinite anisotropy for the antiferromagnetic sublattices. In practice, the former

approximation leads to an overestimation of the coercive field, whereas the latter

is found to be appropriate for the magnetic fields and materials used in this study.

In this Chapter, we aim to create and experimentally investigate the orthogonal

exchange bias system. Based on the above discussion, such a system should exhibit

an easy axis hysteresis loop in the out-of-plane direction, with non-zero coercivity

and remanence, and a hard axis hysteresis loop in the in-plane direction, with

non-zero exchange bias. We shall examine these properties in a variety of samples,

using ferromagnetic Co thin films in close contact to Ir20Mn80 antiferromagnetic

films. Variation of layer thicknesses and exchange bias directions provide insight

into the orthogonal exchange bias system.

6.2 Methods

Samples were grown on polished silicon, covered by 100 nm SiO2 through thermal

oxidation. Materials were deposited using the DC magnetron sputtering technique

described in Section 3.1.1. The general composition of the samples discussed in

this Chapter is Ta (3) / Pt (3) / Co (tCo) / Ir20Mn80 (6) / Pt (2), with nom-

inal thicknesses in nanometers, although precise layer thicknesses vary between

samples. The Ta seed layer is used to improve film quality194 and was found to

significantly increase the perpendicular magnetic anisotropy (PMA). This PMA is

known to arise at Pt/Co interfaces, while the Co/IrMn interface favors in-plane

magnetization195. The exchange bias is provided by Ir20Mn80; a commonly used

antiferromagnet with a blocking temperature around 500 K and a Néel temperature

of 690 K (see Section 2.6.1).

After deposition, the ordering of spins in the antiferromagnetic material can be

modified by a process known as annealing, which was described in Section 2.6.1. For

a poly-crystalline antiferromagnet such as sputtered IrMn, it is sufficient to heat the

sample above the blocking temperature. In this study an annealing temperature

of 500 K was used, which is common practice for the Co / IrMn system191,192,195.

Magnetic properties were probed using Superconducting Quantum Interference

Device Vibrating Sample Magnetometry (SQUID-VSM), as described in Section

3.2.4, and the Magneto-Optic Kerr Effect (MOKE), as described in Section 3.2.1.
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Figure 6.3: M(H) curves for Ta(3)/Pt(3)/Co(1.35)/Ir20Mn80(6)/Pt(2) in the as-
deposited state. The magnetization is measured along an applied magnetic field (a)
in the in-plane direction (IP, parallel to the surface), using SQUID-VSM, and (b) in the
out-of-plane direction (OOP, perpendicular to the surface), using MOKE. The OOP loop
is split up in two parts, both with a coercive field of µ0Hc ≈ 38 mT and an exchange
bias of µ0HEB ≈ 78 mT in the up- or downward direction. The diagrams in the top left
corner depict the antiferromagnet uncompensated spin direction (AF) and ferromagnet
magnetization at zero field (F), showing two domains, as well as the applied field direction
(H).

The magnetic domain structure was imaged using Kerr microscopy, which is dis-

cussed in Section 3.2.2.

6.3 Results

A variety of measurements was performed to investigate the orthogonal exchange

bias effect. This Section first discusses the demonstration of orthogonal exchange

bias in a particular sample. Then, the effect is investigated in more detail by

varying the ferromagnetic layer thickness. These measurements are subsequently

repeated in a sample with an additional Pt dusting layer, in an effort to improve

the perpendicular magnetic anisotropy. Finally, the antiferromagnet thickness is

varied and the stability of the orthogonal exchange bias is discussed.

6.3.1 Magnetic properties in the as-deposited state

First, the magnetic properties of a Ta (3) / Pt (3) / Co (1.35) / Ir20Mn80 (6) /

Pt (2) sample (nominal thicknesses in nm) are investigated. Hysteresis curves in

the ‘as deposited’ state were obtained for the in-plane direction using SQUID-VSM

and for the out-of-plane direction using MOKE. The results are depicted in Figure

6.3.
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Figure 6.4: Kerr microscopy image of a Ta(3)/Pt(3)/Co(1.35)/Ir20Mn80(6)/Pt(2) sam-
ple, showing a random pattern of out-of-plane magnetized domains in the as-deposited
state at zero applied magnetic field. The intensity depends on the out-of-plane magne-
tization component, with light regions corresponding to upward magnetization and dark
regions corresponding to downward magnetization.

The in-plane measurement (Figure 6.3a) shows a typical hard axis curve passing

through the origin, so that µ0HEB = 0 in the in-plane direction. The satura-

tion magnetization is found to be Ms ≈ 1.5 MA/m, reached at a magnetic field

of µ0HK ≈ 0.5 T. Using Equation 6.3, the effective anisotropy of the ferromag-

netic layer is determined to be Keff ≈ 0.38 MJ/m3, which is comparable to values

reported in the literature for similar samples190,195.

The out-of-plane measurement (Figure 6.3b) shows a peculiar double-loop hys-

teresis curve. Such loops have been reported before in the literature for CoFe /

IrMn bilayers192, and are known to be caused by domains with different orientation

of the exchange bias. During sample growth, the perpendicularly magnetized Co

layer breaks up into many magnetic domains, with alternating up- and downward

magnetization to reduce the magnetostatic energy. This domain pattern is trans-

ferred to the IrMn during deposition, creating regions with upward and downward

exchange bias. These domains become apparent in the ferromagnetic layer at small

applied magnetic fields, as shown in the Kerr microscopy image presented in Figure

6.4. From the individual loops visible in the MOKE measurement, one can extract

a coercive field of µ0Hc ≈ 38 mT and an exchange bias of µ0HEB ≈ ±78 mT in

the out-of-plane direction. Using Equation 6.2, this yields an interface exchange

coupling energy of JEB ≈ 1.6× 10−4 J/m2, which is of the same order of magnitude

as reported for similar samples161,191.

The antiferromagnetic domain pattern can be removed by annealing the sample
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Figure 6.5: M(H) curve for Ta(3)/Pt(3)/Co(1.35)/Ir20Mn80(6)/Pt(2) after out-of-plane
annealing. The magnetization is measured along a magnetic field applied in the out-of-
plane direction (OOP, perpendicular to the surface), using MOKE. A single hystere-
sis loop is observed, with a coercive field of µ0Hc ≈ 40 mT and an exchange bias of
µ0HEB ≈ 83 mT. The diagram in the bottom right corner depicts the antiferromagnet
uncompensated spin direction (AF) and ferromagnet magnetization at zero field (F), as
well as the applied field direction (H). The in-plane hysteresis curve was not measured for
this particular sample.

in an out-of-plane magnetic field larger than the coercive field. The sample is

annealed at 500 K for 30 min in a 140 mT magnetic field. This creates a uniform

direction of exchange bias across the sample, yielding a single hysteresis loop in

out-of-plane direction as shown in Figure 6.5. The coercive field and exchange

bias are slightly increased by this procedure, to µ0Hc ≈ 40 mT and µ0HEB ≈
83 mT, respectively. This is probably related to a small structural change at the

Pt / Co interface due to the heating process. The interface exchange coupling

energy has been increased to JEB ≈ 1.7× 10−4 J/m2. Note that an exchange bias

in the positive field direction shifts the magnetization reversal curve towards the

negative field direction. Furthermore, the easy-axis loop now shows more abrupt

magnetization reversal, which is due to the absence of antiferromagnetic domains.

The out-of-plane remanence M(HEB)/Ms is now clearly observed to be 100 %.

6.3.2 Demonstration of orthogonal exchange bias

The sample is now annealed in the in-plane direction at 500 K for 30 min in a

2.0 T magnetic field, to set the exchange bias along the in-plane direction. Directly

after this procedure an in-plane M(H) loop is recorded, as shown in Figure 6.6a.

This shows a hard-axis curve with µ0HEB ≈ 50 mT, indicating that an in-plane
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Figure 6.6: M(H) curves of Ta (3) / Pt (3) / Co (1.35) / Ir20Mn80 (6) / Pt (2) after
in-plane annealing. The magnetization is measured along an applied magnetic field (a)
in the in-plane direction (IP, parallel to the surface), using SQUID-VSM, and (b) in the
out-of-plane direction (OOP, perpendicular to the surface), using MOKE. The IP loop
shows an exchange bias of µ0HEB ≈ 50 mT (inset) while the OOP loop shows a coercive
field of µ0Hc ≈ 29 mT and negligible exchange bias (µ0HEB ≈ 1 mT). The diagrams in
the top left corners depict the antiferromagnet uncompensated spin direction (AF) and
ferromagnet magnetization at zero field (F), as well as the applied field direction (H).

exchange bias has successfully been created. Furthermore, the absence of coercivity

and remanence in the in-plane direction indicates that it remains a hard-axis for

the ferromagnet after annealing. The saturation magnetization remains Ms ≈
1.5 MA/m, whereas the anisotropy field is reduced to µ0HK ≈ 0.4 T. The effective

anisotropy of the ferromagnetic layer is thus reduced to Keff ≈ 0.30 MJ/m3 after

in-plane annealing. The interface exchange coupling energy is also reduced in

the orthogonal exchange bias configuration, with JEB ≈ 1.0× 10−4 J/m2. These

results are summarized in Table 6.1, and will be interpreted in more detail in the

Discussion section.

The out-of-plane M(H) loop recorded after in-plane annealing (Figure 6.6b)

still clearly shows hysteresis, although the coercive field has been reduced to

µ0Hc ≈ 29 mT. This can be understood from magnetostatic energy considera-

tions: the in-plane exchange bias reduces the energy barrier for rotation across the

hard axis in a particular direction, reducing the coercive field and rounding the

hysteresis loop (see Figure 6.2b). The remaining exchange bias along the out-of-

plane direction is negligible (∼ 1 mT) whereas the remanence remains 100 %. An

orthogonal exchange bias has thus successfully been created, with a single sample

exhibiting both perpendicular magnetic anisotropy and an in-plane exchange bias

of 50 mT.
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Figure 6.7: Out-of-plane exchange bias, coercive field and remanence as a function of Co
thickness (tCo) in a Ta(5)/Pt(3)/Co(tCo)/Ir20Mn80/Pt(3) wedge, measured using polar
MOKE after in-plane annealing. The sample does not exhibit ferromagnetic properties for
tCo < 0.6 nm. For tCo > 1.6 nm, the magnetic easy-axis shifts to the in-plane direction.
The diagram in the top right corner depicts the antiferromagnet uncompensated spin
direction (AF) and ferromagnet magnetization at zero field (F), as well as the applied
field direction (H).

6.3.3 Variation of the ferromagnetic layer thickness

After demonstrating the existence of orthogonal exchange bias in a single sample,

the effect is studied in more detail by varying the thickness of the ferromagnetic

layer. Wedge samples were created (see Section 3.1.1) composed of Ta (5) / Pt

(3) / Co (tCo) / Ir20Mn80 / Pt (3) with tCo linearly increasing from 0 nm to 3 nm

over a lateral distance of 23 mm. Using MOKE, hysteresis loops are acquired as a

function of position on the substrate, which is linearly mapped back to tCo.

The exchange bias is set to the in-plane direction by annealing at 500 K for 30 min

in a 5 T in-plane magnetic field. The exchange bias, coercive field, and remanence,

as extracted from out-of-plane M(H) loops, are plotted as a function of tCo in

Figure 6.7. The sample does not exhibit ferromagnetic properties for tCo < 0.6 nm,

while for tCo > 1.6 nm the easy axis was found to rotate towards the in-plane

direction. In between, the sample shows a perpendicular magnetization with full

remanence between 0.8 nm to 1.4 nm. The exchange bias in the out-of-plane direc-

tion is negligible across the entire tCo range (< 3 mT), suggesting that the annealing

procedure has successfully rotated the exchange bias towards the in-plane direction

across the entire wedge.

The in-plane exchange bias is subsequently measured as a function of tCo by

using longitudinal MOKE under application of a magnetic field at a small angle
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Figure 6.8: Exchange bias magnitude as a function of Co thickness (tCo) in a
Ta(5)/Pt(3)/Co(tCo)/Ir20Mn80/Pt(3) wedge, measured using MOKE. The blue squares
show the in-plane exchange bias after in-plane annealing, whereas the red circles show
the out-of-plane exchange bias after out-of-plane annealing. Empty ranges correspond to
regions where no easy axis hysteresis curve could be fitted to the data. The dotted line
shows a fit to µ0HEB = A/(tCo − t0), with A = 128 ± 3 mT nm and t0 = −0.06 ± 0.02 nm.
The three diagrams depict the antiferromagnet uncompensated spin direction (AF) and
ferromagnet magnetization at zero field (F), as well as the applied magnetic field direction
(H), for the nearest curve.

(10°) with the sample surface�. Furthermore, the out-of-plane exchange bias is

determined from out-of-plane M(H) loops after annealing at 500 K for 30 min in a

200 mT out-of-plane magnetic field. The acquired data is plotted in Figure 6.8.

As expected from Equation 6.2, the exchange bias is found to scale with 1/tCo.

This relation is found to be continuous for collinear exchange bias (along the fer-

romagnetic easy axis) across the perpendicular to in-plane anisotropy transition

around tCo = 1.6 nm. This is very interesting, as it implies that the interface

exchange coupling constant JEB is independent of the spin configuration in the an-

tiferromagnet. The collinear exchange bias data points could be fitted by the func-

tion µ0HEB = A/(tCo − t0), with A = 128± 3 mT nm and t0 = −0.06± 0.02 nm.

The scaling factor A corresponds to an interface exchange coupling constant of

JEB ≈ 1.9× 10−4 J/m2. The negligible offset t0 suggests that there is no ‘magnetic

dead layer’ present in the sample.

By contrast, the orthogonal exchange bias is found to be significantly weaker;

about half the size of the collinear configuration. This is perceived both as a jump in

the in-plane exchange bias magnitude around the easy axis transition (blue squares

left and right of tCo = 1.6 nm) and as difference between the out-of-plane and in-

�This procedure still provides a measure of the in-plane exchange bias if the ferromagnet is
perpendicularly magnetized, as discussed in Appendix C.
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Figure 6.9: Magnetization along an applied out-of-plane (OOP) magnetic field in a
Ta(1)/Pt(3)/Co(0.7)/Pt(0.3)/Ir20Mn80(6)/Ta(1.5) sample, measured by MOKE. (a) In
the as-deposited state, a split loop is observed with µ0Hc ≈ 48 mT and an exchange
bias of µ0HEB ≈ 99 mT in the up- or downward direction. (b) After out-of-plane an-
nealing, a single hysteresis loop remains with µ0Hc ≈ 42 mT and an exchange bias of
µ0HEB ≈ 78 mT. The diagrams in the bottom right corners depict the antiferromag-
net uncompensated spin direction (AF) and ferromagnet magnetization at zero field (F),
showing two domains in the as-deposited state, as well as the applied field direction (H).
The Pt dusting layer is indicated in red.

plane exchange bias magnitudes (blue squares vs. red circles for tCo < 1.6 nm. All

these observations are in line with the previously discussed results obtained for a

single sample with uniform Co thickness.

6.3.4 Adding a Pt dusting layer

The Co / IrMn interface provides exchange bias, but does not contribute to the

PMA of the ferromagnetic layer195. Adding a thin ‘dusting’ layer between the

ferromagnet and the antiferromagnet can increase the PMA, but also affects the

exchange bias. It has been shown that a very thin Pt dusting layer can increase

PMA while maintaining or even increasing the exchange bias161,195–197. We in-

vestigate this behavior in a sample consisting of Ta (1) / Pt (3) / Co (0.7) / Pt

(0.3) / Ir20Mn80 (6) / Ta (1.5), with nominal thicknesses in nm. The Ta capping

layer forms a self-limiting oxide, protecting the sample from further oxidation. The

previously discussed measurements are repeated for this sample.

In the as-deposited state, an out-of-plane MOKE measurement again produces

a double hysteresis loop (Figure 6.9a) indicating the existence of regions with

different exchange bias. From the individual loops, one can extract a coercive

field of µ0Hc ≈ 48 mT and an exchange bias of µ0HEB ≈ ±99 mT in the out-of-
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Figure 6.10: M(H) curves for Ta(1)/Pt(3)/Co(0.7)/Pt(0.3)/Ir20Mn80(6)/Ta(1.5) after
annealing at 500 K for 30 min in a 2.0 T in-plane magnetic field. The magnetization is
measured along an applied magnetic field (a) in the in-plane direction (IP, parallel to the
surface), using SQUID-VSM, and (b) in the out-of-plane direction (OOP, perpendicular
to the surface), using MOKE. The IP loop shows an exchange bias of µ0HEB ≈ 61 mT
(inset) while the OOP loop shows a coercive field of µ0Hc ≈ 44 mT and negligible exchange
bias. The diagrams in the top left corners depict the antiferromagnet uncompensated spin
direction (AF) and ferromagnet magnetization at zero field (F), as well as the applied field
direction (H). The Pt dusting layer is indicated in red.

plane direction. After annealing at 500 K for 30 min in a 140 mT magnetic field in

the OOP direction, a single exchange bias direction remains (Figure 6.9b), with

µ0Hc ≈ 42 mT and an exchange bias of µ0HEB ≈ ±78 mT. Both Hc and HEB have

thus been reduced by the annealing process, in contrast to what was observed in

the sample without dusting layer. This may be related to diffusion of dusting layer

atoms at elevated temperatures. Using the magnetic moment obtained by SQUID-

VSM (Figure 6.10a), the interface exchange coupling energy is calculated to be

JEB ≈ 0.80× 10−4 J/m2 in the as-deposited state and JEB ≈ 0.63× 10−4 J/m2

after out-of-plane annealing. These results are summarized in Table 6.1.

The sample is now annealed in the in-plane direction at 500 K for 30 min in a 2.0 T

magnetic field, to set the exchange bias along the in-plane direction. A subsequent

in-plane SQUID-VSM measurement (Figure 6.10a) shows a hard-axis curve with

Ms ≈ 1.15 MA/m and µ0HK ≈ 0.8 T, corresponding to an effective anisotropy of

Keff ≈ 0.46 MJ/m3. An in-plane exchange bias is again observed, with µ0HEB ≈
61 mT yielding an interface exchange coupling energy JEB ≈ 0.49× 10−4 J/m2 (see

also Table 6.1). Finally, the out-of-plane hysteresis curve after in-plane annealing

(Figure 6.10b) shows negligible exchange bias, 100 % remanence and a coercive field

of µ0Hc ≈ 44 mT.
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Figure 6.11: Out-of-plane exchange bias, coercive field and remanence as a function of
Co thickness (tCo) in a Ta(5)/Pt(3)/Co(tCo)/Pt(0.3)/Ir20Mn80/Pt(3) wedge, measured
using polar MOKE after in-plane annealing. The sample does not exhibit ferromagnetic
properties for tCo < 0.4 nm. For tCo > 1.8 nm, the magnetic easy-axis shifts to the in-
plane direction. The diagram on the left depicts the antiferromagnet uncompensated spin
direction (AF) and ferromagnet magnetization at zero field (F), as well as the applied
field direction (H). The Pt dusting layer is indicated in red.

The addition of a dusting layer has thus been shown to significantly modify the

anisotropy and exchange coupling in uniform samples, although a direct comparison

is complicated by the different composition and by correlations between various

magnetic properties. The saturation magnetization is lowered due to the reduced

Co thickness, but magnetic moment per deposited nm of Co is found to increase.

This can be related to a reduction of the magnetic dead layer, or may point to

additional magnetic moment being induced in the Pt dusting layer. The effective

anisotropy is increased significantly, but this is strongly influenced by the reduced

demagnetization field. Finally, orthogonal exchange bias is still observed after

the introduction of a 0.3 nm Pt dusting layer, but the interface exchange coupling

energy is nearly halved.

6.3.5 Variation of the ferromagnet thickness in the presence of a Pt dusting layer

The magnetic properties in the presence of a Pt dusting layer are also studied as

a function of Co thickness in wedge samples, composed of Ta (5) / Pt (3) / Co

(tCo) / Pt(0.3) / Ir20Mn80 / Pt (3) with tCo linearly increasing from 0 nm to 3 nm

over a lateral distance of 23 mm. The exchange bias is set to the in-plane direction

by annealing at 500 K for 30 min in a 5 T in-plane magnetic field. The exchange

bias, coercive field, and remanence, as extracted from out-of-plane M(H) loops,

are plotted as a function of tCo in Figure 6.11. Ferromagnetic properties are now
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Figure 6.12: Exchange bias magnitude as a function of Co thickness (tCo) in a
Ta(5)/Pt(3)/Co(tCo)/Pt(0.3)/Ir20Mn80/Pt (3) wedge, measured using MOKE. The blue
squares show the in-plane exchange bias after in-plane annealing, whereas the red cir-
cles show the out-of-plane exchange bias after out-of-plane annealing. Empty ranges
correspond to regions where no easy axis hysteresis curve could be fitted to the data.
The dotted line shows a fit to µ0HEB = A/(tCo − t0), with A = 73 ± 2 mT nm and
t0 = −0.32 ± 0.02 nm. The three diagrams depict the antiferromagnet uncompensated
spin direction (AF) and ferromagnet magnetization at zero field (F), as well as the ap-
plied magnetic field direction (H), for the nearest curve.

seen down to tCo ≈ 0.4 nm. Furthermore, the ferromagnetic easy axis remains out-

of-plane up until tCo ≈ 1.8 nm, indicating that the PMA has indeed been increased

by the introduction of the Pt dusting layer.

An identical wedge sample is annealed at 500 K for 30 min in a 200 mT out-of-

plane magnetic field. Again, the in-plane exchange bias after in-plane annealing is

compared to the out-of-plane exchange bias after out-of-plane annealing, as shown

in Figure 6.12. The obtained curves are very similar to those obtained in the

samples without dusting layer, showing a general 1/tCo trend. Again, the interface

exchange coupling constant JEB is found to be independent of the spin configuration

in the antiferromagnet, whereas it is significantly lower in the orthogonal exchange

bias configuration. The collinear exchange bias data points could be fitted by the

function µ0HEB = A/(tCo−t0), with A = 73± 2 mT nm and t0 = −0.32± 0.02 nm,

which will be discussed below.

6.3.6 Variation of the antiferromagnet thickness

The magnitude and stability of the exchange bias in thin film structures strongly

depend on the antiferromagnetic layer thickness. Experiments have shown, for

instance, that the blocking temperature can be reduced significantly for layers
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Figure 6.13: Graphs of the exchange bias HEB and coercive field Hc as a function
of IrMn thickness in a Ta(3)/Pt(4)/Co(1.5)/IrMn(0-15)/Pt(2) wedge sample (nominal
thicknesses in nm), measured along the out-of-plane direction after annealing in the out-
of-plane direction at 500 K in a 0.2 T magnetic field for 30 min. The sample shows close to
100 % remanence across the entire IrMn thickness range. The diagram on the right depicts
the antiferromagnet uncompensated spin direction (AF) and ferromagnet magnetization
at zero field (F), as well as the applied magnetic field direction (H).

thinner than about 10 nm151,155,198,199. To find the optimal IrMn thickness in our

structures, a wedge sample was created consisting of Ta (3) / Pt (4) / Co (1.5)

/ Ir20Mn80 (0-15) / Pt (2) (nominal thicknesses in nm) and annealed at 500 K in

a 0.2 T out-of-plane magnetic field for 30 min. The coercivity, exchange bias and

remanence were subsequently extracted from out-of-plane MOKE measurements,

and are plotted in Figure 6.13. The exchange bias is seen to be highest for an IrMn

thickness of 6.0 nm. Furthermore, the onset of exchange bias is found to coincide

with a peak in the coercivity of the ferromagnet. This has been reported before154

and can be related to unstable antiferromagnetic grains198, as discussed in Section

2.6.2. The reduction in exchange bias observed at higher thicknesses, on the other

hand, can be attributed to the formation of magnetic domain structures in the

IrMn149.

6.3.7 Stability of the orthogonal exchange bias configuration

In the orthogonal exchange bias configuration, the ferromagnet experiences an

effective in-plane magnetic field due to exchange interactions with uncompensated

spins in the antiferromagnet. However, the reverse is also true: the antiferromagnet

experiences a large effective magnetic field due to out-of-plane spins at the ferro-

magnetic interface. At room temperature, this effective magnetic field may slowly

degrade the orthogonal exchange bias, which is a serious concern for potential
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Figure 6.14: Degradation of orthogonal exchange bias. (a) Directly after in-plane
annealing, no exchange bias is visible in the out-of-plane hysteresis loop measured by
MOKE. After six months at room temperature, a significant exchange bias of HEB ≈
63 mT has emerged in the out-of-plane direction. (b) In-plane exchange bias as a function
of temperature, measured in a sample with Pt dusting layer after in-plane annealing at
500 K for 30 min in a 2.0 T magnetic field. Lines are a guide to the eye.

applications.

In the sample discussed in Section 6.3.1, no out-of-plane exchange bias was mea-

sured directly after in-plane annealing, as shown in Figure 6.6. However, when

repeating this measurement after a resting period of six months at room tempera-

ture (Figure 6.14a), the exchange bias is seen to have relaxed towards the out-of-

plane magnetization direction of the ferromagnet. Degradation of the orthogonal

exchange bias at room temperature has thus been demonstrated.

The in-plane exchange bias is also studied as a function of temperature, using the

sample with Pt dusting layer discussed in Section 6.3.4. Directly after in-plane an-

nealing, the exchange bias is measured at room temperature (305 K). Subsequently,

the sample is heated to an elevated temperature for 15 min, after which the ex-

change bias is again determined at room temperature. This procedure is repeated

for increasing temperatures, resulting in the graph shown in Figure 6.14b. Even

in the absence of applied magnetic fields, the orthogonal exchange bias is seen to

deteriorate significantly within 15 min at temperatures above 380 K. Nonetheless,

the blocking temperature appears to be approximately 450 K, but more detailed

data is required to draw definitive conclusions.

6.4 Discussion

Orthogonal exchange bias has successfully been demonstrated in a Ta (3) / Pt (3)

/ Co (1.35) / Ir20Mn80 (6) / Pt (2) sample (nominal thicknesses in nm). After in-
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Table 6.1: Overview of magnetic properties of the two described uniform samples. The
‘no dusting layer’ sample consists of Ta (3) / Pt (3) / Co (1.35) / Ir20Mn80 (6) / Pt
(2), whereas the ‘Pt dusting layer’ sample composition is Ta (1) / Pt (3) / Co (0.7) / Pt
(0.3) / Ir20Mn80 (6) / Ta (1.5), with nominal thicknesses in nm. Values were recorded
in the as-deposited state (As Dep.) and after annealing at 500 K for 30 min in a 140 mT
out-of-plane magnetic field (Ann. OOP) or a 2 T in-plane magnetic field (Ann. IP).
Dashes denote missing data. HK is the average of H+

K and −HK−. If Ms is not measured,
the interface exchange coupling constant is calculated using the Ms value obtained after
in-plane annealing.

Ms

(MA/m)
µ0HK

(mT)
Keff

(MJ/m3)
µ0Hc

(mT)
µ0HEB

(mT)
JEB

(10−4 J/m2)

No dusting layer

As Dep. 1.50 0.5 0.38 38 78 1.6
Ann. OOP - - - 40 83 1.7
Ann. IP 1.50 0.4 0.30 29 50 1.0

Pt dusting layer

As Dep. - - - 48 99 0.80
Ann. OOP - - - 42 78 0.63
Ann. IP 1.15 0.8 0.46 44 61 0.49

plane annealing at 500 K for 30 min in a 2.0 T magnetic field, the sample exhibited

an in-plane exchange bias of µ0HEB ≈ 50 mT, corresponding to an interface ex-

change coupling constant of JEB ≈ 1.0× 10−4 J/m2. At the same time, the sample

showed perpendicular magnetic anisotropy with full remanence and a coercive field

of µ0Hc ≈ 29 mT in the out-of-plane direction. The effective anisotropy constant

was determined to be Keff ≈ 0.30 MJ/m3.

The magnitude of the orthogonal exchange bias was compared to the magnitude

of collinear exchange bias, by annealing an identical sample in the out-of-plane

direction at 500 K for 30 min in a 140 mT magnetic field. The out-of-plane exchange

bias was determined to be µ0HEB ≈ 50 mT, so that JEB ≈ 1.7× 10−4 J/m2. This

agrees reasonably well with the value of JEB ≈ 1.5× 10−4 J/m2 reported in the

literature for a similar sample191. The interface exchange coupling was thus found

to be significantly higher in the collinear exchange bias configuration. These results

are summarized in Table 6.1.

The exchange bias magnitude was found to be inversely proportional to the fer-

romagnetic layer thickness, as expected. The collinear exchange bias data could

be fitted by the equation µ0HEB = A/(tCo − t0), with A = 128± 3 mT nm and

t0 = −0.06± 0.02 nm. The negligible value of t0 indicates that there is effectively

no magnetic dead layer. This relation is continuous for collinear exchange bias
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across the perpendicular to in-plane anisotropy transition, whereas the orthogo-

nal exchange bias was found to be smaller by approximately a factor two. The

interface exchange coupling constant JEB thus appears to be independent of the

spin configuration in the antiferromagnet, while being reduced significantly in the

orthogonal exchange bias configuration.

These findings are in contrast with the report by Maat et al.158, who found no sig-

nificant difference in magnitude between collinear and orthogonal exchange bias.

On the other hand, they reported a reduced collinear exchange bias in the out-

of-plane direction compared to the in-plane direction, which they related to the

structure of their antiferromagnetic material, CoO. Similarly, Czapkiewicz et al.161

reported a reduced collinear exchange bias in [Pt/Co]3/IrMn multilayers with per-

pendicular magnetic anisotropy, compared to Ta/Co/IrMn samples with in-plane

magnetic anisotropy. The discrepancy between these reports and our findings may

be related to the difference in material systems, and the use of multilayer samples.

Sun et al.159 found orthogonal exchange bias to be about 0.85 times smaller than

the collinear case, for FeMn / FeNi multilayers with in-plane magnetic anisotropy,

which is more in line with the findings presented in this Chapter.

The interfacial exchange coupling was consistently found to be reduced in the

orthogonal exchange bias configuration. Although this cannot be explained un-

ambiguously, the reduction is probably due to the highly frustrated character of

the ferromagnetic/antiferromagnetic interface. The exchange interaction between

in-plane antiferromagnet spins and out-of-plane ferromagnet spins produces large

torques, which may cause an immediate re-orientation of uncompensated spins in

small grains after annealing. Additionally, the frustrated interface may lead to

antiferromagnetic domains or exchange-spring ordering200, reducing the exchange

bias.

The effect of adding a thin (0.3 nm) Pt dusting layer between the Co and IrMn

layers was investigated. This allowed for the use of a thinner ferromagnetic layer,

in a sample consisting of Ta (1) / Pt (3) / Co (0.7) / Pt (0.3) / Ir20Mn80 (6) /

Ta (1.5), with nominal thicknesses in nm. As shown in Table 6.1, the effective

magnetic anisotropy was increased to Keff ≈ 0.46 MJ/m3, whereas the interface

exchange coupling constant was reduced to JEB ≈ 0.49× 10−4 J/m2 for in-plane

exchange bias and JEB ≈ 0.63× 10−4 J/m2 for out-of-plane exchange bias. Such

a reduction has been reported in the literature197, although very thin Pt dusting

layers have also been shown to increase the exchange bias161,195,196. As was the

case without dusting layer, the orthogonal exchange bias configuration was found

to exhibit a strongly reduced JEB compared to the collinear configuration.
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The exchange bias in the presence of a Pt dusting layer was also measured as a

function of Co layer thickness tCo. The collinear exchange bias data points could

be fitted by the function µ0HEB = A/(tCo − t0), with A = 73± 2 mT nm and

t0 = −0.32± 0.02 nm. The scaling factor A corresponds to an interface exchange

coupling constant of JEB ≈ 0.84× 10−4 J/m2. This value is higher than was ob-

tained for the uniform sample, due to the significant negative offset t0. The negative

sign of t0 suggests that, rather than a ‘magnetic dead layer’, an additional 0.3 nm

of ferromagnetic material is present, which may be due to proximity-induced mag-

netization of the Pt dusting layer201. Note that such an induced magnetization

may also exist at the bottom Pt / Co interface, partially compensating a possible

magnetic dead layer in our measurements.

Variation of the antiferromagnetic layer thickness yielded a maximum exchange

bias magnitude for an IrMn thickness of 6.0 nm. A thinner antiferromagnetic layer

was found to increase the coercivity of the ferromagnet, which can be related to

unstable antiferromagnetic grains154,198. Furthermore, the exchange bias was found

to decrease for large antiferromagnet thicknesses, which can be attributed to the

formation of magnetic domain structures in the IrMn149.

Finally, the stability of the orthogonal exchange bias configuration was addressed.

The exchange bias was found to have relaxed towards the out-of-plane magne-

tization direction of the ferromagnet after leaving a sample undisturbed for six

months at room temperature. In a perpendicularly magnetized sample with Pt

dusting layer, the in-plane exchange bias was found to be reduced significantly

within 15 min at temperatures above 380 K. The blocking temperature appears

to be much lower than reported in the literature for collinear exchange bias in

comparable systems202.This apparent instability of the orthogonal exchange bias

configuration may prove problematic in device applications, but more research is

needed to draw definitive conclusions. This problem may be solved by improving

growth conditions to produce larger grains, or by replacing IrMn with an antifer-

romagnet with a higher blocking temperature.

6.5 Summary

Orthogonal exchange bias has been demonstrated in a Pt / Co / IrMn system,

exhibiting both perpendicular magnetic anisotropy and in-plane exchange bias after

in-plane annealing. The magnitude of the interface exchange coupling was found

to be smaller for orthogonal exchange bias, compared to the conventional collinear

configuration. A Pt dusting layer was found to decrease the interface exchange

coupling but allows for a thinner Co layer to be used, which increases the effective
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magnetic anisotropy. Evidence suggests that the Pt dusting layer shows proximity-

induced magnetization. The thermal stability of the orthogonal exchange bias

configuration should be improved for device applications, for instance by increasing

the antiferromagnetic grain size or by using an antiferromagnetic material with a

higher blocking temperature.



7
Field-free switching by spin-Hall effect

and exchange bias

As the first magnetic random access memories are finding their way onto the mar-

ket, an important issue remains to be solved: the current density required to write

magnetic bits becomes prohibitively high as bit dimensions are reduced. Recently,

spin-orbit torques and the spin-Hall effect in particular have attracted significant

interest, as they enable magnetization reversal without high current densities run-

ning through the tunnel barrier. For perpendicularly magnetized layers, however,

the technological implementation of the spin-Hall effect is hampered by the neces-

sity of an in-plane magnetic field for deterministic switching. Here, we interface a

thin ferromagnetic layer with an antiferromagnetic material. An in-plane exchange

bias is created, and shown to enable field-free SHE-driven magnetization reversal

of a perpendicularly magnetized Pt/Co/IrMn structure. Aside from the potential

technological implications, our experiment provides additional insight into the local

spin structure at the ferromagnetic/antiferromagnetic interface.*

*This Chapter has been published in Nature Communications [203].

93
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7.1 Introduction

In recent years, magnetoresistive random-access memory (MRAM) has matured to

the point where it is considered a serious contender for DRAM replacement2,204,205.

Key advances have been the discovery of the magnetic tunnel junction (MTJ) for

reading17,18 and the spin-transfer torque (STT) effect for writing31,32; a signifi-

cant improvement over magnetic-field-based designs30. However, the current den-

sity and energy dissipation involved in STT-driven magnetization reversal remains

problematic25, even with the advent of more efficient tunnel junctions that exhibit

perpendicular magnetic anisotropy (PMA)36.

Research efforts to improve upon the STT writing paradigm explore the use

of electric fields71, multi-ferroics51, perpendicular polarizers206, and spin-orbit

torques130. The latter category is dominated by devices employing the spin-Hall

effect (SHE)110,111,182, which has been shown to be a viable method of spin injec-

tion in recent experiments58,115,116,136. Magnetization reversal using only SHE was

demonstrated for in-plane magnetized magnetic tunnel junctions (MTJs)116, but

remains challenging in perpendicularly magnetized MTJs, which are more relevant

due to higher data storage density. Additional symmetry-breaking is required to al-

low the in-plane polarized spin current generated from the SHE to deterministically

switch out-of-plane magnetized devices. In the laboratory, this has been achieved

by applying an in-plane magnetic field58,136 or creating an anisotropy gradient207,

but these methods are not suitable for practical applications.

Here, we address this issue by interfacing the perpendicularly magnetized layer

with an antiferromagnetic material, creating an in-plane exchange bias (EB) along

the current flow direction. We demonstrate SHE-driven magnetization reversal

using only the intrinsic in-plane magnetic field caused by this EB. Gradual mag-

netization reversal is observed and attributed to the poly-crystalline nature of the

antiferromagnet, which agrees with numerical simulations.

7.2 Methods

7.2.1 Sample preparation

Samples were fabricated on polished, thermally oxidized silicon substrates using

DC sputtering at a base pressure around 10× 10−8 mbar. The deposited stack

(7.1a) consists of Ta (1) / Pt (3) / Co (0.7) / Pt (0.3) / Ir20Mn80 (6) / TaOx (1.5),

with nominal thicknesses in nm. The Pt dusting layer was inserted to enhance

the PMA and was found not to be detrimental to the EB, in agreement with the

literature195. Layer thicknesses were chosen after careful optimization, as detailed
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Figure 7.1: Schematic sample layout. (a) Cross section of the deposited stack (labels
indicate the deposited materials), showing the magnetic easy axis of the Co (white arrow),
simplified spin structure of the IrMn (thick black arrows), exchange bias field HEB (orange
arrow), and spin current generated from a charge current running through the Pt (circles).
(b) Hall cross structure consisting of two 10 µm × 1 µm rectangles with a certain HEB

(orange arrow), and measurement scheme comprised of a voltage pulse generator (Vpulse),
a series resistor, and two voltmeters (V ).

in Section 7.6.2. A Pt thickness of 3 nm, in particular, optimizes the SHE efficiency

as explained in Section 7.6.3. Using a lift-off electron-beam lithography procedure,

the stack is patterned into Hall crosses (Figure 7.1b) consisting of two overlapping

10 µm× 1 µm rectangles. A small pad at each extremity of the Hall cross connects

to thick Ti/Au electrodes (not shown in the figure) to allow for electrical contact.

The completed structures are then placed in a 2.0 T in-plane magnetic field along

one of the Hall bar axes, annealed at 225 ◦C for 30 min, and finally field-cooled

to set the EB direction. For the device discussed in the main text, the resistance

along the exchange bias direction of the Hall cross was measured to be 899 Ω at

room temperature.

7.2.2 Experimental set-up

The magnetization reversal process was studied using an Evico Kerr microscope

in polar mode, allowing for high-resolution digital imaging of the out-of-plane mag-

netization component (see Section 3.2.2). Additionally, an Agilent 33250A pulse

generator was used to apply voltage pulses and a small DC voltage to allow for

anomalous Hall resistance (RAHE) measurements, providing an accurate measure

of the average out-of-plane magnetization in the junction area (see Section 3.2.3).

The pulse current could be determined by monitoring the voltage drop over a re-

sistor in series with the device. Current densities are computed by dividing the

current over the total metallic cross-sectional area of the microwire, which is 11 nm

x 1 µm.
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7.2.3 Numerical Simulations

Following the approach of our earlier work182, magnetization dynamics are simu-

lated by evaluating the Landau–Lifshitz–Gilbert (LLG) equation. Details regarding

this equation and its numerical evaluation can be found in Section 3.3. Appropriate

coefficients are used to produce temperature profiles matching the experiments, i.e.

an equilibrium temperature of 650 K for JSHE = 8× 1011 A/m2, which is reached

within a few nanoseconds. Further simulation details, regarding the numerical

implementation and the values of used parameters, are included in Section 7.6.8.

7.3 Results

7.3.1 Perpendicular anisotropy and in-plane exchange bias

Experiments were performed on Ta (1) / Pt (3) / Co (0.7) / Pt (0.3) / IrMn

(6) / TaOx (1.5) stacks (nominal thicknesses in nm), patterned into Hall crosses.

Samples were field-cooled to set the EB along the +ŷ direction (see Figure 7.1), as

described in Section 7.2.1. The presence of both PMA and in-plane EB was ver-

ified by carrying out Magneto-Optic Kerr Effect (MOKE) and SQUID Vibrating

Sample Magnetometry (SQUID-VSM) measurements on unstructured samples af-

ter annealing (see Section 7.6.1). Out-of-plane MOKE measurements show square

loops with a coercive field µ0Hc ≈ 40 mT negligible EB. In-plane SQUID-VSM

measurements show an exchange bias field of µ0HEB ≈ 50 mT. Furthermore, the

saturation magnetization is measured at Ms ≈ 1.2× 106 A/m with a saturation

field µ0HK ≈ 1.0 T, indicating a substantial PMA of Keff ≈ 6.0× 105 J/m3.

7.3.2 Proof-of-principle

Samples are subjected to a sequence of current pulses along the +ŷ direction, in

the absence of applied magnetic fields. Through the SHE, a current in the ±ŷ

direction should generate a spin current polarized in the ±x̂ direction for positive

spin-Hall angles, as in Pt58. Such a spin-current can switch the magnetization from

±ẑ to ∓ẑ, provided that both current density and the effective magnetic field along

the +ŷ direction are large enough. Switching in the other direction should occur

only if the current polarity is reversed. We successfully demonstrate this behavior in

our devices, using 50 µs current pulses (J = 8× 1011 A/m2) in the sequence shown

in Figure 7.2a. No external magnetic field is present during this measurement.

Deterministic switching is clearly observed upon reversing the current polarity, as

seen in both anomalous Hall effect resistance (RAHE) and MOKE measurements

(Figure 7.2). Moreover, subsequent pulses of equal polarity have little effect on
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Figure 7.2: Switching by current pulses. (a) Applied current density pulse pattern,
and (b) resulting anomalous Hall resistance RAHE. Switching is observed for one current
polarity in either state, without any applied magnetic field. Differential Kerr microscopy
images of the microwire after switching to (c) the low RAHE state and (d) the high RAHE

state confirming the magnetization reversal. The scale bars in the top left corners span
2.5 µm.

the magnetization. Furthermore, varying the pulse duration between 1µs to 100µs

was found not to affect the end result significantly. Note that samples without Pt

dusting layer show similar results, exhibiting deterministic magnetization reversal

without applied magnetic field (see Section 7.6.4). From this proof-of-principle

measurement, it is evident that the EB provides sufficient effective magnetic field

to facilitate deterministic SHE-driven magnetization reversal.

7.3.3 Detailed study of magnetization reversal

Two more subtle features, visible in Figure 7.2, were found to be reproducible

and require further investigation. First, the magnetization shows a small jump

in response to repeated current pulses of the same polarity, which is unexpected.

Second, the MOKE images suggest that magnetization reversal in the center of the

Hall cross is less complete than outside this region. Taking into account that the

current density is ∼ 30 % lower in the center of the Hall cross (see Section 7.6.5), it

appears that magnetization reversal in the absence of magnetic fields is incomplete,

especially at lower current densities.

To explore this effect in more detail, we sweep the pulse current density from high
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negative values to high positive values and back. Additionally, we apply a magnetic

field Hy along the +ŷ direction to investigate how this affects the magnetization

reversal. The resulting RAHE(Jpulse) curves (Figure 7.3) show several interesting

features.

The total change in magnetization after a current density sweep, ∆RAHE, is found

to strongly depend on Hy. For µ0Hy = −5 mT, we find that ∆RAHE is negligible,

implying a complete absence of deterministic switching. This result is expected for

a spin-Hall current in the absence of an effective magnetic field, suggesting that the

effective EB field is compensated by Hy at this point. Note that this compensation

point is not equal to the exchange bias field, as will be discussed later. Increasing

µ0Hy in either direction is seen to gradually increase ∆RAHE: partial reversal is

observed in the range −15 mT to +5 mT. This behavior is markedly different from

devices without an EB, which have been shown to switch abruptly at a certain

critical field58,136.

Furthermore, a finite slope is clearly observed in the switching loops, representing

a gradual change in RAHE for increasing Jpulse. This suggests that magnetization

reversal is not uniform but occurs in many small domains, each with a different

critical current density for deterministic switching. Again, this behavior is radi-
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cally different from samples without an EB, which show more sudden magnetiza-

tion reversal (see Section 7.6.6). Note that substantial domain wall propagation is

not observed, in agreement with electron microscopy studies in comparable mag-

netic/antiferromagnetic bilayers208,209.

Finally, the current density required for magnetization reversal is identical for

up-down and down-up switching, confirming that there is no preferential direction

along the ẑ axis. The vertical offset is negligible in all loops, indicating that the

entire measured region is affected by the current. For the µ0Hy = −5 mT trace,

for instance, this implies that a large current density produces equal amounts of

up- and down magnetized domains, such that RAHE = 0 Ω.

We note that substantial Joule heating occurs at higher current densities. By

comparing the resistivity during current pulses to a calibration measurement, we

estimate that temperatures may briefly rise as high as 650 K (see Section 7.6.7).

However, we found no evidence for an irreversible change to the EB magnitude

during our experiments, suggesting that the pulse time is too short for thermally

activated processes to affect the antiferromagnetic ordering.

7.3.4 Systematic variation of magnetic field and current density

To further explore magnetization reversal driven by SHE and in-plane EB, we

systematically vary the pulse current density and assisting magnetic field, both

parallel and perpendicular to the EB direction. For each combination of field and

pulse current density, the magnetization is first saturated in the −ẑ direction. The

change in RAHE before and after pulse application is measured and normalized to

the largest recorded ∆RAHE, resulting in the phase diagrams shown in Figure 7.4,

panels a and b. The diagrams agree with SHE-driven switching experiments58,136,

and provide several key insights into the effect of the EB, as detailed below.

First, we look at the µ0HIP = 0 mT traces in the phase diagrams. Confirming

the proof-of-principle result, near-complete magnetization reversal is observed for

strong current pulses along the exchange bias direction (Figure 7.4a). Furthermore,

a maximum of 50 % magnetization reversal is attained when measuring perpendic-

ular to the EB direction (Figure 7.4b) even for high current densities, indicating

random rather than deterministic switching.

Second, the perpendicular-to-EB measurement resembles the parallel-to-EB mea-

surement shifted vertically by µ0HIP ≈ 6 mT; close to the effective EB observed

in Figure 3. However, for intermediate current densities ∆RAHE is larger parallel

to the EB, as can be seen from the light blue area in Figure 7.4a. This implies



100 Chapter 7. Field-free switching by spin-Hall effect and exchange bias

c) d)

 

 

 

EB
J

H

 

EB

J

H

a) b) 

 

EB

J

H
 

EB
J

H

simulation simulation

4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0
-10

-5

0

5

10

 

 

JPulse (1011 Am-2 )

4.5 5.0 5.5 6.0 6.5 7.0 7.5
-10

-5

0

5

10

 

 

JPulse (1011 Am-2 )

0.0

0.2

0.4

0.6

0.8

1.0

 

 
R

A
H

E
 (n

or
m

al
iz

ed
)

 

4 5 6 7 8 9
-10

-5

0

5

10

 

 

J (1011 Am-2 )

4 5 6 7 8 9
-10

-5

0

5

10

 

 

J (1011 Am-2 )

0.0

0.2

0.4

0.6

0.8

1.0

 

P
sw

itc
h

 

μ 0
H

IP
 (m

T)

μ 0
H

IP
 (m

T)

μ 0
H

IP
 (m

T)

μ 0
H

IP
 (m

T)

Figure 7.4: Magnetization reversal versus current density and magnetic field. Measure-
ments show the normalized change in anomalous Hall resistance RAHE with current den-
sity J and applied magnetic field HIP (a) parallel and (b) perpendicular to the exchange
bias direction. The small difference in horizontal axes is caused by a resistance difference
between the two directions of the Hall cross. Evaluation of the Landau-Lifshitz-Gilbert
equation, including Joule heating and local variations in the exchange bias direction and
magnitude, produces comparable phase diagrams for both the (c) parallel and (d) per-
pendicular configurations when computing the switch probability Pswitch.



7.4. Discussion 101

that partial magnetization reversal, at intermediate current densities, is also easier

along the EB direction.

Third, we find that the phase diagrams can be reproduced by numerical evaluation

of the Landau-Lifshitz-Gilbert (LLG) equation (see Section 7.2.3) implementing

the SHE as an in-plane polarized spin current and the EB as an effective magnetic

field (Figure 7.4, panels c and d). Importantly, the agreement between simulations

and experiments is improved by selecting the EB magnitude and direction from

appropriate distributions, as discussed below.

7.4 Discussion

Concluding our measurements, deterministic switching of perpendicular magneti-

zation by an in-plane current was demonstrated in the absence of magnetic fields.

The magnetization reversal process is not complete, however, as concluded from

measurements using an additional in-plane magnetic field. Partial switching ap-

pears to be intrinsic to SHE-driven magnetization reversal under small applied

magnetic field. We believe that the physical origin of this effect must be sought in

the local structure of the antiferromagnetic layer, which produces conditions subtly

different from an applied magnetic field, which is inherently homogeneous. Sput-

tered IrMn has a poly-crystalline morphology151, which complicates the simplistic

picture of exchange bias painted in Figure 7.1a. During annealing, antiferromag-

netic spins align to the field-cooling direction on average, but the actual spin direc-

tion within a grain is bound to local crystallographic axes151 as sketched in Figure

7.5a. Furthermore, variations in grain size and orientation affect the local magni-

tude of the exchange bias210. This local spin structure, present in any exchange

biased system, appears to affect SHE-driven magnetization reversal especially.

A current pulse can induce deterministic switching via SHE only if there is suf-

ficient effective magnetic field along the current direction. We propose that, at a

given current density and small applied in-plane field, these conditions hold only

for a subset of regions where the local uncompensated spin direction has sufficient

component along the current direction, as illustrated in Figure 7.5b. This explains

why partial magnetization reversal is observed at small in-plane magnetic fields.

Furthermore, grains can exist where the local exchange bias is against the current

flow direction if one measures perpendicular to the EB direction (Figure 7.5c).

Magnetization reversal is suppressed in such grains, which explains the reduced

∆RAHE observed in Figure 7.4b for intermediate current densities.

As mentioned before, our experiments can be reproduced by numerical evaluation
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Figure 7.5: Simplified sketches of grains within the antiferromagnetic layer. The small
arrows represent the uncompensated spin direction in each grain at the interface with
the ferromagnet. (a) Situation after field-cooling, showing an average exchange bias field
HEB (orange arrow). Partial magnetization reversal occurs in the adjacent ferromagnetic
layer after (b) a current pulse along the exchange bias direction or (c) a current pulse
perpendicular to the exchange bias direction. Switched regions are indicated in orange,
blocked regions in dark blue. Grey arrows show the current flow direction.

of the LLG equation. We implement the local spin structure of the antiferromag-

netic layer by averaging over many simulations while drawing the EB direction

from a distribution appropriate for a cubic poly-crystalline material. This pro-

duces a range of applied fields and current densities where partial magnetization

reversal occurs, significantly improving the agreement with experiments over simu-

lations with a uniform exchange bias of 5 mT. The agreement is further improved

by drawing the local EB magnitude from a χ3-distribution to account for grain

size variations, and by implementing Joule heating to match resistance data (see

Section 7.6.9). Further experimental research may elucidate the role of antiferro-

magnetic grains in current-driven experiments, but is deemed beyond the scope of

this work. SHE-driven magnetization reversal, aside from its technological rele-

vance, may thus provide a unique tool in understanding the local spin structure at

ferromagnetic/antiferromagnetic interfaces.

Finally, the apparent distribution in EB magnitude and direction partially explains

the discrepancy between the EB field of 50 mT observed in SQUID-VSM measure-

ments and the 5 mT effective in-plane field observed in current-driven switching

experiments. Furthermore, brief Joule heating may reversibly reduce the EB mag-

nitude (see Section 7.6.7), but no reports on this subject exist in the literature. In

addition, it is known that patterned structures can exhibit reduced EB149, and the

used lift-off process may reduce the film quality. Improving fabrication conditions

to obtain a more uniform (ideally single-crystalline) antiferromagnetic layer should

resolve this issue, allowing for reliable field-free binary switching using the SHE.

Future memory devices may even employ the SHE of antiferromagnetic metals142,
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to enable efficient read-out of the magnetic state using an MTJ structure.

7.5 Summary

In summary, we have demonstrated field-free SHE-driven magnetization reversal

by interfacing an out-of-plane magnetized Co layer with a Pt spin-Hall injection

layer and an IrMn exchange-biasing layer. A proof-of-principle measurement shows

field-free switching and exhibits all expected symmetries. The amount of magneti-

zation reversal is found to increase when applying an additional in-plane magnetic

field. This observation can be attributed to the poly-crystalline nature of the an-

tiferromagnet, as confirmed by simulations. Improving the crystalline structure of

the antiferromagnetic layer could lead to reliable binary switching. We believe that

these measurements provide a significant breakthrough in applied spintronics, as

well as a unique probe for the local spin structure of poly-crystalline antiferromag-

netic materials.

7.6 Supplementary Information

This Section describes additional measurements and simulations that were per-

formed in the context of this Chapter. The first two parts, describing the analysis

and optimization of the magnetic thin film structure, are closely related to the work

presented in Chapter 6.

7.6.1 Thin film magnetization characteristics

Thin film magnetic characteristics were studied using polar Magneto-Optic Kerr

Effect (MOKE, see Section 3.2.1) and SQUID Vibrating Sample Magnetometry

(SQUID-VSM, see Section 3.2.4) measurements, both before and after the field-

cooling process. Here, we show the data obtained for the Ta (1) / Pt (3) / Co (0.7)

/ Pt (0.3) / IrMn (6) / TaOx (1.5) stack (nominal thicknesses in nm) discussed in

this Chapter.

After deposition, MOKE measurements show a typical double-loop behavior as

described in Section 6.3.1. A random pattern of up- and downward out-of-plane

(OOP) magnetization arises in the Co layer during deposition, and is transferred

to the IrMn layer. A uniform out-of-plane EB can be obtained by annealing the

sample in an out-of-plane magnetic field, as was shown in Figure 6.9.

Creating an in-plane EB in samples with perpendicular magnetic anisotropy

(PMA) is more difficult, as the intrinsic anisotropy field needs to be overcome to
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Figure 7.6: Hysteresis loops after in-plane field cooling. Thin film magnetization ver-
sus magnetic field measured by (a) polar MOKE along the out-of-plane axis and (b)
SQUID-VSM along the in-plane direction. The sample shows fully remanent out-of-plane
magnetization with a coercive field of 40 mT as well as an exchange bias field of 50 mT in
the in-plane direction (see inset).

force the magnetization of the Co layer in the in-plane direction during field-cooling.

We therefore applied a large in-plane field of 2.0 T while heating the sample to

225 ◦C and field-cooling over a period of 30 min. Afterwards, OOP MOKE measure-

ments (Figure 7.6a) show full remanence, a substantial coercivity µ0Hc ≈ 40 mT,

and negligible EB in the out-of-plane direction. The squareness of the loop is clear

evidence for a substantial perpendicular magnetic anisotropy. In-plane SQUID-

VSM measurements (Figure 7.6b) show an in-plane EB of µ0HEB ≈ 50 mT and a

saturation magnetization Ms ≈ 1.2× 106 A/m with µ0HK ≈ 1.0 T, indicating an

effective PMA of Keff ≈ 6.0× 105 J/m3. A slight opening is visible in the SQUID-

VSM cycle, probably caused by a slight misalignment between the sample surface

and the measurement direction.

7.6.2 Stack optimization

The composition of the material stack used in this Chapter is the result of careful

optimization of all layer thicknesses. Relevant results are presented here, to provide

an overview of the effect of each layer thickness.

Deposition starts with a Ta seed layer, which is commonly used to improve film

quality194 and was found to significantly increase the PMA in our samples. The

thickness of this buffer layer was minimized to reduce current shunting effects.

This reduces the PMA, but we found that a 1 nm Ta seed layer suffices for our

measurements. The Pt thickness of 3 nm maximizes the spin-Hall effect (SHE); as
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in-plane direction at 225 ◦C in a 2.0 T magnetic field for 30 min.

discussed in detail in Section 7.6.3.

The Co layer was chosen as thin as possible, to maximize both the PMA and the

susceptibility to spin currents injected from the interface. MOKE measurements

were performed on a sample with a variable Co thickness, which was subjected to

the in-plane field cooling process. As shown in Figure 7.7, a thickness of 0.7 nm

yields the largest coercivity and full remanence (M(0)/Ms), indicating that a sub-

stantial PMA is obtained for this Co thickness. Note that comparable results were

presented in Section 6.3.5 for a similar sample.

The thickness of the IrMn layer is crucial to obtain a large and stable EB. As de-

scribed in Section 6.3.6, the optimal IrMn thickness was determined to be 6.0 nm.

The EB was found to be unstable for lower thicknesses, whereas higher thick-

nesses showed a reduced EB, possibly due to the formation of antiferromagnetic

domains149.

A 0.3 nm Pt dusting layer was inserted between the Co and IrMn layers to increase

the PMA of the Co layer, as discussed in Section 6.3.4. Interestingly, this dusting

layer was found to significantly reduce the chance of device breakdown at high cur-

rent densities. Note that this thin layer is not expected to contribute significantly

to the net spin current due to scattering effects, as discussed in the next section.

Finally, the stack is capped with a 1.5 nm Ta layer, which is allowed to oxidize

naturally to produce a protective yet transparent and non-conductive capping layer.
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7.6.3 Spin current considerations

Owing to the spin-Hall effect, a vertical spin current density Js can be generated

from a planar charge current Je in materials with a nonzero bulk spin-Hall angle

θSH ≡ Js/Je. For our thin Pt films, we use the reported58 value of θSH = 0.07.

Note that extensive debate exists on this subject, which is beyond the scope of

this Chapter. For ultrathin films, the thickness of the metallic layer affects the net

spin current. Spin accumulations are created at the interfaces with adjacent layers,

causing spin diffusion that reduces the net spin current significantly if the film

thickness is of the order of the spin-diffusion length λsf . Following the approach of

Liu et al.58, we take λsf = 1.4 nm for Pt and model the net spin current as:

Js = JeθSH

(
1− sech

d

λsf

)
, (7.1)

where d is the Pt layer thickness. From this perspective, a thicker Pt layer is

beneficial as it improves the net spin current. However, this also increases the total

electric current Ie required to produce a certain current density Je, which increases

Joule heating and thus the risk of device breakdown. To solve this trade-off, we

compute the spin current Js as a function of Pt thickness d while constraining Je

to maintain a constant total current Ie. The result of this computation is shown

in Figure 7.8. Current shunting through other metallic layers in the stack is taken

into account, using a basic calculation where the stack is regarded as a parallel

resistor network with appropriate resistances based on bulk conductivities. The

optimum value for the Pt thickness is thus determined to be between 3 nm to 4 nm.
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Figure 7.9: Proof-of-principle measurement without dusting layer. Current pulses are
applied to a Ta (0.5) / Pt (4) / Co (1.25) / IrMn (6) / TaOx (1.5) sample, demonstrating
that (a) a train of current pulses produces (b) magnetization switching as expected from
the SHE. Kerr microscopy images show the magnetization after switching to (c) the
up-state and (d) the down-state. The scale bars in the top left corners span 2.5µm.

In our calculations, we only take into account the spin current generated from

the thick Pt layer. This is justified, as contributions from the other layers are

negligible. Due to the diffusion mechanism discussed here, the contribution from

the 0.3 nm Pt dusting layer is about thirty times smaller than the contribution from

the 3 nm Pt layer. The Ta seed layer is also very thin, and its local conductivity

will be significantly reduced due to elastic scattering at the substrate interface.

Finally, although IrMn may exhibit a spin-Hall angle comparable to Pt142,211, its

conductivity is more than an order of magnitude lower. Therefore, its contribution

to the total current density and total spin current is negligible compared to the Pt.

7.6.4 Proof-of-principle without dusting layer

This Chapter focuses on measurements performed in a Pt/Co/Pt/IrMn sample,

where a Pt dusting layer was added between the Co and IrMn to improve the

anisotropy. Similar measurements were performed on samples without dusting

layers, with similar results. The proof-of-principle experiment performed on a Ta

(0.5) / Pt (4) / Co (1.25) / IrMn (6) / TaOx (1.5) (nominal thicknesses in nm)

is shown in Supplementary Figure 3, and also exhibits field-free magnetization

reversal driven by an in-plane current. Note that the resistance of this device is
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Figure 7.10: Current shunting simulations. (a) Normalized current density along the
central axis in the y-direction. The current density in the center is about 30 % lower. (b)
2D current density plot of the Hall cross, where current is flowing along the y-direction.

substantially lower (532 Ω along the EB direction of the Hall cross) owing to the

increased Pt and Co thicknesses. These devices were not as robust against high

current densities, so construction of a complete phase diagram proved impossible.

The main part of this Chapter therefore focuses on a sample with a Pt dusting

layer, which proved to be more stable at high current densities.

7.6.5 Current shunting effect

As discussed in the main text, several experiments suggest that magnetization

reversal in the center of the Hall cross occurs at a higher applied current than

reversal in the rest of the microwire. To explain this behavior, we examine the

current density distribution in the Hall cross using COMSOL Multiphysics 5.1; a

finite-element simulation package. Due to the current shunting through the inactive

arms of the Hall cross, the current density in the center is reduced by roughly 30 %,

as shown in Figure 7.10. Such a significant reduction is indeed expected to affect

magnetization reversal in our experiments.

It should be noted that two simplifications were made in this finite-element anal-

ysis. First, any thickness variations over the Hall cross are not incorporated, al-

though the lift-off fabrication method can result in thickness variations at the edges

of the sample212. Second, only the current spreading in the x, y-plane is taken into

account: shunting through different layers is not studied.
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Figure 7.11: Hysteresis loop in a sample without exchange bias. Anomalous hall resis-
tance RAHE of a Ta (4) / Pt (3) / Co (1.2) / Ta (5) microwire, recorded while sweeping the
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under application of a −10 mT magnetic field along the current flow direction. Sudden
magnetization reversal is observed at a critical current density below 3.0 × 1011 A/m2.

7.6.6 Magnetic reversal without exchange bias

As discussed in Section 7.3.3, gradual magnetization reversal is observed when

sweeping the current density from high negative to high positive values and back,

even in the presence of additional in-plane magnetic fields. We proposed that the

local spin structure of the IrMn causes a distribution of effective local magnetic

fields. To test this hypothesis, we created a Hall cross sample without an antifer-

romagnetic layer, composed of Ta (4) / Pt (3) / Co (1.2) / Ta (5), with nominal

thicknesses in nm. In this sample, switching is found to be abrupt (Figure 7.11),

suggesting rapid domain wall propagation across the measured region. This is

markedly different from the exchange-biased samples, where no evidence of coher-

ent domain wall propagation was found. Even if slow domain wall propagation

occurs, the steps must be far below the submicron range accessible in the Kerr

microscope, in agreement with existing studies on similar bilayers208,209. We con-

clude that the gradual magnetization reversal is not related to domain wall motion

(or device geometry in general) and results directly from the IrMn layer.

7.6.7 Joule heating and temperature

Given the high current densities, Joule heating and temperature-related effects

could be of great importance in our experiments. We measured the resistance of a

microwire (identical in dimensions and composition to the sample discussed in the
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Figure 7.12: Temperature dependent resistance data. (a) Resistance versus tempera-
ture measured by controlled heating of a nanowire similar to the one used in the main
experiments and (b) temperature computed from resistance as a function of pulse current
density for the sample discussed in the main text.

main experiments) while ramping the temperature using a uniformly heated argon

flow (Figure 7.12a). Comparing this calibration data to resistance measurements

performed during the pulsed current experiments, we were able to quantify the

amount of Joule heating (Figure 7.12b) and found that the temperature may rise

as high as 650 K for the highest used current densities.

Due to Joule heating, the temperature may thus briefly exceed the blocking

temperature of thin IrMn films (450 K) and even approach the Néel temperature

(690 K) . If such a temperature were to be sustained for extended periods of time,

the exchange bias of our samples would vanish and reset upon cooling. This is not

observed: our measurements show clear evidence of exchange bias at high current

densities and the exchange bias is still (equally) present after recording the full

phase diagrams. Crucially, although elevated temperature influences the magneti-

zation reversal process, the used current pulses (typically 50µs) are too short to

irreversibly affect the exchange bias. Antiferromagnetic re-ordering is a thermally

activated process that scales logarithmically in time. The relevant time-scale τ is

given by213:
1

τ
= ν0 exp

[
− Eb

kBT

]
(7.2)

with the attempt frequency ν0 = 109 s−1, Eb the energy barrier for antiferromag-

netic grain reversal, kB Boltzmann’s constant and T the temperature. We know

that our samples are stable for at least several weeks at room temperature, so that

τ ∼ 106 s at T0 = 300 K, yielding Eb ≈ 34.5 × kBT0. At a temperature of 650 K,

we find τ ∼ 10 ms (see Figure 7.13), which is three orders of magnitude larger than
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Figure 7.13: Estimated exchange bias relaxation time-scale τ as a function of tempera-
ture, based on a thermal stability of several weeks at room temperature.

the current pulse duration.

Still, we cannot exclude that briefly approaching the Néel temperature has an

instantaneous, reversible effect on the exchange bias. One could speculate, for

instance, that this would reduce the effective exchange bias due to a reduction of

the antiferromagnetic ordering within grains, as illustrated in Figure 7.14. This

would contribute towards our findings that the effective exchange bias measured

in our switching experiments (roughly 5 mT) is lower than the 50 mT value we

measured in thin films at room temperature. However, to our knowledge, such an

effect has never been reported on before.

T = 0 0 << T < TN

F

AF

Figure 7.14: Reversible reduction of exchange bias near the Neél temperature. Sketch of
ferromagnetic (F) and antiferromagnetic (AF) grains (grey circles) comprised of strongly
coupled F spins (white arrows) and AF spins (black arrows). Increasing the temperature
T from T = 0 K towards the Neél temperature TN hypothetically leads to a reversible
reduction of antiferromagnetic ordering within the AF grains.
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7.6.8 Simulation details

Magnetization dynamics are simulated by solving the Landau–Lifshitz–Gilbert

(LLG) equation, as described in detail in Section 3.3. Specific additions related to

exchange bias are discussed here, as well as relevant parameter values.

Joule heating can be included by assuming that heat proportional to I2
SHE is ab-

sorbed while Newtonian cooling to the environment (usually at Tenv = 300 K) takes

place. Appropriate coefficients are used to produce temperature profiles matching

experiments, i.e. an equilibrium temperature of 650 K for JSHE = 8× 1011 A/m2,

which is reached within a few nanoseconds.

The effective magnetic field Heff comprises six contributions: the applied mag-

netic field Happl, the exchange bias field HEB, the effective anisotropy field

Hani = (2Ku/µ0Ms)mz ẑ, with Ku the uniaxial anisotropy energy density, the

demagnetizing field HD which is approximated for an infinite thin film, an Oersted

field HOe generated by the current running through the spin-Hall injector, and a

Langevin thermal field HT which produces the appropriate thermal fluctuations,

as described in Section 3.3.1.

The SHE current pulse lasts for 10 ns, after which the simulation is continued for

another 10 ns to allow for cooling. The magnetization is considered switched if the

final magnetization vector M has a z-component opposite in sign to the starting

condition.

We set KU = 4.33× 105 J/m3 to yield a thermal stability of ∆ ≡ KeffV/(kBT ) =

60 at room temperature, for a bit size of 100 nm× 100 nm× 0.7 nm. Here, Keff =

3.55× 104 J/m3 is the effective anisotropy after correcting for the demagnetization

field. This value is significantly lower than the experimentally determined value

(see Section 7.6.1) to account for micro-magnetic effects such as domain formation,

improving the agreement between simulations and experiments. Other parameters

include α = 0.2, Ms = 1.0× 106 A/m for Co58, and θSHE = 0.07 for Pt58.

As mentioned in the main text, the local structure of the antiferromagnetic ma-

terial can be approximated in simulations. Two modifications have been imple-

mented, as discussed in the main text and elucidated below. The averaged effect

of these local variations is computed by averaging over 256 simulations, each with

different local exchange bias parameters.

First, the exchange bias direction can locally vary from the field-cooling direction.

To simulate this, we draw the exchange bias direction from a uniform random dis-

tribution over the surface of a sphere. We then collapse this distribution between

−π/4 < θ < π/4 and −π/4 < φ < π/4, where θ and φ are the azimuthal and
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Figure 7.15: Exchange bias direction distribution. The direction of the exchange bias
field is chosen from a uniform distribution between certain angles and plotted on the
surface of a unit sphere.

elevation angle with respect to the y direction, respectively. The resulting distri-

bution is constrained to 45° offset angles from the y-axis, as illustrated in Figure

7.15. This simulates the field-cooling procedure, where the exchange bias direction

is forced to the nearest cubic axis of each grain in the poly-crystalline material.

Second, we implement variations in the local exchange bias magnitude (due to

grain size variations, for instance) by drawing it from a chi-distribution with three

degrees of freedom (χ3, similar to the Maxwell-Boltzmann distribution) as plotted

in Figure 7.16. The width of this distribution is chosen such that the simulated

phase diagrams parallel and perpendicular to the exchange bias direction display

a vertical shift similar to the one observed in experiments.

Finally, note that our choice of distributions for the exchange bias direction and

magnitude should be considered an Ansatz based upon our experimental data. Our

model suffices to explain the important trends observed in our experiments (see

Section 7.6.9), but the agreement is not perfect. This is particularly visible in the

imperfect reproduction of the shape of the high-probability switching region along

the exchange bias direction (cf. Figure 7.4a and Figure 7.4c). Further research

may result in a more accurate description of the local exchange bias parameters.
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Figure 7.16: exchange bias magnitude distribution. The probability (arbitrary units)
of a certain exchange bias magnitude is computed by drawing from a χ-distribution with
three degrees of freedom.

7.6.9 Simulation results

Evaluation of the LLG equation, as described in Section 7.6.8, typically yields

magnetization trajectories as shown in Figure 7.17. A large number of simulations

can be combined to create phase diagrams, such as those shown in Figure 7.18

for 0 K. The left-hand (right-hand) panels show the situation where the current

flow is along (perpendicular to) the mean EB direction. Compared to a uniform

5 mT exchange bias, both direction and magnitude variations improve the agree-

ment with experimental data (cf. Figure 7.4). Adding ambient temperature and

Joule heating further improves the agreement with experimental data, whereas

temperature-related effects alone (assuming uniform EB) cannot fully explain the

observations (Figure 7.19).
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Figure 7.17: Typical macrospin simulation result with Joule heating enabled. Sepa-
rate plots show (a) the 3D trajectory of the (normalized) magnetization, as well as the
corresponding traces of (b) mz, (c) JSHE, and (d) temperature.
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Figure 7.18: Macrospin simulation results at zero temperature. The switching proba-
bility Pswitch is plotted as a function of current density J and magnetic field HIP along
the current direction, for currents running parallel (a,c,e) and perpendicular (b,d,f) to
the exchange bias (EB) direction. Specific parameters for each set of panels are: (a,b) a
5 mT uniform EB, (c,d) a 5 mT EB with angular spread, and (e,f) a χ3-distributed EB
with angular spread. For each (J,BIP) point, Pswitch is computed by averaging over 256
simulations.
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Figure 7.19: Macrospin simulation results at nonzero temperature. The switching prob-
ability Pswitch is plotted as a function of current density J and magnetic field HIP along
the current direction, for currents running parallel (a,c,e) and perpendicular (b,d,f) to
the exchange bias (EB) direction. Specific parameters for each set of panels are: (a,b) a
5 mT uniform EB and fixed temperature of T = 300 K, (c,d) a 5 mT uniform EB, ambient
temperature Tenv = 300 K, and Joule heating, and (e,f) a χ3-distributed EB with angular
spread, Tenv = 300 K, and Joule heating. For each (J,BIP) point, Pswitch is computed by
averaging over 256 simulations.





A
Numerical implementation of the LLG

equation

The Landau-Lifshitz-Gilbert (LLG) equation and Slonczevski spin torque term were

discussed in Section 3.3. Here, we discuss how these are combined into a concise

explicit differential equation, and how this equation is solved numerically.

Combining Eq. 3.1 and Eq. 3.9, while distinguishing between two spin currents

JSTT (describing a current running through an MTJ to supply spin-transfer torque)

and JSHE (describing a current running through a metal electrode running under-

neath an MTJ to supply spin-transfer torque) yields the following expression:

∂m̂

∂t
=− γe (m̂×Heff) + α

(
m̂× ∂m̂

∂t

)
+ βSHE (m̂× m̂× σ̂SHE)

+ βSTT (m̂× m̂× σ̂STT) + βFLT (m̂× σ̂STT) ,

(A.1)

with the coefficients:

βSHE = JSHEθSH
h̄γe

2edµ0Ms
, (A.2)

βSTT = JSTTP
h̄γe

2edµ0Ms
, (A.3)

βFLT = aFLTβSTT, (A.4)

using constants and parameters that have been discussed in Section 3.3. This

equation can be reduced by combining similar vector products:

∂m̂

∂t
= −γeMs (m̂× h∗eff) + α

(
m̂× ∂m̂

∂t

)
+ γeMs (m̂× m̂× n) , (A.5)
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by defining the following dimensionless vectors:

h∗eff =
Heff

Ms
− βFLT

γeMs
σ̂STT, (A.6)

n =
βSTT

γeMs
σ̂STT +

βSHE

γeMs
σ̂SHE. (A.7)

We now seek to rewrite Eq. A.5 as an explicit differential equation, removing the

time-derivative from the right-hand side. First, we find an alternative expression

for m̂× ∂m̂/∂t by taking the cross product with m̂ on both sides of the Eq. A.5:

m̂× ∂m̂

∂t
= −γeMs (m̂× m̂× h∗eff)+α

(
m̂× m̂× ∂m̂

∂t

)
+γeMs (m̂× m̂× m̂× n) .

(A.8)

Next, we employ the vector relation a× (b× c) = b(a · c)− c(a · b) to rewrite the

damping term:

α

(
m̂× m̂× ∂m̂

∂t

)
= αm̂

(
m̂ · ∂m̂

∂t

)
− α∂m̂

∂t
(m̂ · m̂) = −α∂m̂

∂t
, (A.9)

where we’ve made use of the fact that m̂ must remain normalized so m̂ ⊥ ∂m̂/∂t.

We can thus write:

m̂× ∂m̂

∂t
= −γeMs (m̂× m̂× h∗eff)− α∂m̂

∂t
+ γeMs (m̂× m̂× m̂× n) . (A.10)

Inserting this expression into Eq. A.5 yields:

∂m̂

∂t
=− γeMs (m̂× h∗eff) + γeMs (m̂× m̂× n)

+ α

[
−γeMs (m̂× m̂× h∗eff)− α∂m̂

∂t
+ γeMs (m̂× m̂× m̂× n)

]
.

(A.11)

The two time-derivative terms can now be combined at the left-hand side of the

equation, making it explicit:

(1 + α2)
∂m̂

∂t
=− γeMs (m̂× h∗eff) + γeMs (m̂× m̂× n)

− αγeMs (m̂× m̂× h∗eff) + αγeMs (m̂× m̂× m̂× n) .

(A.12)

Finally, this expression can be simplified by defining a dimensionless time τ and
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combining similar cross products:

∂m̂

∂τ
= − (m̂× h∗eff) + (m̂× m̂× η) + α (m̂× m̂× m̂× n) , (A.13)

τ =
γeMs

1 + α2
t, (A.14)

η = n− αh∗eff . (A.15)

This is the dimensionless form of the LLG equation that was used in the sim-

ulations of macrospin dynamics throughout this thesis. Numerical integration of

the LLG equation at non-zero temperature is complicated by the random noise

term that is included in the effective field to account for thermal fluctuations, as

described in Section 3.3.1. The LLG equation thus becomes a stochastic differen-

tial equation, which raises problems in direct numerical integration. Following the

approach of d’Aquino et al.186, an implicit midpoint method was used to rapidly

solve the LLG equation at non-zero temperature while maintaining a normalized

magnetization.





B
Temperature in a macrospin system

The concept of temperature relates to random excitations within an ensemble of

particles. The average excitation energy of individual particles corresponds to a

characteristic thermal energy Eth. The equipartition theorem states that, if an

ensemble of particles is at thermal equilibrium at a certain temperature T , the

individual particles have an average thermal energy per degree of freedom:

〈Eth,i〉 =
1

2
kBT. (B.1)

Our macrospin is allowed to rotate over the surface of a sphere while its magnitude

remains constant. There are thus two degrees of freedom, resulting in an average

thermal energy 〈Eth〉 = kBT .

We now choose our coordinate system such that Heff = Heff ẑ, as we study sys-

tems exhibiting uniaxial out-of-plane anisotropy in this thesis. This results in the

following expression for the total energy:

E = µ0MSV Heff (1− cos θ) , (B.2)

where MSV is the total magnetic moment of the macrospin, given a saturation

magnetization MS and volume V . At thermal equilibrium, we can thus expect:

〈µ0MSV Heff (1− cos θ) 〉 = kBT, (B.3)

For a large set of macrospins, or a single macrospin followed over some time, this

equation allows us to map the average ‘thermal excitation angle’ to a temperature,

provided that the system is at thermal equilibrium.

In addition to the mean excitation angle, the distribution of excitation angles be-

tween independent states can also be used to quantify the system temperature.
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Figure B.1: Thermal excitations in the macrospin system, for an out-of-plane uniaxial
anisotropy (∆ = 60) at a temperature of Tset = 300 K under application of magnetic field
Hz,appl = 50 mT. (a) Magnetization trajectory showing random motion of the magneti-
zation vector M during a period of 10 ns due to thermal excitations. (b) Distribution of
thermal energies during a 1µs simulation, showing excellent agreement with a Boltzmann
distribution for Tfit = 305 K.

According to Maxwell-Boltzmann statistics, for an ensemble of non-interacting

particles in thermal equilibrium at temperature T , the probability P of finding

a particle with a certain energy E is given by:

P (E) ∝ exp

[
− E

kBT

]
. (B.4)

If the implementation of temperature in our macrospin model is correct, the ther-

mal excitation energy during a sufficiently long ‘random walk’ should satisfy this

Boltzmann distribution.

We now use our macrospin model (Section 3.3) to simulate the magnetization dy-

namics of a stable out-of-plane magnetized bit (∆ = 60) in an applied magnetic

field (Hz,appl = 50 mT) at a temperature of 300 K for 1µs. As expected, the mag-

netization vector is mostly aligned with the applied field, but moves randomly due

to thermal excitations. Computing the average thermal energy from the average

excitation angle (using Eq. B.3) yields a temperature of 300.9 K, while the proba-

bility distribution function of the thermal energy can be fitted with a Boltzmann

distribution with T = 305 K.

In conclusion, the noise term discussed in Section 3.3.1 can be shown to pro-

duce the correct temperature in our macrospin model using Maxwell-Boltzmann

statistics.



C
Measuring orthogonal exchange bias

using MOKE

In Chapter 6, the exchange bias created at the interface between a ferromagnet and

an antiferromagnet is investigated. This effective magnetic field appears as a shift

in M(H) loops, which can be measured using Vibrating Sample Magnetometry

(VSM) or the Magneto-Optic Kerr effect. The use of VSM is restricted to uniform

samples, as variations across the sample surface are averaged out. With MOKE, on

the other hand, a focused laser beam provides a local probe for the magnetization,

allowing for lateral variations to be measured. This is particularly useful for wedge

samples, which can yield information regarding magnetic properties as a function

of a specific layer thickness.

Unfortunately, the magnetic field in the MOKE setup available during this re-

search project was limited to about 350 mT. This field is generally not sufficient to

rotate the magnetization of thin ferromagnetic films towards the hard axis. Com-

plete hard-axis curves could thus not be recorded using MOKE, hampering the

measurement of exchange bias along the hard axis in wedge samples.

A solution for this problem was found by measuring at a small angle between the

applied magnetic field and the sample surface. In such a near-hard-axis measure-

ment, the easy-axis component of the magnetization provides sufficient informa-

tion to extract the exchange bias. This is illustrated in a simulated magnetiza-

tion reversal curve in Figure C.1, which was obtained by tracing a local minimum

of the magnetostatic energy (Eq. 6.1) during an in-plane magnetic field sweep.

Relevant model parameters include JEB = 1.0× 10−4 J/m2, tF = 1.0 nm, and

Ms = 1.0 MA/m, yielding a theoretical exchange bias of µ0HEB = 0.1 T. This

indeed produces a 0.1 T shift in the hard axis curve, as can be seen in Figure C.1a.

More importantly, the out-of-plane (easy axis) component of the magnetization is
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Figure C.1: Simulated hysteresis loop for an out-of-plane ferromagnet with in-plane
exchange bias (along x), as a function of in-plane magnetic field µ0Hx. (a) The in-plane
component of the magnetization (mx) shows ideal hard-axis behavior, similar to typical
SQUID-VSM measurements. (b) The out-of-plane component of the magnetization (mz)
is at maximum when mx = 0 and vice versa. The in-plane exchange bias is thus reflected
by the center of the mz(Bx) loop.

shifted by the same amount during this in-plane magnetic field sweep, as shown

in Figure C.1b. This could have been expected, as the extrema and zero cross-

ings of mx(H) necessarily correspond to zero crossings and extrema of mz(H),

respectively. It should be noted, however, that this argument assumes a coher-

ent rotation of the magnetization. In real samples, magnetization reversal can be

influenced significantly by domain formation and propagation.

The validity of this method was therefore tested by measuring MOKE loops for

various applied magnetic field angles in a sample exhibiting orthogonal exchange

bias. The sample consisted of Ta (0.5) / Pt (4) / Co (1.25) / IrMn (6) / Ta (1.5),

with nominal thicknesses in nm. After deposition, the sample was annealed at

500 K for 30 min in a 2 T in-plane magnetic field. The measured MOKE loops are

shown for various applied magnetic field angles in Figure C.2a. The exchange bias,

extracted from each loop by determining the center using a fitting procedure, is

plotted as a function of applied field angle in Figure C.2b. For small field angles

(< 10°), the observed loop shift was found to be within roughly 10 % of the actual

exchange bias, as obtained through a hard-axis SQUID-VSM measurement. In

conclusion, a fair measure (accurate to roughly 10 %) of the in-plane exchange bias

in perpendicularly magnetized samples can be obtained by measuring M(H) loops

at a small angle (< 10°) with the sample surface using MOKE.
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Figure C.2: Hysteresis loops and corresponding exchange bias extracted from MOKE
measurements under various applied field angles. (a) Hysteresis loops measured under
various applied magnetic field angles, ranging from 0° (along the surface) to 90° (per-
pendicular to the surface). Loops have been shifted vertically for clarity. (b) Exchange
bias field µ0HEB as a function of measurement angle, corresponding to the center of the
observed hysteresis loops. The actual exchange bias, extracted from an in-plane SQUID-
VSM measurement, is shown for reference.





Summary

New Directions for Magnetic Memory
Alternative switching mechanisms for magnetic random-access memory

Magnetoresistive random-access memory (MRAM) offers distinct advantages over

conventional high-speed memory technologies, notably including data retention af-

ter power shutdown. The technology has matured in recent years with the invention

of the magnetic tunnel-junction (MTJ) and the spin-transfer torque (STT) effect.

The use of MTJs allows for efficient conversion of magnetic to electronic infor-

mation while STT enables efficient and scalable switching. The first STT-based

MRAMs are currently being released onto the market, but several challenges re-

main. Research is focused on reducing the critical current density required in the

writing process, while maintaining data stability and readability.

Research efforts to improve upon the STT writing paradigm explore the use of

electric fields, multi-ferroics, perpendicular polarizers, and spin-orbit torques. The

latter category is dominated by devices employing the spin-Hall effect (SHE), which

has been shown to be a viable method of spin injection in recent experiments.

Magnetization reversal using only SHE was demonstrated for in-plane magnetized

MTJs, but remains challenging in perpendicularly magnetized MTJs, which are

more relevant due to higher data storage density.

This thesis focuses on novel methods of writing the magnetic state in such memory

devices. In particular, three methods are proposed and explored: i) to use electric

fields to manipulate the magnetic anisotropy, ii) to use the SHE of a heavy metal

underlayer to destabilize the magnetization, creating a ‘spin-Hall assisted STT-

MRAM’, and iii) to use the SHE of a heavy metal underlayer in combination with

the exchange-bias effect of an antiferromagnetic layer to achieve full deterministic

switching using only a planar current.

To investigate the effect of an electric field on the magnetic anisotropy, thin-film

samples were fabricated using a DC magnetron sputtering process and patterned

into electrically insulating junctions using electron-beam lithography. The coerciv-
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ity and resistivity of a Pt/Co/AlOx/Pt junction were subsequently measured under

sustained voltage application, using Kerr microscopy and electrical measurements.

High bias voltages of either polarity were determined to cause a strongly enhanced,

reversible coercivity and resistivity modification compared to low voltages. Using

a thermal after-effect model, it was argued that the migration of oxygen vacancies

at the magnet/oxide interface causes the observed behavior.

To explore the viability of spin-Hall assisted MRAM, a program was developed to

simulate magnetization dynamics under STT and SHE current application, based

on the Landau-Lifshitz-Gilbert (LLG) equation. Using this program, it was shown

that the proposed write scheme offers a significant reduction in the required tunnel

current density and write-energy per bit compared to STT-only devices.

The possibility of creating an in-plane exchange bias in out-of-plane films was re-

searched by growing Pt/Co/IrMn thin films using DC magnetron sputtering and

manipulating the antiferromagnetic state using a high-field thermal treatment. Us-

ing both Vibrating Sample Magnetometry and the Magneto-Optic Kerr Effect, it

was shown that it is indeed possible to create such an orthogonal exchange bias

system, and the magnitude and stability of the exchange bias were investigated.

Finally, the possibility of field-free switching using the SHE and an in-plane ex-

change bias was explored. The previously mentioned orthogonal exchange bias

samples were patterned into Hall crosses, allowing for precise measurement of the

magnetization using the Anomalous Hall Effect as well as Kerr microscopy. By

subjecting the sample to microsecond voltage pulses, it was demonstrated that

the device indeed facilitates deterministic switching. Additional experiments and

LLG-simulations were conducted to gain insight into the local spin structure at the

ferromagnetic/antiferromagnetic interface.
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