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Abstract

Polytopic models cover a large class of nonlinear dynamic
systems. An algorithm is proposed that partitions the
state-space into a number of disjoint clusters on which
a gain-scheduling controller is defined. Then, an iterative
synthesis algorithm based on LMIs is developed that guar-
antees globally robust stability of the closed loop system.
Finally, an analysis method is presented that makes it pos-
sible to associate with certain regions of the state-space
(a measure of) performance.

1 Introduction

Promising approaches for the modelling and control of
nonlinear systems have emerged over the last few years
[Mur97]. The crux of these approaches is to represent a
nonlinear dynamic system by a ‘global’ model which is the
result of taking convex combinations of locally valid affine
models. These ‘global’ models occur frequently in litera-
ture and although they all have an equivalent mathemat-
ical structure they are given different names i.e. Fuzzy
Models [Sug88][Wan92], Multi-Models [Mur97] or Local
Model Networks [Joh93]. This modelstructure has several
desirable attributes. The model is interpretable on the
basis of a regime decomposition [Sug88][Joh93], and the
model class is rich since a large class of nonlinear systems
can be approximated arbitrarily close with the proposed
modelstructure [Wan92][Joh93]. Also the model is of a
form lending itself to system analysis and controller syn-
thesis methods on the basis of linear matrix inequalities
(LMIs) [Boy94]. This is the subject of this work.

The important property of the proposed modelstructure
as exploited within this work is that the model defines
a polytope in the model-space. Therefore, from now on
these models will be called polytopic models. The objec-
tive is to compute a stabilizing gain-scheduling controller,

which is robust against parametric uncertainty. The dis-
crete time equivalent robust stabilization problem is dis-
cussed in [Slu98], formulated as a bilinear matrix inequal-
ity feasibility problem and solved locally using LMI al-
gorithms. However, contrary to [Slu98] we also demand
that some performance level of the closed loop system is
achieved in certain regions of the state-space. Related
work can be found in [Has98][Ran97] though restricted to
piecewise-affine systems. We also formulate the synthesis
problem as a matrix inequality feasibility problem. But
as mentioned in [Has98] and in conformance with [Slu98]
for the case of affine state feedback this leads to nonlin-
ear matrix inequalities. An iterative algorithm involving
LMIs will be proposed to solve the synthesis problem. If
the LMIs are feasible then the robust controller synthesis
problem is solved. In addition, performance of the closed
loop in the state-space can be analyzed without doing sim-
ulations.

The outline of this paper is as follows. In Section 2 the
robust stabilization problem with the objective to meet
performance specifications will be stated formally. In Sec-
tion 3 an algorithm will be proposed that constructs a
state-space partitioning. In conformance with this parti-
tioning a gain-scheduling controller will be defined. Then,
in Section 4, relevant performance issues will be addressed.
An analysis tool is presented that associates with certain
regions of the state-space, (a measure of) performance of
the closed loop. Section 5 addresses the robust optimal
performance problem in the context of LMI conditions.
This leads to a two step controller synthesis algorithm.
The synthesis algorithm and the analysis tool are illus-
trated with an example in Section 6. Finally, in Section
7, we come to some conclusions.

2 Problem statement

Polytopic models cover the class of nonlinear systems:

Σ : ẋ = f(x, u, t), x(0) = x0 (1)

with f : Rn × R
m × R

+ → R
n such that the system Σ,

subject to stabilization, in some subset X ⊆ R
n , U ⊆ R

m



and T ⊆ R
+ can be described sufficiently accurate by a

polytopic model

Π : ẋ =
∑

j∈INm

wj(x, u, t)(Ajx + Bju + cj), x(0) = x0

(2)

The polytopic model consists of (locally valid) models
parametrized by the triples (Aj , Bj , cj). These models de-
fine a polytope in the model-space. Nm denotes the num-
ber of models and INm := {1, ..., Nm} is the associated in-
dexset. Here Aj ∈ R

n×n is the system matrix, Bj ∈ R
n×m

the input matrix and cj ∈ R
n is a constant vectorfield.

Furthermore wj : X × U × T → [0, 1], ∀j ∈ INm and
also

∑
j∈INm

wj(x, u, t) = 1, ∀(x, u, t) ∈ X × U × T . The
wj ’s schedule the triples in the operating space. Within
the fuzzy modelling and local modelling framework these
functions are called fuzzy membership functions or nor-
malized validation functions [Wan92][Joh94].

Definition 1 (robust quadratic stabilizability) A
Model Π Eq.(2) is said to be quadratically stabilizable if
there exists a quadratic function V (t) = xT Px, P > 0
that decreases along every nonzero trajectory of the closed
loop system, i.e. Π interconnected with a feedback u(x).
Then V is called a quadratic Lyapunov function for the
closed loop system and the origin is a stable equilibrium
point of the closed loop system. A model Π is called robust
quadratically stabilizable if it is quadratically stabilizable
and furthermore only knowledge of the support in the
state space of the wj(x)’s is utilized in the controller
design to control Π. If subsequently u(x) is chosen such
that also the abstract energy

∫ ∞
0

v(x, u)T v(x, u)dt with
v(x, u) a linear function of x and u is minimized, then
the controller u(x) is said to achieve robust optimal
performance e.g. performance in the presence of model
uncertainties.

The objective is to robust quadratically stabilize Π
and achieve optimal performance via piecewise-affine state
feedback. This notion of optimal performance is closely
related to the classical linear quadratic regulator (LQR)
problem, see e.g. [Boy94], but extended to handle gain-
scheduling controllers for polytopic systems.

3 State-space partitioning and
feedback law

A partitioning of the state-space, similar to [Slu98], and
the associated feedback law will be formalized. The only
knowledge that will be exploited to stabilize Π is the re-
gion of support in the state space of the wj ’s. So, first
these regions are identified and described by the sets X s

j ,
where s stands for support

X s
j :=

⋃
(u,t)∈U×T

supp wj(·, u, t) ∀j ∈ INm (3)
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Figure 1: The polytopic model Eq.(2) with x ∈ R
2 consists

of the triples (Aj , Bj , cj) with j ∈ {1, 2, 3, 4}. With the
knowledge of the wj ’s the support sets X s

j are identified
and are given a different hatching. The algorithm, Eq.(5)
is initialized, k = 0, by taking the intersection of all the
support sets X s

j which in this case is empty, X c
1,2,3,4 = ∅.

For k = 1 the algorithm returns Nm!(k!(Nm − k)!)−1 = 4
polytopes of size Nm − k = 3. Only cluster X c

1,2,3 is non-
empty. For k = 2 there are 6 polytopes of size 2. Again,
some of them have non-empty clusters e.g. X c

2,3. Along
the same lines all the clusters are defined resulting in a
non-overlapping partitioning of the state-space.

where for wj the support supp wj(·, u, t) is defined as

supp wj(·, u, t) := {x ∈ X | wj(·, u, t) > 0} (4)

Now, a non-overlapping partitioning of the state space in
clusters X c

J where c stands for cluster can be recursively
computed as follows:

Algorithm 2 (state-space partitioning)

for k = 0 to k = Nm − 1 do
∀J ∈ V := {L | L ⊆ INm, #L = Nm − k} (5)

X c
J =


⋂

j∈J

X s
j


 \


 ⋃

j∈INm\J

X c
J
S
{j}




Some of the clusters are possibly empty, and X̄ c
01 =

{X c
J | X c

J 6= ∅} is the set containing all non-empty clus-
ters. X̄ c

01 can be associated with J̄01 = {J | X c
J ∈ X̄ c

01},
the set pointing to all polytopes that have non-empty clus-
ters. Furthermore it will be helpful to have another non-
overlapping partitioning of the state-space, i.e. the cluster
X c

J that contains the origin will be called X̄ c
0 and the set

of clusters X̄ c
01\X̄ c

0 will be called X̄ c
1 . In resemblance with

this partitioning, J̄0 is the set pointing to models associ-
ated with region X̄ c

0 . In the same way, J̄1 can be associ-
ated with X̄ c

1 , J̄1 = J̄01\J̄0. An example of the suggested
state-space partitioning, Eq.(5), is given in Fig.1.

It is assumed that the models indexed with j ∈ J̄0 re-
duce to (Aj , Bj , 0), i.e. 0 ∈ X̄ c

0 is an equilibrium point of



the system Eq.(2). With the partitioning it seems natu-
rally to associate the following piecewise affine state feed-
back:

u = KJx + kJ iff x ∈ X c
J ∈ X̄ c

01 (6)

This controller can be interpreted as a gain-scheduling
controller, where the scheduling of the controller parame-
ters KJ , kJ is defined by the clusters X c

J .

4 Bounds on performance

From Def.(1) it is clear that if ∃P = PT , M > 0 such
that V̇ (t) ≤ −xT Mx is satisfied, then the origin of Π
is robust quadratically stabilizable. Next, the quality of
control will be considered. This means that the energy
function V (t) will not only be demanded to decrease, but
also to decrease in a prescribed way along every nonzero
trajectory of the closed loop system to achieve optimal
performance. With respect to optimal performance, two
problems are relevant.

Problem 3 (optimal performance) Given the system
Eq.(2) and the pair (CT C, DT D) the problem is to de-
termine P > 0 from Def.(1) (and u(x) of the structure
Eq.(6)) that minimizes

∫ ∞
0

(xT CT Cx + uT DT Du)dt.

Problem 4 (inverse optimal performance) Given
the system Eq.(2) and a feasible P > 0 from Def.(1)
the problem is to determine the pair (CT C, DT D)
and u(x), of the structure Eq.(6) that minimizes∫ ∞
0

(xT CT Cx + uT DT Du)dt.

Lowerbounds and Upperbounds analogous to
[Ran97],as well as regions for optimal performance will
be derived. Assume therefore that a stabilizing feedback
is designed such that with vT v = xT CT Cx + uT DT Du,
CT C and DT D invertible and

V̇ (t) ≤ −vT v (7)

If Eq.(7) is then integrated from 0 to T this equation reads
V (0) ≥

∫ T

0 vT vdt + V (T ). Since V (t) ≥ 0 for 0 ≤ t ≤ T
and by assumption limT→∞ V (T ) = 0, an upperbound
V (0) is found for the energy

∫ ∞
0 vT vdt. The best upper-

bound is the one that minimizes V (0). This means that
min V (0) = minxT (0)Px(0). The P that achieves this
bound will be denoted P̄ .

The corresponding inverse problem can be solved along
the same line. This means that for a fixed and feasible P >
0 a lowerbound

∫ ∞
0 vT vdt is found for the energy V (0).

The best lowerbound is the one that maximizes
∫ ∞
0 vT vdt.

This means max
∫ ∞
0

vT vdt. The pair (CT C, DT D) that
achieves this bound will be denoted (CT C, DT D). Then
the fixed P > 0 becomes the best upperbound P̄ for the
maximized energy

∫ ∞
0

(xT CT Cx + uT DT Du)dt.

Also a lowerbound can be calculated for the energy∫ T

0
vT vdt. For this purpose, assume

V̇ (t) ≥ −vT v (8)

If Eq.(8) is then integrated from 0 to T this equation reads
V (0) ≤

∫ T

0 vT vdt + V (T ). Since V (T ) ≥ 0 for 0 ≤ t ≤ T
and by assumption limT→∞ V (T ) = 0 a lowerbound V (0)
is found for the energy

∫ T

0
vT vdt. The best lowerbound

can now be computed that maximizes V (0). This means
maxV (0) = maxxT (0)Px(0). The P that achieves this
bound will be denoted P .

If now P̄ = P then V (0) =
∫ ∞
0

(xT CT Cx+uT DT Du)dt
is minimized for every initial condition x(0) and perfor-
mance is achieved everywhere in the state-space. As a
measure of accuracy of the upper- and lowerbound it is
therefore natural to look at the following ratio of quadratic
terms:

R(x(0)) =
xT (0)Px(0)
xT (0)P̄ x(0)

(9)

Of course 0 ≤ R(x(0) ≤ 1. If R(x(0) ≈ 1 then the
bounds are very accurate. R(x(0)), and therefore per-
formance of the controller, depends on the initial condi-
tion x(0). Hence there will be regions in the state space
with maximum and minimum performance. With the fac-
torization P̄ = F̄T F̄ and the nonsingular transformation
z(0) = F̄ x(0) Eq.(9) becomes

R(z(0)) =
zT (0)F̄−T PF̄z(0)

zT (0)z(0)
(10)

The minimum and maximum of the Rayleigh quotient,
Eq.(10), can be obtained from the eigenvector-eigenvalue
decomposition F̄−T PF̄ = QzΛQT

z with Qz a matrix con-
taining the orthonormal eigenvectors, and Λ a diagonal
matrix containing the eigenvalues λi arranged in order
of magnitude. Now the maxz 6=0 R(z(0)) = λmax and
occurs in the direction of the corresponding eigenvector
zmax which is the corresponding column of Qz. Equally,
minz 6=0 R(z(0)) = λmin with eigenvector zmin. With the
transformation Qx = F̄−1Qz the direction of minimum
and maximum performance (accuracy) in the state-space
can be recovered. The regions for constant performance
accuracy (R(x(0)) = c) are described by lines. This analy-
sis tool makes it possible to associate with certain regions
of the state-space, (a measure of) performance.

5 Controller synthesis

Robust optimal performance will be investigated using
the piecewise-affine state feedback of Eq.(6). An itera-
tive synthesis algorithm will be proposed that guarantees
robust stabilizability via piecewise affine state feedback.
The conditions involved can be written as LMIs. Feasibil-
ity of these conditions can therefore be checked efficiently



by means of convex optimization routines. If these con-
ditions are feasible then also the corresponding feedback
can be computed. Furthermore the iterative synthesis al-
gorithm provides the analysis tool with the upper- and
lowerbounds to investigate optimality of the closed loop.

5.1 Robust quadratic performance

First of all compute the best lowerbound P as a func-
tion of the desired performance given by the fixed pair
(CT C, DT D), step 1: iteration 1. Compute this best
lowerbound for performance without assuming a specific
controller structure within a cluster. This can be done
by solving the appropriate LMIs based on Eq.(8) together
with the maximization of trace(P ).

Secondly, step 2: iteration 1, solve the inverse per-
formance problem, this means with Q = P−1 fixed solve
the appropriate LMIs based on Eq.(7) together with the
minimization of trace((CT C)−1)+ trace((DT D)−1). The
computed performance matrices will be denoted CT C re-
spectively DT D. By doing so P becomes an upperbound
P̄ for optimal performance, however measured with the
obtained performance pair (CT C, DT D) . Now one can
start again solving step 1: iteration 2, with the per-
formance matrices obtained in step 2: iteration 1 and
iterate further to see if some demanded agree of perfor-
mance accuracy is achieved. At any moment one could
stop the iteration and validate performance by comparing
the computed upper- and lowerbounds for performance.
This means compare P̄ obtained at step 2: iteration k
with P obtained at step 1: iteration k+1 following the
analysis presented in section 4. If one is satisfied about
the (accuracy of) performance then the controller can be
computed.

This leads to the following iterative procedure:
step 1: (find P )
check if ∃P , τJ ≥ 0 such that for J ∈ J̄01, j ∈ J
2
6664

AT
j P + PAj + CT C − τJ S(J,xx) ∗ ∗

cT
j P − τJ ST

(J,x1) −τJ S(J,11) ∗
BT

j P 0 DT D

3
7775 ≥ 0 (11)

and also maximize γ > 0

trace(P ) > γ

step 2: (find P̄ )
and if for Q = P−1 ∃ τJ ≥ 0, (CT C)−1 > 0,

(DT D)−1 > 0, {YJ}, {yJ} such that for J ∈ J̄01, j ∈ J

2
66664

−LJ − τJ QS(J,xx)Q ∗ ∗ ∗
−MT

J − τJ ST
(J,x1)Q −τJ S(J,11) ∗ ∗

Q 0 (CT C)−1 ∗
YJ yJ 0 (DT D)−1

3
77775

≥ 0 (12)

with LJ = QAT
j + Y T

J Bj
T + AjQ + BjYJ , MT

J = cT
j +

yT
J Bj

T and also minimize γ > 0

trace(CT C)−1 + trace(DT D)−1 < γ

The ∗ elements are induced by symmetry of the matrices.

If the LMIs are feasible, then the controller Eq.(6) with
KJ = YJQ−1 and kJ = yJ robustly stabilizes Π. The al-
gorithm follows from standard Lyapunov arguments and
LMI results using the S-method. The S-method is in-
troduced to reduce conservatism of the synthesis inequal-
ities [Boy94]. Therefore a quadratic function SJ(x) = [x
1]T SJ [x 1] has to be identified that outer approximates X c

J

i.e. satisfies {x | SJ (x) ≥ 0} ⊇ X c
J . The elements S(J,.) in

the LMIs above follow from a partitioning of SJ according
to x and 1. More about how the outer approximation can
be done can be found in [Has98].

6 Illustrative example

Assume that the polytopic model Π Eq.(2) consists of
three models, parametrized by (Aj , Bj, cj), j ∈ {1, 2, 3}
where

A1 =
[

0 1
1 2

]
B1 =

[
0
1

]
c1 =

[
0
0

]

A2 =
[

0 1
−1 −2

]
B2 =

[
0
1

]
c2 =

[
0
1

]

A3 =
[

0 1
−4 2

]
B3 =

[
0
1

]
c3 =

[
0
−1

]

In this example it is assumed that the clusters are identi-
fied such that X̄ c

01 = {X c
1 ,X c

12,X c
3 } and X̄ c

0 = X c
1 . In or-

der to be able to introduce the S-method the different re-
gions X c

J ∈ {X c
1 ,X c

12,X c
3 } have to be outer approximated

by quadratic function SJ(x). In this typical example
X c

1 = R
2\X̄ c

1 , X c
12 = {x | −((x1−3)2+(x2−3)2))+1̇ > 0},

X c
3 = {x | −((x1 + 3)2 + (x2 + 3)2) + 1 > 0} and the as-

sociated quadratic outer approximations SJ(x) are equal
except S1(x) = 0. Some conservatism is introduced since
S1 = 0 ∀x ∈ R

2 . Without the S-method, for every poly-
tope defined by J ∈ J̄01, the triples (Aj , Bj , cj) have to be
stabilizable via the feedback Eq.(6). Therefore the syn-
thesis LMIs without the S-method would fail. In this case
however Eq.(11,12) are feasible and the following results
are obtained.

step 1: iteration 1(find P )
Solve Eq.(11) with the suggested maximization of P for

fixed CT C =
[

10 0
0 10

]
and DT D = 1. The following

result is obtained: P =
[

11.8148 1.7044
1.7044 2.7034

]
.

step 2: iteration 1 (find P̄ )
Solve Eq.(12) with i.e. min(trace(CT C)−1 +

0.01 trace(DT D)−1), the off-diagonal elements of CT C are
chosen to be structural zeros. The following results are
obtained:

CT C =
[

7.9147 0
0 14.1451

]
, DT D = 0.2547. For the

performance pair (CT C, DT D) the fixed P becomes P̄ .



min. accuracy max. accuracy

x(0) xmin = [−0.019 −4.853]T xmax = [3.051 −1.971]T

R(x(0)) λmin = 0.6287 λmax = 0.9967
V̄ (0) 64.0072 99.9826
E 61.9262 99.9071
V (0) 40.2440 99.6574

Table 1: Upperbound, lower bound and achieved perfor-
mance

The computed controller parameters are

K1 =
[
−6.6911 −10.6129

]
k1 = 0

K12 =
[
−6.6917 −10.6084

]
k12 = 0.2714

K3 =
[
−6.7007 −10.5092

]
k3 = −0.0117

step 1: iteration 2(find P )
Solve Eq.(11) with the suggested maximization of P

however with the substitution of (CT C, DT D) with the
pair (CT C, DT D). The outcome of this step is P =[

11.3612 1.0562
1.0562 1.6998

]
.

The quality of the two step synthesis algorithm can be
quantized by looking at the distance between the per-
formance achieved by the controller and the desired per-
formance. The achieved performance of the controller is
measured by the loss function E =

∫ T

0 (xT (t)CT Cx(t) +
uT (t)DT Du(t))dt. V̄ (0) = xT (0)P̄ x(0) is an upperbound
for the desired loss function E, see Eq.(7,12). The cor-
responding lowerbound for the desired performance reads
V (0) = xT (0)Px(0), see Eq.(8,11). So clearly V (0) ≤ E ≤
V̄ (0).

The upperbound (V̄ (0)), lowerbound (V (0)), achieved
performance (E) and performance accuracy (R(x(0)))
with the associated regions of minimal performance ac-
curacy (βxmin) and regions of maximal performance ac-
curacy (βxmax) in the state-space is given in Table 1.

In Fig.(2) simulation results are shown for the polytopic
system with w1 = w2 = 0.5 for x ∈ X c

12. Trajectories
are initiated from: x(0) =

[
3 4.5

]T , x(0) = xmin and
x(0) = xmax. Also the (dotted) lines along which max-
imal and minimal performance accuracy is obtained are
drawn in this figure. From the Lyapunov level curves it
can be seen that along the trajectories energy decreases.
Since trajectories of the closed loop system with initial
values x(0) = xmax and x(0) = xmin stay within cluster
X c

1 one could compare the performance of the controller
for these initial conditions with a LQR design for the triple
(A1, B1, c1) with performance pair (CT C, DT D). This
means solving the algebraic Riccati equation for the un-
known P ,

PA1 + AT
1 P − PB1(DT D)−1BT

1 P + CT C = 0

with optimal controller K = −(DT D)−1BT
1 P . The fol-

lowing solution is obtained: P =
[

11.8036 1.6972
1.6972 2.6835

]

and K = [−6.6635 −10.5359]. This leads to the costs
Exmax = 99.8224 and Exmin = 56.6821 evaluated for initial

−5 −4 −3 −2 −1 0 1 2 3 4 5
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Phase Plot: System Trajectory, Lyapunov level Curves, Clusters
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1

X c
3
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Figure 2: Trajectories in the state-space for different ini-
tial conditions of the closed loop polytopic system.

conditions of maximal and minimal performance accuracy
as given in Table 1. Comparing these costs with the costs
from Table 1 shows that indeed performance is achieved
for initial conditions x(0) close to axmax.

7 Conclusions

Polytopic models cover a large class of nonlinear dynamic
systems. An algorithm is proposed that partitions the
state-space into a number of disjoint clusters on which a
gain-scheduling controller is defined. The objective is to
parametrize this controller such that robust stabilization
and performance of the closed loop polytopic model is
achieved.

An iterative algorithm involving LMIs is proposed to
solve the robust stabilization synthesis problem. If the
LMIs are feasible then the synthesis problem is solved.
Furthermore performance of the closed loop in the state-
space can be analyzed with the presented analysis tool
that builds naturally on the outcome of the iterative syn-
thesis algorithm presented in this paper.
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