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## INTRODUCTION.

In many fields of electrical engineering filters are used ${ }^{\text {to }}$ perform or equalise amplitude, fase as well as delay characteristics. The circuits becoming more and more complex with the refined application of electronics nowadays, need for microminiaturisation in order to limit the physical size to a reasonable one.

In the last ten years great progress was made in miniaturising resistors and capacitors as well as active elements however inductances still kept their same size because a certain volume is needed to store the magnetic energie connected with the value of the self inductance and the current flowing through it. Only magnetic materials with a higher permeability would improve the quotient inductance-volume and with the state of the art of ferromagnetic materials at this time no revolutionary progress has to be expected.

On the other hand the tendency is growing in realizing complete circuits in monolitical form on one chip of semiconductormaterial, filters included, to get better stability and reliability at the same time.

Since classical filter synthesis leads to the use of inductances together with capacitors and resistors, it's impossible to design integrated filters with this method, unless the inductances are simulated in one or other way.

This simulation can be done by means of gyrators wich method has the advantage that one can use known synthesis methods and merely replaces the inductors by gyrators terminated with capacitors. From synthesis point of vieuw there will be no trouble, however a lot of active components are needed so that the circuit in general
won't be an economical one and the simulation of floating inductors demands for an even higher complexity.

As a second possibility the gyrator, being passive however mostly build up with active elements, can be used as element in a new synthesis method based on R-C networks coupled with the gyrator considered as a two-port network, trying to make fułl use of its property's and thus in a certain way minimising the number of implicit active elements. Also negative impedance convertors and variots other active elements can be used to realise filter networks on a synthesis basis each having its own advantages, limitations and disadvantages.

The third method consists in fact in splitting up the filter transferfunction in first and second order parts, each of wich can be realized by a suitable active circuit together with R-C elements.

Because of the great number of active second order filter realisations a wide variety of circuits is possible and one has to use extra design criteria, not always being electrical ones, to make the best choice.

The intention of this paper is to describe and compare some lumped R-C active filter realisations and synthesis methods of the above three groups on a basis of sensitivity and stability, wich appers to be usefull criteria for practical utilisation of the designed filters.

As apparent from the foregoing for showness sake no attempt has been made to investigate the wide class of digital and switched filters, although these methods become more and more promising in the near future.

1. Approximation.
1.1. Electric filters are used to realize prescribed inputoutput relations for the signal passing through. These relations may be given in terms of amplitude or phase response of the given signal or otherwise be specified. Generally these specifications are given as a tolerance field in amplitude and phase frequency characteristics while mostly only one of them will be prescribed and the other one is concerned to be of no importance. The filter to be designed has to meet these specifications i.e. must lead to a response full filling the tolerance conditions being set. Thus the filter design starts with the determination of the transferfunction from the prescribed limitations where after this transferfunction must be synthesized. In order to present a more closed description of the synthesismethods some of these approximations will be treated in the next chapters, mainly following ref. (1) in notation and derivation.
1.2. The general low-pass filter approximation.

An important class of filters is formed by the so called low-pass filters, wich approximate the modulus of a transferfunction in such a way that signals with their frequency ranging from zero to the frequency $f_{0}$ will be passed without much attenuation while signals with frequency exceeding $f_{a}$ will be strongly attenuated. The tolerance field for this type of filters has the general form of fig.1. Here in the frequency axis is devided in three main parts, obviofisly characterized as:
part I - passband
part II - transition band
part III - attenuation ${ }^{\text {^band }}$ or stopband
fig. 1.


Constructing a transferfunction from a given tolerance field is accomplished by derivation of the modulus as a pure mathematical approximation of this tolerance field with an even function of the radiant frequency. Here after the transferfunction itself is obtained from the constructed modulus on a basis of network theoretical prescriptions.
The above mentioned approximation can proceed as follows.
Let the modulus to be approximated be the modulus of a voltage transferfunction $H(p)$ defined by

$$
\frac{V \text { out }}{V \text { in }}=H(p) \text { and } p=j \Omega \text {, where in } V_{\text {in in }} \text { and } V \text { out }
$$

are the amplitudes of the sinusoidal steady-state exitation and response.
The squared modulus of the lowpass filter can be written in the general normalised form as

$$
\begin{equation*}
|H(j \Omega)|^{2}=\frac{1}{1+H^{2} \Phi^{2}(\Omega)} \tag{1}
\end{equation*}
$$

Here in $\Phi(\Omega)$ is an even or odd function in $\Omega$ called the characteristic function and $H$ is a constant.
Defining the transfer loss $\alpha$ as

$$
\alpha=-20 \log \left[\frac{1}{[H(j \Omega)]}\right] d B
$$

this leads to

$$
\begin{equation*}
\alpha=10 \log \left[1+H^{2} \Phi^{2}(\Omega)\right] \quad d B \tag{2}
\end{equation*}
$$

In this notation the modulus indeed is characterized by the choice of the characteristic function.
1.2.1 Butterworth approximation.

Taking $\quad \Phi(\Omega)=\Omega^{n}$
leads to the Butterworth or maximally flat approximation based on the property that in the point $\Omega=0$ the first $2 n-1$ derivates of the denominator of (1) become zero, resulting in a flat pass of the curve near $\Omega=0$. Furthermore the denominator increases monotonically with $\Omega$ leading to a monotonic fall-off for the modulus itself. For the Butterworth type from (2) and (3) this results in an assymptotic increase in transfer loss with $6 n d B$ per octave for $H \Omega^{m} \gg 1$. In fig. 2 some of these curves are drawn normalized for equal $\Omega_{c}$, being the frequency where $\alpha$ is $3 d B$ down.

fig. 2. Normalized Butterworth low-pass transfer-loss.
For this type of approximation there will be no difficulty in selecting $n$ and $H$ that way, that the resulting loss characteristic is lying in the given tolerance field.

For a rapid fall off in the stopband however a large $n$ is needed leading to an excessive number of filter elements as compared with the Chebychev approximation given in the following chapter.
1.2.2 Chebychev approximation.

By taking $(\Omega)=\operatorname{Tn}(\Omega)$
with $\operatorname{Tn}(\Omega)=\cos [n \arccos \Omega]$ for $\Omega \leqslant /$ (see fig.3)
a chebychev approximation is obtained. $\operatorname{Tn}(\Omega)$ can also be written as

$$
\left.T_{n}(\Omega)=\frac{n}{2} \sum_{m=0}^{\left[\frac{n}{2}\right]}(-1)^{m} \frac{(n-m-1)!}{m!(n-2 m)!}(2 \Omega)^{n-2 m} \text { (see ref }[2]\right)
$$

The passband ranging from $\Omega=0$ to $\Omega=1$ shows ${ }^{n} / 2$ equal amplitude ripples between a minimum and a maximum value determined by the constant H .
In the transition and stopband $(\Omega>1) X \operatorname{Tn}(\Omega) X$ increases monotonic with $\Omega$ again producing an assymptotic increase in transferloss of 6 n dB per octave. In comparision with the Butterworth approximation the value of $n$ can be taken smaller for the same tolerance field leading to fewer elements in the final realisation.
Some chebychev characteristics are given in fig. 4.
Because the extrema of $\operatorname{Tn}(\Omega)$ in the passband all have modulus 1 the ripple amplitude is determined by

fig. 3 Chebychev function $\operatorname{Tn}(\Omega)$

fig. 4 Chebychev low-pass transfer-loss

### 1.2.3 Elliptic approximation.

As stated in 1.2 .2 introducing a ripple in the pass-band leads to fewer elements in the final realization. As a consequence this suggests an approximation having also ripples in the stop-band, probably will reduce further the number of elements as compared with the previous chebychev type.
Specially if the number of stopband ripples is taken to be equal to the number of passband ripples a so called elliptic approximation is obtained if $\Phi(\Omega)$ satisfies certain relations expressable in Jacobi ellipticfunctions.
This type of approximation leads to points of infinite attenuation in the stopband, together with a fast falloff in the transitionband.

Because the relative few number of elements needed to approximate a certain attenuation this filtertype is an interesting one for application in active filter design where, as we'll see later on, the sensitivity plays an important role and the more complex a network is, the more difficult it will be to realise the filter with the required accuracy and stability. Unfortunately however the calculation of the transferfunction for a given tolerance field is much more difficult for this filtertype as compared with the previous ones but the gain in simplicity for the final network makes the effort worthwhile. On the other hand it appears to be easy to calculate the transferfunction in an algebraic way if the degree of the filter is small (up to 4).
Thereforein the following the algebraic method is explained first and in an appendix formulas will be given for the calculation of the higher order filters.
1.3.1 General propertys of the elliptic transferfunction modulus. Consider the given tolerance field of fig. 5 .


Here in a maximum loss of $D_{p} d B$ in the passband ( $\Omega<\Omega p$ ) and a minimum loss of $D_{a} d B$ in the stopband ( $\Omega>\Omega_{a}$ ) are prescribed.
Let the curve of fig. 5 lying in the tolerance field have $\nu$ ripples in pass- and stopband. The number of transitions between the two extrema in the passband is given bij $n$, so $v=\left[\frac{m}{2}\right]$
The frequencys where the modulus becomes extremal will be denoted as in fig. 6.

fig. 6.
According to (2)

$$
\alpha=10 \log \left[1+H^{2} \Phi^{2}(\Omega)\right]
$$

From this follows that the points of zero loss correspond to points with $\Phi(\Omega)=0$ as well as the points of infinite loss correspond to $\Phi(\Omega)=\infty$. On the other hand at the points $\Omega_{n s}$ with $s=1,2, \ldots \nu, \alpha$ has a local minimum, and therefor $\Phi\left(\Omega_{n s}\right)$ is local maximum. In the same way one concludes that $\Phi(\Omega u s)$ is a local minimum. Denoting the maximum absolute value of $\Phi(\Omega)$ in the passband by $L$ and its minimum absolute value in the stopband by $K$, the characteristic function can be drawn as indicated in fig. 7.


From the foregoing follows that the function $\Phi(\Omega)$ has to be an even or odd rational function of $\Omega$ because
$\Phi(\Omega)$ becomes infinite in the points $\Omega_{\infty s}$. In order to determine $\Phi(\Omega) \quad$ we could chose a rational function of sufficient degree with undetermined coefficients in the numerator and denominator polynomials and then derive equations for these coefficients from forcing all extrema to have amplitude $I$ in the passband and amplitude $K$ in the stopband.

There exists however a more easy way to obtain the same result by the following reasoning:
If we are able to relate the behaviour of $\Phi(\Omega)$ in the stopband to its passband behaviour in such a way that the right passband behaviour automatically implies a right stopband behaviour, we would only have to consider the passband of $\Phi(\Omega)$, thereby halving the approximation problem.

Let therefore the frequency be normalized such that

$$
\begin{equation*}
\Omega_{p} \Omega_{a}=1 \tag{3}
\end{equation*}
$$

and $\Phi(\Omega)=\frac{1}{\Phi\left(\frac{1}{\Omega}\right)}$
Equation (4) relates the value of $\Phi(\Omega)$ in the band $\Omega \leqslant 1$ to its value for $\Omega^{\prime}=\frac{\prime}{\Omega} \geqslant 1$ in a reciprocal way. This implies that an equiripple behaviour for $\Omega \leqslant 1$ also gives equiripple behaviour for $\Omega \geqslant 1$.
Furthermore for frequencys $\Omega$ os lying in the passband $0 \leqslant \Omega \leqslant \Omega_{p}<1$ we have

$$
\Phi\left(\Omega_{o s}\right)=0 \quad s=1,2, \ldots, \nu .
$$

as a consequence of (4) this results in

$$
\begin{equation*}
\Phi\left(\frac{1}{\Omega_{0 s}}\right)=\infty \tag{5}
\end{equation*}
$$

and thus (4) implies $\quad \Omega_{\infty s}=\frac{1}{\Omega_{0 s}}$

Also a maximum value of $\Phi(\Omega)$ in the passband will lead to a minimum value of $\Phi(\Omega)$ in the stopband related by

$$
\begin{equation*}
\Phi\left(\Omega_{n s}\right)= \pm L=\frac{1}{\Phi\left(\Omega_{u s}\right)}= \pm \frac{1}{K} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{u s}=\frac{1}{\Omega_{\text {ns }}} \tag{7}
\end{equation*}
$$

As a consequence of (3) also $\Omega_{a}=\frac{1}{\Omega_{p}}$,
relating the bandedge frequencys in a reciprocal way too. From (6) follows $K=\frac{\prime}{L}$ expressing the stopband ripple of $\Phi(\Omega)$ in its passband one.

The above points out that relation (4) indeed connects the
stopband in a one to one correspondence with the passband satisfying all the nescessary conditions.

Taking $\quad \Phi(\Omega)=\prod_{i} \frac{f_{i}(\Omega)}{g_{i}(\Omega)} \quad$ together with (4) leads to

$$
\pi_{i} \frac{f_{i}(\Omega)}{g_{i}(\Omega)}=\pi_{i} \frac{g_{i}\left(\frac{1}{\Omega}\right)}{f_{i}\left(\frac{1}{\Omega}\right)}
$$

This relation can be satisfied if $g_{i}(\Omega)=f_{i}\left(\frac{1}{\Omega}\right)$ leading to

$$
\Phi(\Omega)=\pi_{i}^{\pi} \frac{\int_{i}(\Omega)}{\gamma_{i}\left(\frac{1}{\Omega}\right)}
$$

Because $\bar{\Phi}(\Omega)$ must become zero for $\Omega=\Omega_{o s}$, a reasonble choice for $f_{i}(\Omega)$ will be

$$
f_{i}(\Omega)=\Omega^{2}-\Omega_{o i}^{2}, i=s 2, \ldots . ., \nu . \quad \text { resulting in }
$$

$$
\begin{equation*}
\Phi(\Omega)=\pi \frac{\Omega^{2}-\Omega_{\theta i}{ }^{2}}{\frac{1}{\Omega^{2}}-\Omega_{0 i}^{2}} \tag{9}
\end{equation*}
$$

As. $\Omega^{m}$ also satisfies equation (4) we can transform (9) into

$$
\left.\begin{array}{ll}
\Phi(\Omega)=\prod_{i} \frac{\Omega^{2}-\Omega_{0 i}^{2}}{\Omega^{2} \Omega_{i i}^{2}-1} & \text { for even } \Phi(\Omega)  \tag{10}\\
\Phi(\Omega)=\Omega \prod_{i} \frac{\Omega^{2}-\Omega_{0 i}^{2}}{\Omega^{2} \Omega_{0 i}^{2}-1} & \text { for odd } \Phi(\Omega)
\end{array}\right\}
$$

From (2) and (6) the value of $L$ and $H$ can be calculated giving

$$
\begin{aligned}
& D_{p}=10 \log \left(1+H^{2} L^{2}\right) \\
& D_{a}=10 \log \left(1+H^{2} / L^{2}\right)
\end{aligned}
$$

which leads to $\left.\quad \begin{array}{rl}H^{4} & =\left(10^{0.1 D_{p}}-1\right)\left(10^{a, D_{a}}-1\right) \\ L^{4} & =\left(10^{a_{1} D_{p}}-1\right) /\left(10^{a, D_{a}}-1\right)\end{array}\right\}$
1.3.2 Algebraic derivation of second and fourth degree elliptic transferfunction modulus.
For second degree D(a) equation (10) leads to

$$
\begin{equation*}
D(\Omega)=\frac{\Omega^{2}-\Omega_{01}^{2}}{\Omega^{2} \Omega_{01}^{2}-1} \tag{12}
\end{equation*}
$$

This function is shown in fig. 8.


From (12) we get $\pi(0)=\Omega_{0}{ }^{2}=L$
Therefor

$$
\Omega_{a 1}=\sqrt{L}
$$

$$
\begin{equation*}
\text { and } \quad \Omega_{\infty 1}=1 / \sqrt{2} \tag{13}
\end{equation*}
$$

Then $\Omega_{p}$ follows from $\Phi\left(\Omega_{p}\right)=-\Omega_{0}{ }^{2}=-L$ giving

$$
\left.\begin{array}{l}
\Omega_{\mu}=\sqrt{\frac{2 L}{1+L^{2}}}  \tag{14}\\
\Omega_{a}=\frac{1}{\Omega_{p}}
\end{array}\right\}
$$

From (14) the selectivityfactor $k$ defined by $k=\frac{\Omega_{p}}{\Omega_{a}}=\Omega_{p}{ }^{2}$ becomes

$$
\begin{equation*}
h=\frac{2 L}{1+L^{2}} \tag{15}
\end{equation*}
$$

For quick reference $k$ can be determined from fig. 9 for given $D_{p}$ and $D_{a}$.


The above formulas lead to the following designprocedure

1. Determine from fig. 9 if the given $D_{p}$ and $D_{a}$ will lead to a satisfactionary selectivity factor $k$. Otherwise a higher order filter must be designed.
2. Calculate $L$ and $H$ from eq.(11).
3. 历(Q) follows as
$\sigma(\Omega)=\frac{\Omega^{2}-\Omega_{01}^{2}}{\Omega^{2} \Omega_{0,}^{2}-1} \quad$ with $\quad \Omega_{01}=\sqrt{L}$
$/ H(j \Lambda))^{2}$ is given by ( 1 ).
4. The various characteristic frequencys follow from (13) and (14).
5. Here or afterwards use a frequency transformation to obtain the desired values for the frequencys of point 4.

For a fourth degree approximation two terms in (10) are needed.

In order to simplify the calculation $\Omega_{o z}$ is set equal to zero wish appears to be equivalent to a certain frequencytransformation operated on the normal fourth degree approximation leading to the so called "bar-type" filters in ref.[1]. At the same time this results in a zero in $/ H(\Omega) /$ as $\Omega$ approaches infinety.
So $\bar{\sigma}(\Omega)$ becomes

$$
\begin{equation*}
\Phi(\Omega)=\Omega^{2} \frac{\Omega^{2}-\Omega_{01}^{2}}{\Omega^{2} \Omega_{0} 1^{2}-1} \tag{16}
\end{equation*}
$$

with its graph shown in fig. 10.


To derive $\Omega_{n}$ from (16) one proceed as follows.
$\Omega_{\boldsymbol{A}}$ is determined by the quadratic equation $\Phi\left(\Omega_{n \prime}\right)=L$. Because $\overline{I I}(\Omega)$ is tangential to the line $\Phi=\langle$ the previous quadratic equation has two coincident roots and therefor zero discriminant.
$\Phi\left(\Omega_{n}\right)=L$ with $\Omega_{n}{ }^{2}=x$ leads to

$$
x^{2}-\Omega_{0}{ }^{2}(1+1) x+L=0
$$

Forcing the discriminant equal to zero gives
$\Omega_{01}{ }^{4}(1+1)^{2}-4<=0 \quad$ resulting in
and

$$
\left.\begin{array}{l}
\Omega_{01}=\left[\frac{2 \sqrt{2}}{1+L}\right]^{1 / 2}  \tag{17}\\
\Omega_{01}=1 / \Omega_{01}
\end{array}\right\}
$$

The solution of the quadratic equation becomes

$$
x=\Omega_{n}{ }^{2}=\sqrt{L}
$$

Therefore
$\left.\begin{array}{rl}\Omega_{11} & =\sqrt[V]{L} \\ \text { and } \quad \Omega_{U_{1}} & =\sqrt{L}\end{array}\right\}$
At last $\Omega_{p}$ follows from

$$
\Phi\left(\Omega_{p}\right)=-L \text { giving }
$$

$$
\begin{equation*}
\Omega_{p}^{2}=\Omega_{p} / \Omega_{a}=t=\sqrt{L}\left[\frac{1-L}{1+L}+\sqrt{\left(\frac{1-L}{1+L}\right)^{2}+1}\right] \tag{19}
\end{equation*}
$$

In fig. 11 the selectivity factor $k$ is given in deependence from $D_{p}$ and $D_{a}$.


Design procedure

1. Determine from fig. 11 if the given $D_{p}$ and $D_{a}$ will lead to satisfactionary selectivityfactor k. Otherwise a higher order filter must be designed.
2. Calculate $L$ and $H$ from eq. (11).
3. $\Phi(\Omega)$ follows as $\Phi(\Omega)=\Omega^{2} \frac{\Omega^{2}-\Omega_{01}^{2}}{\Omega^{2} \Omega_{01}^{2}-1}$ with $\Omega_{01}=\left[\frac{2 \sqrt{L}}{1+L}\right]^{1 / 2}$ $/ H(j \Omega) /^{2}$ is given by (1)
4. The varöius characteristic frequencys follow from (17), (18) and (19).
5. Here or afterwards use a frequencytransformation to obtain the desired values for the frequencys of point 4.
1.3.3 Derivation of the transferfunction from a given modulus.

The modulus of a transferfunction is determined by

$$
\begin{equation*}
\left./ H(j \Omega) /^{2}=H(p) \cdot H \in p\right)\left.\right|_{p=j \Omega} \tag{20}
\end{equation*}
$$

This equation immediately shows that $|H(j \Omega)|^{2}$ is an even function of $\Omega$, thus only approximations for $/ H(j \Omega) /^{2}$ with even functions can be tolerated.
Defining $\quad W(\Omega)=/ H(j \Omega))^{2}$ we have from (20)

$$
\begin{equation*}
W\left(\frac{p}{j}\right)=H(p) \cdot H(-p)=Q(p) \tag{21}
\end{equation*}
$$

Herein $\varphi(p)$ is a real rational and even function of $p$ and can be obtained from $/ H(j \Omega))^{2}$ by substituting $\Omega^{2} \varepsilon-p^{2}$.

As $|H(j \Omega)|^{2} \geqslant 0$ this implies that $Q(p) \geqslant 0$ for imaginary $p$.
Therefor the zeroes and poles of $\phi(p)$ on the imaginary axis must be of even multiplicity otherwise $\varphi(p)$ would change sign in these points.
The stability of $H(p)$ however requires the imaginary poles of $\varphi(p)$ to have multiplicity 2.
Because $\mathcal{H}(p)$ is a real rational function of $p$, its complex poles and zeros arrise in complex conjugate pairs. On account of (21) the complex poles and zeros of $\varphi(p)$ will then show quadrantal symetry.
Real-axis poles and zeros of $\varphi(\rho)$ are each other mirrorimages w.r.t. the imaginary axis.
As in the resulting $H(p)$ the poles must ly in the left half plane with single poles on the imaginary-axis to insure stability, we can construct $H(p)$ from the above
G(p) by assigning a pole-zero pattern to H(p) consisting
of all the poles and zeros of $Q(p)$ in the left half-plane and half of its poles and zeros on the imaginary-axis. Then automatically $H(p) . H(-p)$ has the same poles and zeros as $Q(p)$ because $H(-p)$ has the mirror-image pole-zero pattern of $H(p)$.
The in this way constructed $H(p)$ is called "minimum-phase" transferfunction.
1.3.4 Numerical example of a fourth-degree approximation.

Suppose one has to design a low-pass filter for use in telephone-links having the following specifications:

Passband edge-frequency $3400 \mathrm{c} / \mathrm{s}$
Stop band edge-frequency $4500 \mathrm{c} / \mathrm{s}$
Passband ripple 3 dB
Stop band ripple 30 dB
The design starts by calculating the prescribed selectivity factor $k$ giving

$$
h=\frac{\Omega_{p}}{\Omega_{a}}=\frac{8 \pi \cdot 3400}{2 \pi \cdot 4500} \approx 0.75
$$

Following the five steps of chapter 1.3 .2 results in: sub.1. From fig. 11 it can be seen that the given losses will lead to a selectivity-factor $k=0.81$ wish is certainly better than the required $k=0.75$. (One may alter $D_{p}$ or $D_{a}$ to get closer to $k=0.75$ for example by taking $D_{p}=2 d B$ and $D_{a}=30 \mathrm{~dB}$ giving $k=0.78$ ).
sub.2. From (11) follows $L=0.1776$ and $H=5.6153$.
subs. (17) gives $\Omega_{o \prime}=0.846063$ and $\Omega_{\infty,}=1.181945$
This leads to

$$
\Phi(\Omega)=\Omega^{2} \frac{\Omega^{2}-0.0461^{2}}{\Omega^{2} 0.0461^{2}-1}
$$

Then (1) gives

$$
\begin{aligned}
& \text { Then (1) gives } \\
& / H(j \Omega))^{2}=\frac{1}{1+H^{2} \Phi^{2}(\Omega)}=\frac{\left(0.72 \Omega^{2}-1\right)^{2}}{31.53 \Omega^{d}-45.14 \Omega^{2}+16.67 \Omega^{4}-1.43 \Omega^{2}+1}
\end{aligned}
$$

sub. 4. From (18) and (19) follows

$$
\begin{array}{ll}
\Omega_{P}=0.90 & \Omega_{n \prime}=0.65 \\
\Omega_{a}=1.11 & \Omega_{v \prime}=1.54
\end{array}
$$

sub. 2 . The passband edge-frequency of sub. 4 being $\Omega \rho=0.90$ has to be transformed to the desired one given by $\omega_{p}=2 \pi \cdot 3400=21363 \mathrm{rad} / \mathrm{sec}$.
Thereforea frequencytransformation must be made by substituting

$$
\Omega=\frac{0.90}{21363} \omega=0.0000421 \omega \text { in }|H(j \Omega)|^{2}
$$

Its however more easy to make this transformation after the whole transferfunction is realised by changing the final elementvalues with a proper factor. In this way the calculation proceeds with coefficients and elements being of comparable value thereby reducing the chance on making errors in the computations.

For calculating $H(p)$ we find from (21)

$$
Q(p)=\frac{\left(0.72 p^{2}+1\right)^{2}}{31.53 p^{8}+45.14 p^{6}+16.67 p^{4}+1.43 p^{2}+1}
$$

The poles of $Q(p)$ follow as the zeros of the above denominator giving

$$
\begin{aligned}
& P 1,2,3,4= \pm(0.06092 \pm j 0.86747) \\
& P 5,6,7,8= \pm(0.36631 \pm j 0.31825)
\end{aligned}
$$

The zeros of $Q(p)$ are found as

$$
\begin{aligned}
& \mathrm{P} 1,2= \pm j 1.1819 \\
& \mathrm{P} 3,4= \pm j 1.1819
\end{aligned}
$$

From the above we find the poles of $H(p)$ as

$$
\begin{aligned}
& P 1,2=-0.06092 \pm j 0.86747 \\
& P 3,4=-0.36631 \pm j 0.31825
\end{aligned}
$$

and its zeros as

$$
p_{1,2}= \pm j 1.1819 .
$$

Then $H(p)$ becomes

$$
H(p)=0.17807 \frac{\left(0.7159 p^{2}+1\right)}{\left(p^{2}+0.12184 p+0.75622\right)\left(p^{2}+0.73262 p+0.23547\right)}
$$

$d B$ The resulting appriximation is given in fig. 12.


### 2.1 Network sensitivity.

Any transferfunction of a network is as function of the network elements sensitive to element variations. The network structure capable to realize a certain transferfunction having the least sensitivity compared with other structures is thus the favourable one for use in the synthesis, because unavoidable tolerances in the element values will then have the smallest influence on the realised transferfunction.
It is then reasonable to use the sensitivity as a basic criterium in the network design, especially in active filter applications wish can be very sensitive, in order to assure that the transferfunction can be realised with sufficient accuracy. For the comparis of the various possible structures its thereforenessecary to have a measure for the sensitivity. Depending on the type of transferfunction and its application, various definition are used, the most current of them given below. 1. Parameter sensitivity $S \underset{r}{W(p, r)}$ defined as $S^{W} \underset{r}{p, r)}=$ $\frac{r}{W(p, r)} \frac{\partial W(p, r)}{\partial r}$
Here in $W(p, r)$ can be a transferfunction, transferloss, quality factor etc., with parameter $r$.
2. Pole- or zero-sensitivity $S \underset{r}{q}$. If $q=\sigma(r)+j \Omega(r)$ is a pole or zero of some transferfunction, $S_{r}^{q}$ is defined as

$$
S_{r}^{2}=\frac{\mu}{\sigma} \frac{\partial \sigma}{\partial \mu}+j \frac{\mu}{\Omega} \frac{\partial \Omega}{\partial r} .
$$

The following derivation may simplify the application of the loss-sensitivity.
As $\alpha=-10 \log / H(j \omega) /^{2}$ we have

$$
\begin{align*}
& =\frac{-10}{\alpha \ln 10} S^{\operatorname{sHg} \omega^{2}}=-\left.\frac{4.34}{\alpha} S_{r}^{H(\mu) \cdot H(N)}\right|_{\text {pei }} \tag{22}
\end{align*}
$$

From the definition we can derive

$$
S{ }_{r}^{W(p)} \underset{r}{V(p)}=S \underset{r}{W(p)}+S \underset{r}{V(p)}
$$

With (22) this results in

$$
s_{r}^{\alpha}=-\frac{4.34}{\alpha}\left[s_{\mu}^{H(\alpha)}+S_{\alpha}^{H(N}\right] /_{p=j \omega}
$$

leading to

$$
S_{r}^{\alpha}=-\frac{8,60}{\alpha} \operatorname{ke}\left[\begin{array}{c}
S^{H(j \omega)} \\
r
\end{array}\right]
$$

Approximating $S_{A}^{*}$ with $\frac{r}{\alpha} \frac{\Delta \alpha_{r}}{\Delta r}$ we finally have

$$
\left.\begin{array}{l}
\Delta \alpha_{\mu}=-\infty .6 \delta^{\circ} \operatorname{Re}\left[S_{r}^{N(i \omega)}\right] \cdot \frac{\Delta r}{r} \alpha B  \tag{23}\\
\Delta \alpha_{\mu}=-\operatorname{Re}\left[S_{r}^{\Delta H(\omega)}\right] \cdot \frac{\Delta r}{r} \text { Neper. }
\end{array}\right\}
$$

2.2.1 Sensitivity functions for second-order low-pass LC $C^{R}$-filters. In active synthesis a frequently used method consists in deviding a transferfunction in second order parts with parts are then realized with suitable active circuits and cascaded by inserting isolation amplifiers if nessecary. The overall sensitivity of the resulting network then depends on the partial sensitivity of these second order sections. It is therefore convenient to compare the active second order filter sensitivities with those of a passive one realising the same transferfunction, because we have a lot of practical experience with this filtertype and need a reference anyway.
Let the passive equivalent be given as in fig. 13.


A straight-forward calculation shows the voltage transferfunction to be

$$
\begin{equation*}
\mathrm{H}(\mathrm{p})=\frac{\mathrm{V} 2}{\mathrm{E}}=\frac{1}{\mathrm{p}^{2} \overline{\mathrm{IC}+} \overline{p_{\mathrm{K}}}+1} \tag{24}
\end{equation*}
$$

From (24) the following poles results:

$$
P_{1,2}=-\frac{1}{2 R C} \pm j \sqrt{\frac{1}{\mathrm{LC}}-\left(\frac{1}{2 R C}\right)^{2}} \text { if } . R>\frac{1}{2} \sqrt{4 / C}
$$

with

$$
\begin{aligned}
& \sigma=-\frac{1}{2 R C}, \omega_{0}^{2}=\frac{1}{I C} \text { and } Q=R \sqrt{C / L} \text { this becomes } \\
& P_{1,2}=\sigma \pm j \omega_{0} \sqrt{1-(1 / 26)^{2}} \text { with } Q>1 / 2
\end{aligned}
$$

This leads to the following pole-sensitivities:

More over the Q-factor sensitivity as well as the resonantfrequency sensitivity follow as

$$
\left.\begin{array}{lll}
s_{c}^{9}=1 / 2 & &  \tag{26}\\
s_{2}^{G}=-1 / 2 & \text { and } & s_{2}^{W_{0}}=s_{c}^{\omega_{0}}=-1 / 2 \\
s_{k}^{Q}=1 & s_{k}^{W_{0}}=0
\end{array}\right\}
$$

Calculating the loss sensitivity one finds

$$
S_{c}^{H(\omega)}=\left.\frac{c}{H(\rho)} \cdot \frac{\partial H(\rho)}{\partial c}\right|_{\rho=j \omega}=\frac{\omega^{2} \angle c}{1-\omega^{2} \angle c+j \omega</ l}
$$

Normalising the frequency $\boldsymbol{\omega}$ to the resonant frequency $\boldsymbol{\omega}_{0}$ by substituting $\Omega=\frac{\alpha}{\omega_{0}}$ we find:

$$
S_{c}^{A(j \Omega)}=\frac{\Omega^{2}}{1-\Omega^{2}+j \frac{\Omega}{Q}}
$$

Then (23) results in

$$
\Delta \alpha_{c}=-R_{2}\left[S_{c}^{\sim(j n)}\right] \cdot \frac{\Delta c}{c}=\frac{-\Omega^{2}\left(1-\Omega^{2}\right)}{\left(1-\Omega^{2}\right)^{2}+\frac{\Omega^{2}}{Q^{2}}} \cdot \frac{\Delta c}{c} \text { Neper }
$$

In the same way we find
$\Delta \alpha_{R}=\frac{-\Omega^{2} / \sigma^{2}}{\left(1-\Omega^{2}\right)^{2}+\Omega^{2} / ब^{2}} \cdot \frac{\Delta R}{R}$ Neper
and

$$
\Delta \alpha_{2}=\frac{-\Omega^{2}\left(1-\Omega^{2}\right)+\Omega^{2} / \phi^{2}}{\left(1-\Omega^{2}\right)^{2}+\Omega^{2} / \varphi^{2}} \cdot \frac{\Delta L}{L} \text { Neper }
$$

The maximum values of these loss-variations for large Q-factor become


The above variations are shown together with the normalised transferloss $\alpha$ in fig. 14 for $Q=5$ and element variation $1 \%$.

2.2.2 Sensitivity calculation for an active second-order low-pass filter

Consider the active filter in fig. 15 where in the operational amplifiers are supposed to be ideal.


This results in the same potential for the points $A, B$ and $C$.
The potential-devider $\mathrm{R}_{3}-\mathrm{R}_{3}$ gives $\mathrm{V}_{\mathrm{C}}=\frac{\mathrm{V} \omega}{2}=\frac{\mathrm{V}}{2}$
Therefore $V_{B}=\frac{V}{2}$ and $i_{2}=\frac{V_{z}-V_{a}}{V_{p 1}}=\frac{\rho c_{1}}{2} \cdot v$
This current ia flows into the resistor $R_{2}$ resuiting in a voltage drop over $R_{2}$ given by $\Delta V=R_{2} i_{2}=\frac{p C_{1} P_{2}}{2} \cdot V$

Because $V_{A}=V_{B}$ the same voltage-drop must fall over the parallel combination $R-C$ once the current flowing through it follows as

$$
i_{1}=\frac{1+p R C}{R} \cdot \frac{p R_{2} C_{1}}{2} \cdot V
$$

On the other hand $V_{A}$ is given by

$$
V_{A}=E-R_{1} i_{1}=\frac{V}{2}
$$

Substituting $i_{1}$ in this formula and solving for $\frac{V}{E}$ gives

$$
\begin{equation*}
\frac{V}{E}=\frac{2}{p^{2} R_{1} R_{2} C_{1} C+p \frac{R_{1} R_{2} C_{1}}{R}}+1 \tag{27}
\end{equation*}
$$

If we take $R_{1} R_{2} C_{1}=I$ we find formula (27) except for a constant factor to be exactly equal to formula (24) wi ch resulted from the passive filter in fig. 13. Therefore we can conclude immediately that the sensitivities for the active filter given here are the same as those of the passive one dealt with in the previous chapter if we make the following correspondence:

Here in the index a refers to the network of fig. 13 where as the index $b$ refers to the active network.
As in the case of the passive filter, this active filter is always stable for every positive value of the elements. The root-locus is therefore confined to the left half-plane. Furthermore (27) and (28) indicate that this active filter only differs from the passive one in the sensitivity w.r.t. the equivalent $L$ being three-fold instead of a simple one. The influence due to the non-ideality of the amplifiers such as finite gain etc., is kept out of considerations because this influence is small if the amplifier band widh is taken to be large enough i.e. exceeding the frequencies of interest for the filter.

A sure advantage over the nassive filter however is that any impedance may be connected to the outnut terminals without the transferfunction being changed. For this reason this filtertype is very well applicable in cascade-synthesis.
2.2.3 Sensitivities for the Fjelbrant-filter.

The Fjalbrant-filter [3] or Sallen and Key filter in fig. 16 is another active filter capable to realize se-cond-order transferfunctions however with much larger sensitivities than the fore going one, in such a way that this filter can only be used when low to moderate Q-factors are dealt with.
From fig. 16 we easily calculate

$$
H(p)=\frac{V_{2}}{E}=\frac{1}{p^{2} R_{1} R_{2} C_{1} C_{2}+p \cdot\left[(1-A) R_{1} C_{1}+\left(R_{1}+R_{2}\right) C_{2}\right]+1}
$$


fig. 16.

A close look on the above transferfunction shows that in the case that $A$ becomes large the coefficient of $P$ may become negative, resultting in right half-nlane poles and thus $H(p)$ becomes unstable as can be seen from the root-locus of fig. 17 with arrowdirection coresbonding to increasing $A$.

From $H(p)$ the sensitivities are computed as


If the values of (29) are compared with those of the passive filter we find them to be much greater. Especially $S_{A}^{Q}$ becomes large for moderate $Q$-factor because in this case $\sqrt{\frac{R_{1} C_{1}}{R_{2} C_{2}}} \approx Q$ leading to $S_{A}^{2} \approx A Q^{2}$.

fig. 17.

On the basis of the foregoing comparision we:have shown that active filters realising the same transferfunction can have ifferent sensitivities, possibly being equal to or better than the passive ones as well as being worse. Fondly low sensitivities will guarantee good agreement between the wanted and really obtained transferfunctions. Hence one should prefer the slight more complicated network of fig. 15 above the Fjalbrant-filter when moderate or high $Q$-factors are needed.

However large pole-sensitivity does not always imply large filterloss sensitivity as can be seen from equations (25). If we take $Q \approx \frac{1}{2}$, we find $S{ }_{c}^{p} \approx-1-j \infty$ indicating that the pole-sensitivity becomes very large due to the large relative change in the imaginary part. The filterloss for small Q-factors is however mainly determined by the real part of the poles and is therefore much less sensitive to element variations as one would expect from the large value of $\mathrm{S} \mathrm{p}_{\mathrm{c}}^{\mathrm{p}}$. On the other hand small pole-sensitivity is not always coupled with small loss-sensitivity but in most cases the lower the sensitivities are, the better the filter will be as to the influence of parameter changes.
If the filter poles are determined by a difference of two polynomials each with positive coefficients, the resulting polynomial shows large coefficient sensitivity for the smallest coefficients because these coefficients are obtained by substracting almost equal large numbers from each other. Therefore one must avoid synthesis methods leeding to coefficients wich are determined by a difference of products of the element values.
However if every polynomial coefficient consists only of the sum of products of the element values, the filter still can be very sensitive to element variations. For example the polynomial $p^{3}+p^{2}+1,01 p+1$ is a Hurwitz polynomial while $p^{3}+p^{2}+0,99 p+1$ has zeros in the right half plane and thus leads to instability if this polynomial would determine the poles of a transferfunction. Hence a slight change of one coefficient due to a change in one of its composing products may result in instability even if this coefficient is build up with positive sums of these products. On account of the foregoing one may conclud that the sensitivity plays an important role in the design of stable and insensitive networks but large or small sensitivities on their own are not absulute criteria for the behaviour of the designed filter.
3.1 Active filters obtained by substitution methods.

The synthesis of active filters will solely involve known methods if they can be derived from the passive filters in some direct way. In this case one uses passive synthesis methods to construct active filters by changing the passive filter so as to eliminate the appearing inductanes.
The mainly used methods hereto are replacement of the inductors by gyrators and capacitors as explained in the following section and impedance transformation as will be given in section 3.3.
3.2.1 Gyrator-capacitor substitution.

Consider the circuit of fig. 18 where in the gyrator is defined by the following non-reciprocal two-port admit-tance-matrix

$$
[y]=\left[\begin{array}{cc}
0 & 6  \tag{30}\\
-6 & 0
\end{array}\right] \text { with } 6 \cdot 1 / k\left[\Omega^{-\prime}\right]
$$

Connecting an admittance $y_{k}$ to the post 2-2 gives an input admittance

$$
y_{i \pi}=y_{11}-\frac{y_{12} y_{21}}{y_{2 x+1}}=\frac{\sigma^{2}}{y_{2}} .
$$

Especially for $Y_{L}=P C$ we get $Y_{i n}=\frac{G^{2}}{P C}=\frac{1}{p R^{2} C}$, being the admittance of an inductor with inductance $I=R^{2} C$ Henry. Therefore this configuration can be used to replace inductors in a passive LCR filter. As an example a thirdorder Butterworth low-pass filter is then realised as depicted in fig. 19.

fig. 18.

fig. 19.

On sensitivity point of vieuw this network only differs from the original LCR-filter in the sensitivity due to elements in the capacitor-gyrator circuit.
As was indicated by [4] this leads to low-sensitivity of the resulting network as compared with other active circuits with the general tendency as to shift the poles further away from the imaginary axis. Hence the network is always stable.

### 3.2.2 Gyrator circuits.

For the gyrator to have good quality, i.e. approaching (30) as much as possible, one uses electronic circuits to construct it. The main point of interest lies in the diagonal elements of (30) wish must become as close to zero as possible however remain positive. To demonstrate this point consider the non-ideal gyrator admittancematrix

$$
[y]=\left[\begin{array}{cc}
\sigma_{1} & \sigma_{2} \\
-\sigma_{3} & \sigma_{4}
\end{array}\right]
$$

Connecting a capacitance $\mathrm{pC}_{2}$ between the output terminals gives an input admittance

$$
Y_{i n}=G_{1}+\frac{G_{2} G_{3}}{G_{4}+p C_{2}}
$$

The equivalent circuit for this admittance is given in fig. 20.

fig. 20.

It can be seen directly that this circuit approaches the ideal inductance the better if $G_{1}$ and $G_{2}$ approach zero. They must however remain positive otherwise the admittance becomes unstable as poles or zeros may arrise in the right half-plane. We also see that $G_{2}$ not necessary has to be equal to $G_{3}$. Furtheron placing a capacitor $C_{1}$ across the input terminals results in a resonant circuit. The maximum obtainable $Q$-factor can be computed as $Q_{\max }=\frac{1}{2} \sqrt{1+\frac{G_{2} G 3}{G_{1} G_{4}}}$ if $\frac{C_{1}}{C_{2}}=\frac{G_{1}}{G_{4}}$ is satisfied.
These results are the same as using an ideal gyrator and two non-ideal capacitors with parallel conductance $G_{1}$ and $G_{2}$. The relation $\frac{C_{1}}{C_{2}}=\frac{G_{1}}{G_{2}}$ then implies equal $Q$-factor for the capacitors and hence $Q_{\max }=\frac{1}{2} Q_{C}$. As for the frequently used polyester-capacitors with $\mathcal{t} \delta \approx 0.0004$ we have $Q_{C}=\frac{1}{7 \delta} \approx 2500$ and find the maximum obtainable $Q$-factor to be $Q_{\max } \approx 1250$. This Q-factor will be reduced further because the gyrator will be non-ideal but is still much greater than the Q-factors obtainable with passive inductors.
The gyrator circuit given in fig. 21 is an example of a circuit win compensation with a negative resistor is used to force the diagonal elements of the admittance-matrix to zero and is as a consequence from the foregoing only suitable for realising low Q-factor inductancies, by assuring $Y_{11}$ and $Y_{22}$ to be positive (i.e. by conscious undercompensation).


A better circuit can be obtained from this one if the negative resistor is replaced by a feedback loop as depicted in fig. 22 . This results in an admittancematrix
fig. 21.

$$
[y]=\left[\begin{array}{cc}
0 & \sigma_{1} \\
-G_{2} \frac{1+s / \sigma_{2}}{1+S / \sigma_{2}} & \frac{\sigma_{1}+\sigma_{2}}{1+s / \sigma_{3}}
\end{array}\right]
$$

If furtheron $S / G_{2} \gg 1$ this becomes

$$
[y]=\left[\begin{array}{cc}
0 & G_{1} \\
-\sigma_{3} & \frac{\left(\sigma_{1}+G_{1}\right) \sigma_{3}}{S}
\end{array}\right]
$$

The latter shows that $Y_{22}$ is always positive and can be made small enough by taking $S$ sufficiently large and at the same time $G_{2}$ may be put to zero.
Because of the finite input impedance of $T_{1}$ and $T_{2}$ the value of $Y_{11}$ will not be exactly zero but can be made small enough.


A suitable practical circuit can be obtained from fig. 22 by rearranging its nullator-norator゙ equivalent so as to produce a circuit with operational amplifiers instead of the given transistors. With the nullator-norator equivalence $[5]$ of the ideal transistor and operational amplifier given in fig. 23 this step is indicated in fig. 24.

## From the last scheme in this fig. we obtain the practical

 circuit of fig. 25 as was first given by Riordan $[6]$.
fig. 23.

fig. 24.

fig. 25.

There remains however the important disadvantage for these circuits not being able to realise "floating" inductors with one gyrator because of the galvanic coupling between in- and output-port.
Some alternative gyrator circuits are based on the two current source equivalent depicted in fig. 26 as follows from the decomposition of (30) in

$$
[y]=\left[\begin{array}{ll}
0 & 6 \\
0 & 0
\end{array}\right]+\left[\begin{array}{cc}
0 & 0 \\
-6 & 0
\end{array}\right]
$$


<fig. 26.


Mr Creemers of the Technologic ${ }^{\frac{a l}{y}}$ University Eindhoven has designed and actually constructed a circulator circuit with voltage controlled current sources given in fig. 27. Connecting a capacitor between the nodes 2 and 3 will give a floating inductance between node 1 and 2. However this circuit can become instable too if the admittances $G_{1}, G_{2}$ and $G_{3}$ are different from each other.
At last the circuit of fig. 28 as given bij Keen $[7]$ can be used as a circulator and suffers from the same ${ }^{\alpha / s-}$ dadvantage as the one in fig. 27, however the large gain of the amplifiers used in this structure assures its behaviour almost completely to be determined by the value of the resistors, wich can be made sufficiently accurate to guarantee stable operation for Q-factors up to 500 .


All. resistors
value R. bave
3.3 Active synthesis using frequency dependent negative resistors $\dot{0}$

Consider the transmissionmatrix of an LCR two-dort with parameters $A, B, C$ and $D$. The voltage transferfunction of this two-nort given by $A$ is an immitance ratio and does not change when the admittancies in the network are scaled with a certain factor. This point opens the possibility to remove inductances by scaling all admittancies in the LCR two port with a factor $p$.
In that case we find the general admittance $Y=G+p C+\frac{1}{n L}$ to be changed to $Y^{1}=p G+p^{2} C+\frac{1}{L}$. This implies that a conductance $G$ will be transformed to a capacitance $p G$ and an inductance pL will be transformed to a conductance $\frac{1}{\mathrm{~L}}$. However a capacitance pC will lead to an admittance $\mathrm{p}^{2} \mathrm{C}$ being a frequency dependent negative resistor (FDNR) for $p=j \boldsymbol{\omega}$. Hence we need an active circuit to realise the PDNR and use these elements together with resistors and capacitors for realising the transformed network. Such an active FDIJR is given in fig. 29 together with its representing symbol. Inherent to the configuration of this FDNR only grounded FDNR's can be realised. Hence this substitution-method will only work properly if the original network does not contain floating capacitors.
As the mid-series type LCR filter fullfills this requirement one tries to realise the passive filter in this form and afterwards derives the active circuit by the foregoing transformation.

fig. 29.

As an example consider fig. 30, where this transformation is shown in detail. A disadvantage of this realisation lies in the output voltage going to zero as $\boldsymbol{\omega} \rightarrow 0$. This is due to the finite input impedance of the operational amplifiers in the FDNR. However if the orignal network is designed as to have only inductors in the generator-branch this will result in resistors in series with the generator in the transformed network thus leading to the right low frequency response.


As the FDNR is basically a positive immitance convertor (PIC) the resulting networks have an overall sensitivity comparable with other PIC-methods, wich are claimed to be low.
As a fact the FDNR is realised by means of a PIC as depicted in fig. 31. Here in the generalised PIC is a twoport defined by the relations

$$
\begin{align*}
& V_{1}=V_{2} \\
& I_{1}=H(p) I_{2} \tag{29}
\end{align*}
$$

A realisation for the PIC is shown in fig. 32 with
$H(p)=\frac{Z_{2}(p) Z_{4}(p)}{Z_{1}(p) Z_{3}(p)}$

fig. 31.
fig. 32.
Taking $Z_{1}(p)=\frac{1}{p C_{1}}, Z_{3}(p)=\frac{1}{p C_{2}}, Z_{2}(p)=R_{1}$ and $Z_{4}(p)=R_{2}$ gives:

$$
H(p)=k p^{2} \text { with } k=C_{1} C_{2} R_{1} R_{2}
$$

From (29) follows $\frac{I_{1}}{V_{1}}=H(p) \frac{I_{2}}{V_{2}}$ hence connecting an admittance $Y$ to the secondport results in an input admittance $Y_{i n}=H(p) . Y$. Returning to fig. 31 we find $Y_{i n}=k p^{2} Y=k p^{2} G$ being a FDNR and the resulting schematic diagram becomes that of fig. 29.
With these PIC's we can also simulate inductors directly
as can be seen from fig. 33, leading to an input-impedance $Z=\frac{k p}{G}$ corresponding to an inductor "L" $=\frac{k}{G}$. In fact only one capacitor is used in this PIC and if we would redraw the schematic diagram in fig. 33 in such a way that the nodes where to the capacitor is connected would form the second port instead of $2-2^{1}$, the resulting circuit would appear to be the gyrator given in fig. 25 Therefore replacing inductors by gyrator-capacitor circhits is equivalent to replacement by PIC's

fig. 33 .

A floating inductor is in this case realised as shown in fig. 34 requiring
 in order to avoid
 equivalent two -hent.


In fig. 35 an example of this substitution method is depicted.

fig. 35.
The block with PICs performs a transformation as indicated by the following.
Consider a resistive network with impedance-matrix $Z$ connected to a block of PICs as given in fig. 35.
For the resistive network holds $V=2 I$ with $V=\left(\begin{array}{c}v_{i} \\ \vdots \\ r_{m}\end{array}\right)$ and $I=\left(\begin{array}{c}i \prime \\ \vdots \\ \vdots \\ i_{m}\end{array}\right)$ $V^{\prime}=V$ and $I^{\prime}=\frac{1}{k p} I$ with $V^{\prime}=\left(\begin{array}{c}v_{\prime}^{\prime} \\ \vdots \\ v_{m}^{\prime}\end{array}\right)$ and $I^{\prime}=\left(\begin{array}{c}i_{\prime}^{\prime} \\ \vdots \\ i_{\prime}^{\prime}\end{array}\right)$
Therefore $V^{\prime}=V=z \cdot z=h p z=$,
resulting in an impedance matrix for the nodes $1^{\prime}, 2^{\prime}, \ldots, n^{\prime}$ given by $\mathrm{Z}^{\prime}=\mathrm{kp} 2$.

fig. 35.
Hence the network between these nodes is an inductive network with the same topological structure as the resistive network in wich every inductance Li has a value determined by $I_{i}=k R_{i}$ with $R_{i}$ being the corresponding Kesistance ${ }^{\text {a }}$ value in network N .
As these PICs have basically a gyrator structure and perform the same substitution, this method will result in the same low sensitivities as for the gyrator-capacitor substitution and in advantage over them they have the possibility to replace more inductors with less PICs on account of the above derivations. Furthermore for constructing floating inductors with gyrators, one needs a type with one common input- output node and untill now no such circuit is known with a simplicity comparable with the above PIC-circuit. Hence we may conclude that the PIC-substitution is most favourable, leading to active networks with sensitivities comparable with those of the passive networks from wich they are derived, while only known passive synthesis methods are involved to design the active filter.

## 4. Active filters on synthesis basis.

The active filters considered in this section have the property that the impedance matrix of the embedded networks can be derived from the original transferfunction by means of a general method in such a way that these former networks become realizable RC networks. The structures given in chapter $4.1,4.2$ and 4.4 can realize every stable rational transferfunction, where as the gyrator-RC structure in chapter 4.3 is limited to certain filter classes.
4.1 Negative Impedance Converter (NIC) Synthesis.

One of the first available active filter structures given by Linvill uses a NIC in conjuction with two RC networks for realising transferfunctions. The basic configuration is depicted in fig. 36 , in wich the cur-rent-inversion NIC is shown between the dotted lines.

fig. 36.
With $\frac{R^{*}}{R_{2}^{\text {a }}}=k$ we find the chain-matrix of the NIC as

$$
[K]=\left[\begin{array}{cc}
1 & 0 \\
0 & -k
\end{array}\right]
$$

With this chain-matrix, the transferfunction of the above structure is given by

$$
\begin{equation*}
\frac{V_{2}}{I_{0}}=\frac{z_{21}^{b} \cdot z_{21}^{a}}{z_{11}^{b}-k z_{22}^{a}} \tag{30}
\end{equation*}
$$

The realization of a given transferfunction proceeds as follows.
Let $H(p)$ be written as

$$
H(p)=\frac{N(p)}{D(p)}
$$

with $N(p)$ and $D(p)$ polynomials in $p$. As a first step devide the numerator and denominator of $\mathrm{H}(\mathrm{p})$ by an arbitrary polynomial $Q(p)$ with its zeros on the negative real axis and degree $Q(p)$ equal to the maximum of the degree of $N(p)$ or $D(p)$.
Hence

$$
\begin{equation*}
H(p)=\frac{N(p) / Q(p)}{D(p) / Q(p)} \tag{31}
\end{equation*}
$$

We now equate (30) and (31) resulting in

$$
\begin{align*}
& \mathrm{Z}_{21}^{\mathrm{b}} \cdot \mathrm{z}_{21}^{\mathrm{a}}=\mathrm{N}(\mathrm{p}) / \mathrm{Q}(\mathrm{p})  \tag{32a}\\
& \mathrm{Z}_{1}{ }_{1}^{\mathrm{b}}-\mathrm{k} \mathrm{z}_{22}^{\mathrm{a}}=\mathrm{D}(\mathrm{p}) / \mathrm{Q}(\mathrm{p}) \tag{32b}
\end{align*}
$$

Here after $D(p) / Q(p)$ is split up in rational fractions giving

$$
\begin{equation*}
\frac{D(p)}{Q(p)}=k_{\infty}+\frac{k_{0}}{p}+\sum_{\mu=1}^{N} \frac{k_{\mu}}{p+r_{\mu}} \tag{33}
\end{equation*}
$$

Let the $k_{\mu}$ be numbered in such a way that the first $r$ values of $k_{\mu}$ are positive and the other $N-r$ values are negative. Taking now $k_{i}=-k l_{1-r}$ for $i>r$, we can write (33) as


From (34) we see that $\frac{D_{1}(p)}{Q_{1}(p)}$ and $\frac{D_{2}(p)}{Q_{2}(p)}$ are realizable RC impedances because all $k_{\mu}$ and $l_{\nu}$ are positive. Therefore we can equate (34) and (32b) giving

$$
\left.\begin{array}{l}
z_{11}{ }^{b}=\frac{D_{1}(p)}{Q_{1}(p)}  \tag{35}\\
z_{22}{ }^{a}=\frac{D_{2}(p)}{Q_{2}(p)}
\end{array}\right\}
$$

Furthermore (32a) can be written as

$$
\frac{N(p)}{Q(p)}=\frac{N_{1}(p)}{Q_{1}(p)} \cdot \frac{N_{2}(p)}{Q_{2}(p)},
$$

leading to

$$
\left.\begin{array}{l}
z_{21}=\frac{N_{1}(p)}{Q_{1}(p)}  \tag{36}\\
z_{21}=\frac{N_{2}(p)}{Q_{2}(p)}
\end{array}\right\}
$$

Equations (35) and (36) lead to realizable RC networks, however as ideal transformers must be excluded the FialkowGerst conditions state that the coefficients of the polynomials $N_{1}(p)$ and $N_{2}(p)$ must be positive and smaller than or equal to the corresponding coefficients of $D_{1}(p)$ resp. $D_{2}(p)$. This can be arranged by multiplying the numerator and denominator of $H(p)$ with the same proper polynomial and scaling with a certain factor before the synthesis procedure is carried out.
As an example consider the following transferfunction to be realized:

$$
H(p)=\frac{V_{2}}{I_{0}}=\frac{p}{p^{2}+p+1}=\frac{N(p)}{D(p)}
$$

Choosing $Q(p)=p(p+1)$ we find

$$
\frac{D(p)}{Q(p)}=1+\frac{1}{p}=\frac{1}{p+1}=\frac{p+1}{p}-\frac{1}{p+1}
$$

We take $z_{11}{ }^{b}=\frac{p+1}{p}$ and $z_{22}^{a}=\frac{1}{p+1} \quad$ (i.e. $k=1$ )
Furthermore $\frac{N(p)}{Q(p)}$ can be split up in

$$
\frac{N(p)}{Q(p)}=\frac{p}{p(p+1)}=\frac{p}{p} \cdot \frac{1}{p+1}
$$

Hence we may identify $Z_{21}{ }^{b}=\frac{p}{p}=1$

$$
z_{21}{ }^{a}=\frac{1}{p+1}
$$

This leads to the realization as given in fig. 37. The current source with parallel resistor can be changed in a voltage source with series resistor, giving a circuit with voltage transferfunction $H(p)$.


All resistors in Ohms, capacitors in Fherads.
4.1.1 Sensitivity considerations for the Linvill synthesis.

From (30) we find the poles of the transferfunction to be determined by $Z_{11}{ }^{b}-k z_{22}{ }^{a}=0$. With (35) this becomes

$$
\frac{D_{1}(p)}{Q_{1}(p)}-k \frac{D_{2}(p)}{Q_{2}(p)}=0
$$

Therefore the poles follow from

$$
\begin{equation*}
D_{1}(p) Q_{2}(p)-k D_{2}(p) Q_{1}(p)=0 \tag{37}
\end{equation*}
$$

Defining the polynomials $A(p)=D_{1}(p) Q_{2}(p)=\sum_{m=0}^{N} a_{n} p^{N}$ and $\quad B(p)=D_{2}(p) Q_{1}(p)=\sum_{m=0}^{N} \sigma_{m} p^{m}$
we find (37) to become

$$
\begin{equation*}
A(p)-k B(p)=\sum_{m=0}^{N}\left(a_{m}-k b_{m}\right) p^{m}=\sum_{m=0}^{N} c_{m} p^{m}=0 . \tag{38}
\end{equation*}
$$

From (38) the coefficient sensitivity can be calculated as

$$
S_{k}^{c_{m}}=\frac{k}{c_{m}} \frac{\partial c_{m}}{\partial L_{i}}=-\frac{k b_{m}}{c_{m}} .
$$

Especially when a certain small $C_{n}$ is obtained by substracting large values for $a_{n}$ and $k b_{n}$, the resulting sensitipity $S_{k}^{C_{n}}$ can become very large. If the poles of the transferfunction to be realized are situated close to the $j \omega$ axis, a small change of one of the coefficients of the denominator polynomial may result in right half plane poles and therefore the NIC synthesis may lead to a circuit balancing on the edge of instability.
There is however a degree of freedom in the choice of the polynomial $Q(p)$ and one may expect that this polynomial can be taken in such a way that the pole sensitivity with respet to $k$ can be minimised.
Indeed, for even degree $D(p)$, Horowitz [9] has given the conditions for the polynomial $Q(p)$ as to minimise the polesensitivity for variation in the NIC $k$ factor.
The denominator polynomial of $H(p)$ must be split up into

$$
D(p)=\prod_{i=1}^{N / 2}\left(p+a_{i}\right)^{2}-0_{0} \prod_{i=1}^{1 / 2-1}\left(p_{1} \sigma_{i}\right)^{2} \text { with } \delta_{0}>0 ; a_{i}, b_{i} \geqslant 0 \text {. }
$$

The polynomial $Q(p)$ then becomes

$$
\varphi(p)=\beta \prod_{i=1}^{N / \alpha}\left(p+a_{i}\right) \prod_{i=1}^{v_{1}}\left(p+b_{i}\right) .
$$

This procedure appears to be quite general as it can be applied in any case in wich the difference of two polynomials is involved where in one polynomial can vary with a constant factor.
Calahan [10] has given a method to obtain $Q(p)$ in another way in wich no such inhomogeneous system of equations is involved as with the Horowitz method.
In spite of this optimation procedure the Linvill syathesis is only applicable for low degree and low $Q$ factor transferfunctions.
It has however given the first start for active filtersynthesis and gives insight in the problems that can be encountered in these synthesis technics.

### 4.2 Synthesis method of Yaganisawa.

The structure given by Yaganisawa is depicted in fig. 38, and is also applicable to realize rational transferfunctions with $\mathrm{R}-\mathrm{C}$ elements and one current inversion NIC.

fig. 38.
The transferfunction of this circuit can be calculated as

$$
\begin{equation*}
H(p)=\frac{V_{2}}{E}=\frac{Y_{1}-k Y_{2}}{\left(Y_{1}+Y_{3}\right)-k\left(Y_{2}+Y_{4}\right)} \tag{39}
\end{equation*}
$$

Following the same procedure as in chapter 4.1 we find
$H(p)=\frac{\frac{N(p)}{Q(p)}}{\frac{D(p)}{Q(p)}}=\frac{\frac{N(p)}{Q(p)}}{\frac{D(p)-N(p)}{Q(p)}+\frac{N(p)}{Q(p)}}=\frac{\left(Y_{1}-k Y_{2}\right)}{\left(Y_{3}-k Y_{4}\right)+\left(Y_{1}-k Y_{2}\right)}$

From the above formula we equate

$$
\left.\begin{array}{l}
\frac{D(p)-N(p)}{Q(p)}=Y_{3}-k Y_{4}  \tag{40}\\
\frac{N(p)}{Q(p)}=Y_{1}-k Y_{2}
\end{array}\right\}
$$

In the partial fractions expansion of the left hand side of (40) we collect the fractions with positive residues to form $Y_{1}$ and $Y_{3}$ while the others from $Y_{2}$ and $Y_{4}$. For $Y_{1}$ etc. to be RC admittancies the degree of $Q(p)$ has to be one less than the maximum degree of $N(p)$ or $D(p)$ and again must have its zeros on the negative real axis. Then all admittances can be realized in a Foater parallel RC form and the synthesis is completed.
The sensitivity considerations are generally the same as those of the previous chapter as was shown by J.Schwant [/1]. As an example of this synthesis method consider again the realisation of $H(p)=\frac{p}{p^{2}+p+1}$ with $Q(p)=p+1$.
We find $\frac{D(p)-N(p)}{Q(p)}=\frac{p^{2}+1}{p+1}=p+1-\frac{2 p}{p+1}=Y_{3}-k Y_{4}$

$$
\frac{N\left(p^{-}\right)}{Q(p)}=\frac{p}{p+1}=Y_{1}-k Y_{2}
$$

Taking $k=1$ gives

$$
\begin{array}{ll}
Y_{1}=\frac{p}{p+1} & Y_{3}=p+1 \\
Y_{2}=0 & Y_{4}=\frac{2 p}{p+1}
\end{array}
$$

The final filter is given in fig. 39.

fig. 39.

Recently, Ruprecht[12] has given a synthesis method similar to the Yaganisawa method in wish the finite gain of the operational amplifiers as well as the generator output imppedance is taken into account.
4.3 Synthesis with the gyrator as a two port [11].

In this method the gyrator is used as a two port element loaded on both ports with RC networks as indicated in fig. 40 .

fig. 40.
The transferfunction can be calculated as

$$
\begin{equation*}
\frac{V_{2}}{F}=\frac{-k_{g} y_{11} a^{a} x_{81}^{b}}{z_{11}^{6}+k_{g}^{2} y_{28}^{a}} \tag{41}
\end{equation*}
$$

Here in Rg is the gyrator resistance of the used gyrator. In order to realize the transferfunction $H(p)=\frac{N(p)}{D(p)}$ with complex poles, it must be split up as follows:

1. Express $D(p)$ as
2. Determine $Q(p)=A_{0} B_{0} \prod_{i=1}^{7\left(p+a_{i}\right) \prod_{i=1}\left(p+b_{i}\right)}$
3. Hep) follows as

$$
H(p)=\frac{N(p)}{Q(p)} / \frac{D(p)}{Q(p)} \quad \text { with } N(p)=N_{1}(p) \cdot N_{2}(p) .
$$

A comparison between this $H(p)$ and (41) results in

Calahan $[13]$ has shown that the resulting $Z_{11}{ }^{b}$ and $Y_{22}^{a}$ will be realizable RC immitancea if the following lemma is satisied.

Lemma: Let the complex poles of $H(p)$ be given by

$$
P_{1_{1,2}}=R_{i} e^{j\left(\pi \pm \varphi_{i}\right)} \text { with } 0<\varphi_{i} \leqslant \frac{\pi}{2} ; i=1,1, \ldots, N / 2 \text {. }
$$

Then $Y_{22}{ }^{a}$ and $Z_{11}{ }^{b}$ given in (42) are realizable RC immitances

$$
\sum_{i=1}^{3 \operatorname{NaN}_{2} 1 f} \varphi_{i} \leqslant \frac{\pi}{i}
$$

This lemma puts a severe restriction on the realisation of higher-order transferfunctions, however any second and third order transferfunction is realizable as always $\phi_{1} \leqslant \frac{\pi}{2}$ for stability reasons. Hence this implies that any higher order filter can always be realized with this method by cascading and isolating second or third order sections.
For biquadratic and bicubic low-pass transferfunctions a more direct method can be followed as will be demonstrated below for the bicubic case.
Let $H(p)=\frac{1}{k p^{3}+\left\langle p^{2}+\pi p+1\right.}=\frac{1}{F(p)}$
From (41) follows $F(p)=-\frac{z_{n}{ }^{b}+k_{j}^{2} y_{k s}{ }^{a}}{k_{j} z_{2} j^{b} y_{k},^{a}}$
Taking $-z_{2},^{6} y_{1},{ }^{a}=\frac{1}{n p(p+\sigma)}$ results in

$$
\frac{1}{R g} z_{11}^{6}+k_{g} y_{28}^{a}=\frac{p(p)}{n p(p+\sigma)}=\frac{k p^{3}+\angle p^{2}+N p+1}{A p(p+\sigma)}
$$

Written out in partial fractions this becomes

$$
\begin{equation*}
\frac{F(\theta)}{A p(p+\sigma)}=k_{\infty} p+\frac{k_{1} p}{p+\sigma}+k_{2}+\frac{k_{s}}{p} \tag{43}
\end{equation*}
$$

As will be proven later on we can choose $\sigma$ so as to produce positive residues in (43).
Splitting up $\mathbf{k}_{2}$ as $\mathbf{k}_{2}=\mathbf{k}_{2}{ }^{\mathbf{a}}+\mathbf{k}_{2}{ }^{\mathbf{b}}$ we derive from (43)

$$
\begin{align*}
& \frac{1}{\operatorname{Rg}} Z_{11}^{b}=k_{2}^{a}+\frac{k_{s}}{p} \\
& \operatorname{Rg~} Y_{22}^{a}=k_{\infty} p+\frac{k_{1} p}{p+r^{p}}+k_{2}^{a} \tag{44}
\end{align*}
$$

The partial fraction form in (44) indeed guarantees the realizability for $Z_{11}{ }^{b}$ and $Y_{22}{ }^{a}$.
Furthermore if $\mathrm{Z}_{11}{ }^{\mathrm{b}}$ and $\mathrm{Y}_{22}{ }^{\mathrm{a}}$ are realized in the Caver form as depicted in fig. 41, the resulting $Y_{21}{ }^{a}$ and $Z_{21}{ }^{b}$ will become

$$
z_{21}{ }^{b}=\frac{A_{1}}{p} \quad ; \quad y_{21}^{a}=\frac{A_{2}}{p+\sigma}
$$

Hence the transferfunction $H(p)$ is realized except for a constant factor.


In order to prove that $k_{\infty}, k_{1}$ etc. can be made positive we express them in $\sigma$ and the coefficients of $F(p)$ leading to

$$
\begin{array}{ll}
\mathrm{k}_{3}=\frac{1}{A \sigma} & \mathrm{k}_{1}=\frac{F(\sigma \sigma)}{A \sigma^{2}} \\
\mathrm{k}_{2}=\frac{M \sigma-1}{A \sigma^{2}} & \mathrm{k}_{\infty}=\frac{K}{A}
\end{array}
$$

Requiring all $k$ to be positive then results in

$$
\left.\begin{array}{c}
F(-\sigma)>0  \tag{45}\\
M \sigma-1>0
\end{array}\right\}
$$

Consider next the value


$$
F(-1 / n)=K p^{3}+<p^{2}+n p+\left.1\right|_{p=-\frac{1}{M}}=-\frac{1}{M^{2}}\left(\frac{K}{M}-L\right)
$$

As the Hurwitz condition for $F(p)$ implies $\frac{H}{H}<L \quad$ we have $F\left(-\frac{1}{m}\right)>0$
From the above relation follows that for $\sigma>\frac{1}{M}$ and $\sigma-\frac{1}{M}$ sufficiently small always $f(\sigma)>0$ can be realized. In this case both relations in (45) are satisfied and therefore all residues $k$ are positive.
This synthesis method will be demonstrated with the polowing example.

$$
\text { Let } H(p)=\frac{1}{p^{3}+3 p^{2}+2 p+1}
$$

We find $\frac{1}{M}=\frac{1}{2}$ and therefore try $\sigma=1>\frac{1}{4}$
This results in $F(-r)=/$, hence (45) is satisfied.
Equation (43) gives with $A=1$

$$
\frac{F(p)}{p(p+1)}=\frac{p^{3}+3 p^{2}+2 p+1}{p(p+1)}+p+\frac{p}{p+1}+1+\frac{1}{p}
$$

Taking $\mathrm{R}_{\mathrm{g}}=1$ this results with (44) in
$z_{11}{ }^{6}=\frac{\prime}{p}$
$y_{22}=p+\frac{p}{p+1}+1=\frac{p^{2}+3 p+1}{p+1}$.
The Causer form for $Y_{22}{ }^{\text {a }}$ is given in fig. 42 and the final filter is depicted in fig. 43.

fig. 42.

fig. 43.
4.3.1 Sensitivities for the RC gyratormo-port synthesis.

As in this synthesis procedure the poles are determined by a sum of polynomials rather than a difference, the sensitivities are smaller than those of the NIC type realisations and comparable with those of passive filters.

The procedure of chapter 4.3, as proved by Calahan, gives the lowest possible sensitivity with respect to variations in gyrator resistance for every possible decomposition. Furthermore the circuit is always atable for any element value in contrast with the NIC structure.
4.4 Synthesis with PICs by the Antoniou method.

Recently Antoniou [/4] has given a synthesis method able to realize every rational transferfunction with PICs and inverting amplifiers. The main advantage of this synthesis method lies in the simplecity of the realization and calculation of the element values.
In realising a voltage transferfunction $H(p)$, Antoniou proceeds as follows:
Let $H(p)=\frac{a_{1}+a_{1} p+\cdots+a_{n} p^{n}}{b_{0}+a_{1} p+\cdots+b_{m} p^{n}}$ with $0 \leqslant\left|a_{i}\right| \leqslant b_{i} ; b_{i}>0$.
Consider furthermore the voltage transferfunction of a parallel connection of two networks $N_{a}$ and $N_{b}$, given by

$$
\begin{equation*}
\frac{V}{F}=\frac{-y_{21}}{y_{k 2}}=\frac{\left(-y_{k}, a\right)+\left(-y_{k}, b\right)}{\left(y_{k A} a\right)+\left(y_{k,} b\right)} \tag{47}
\end{equation*}
$$

Then (47) implies that $H(p)$ in (46) can be formally realized by the parallel connection of $N_{a}$ and $N_{b}$ with

$$
\left.\begin{array}{rl}
Y_{21}^{a} & =a_{0}+a_{1} p \\
Y_{22}^{a} & =b_{0}+b_{1} p \tag{48b}
\end{array}\right\}
$$

The network $N_{a}$ corresponding to (48a) is realized as depicted in fig. 44 in wich a switch is positioned to the node labeled "-" if the $a_{i}$ corresponding to the connected element is negative or to the node labeled "+" if the concerned $a_{i}$ is positive.

The network $N_{b}$ with $Y$ - parameters given in (48b) is ealized by a network $N_{c}$ in cascade with a PIC with current transfer ratio $1: k_{1} p^{2}$ as depicted in fig. 45.


$$
\text { fig. } 44
$$


fig. 45.
For $\mathrm{N}_{\mathrm{c}}$ holds

$$
\left.\begin{array}{l}
T_{1}^{c}=y_{11}{ }^{c} V_{1}+y_{k}^{c} V_{2}^{\prime}  \tag{49}\\
x_{2}^{\prime}=y_{a} V^{c} V_{1}+y_{k z}^{c} V_{z}^{\prime}
\end{array}\right\}
$$

The PIC gives

$$
\left.\begin{array}{l}
V_{2}=V_{2}^{\prime}  \tag{50}\\
T_{2}=k_{1} p^{*} T_{2},
\end{array}\right\}
$$

From (49) and (50) we find for the network $N_{b}$ $z_{1}=y_{11}^{c} V_{1}+y_{12}^{c} V_{2}$
$T_{2}=k_{1} p^{2} y_{\alpha_{1}} c V_{1}+k_{1} p^{2} y_{\alpha \infty} c V_{2}$,
resulting in

$$
y_{x}, b_{r} k_{1} p^{2} y_{2}{ }^{c}
$$

$$
y_{12}{ }^{4}=k_{1} p^{2} y_{2 \varepsilon}^{c}
$$

Together with (48b) this gives

$$
\left.\begin{array}{r}
-y_{A_{1}} c_{=} \frac{a_{2}}{4_{1}}+\frac{a_{1}}{k_{1}} p+\cdots+\frac{a_{2}}{k_{1}} p^{m-2}  \tag{51}\\
y_{A_{2}} c=\frac{b_{2}}{k_{1}}+\frac{b_{3}}{k_{1}} p+\cdots+\frac{\sigma_{2}}{k_{1}} p^{m-1}
\end{array}\right\}
$$

Being arrived at this stage we can repeat the whole procedure starting with equations (51), at each step reducing the degree of $H(p)$ with two untill all coefficients are realized.
Because of the nature of the above synthesis all denominato coefficients are realized as a sum of maximally two element values. This implies low coefficient sensitivity as to the composing element values and zero coefficient sensitivity for all non composing elements. However the same remarks apply as given in section 3 concerning the possibility that slight changes in the element values may cause instability if high-Q poles are realized.
4.4.1 Special cases for the Antonio method.

If second or fourth order low-pass filters are to be designed with all transmission zeros at $p=\infty$, the Antonio procedure can be modified as to result in a circuit with less capacitors. In this case the denominator polynomial can be split up as follows:
For degree $\left.4 \quad a_{0} p^{4}+a_{1} p^{3}+a_{x} p^{2}+a_{1} p+a_{4} F_{p} \beta_{1}+p\left(p+\alpha_{1}\right)\left[\beta+p\left(p+\alpha_{1}\right)\right]\right\}_{0}$ For degree $2 a_{0} p^{2}+a_{1} p+a_{l}=\left\{\beta 1+p\left(p+\alpha_{1}\right)\right\} a_{0}$

This leads to the realisation as depicted in fig. 46.

fig. 46.

Furthermore every second order transferfunction may be realized with one PIC with current transfer ratio 1: kp as given in fig. 47, from wich the transferfunction can be derived as

$$
H(p)=\frac{a_{0} p^{2}+a_{1} p+a_{2}^{2}}{b_{0} p^{2}+b_{1} p+b_{2}}
$$


fig. 47.
A negative value for $a_{1}$ can be handled in the same way as with the original Antoniou procedure.
As proved by the author [ 15 ] the $Q$ factor realized with this circuit is in first approximation independent of the bandwidth of the operational amplifiers in the used PIC circuit of fig 32 , and limited to $Q \approx \frac{A_{0}}{4}$ in wich $A_{0}$ is the DC open-loop amplifier gain. Therefore this method enables very high $Q$ factors to be realized, insensitive to temperature variations as these mainly cause changes in the amplifier bandwidth.
As the circuit of fig. 47 is also stable for all element values it is very suitable for synthesis by cascading second order sections.
Another interesting feature for this configuration is the possibility to realize second order transferfunctions with zero $Q$ factor sensitivity with respect to changes in the current transfer ratio of the PIC.
Consider for example the circuit of fig. 48 with transferfunction

$$
\begin{equation*}
H(p)=\frac{k \frac{k_{2}}{k_{1} p}}{p^{2} k k_{2} c_{1}+p\left(k \frac{k_{2}}{p_{1}}+k_{2} c_{2}\right)+1} \tag{52}
\end{equation*}
$$

The $Q$ factor follows from (52) as

$$
\begin{equation*}
G=\frac{\sqrt{k_{2} R_{2}}}{k_{1}^{R_{2}}+R_{2} C_{2}} \tag{53}
\end{equation*}
$$

Equation (53) result in a sensitivity $S{ }_{k}^{Q}$ given by

$$
S_{k}^{\Phi}=\frac{1}{2} \frac{\left(k_{1} c_{2}-k \frac{k_{2}}{k_{1}}\right)}{\left(R_{1} c_{2}+k \frac{k_{2}}{k_{1}}\right)}
$$

Taking $k=R_{1} C_{2}$ results in

$$
\mathrm{S}_{\mathrm{k}}^{Q}=0 \quad \text { and } \mathrm{H}(\mathrm{p})=\frac{\beta N_{2} c_{2}}{p^{2} R_{1} R_{2} c_{1} c_{2}+2 p R_{2} c_{2}+1} .
$$


fig. 48.
5. Cascade synthesis with second order sections.

In this section a survey will be given over various active second order transferfunction realisations wich are frequently used in cascade synthesis. Some of these structures can only realise low-pass or high-pass filters, where as other ones are only suitable for low Q-factor transferfunctions. However these circuits use less components as compared with the more general types and may therefore be prefered in some cases.
5.1 Second and third order low-pass Fjailbrant filters.
A. Second order design equations.

Let the transferfunction be given by

$$
H(p)=\frac{1}{\alpha p^{2}+\beta p+1}
$$

Then the realisation is given in fig. 49 in wich the element values are to be determined as follows

1. Choose a value $k$ being the capacitance ratio of $C_{1}$ and $\mathrm{C}_{2}$.
2. Calculate $a, b$ and $c$ from

$$
\begin{aligned}
& b=\sqrt{\alpha(1+1 / h)} \\
& a=\frac{\alpha}{b} \\
& c=\frac{a}{t}
\end{aligned}
$$

3. With the values in pnt. 2 the elements become

$$
\begin{array}{ll}
R_{1}=1 & c_{1}=a \\
R_{2}=b / c & c_{2}=c
\end{array}
$$

The gain $A$ is determined by

$$
A=2(1+1 / k)-\rho \sqrt{\frac{1+1 k}{\alpha}}
$$

The above realisation results in minimum coefficient sensitivity as to variations in amplifier gain given by

$$
s_{p}^{p}=\frac{2 \sqrt{\alpha}}{\beta} \sqrt{(1+1 / k)}-7
$$

From this formula it can be seen that $k$ must be taken as large as possible, while small $\beta$ (ie. high $Q$ factor) results in high values for $S_{A}^{A}$
Therefore this circuit is only applicable in low $Q$ factor trensferfunctions.


High-pass filters can be realized by the frequency transformation $P \rightarrow \frac{\omega g}{P}$. This results in the following impedance transformation:

B. Third order design equations

Let $H(p)=\frac{1}{K p^{3}+L p^{2}+M p+1}=\frac{1}{F(p)}$
The realization is given in fig. 50 in which the element values are determined as follows:

1. Choose $\sigma_{,}$with $\sigma_{0}<\sigma_{1}<\frac{L}{4}$ in with $-\sigma_{0}$ is the real pole of $H(p)$. The other two poles are supposed to be complex. Choose $\sigma_{2}$ in ankh a way that $\sigma_{2}>\sigma_{1}$ and

$$
\left(l-k \sigma_{1}\right) \sigma_{R}^{l}-\pi \sigma_{l}+1>0 .
$$

2. Express $F(\beta) / p\left(p+\sigma_{1}\right)\left(p+\sigma_{2}\right)$ in partial fractions resulting in $\frac{F(p)}{p\left(p+\sigma_{1}\right)\left(p+\sigma_{2}\right)}=k_{\infty}+\frac{k_{0}}{p}+\frac{h_{1}}{p+\sigma_{1}}-\frac{k_{2}}{p+\sigma_{2}}$.
3. The element values then follow as

$$
\begin{array}{ll}
R_{1}=\frac{k}{k_{0}\left(k_{0}+k_{1}\right)} & C_{1}=\frac{\left(k_{0}+k_{1}\right)^{2}}{\sigma_{1} k_{1}} \\
R_{2}=\frac{1}{k_{0}+k_{1}} & C_{2}=k_{\infty} \\
R_{3}=\frac{1}{\sigma_{2} k_{\infty}-k_{2}} & C_{3}=k_{\infty}-\frac{k_{2}}{\sigma_{2}}
\end{array}
$$

The above procedure can be proved to result in positive element values. In order to achieve minimum coefficient sensitivity the values of $\sigma_{1}$ and $\sigma_{l}$ must be taken as small as possible.
For high-pass filters the same considerations hold as in sub A. Again as a consequence of the relative large sensitivities this filtertype is only suitable for low Q-factor realizations.

5.2 Active realizations of second order notch filters with a modified Twin-T network.

In these structures a Twin-T filter is used to produce transmission zeros on the j $\omega$-axis. Depending on the behaviour of $H(p)$ at $p=0$ and $p=\infty$ two different structures must be used for the realization, as given in fig. 51.
Together with a frequency transformation the given networks can realize any second degree notch filter. However in order to produce the transmission zeros sufficiently accurate, the element values of the Twin-T must be carefully realized i.e. with tolerances $0.1 \%$.

$H(p)=\frac{a p^{2}+1}{a(1+2 b) p^{2}+2(1+b) p+1}$

$H(p)=\frac{a p^{2}+1}{a p^{2}+2(1+b) p+2 b+1}$
fig. 51.
With these circuits $Q$ factors up to 10 can be achieved for element tolerance of about $1 \%$.
5.3 Active filters employing negative feedback.

Consider the circuit given in fig. 52.


Supposing the voltage transferfunction of $N_{a}$ and $N_{b}$ in the configuration of fig. 53 to be given by $H_{a}$ and $H_{b}$ resp. we find the transferfunction of the circuit in fig. 52 to become

$$
\begin{equation*}
\frac{\mathrm{V}_{2}}{\mathrm{E}}=\mathrm{H}(\mathrm{p})=\frac{\mathrm{H}_{\mathrm{b}}-\mathrm{H}_{\mathrm{a}}}{\mathrm{H}_{\mathrm{b}}} \tag{54}
\end{equation*}
$$


fig. 53.
The poles of $H(p)$ are therefore determined by the zeros of $\mathrm{H}_{\mathrm{b}}$.
As a bridged-T network is able to realize complex zeros we can use this type of network for realizing $H_{b}$. Then $N_{a}$ has to be a suitable network with the same poles as for $N_{b}$.
The synthesis proceeds as follows.
Let $H(p)$ be given by $H(p)=\frac{N}{N(p)} \frac{p}{(p)}$ wich $k$ is a suitable factor to be determined later on.
Devide numerator and denominator of $H(p)$ by a second degree polynomial $Q(p)$ with its zeros on the negative real axis and all coefficients larger than or equal to the corresponding coefficients of $D(p)$.
This results in

$$
\begin{equation*}
H(p)=\frac{\frac{k N(p)}{Q(p)}}{\frac{D(p)}{Q(p)}} \tag{55}
\end{equation*}
$$

Equating numerator and denominator of (54) and (55) gives

$$
\begin{align*}
& H_{b}=\frac{D(p)}{Q(p)}  \tag{56a}\\
& H_{a}=\frac{D(p)-k N(p)}{Q(p)} \tag{56b}
\end{align*}
$$

In (56a) we can make a suitable choice for $Q(p)$ so as to produce a simple network for $H_{b}$ such as the earlier mentioned bridged-T network. Here after we can take $k$ in (56b) small enough to result in a realizable RC network.
At last the transferfunctions in (56a) and (56b) are realized with RC-networks, wich networks are then interconnected according to fig. 52.
As an example consider the realization of

$$
H(p)=\frac{k p}{p^{2}+p+1}
$$

Taking $Q(p)=p^{2}+4 p+1$ and $k=\frac{1}{8}$ we find

$$
H_{b}=\frac{p^{2}+p+1}{p^{2}+4 p+1}
$$

and $H_{a}=\frac{p^{2}+p / 2+1}{p^{2}+4 p+1}$
The realizations of $H_{a}$ and $H_{b}$ are given in fig. 54.


The final network is depicted in fig. 55.


As the poles of the transferfunction are given by the zeros of $H_{b}$ the sensitivities to element variations are small. Furthermore the polynomial $Q(p)$ can be chosen in such a way as to minimise the pole sensitivity, however this possibility is not further investigated.
5.4 Second order filters with PICs.

As a last example of second order filters we mentione the circuit given in chapter 4.4 .1 with one PIC having a current transfer ratio of $1: k p$. As stated there this filter type has a lot of advantages over other realizations for instance its simplicity, stability and the possibility to realize high Q-factors. Together with the minor influence of the operational amplifier bandwidth and the available sensitivity compensation for variations in the PIC current transfer ratio, this circuit will probably be the most suitable for second degree transferfunction realization.

## A P P END IX

## General formulas for the elliptic approximation.

Before deriving these formulas we consider again the Chebychev approximation that can be written in another way as

$$
\left.\begin{array}{l}
\Phi(n)=\cos (n u)  \tag{1}\\
\Omega=\cos x
\end{array}\right\} n=1,2, \ldots .
$$

From these formulas one can see that the range $0 \leqslant \Omega \leqslant /$ corresponds to $\frac{\pi}{2} \leqslant x \leqslant 0$, overlooking the periodicity in $u$.
In the given range for $u$ the function $\Phi(u)$ will pass through $n$ quarter periods varying between +1 and -1 . Hence $\mathbb{Z}(\Omega)$ will have equiripple behaviour in the passband $0 \leqslant \Omega \leqslant /$ due to the periodicity of $\cos (n u)$.
In transition and stopband however we have $\Omega>/$ leading to complex $u$. As cos (nu) is not periodic for complex values of its argument, the function $\Phi(\mathbb{C})$ won't be periodic either and therefore cannot have an equiripple stopband behaviour. Because we are interested in equiripple in the passband as well as in the stopband, we will have to construct a transformation comparable with (1) having double periodic properties wich are known as elliptic functions.

These functions are defined by means of elliptic integrals as indicated below.
Let $E(x, k)$ be the value of the incomplete elliptic integral of the first kind with argument $x$ and modulas $k$ given by

$$
\begin{equation*}
E(x, k)=\int_{0}^{x} \frac{d t}{\sqrt{\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)}} \tag{2}
\end{equation*}
$$

Furthermore the complete elliptic integral of the first kind denoted by $K(k)$ is defined by

$$
\begin{equation*}
K(k)=E(1, k)=\int_{0}^{1} \frac{d t}{\sqrt{\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)}} \tag{3}
\end{equation*}
$$

If no confusion can arise $K(k)$ is shortly written as $K$. The complementary complete elliptic integral of the first kind is defined by

$$
\begin{equation*}
K^{\prime}=E\left(1, k^{\prime}\right)=\int_{0}^{1} \frac{d t}{\sqrt{\left(1-t^{2}\right)\left(1-k^{\prime 2} t^{2}\right)}} \tag{4}
\end{equation*}
$$

with $k^{\prime}=\sqrt{1-k^{e}}$ being called the complementary modulus. From (2) we can formally express the value of $x$ in the value of $\mu=E(x, k)$ by writing

$$
\begin{equation*}
x=\sin (u, k) \tag{5}
\end{equation*}
$$

In this way (5) and the relation $u=E(x, k)$
are defining inverse relations.
Its therefore custummary to denote from (4)

$$
\begin{equation*}
u=\sin ^{-1}(x, k) \tag{7}
\end{equation*}
$$

Comparing (6) and (7) we have

$$
\begin{equation*}
u=\sin ^{-1}(x, t)=E(x, k)=\int_{0}^{x} \frac{d t}{\sqrt{\left(1-t^{2}\right)\left(1-t^{2} t^{2}\right)}} \tag{8}
\end{equation*}
$$

The function $\operatorname{sn}(\mu, k)$ defined by (5) and (8) is called the Jacobi elliptic sine function.
This function can be proved to be double-periodic with periods $u=4 K$ and $u=2 j^{\prime}$ where $K$ and $K^{\prime}$ are given by (3) and (4) resulting in

$$
\left.\begin{array}{l}
\min (u+4 k, k)=\sin (u, k)  \tag{9}\\
\operatorname{mn}\left(u+2 j k^{\prime}, k\right)=\sin (x, k)
\end{array}\right\}
$$

Furthermore we have from (3)

$$
\begin{equation*}
K=E(1, k)=\sin ^{-1}(1, k) \tag{10}
\end{equation*}
$$

and therefore
$\operatorname{mi}(k, k)=1$
From (8) we also find

$$
\begin{equation*}
m^{-\prime}(0, k)=0 \text { leading to } m(0, k)=0 \tag{11}
\end{equation*}
$$

If $u$ is augmented by a half period $2 K$ or $j K$ we have
$m(u+2 k, k)=-\sin (u, k)$
$\operatorname{mn}\left(u+j k^{\prime} ; k\right)=\frac{1}{k \sin (\mu, k)}$
Taking $k=0$ in (8) we get
$\sin ^{-1}(x, 0) \cdot \int_{0}^{x} \frac{d t}{\sqrt{1-t^{2}}}=\arcsin (x)=\sin ^{-1}(x)$
resulting in $\sin (x, 0)=\sin (x)$
Relation (13) clearly shows the periodicity of $\operatorname{sm}(x, k)$ for the special case $k=0$.
The other Jacobi elliptic functions are defined by

$$
\begin{aligned}
& \operatorname{cn}(u, k)=\sqrt{1-\sin ^{2}(u, k)} \\
& \operatorname{dn}(u, k)=\sqrt{1-k^{2} \sin ^{2}(u, k)}
\end{aligned}
$$

and in general if $p, q, r$ are any three of the letters $\mathrm{s}, \mathrm{c}, \mathrm{d}, \mathrm{n}$

$$
p q(u, k)=\frac{p r(\mu, k)}{q r(u, k)} \quad \text { provided that when two letters }
$$

are the same the corresponding function is equal to 1.
Thus $n s(x, k)=\frac{1}{\sin (x, k)}$
From (9), (11) and (12) we find
$\sin (s \cdot 2 k, k)=0$ for $s= \pm 0,1,2, \ldots$
and $\operatorname{mn}\left(j k^{\prime}+\sin j k^{\prime}, k\right)=\operatorname{sn}(j k ; k)=\frac{1}{\operatorname{kin}(0, k)}=\infty$
leading to the pole zero pattern of $\mathrm{fm}(u, k)$ as given in fig. 1.


In this figure the shaded part is repeated periodically through the $u$ - plane.

## Derivation of the characteristic function.

In the elliptic approximation we use in comparison with (1)

$$
\begin{equation*}
\Omega=\sqrt{k} \sin (\mu, h) \tag{14}
\end{equation*}
$$

As $\operatorname{tn}(u, k)$ in (14) is double-periodic in $u$, we may expect that it will be possible to choose $\Phi(\Omega)$ in such a way that both pass-and stopband will have equiripple behaviour. In order to find this relation we will examine closer equation (14).
This equation transforms the positive real $\Omega$-axis in the edges of a rectangle in the $u$-plane by the following way. The range $0 \leqslant \Omega \leqslant \operatorname{le}$ leads with (14) to $0 \leqslant \sin (x, k) \leqslant 1$, or $0 \leq x \leq K$
Hence $0 \leqslant \Omega \leqslant \sqrt{R}$ is mapped on $0 \leqslant \mu \leqslant K$ in the $u$-plane. The range $\quad v k \Omega \leqslant \frac{1}{\sqrt{k}}$ leads to $1 \leqslant \operatorname{mo}(u, k) \leqslant \frac{1}{k}$
From (12) we have $m(v+j k ; k)=\frac{1}{k \sin (v j k)}$
Taking $v=k$ gives $m(x, k)=\sin (k, k)=1$, hence
$\sin (k+j k ; k)=\frac{1}{k}$

This leads together with (15) to $k \leqslant \mu \leqslant k+j k^{\prime}$ Therefore $r_{k} \leqslant \Omega \leqslant \frac{1}{\sqrt{k}}$ is mapped on $k \leqslant \mu \leqslant k+j k^{\prime}$ in the $u$-plane.
The range $\frac{1}{\sqrt{k}} \leqslant \Omega \leqslant \infty$ leads to

$$
\begin{equation*}
\frac{1}{k} \leqslant \sin (u, k) \leqslant \infty \tag{16}
\end{equation*}
$$

Again from (12) we have

$$
\begin{equation*}
m(v+j k ; k) \cdot \frac{1}{k m(v, k)} \tag{17}
\end{equation*}
$$

From this follows $\sqrt{k} \sin (v, k)$. $\sqrt{k} \sin (v+j k ; k)=1$, relating the variables $\Omega_{1}=\sqrt{k} \sin (v, k)$ and $\Omega_{z}=\sqrt{k} \sin (v+j k i k)$ by

$$
\begin{equation*}
\Omega_{1} \Omega_{\Omega}=1 \tag{18}
\end{equation*}
$$

We already saw that $0 \leqslant N \leqslant k$ leads to $0 \leqslant \Omega_{1} \leqslant V_{k}$ with $\Omega$, lying in the passband. Then from (18) follows that $\Omega_{2}=$ $=\sqrt{k} \sin (r \times j k ; k)=\frac{1}{\Omega_{1}} \quad$ varies as required by (16) from $\frac{1}{\sqrt{k}}$ to $\infty$ for the same interval of $v$, leading to frequencies lying in the stopband. Hence frequencies $\Omega_{1}$ and $\Omega_{2}$ mapped on the $u$-plane vertical above each other on the lines $\operatorname{Im}(u)=0$ and $\operatorname{Im}(u)=\kappa^{\prime}$ will be related by (18).
On account of the above derivations, the upper left-half p-plane is mapped on the shaded part of the $\mu$-plane as shown in fig. 2 and is periodically repeated there.


Next we take

$$
\begin{equation*}
\Phi(v)=L \sin \left(v, L^{2}\right) \tag{19}
\end{equation*}
$$

The pole-zero pattern of $\bar{\Phi}(v)$ is the same as in fig. 1 if the $u$-plane is changed in the $v$-plane and $k$ is changed in $L^{2}$; the periods thus become $4 K_{L}=4 k\left(L^{2}\right)$, see (3), and $2 j k^{\prime}=2 j k\left(\sqrt{1-4^{4}}\right)$

As a consequence of (19) along $\operatorname{Im}(\nu)=0$ the function $\Phi(\nu)$ will vary between +I and -I and along $\mathrm{Im}_{\mathrm{m}}(\nu)=K_{L}^{\prime} \Phi(\nu)$ varies between $\pm \frac{1}{<}$ and $\infty$. Further on if we relate $u$ in (14) and $v$ in (19) so that the distance between $u=0$ and $u=k$ equals $n$ times the length $N_{L}$ of a quarter period in the $v$-plane, while at the same time $u=j k \prime$ coincides with $\nu=j K_{4}$, we can superimpose the caresponding periodic parallelograms of $\Omega$ and $\sigma$. For even $n$ however the point $u=k$ would coincide with $v=s .2 k<\left(s=\frac{n}{x}\right)$ hence making $\bar{\Phi}(v)=0$ in this point. As the passband edge frequency $\Omega_{p}=\sqrt{k}$ is mapped to the point $\mu=K$ this would imply that at this point $\Phi(\Omega)$ would become zero where as the right value has to be $\pm L$. This trouble can be overcome if the whole $v$-plane is shifted over a distance $K_{2}$ in the direction of - Re (u), before superimposing both planes.
The resulting pole-zero pattern is shown in fig. 3 for $n=3$ and $n=4$.

fig. 3.

From fig. 3 we see that

$$
\left.\begin{array}{l}
w \cdot\left[\frac{n x}{4}+e(n)\right] r_{2}  \tag{20}\\
\text { with } e(n)=\left\{\begin{array}{lll}
1 & \text { for } n \text { even } \\
0 & \text { for } n \text { rad }
\end{array}\right\}
\end{array}\right\}
$$

in order to produce the desired patterns as far as the real $u-v$-axis is concerned.
As can be seen from fig. 3 also $u=j k^{\prime}$ must lead to $w=j K_{L}^{\prime}$ or $\nu=k_{L}+j k_{l}^{\prime}$ for $n$ odd resp. even.
Therefore from (20) follows

$$
\begin{align*}
j K_{L}^{\prime}+e(n) K_{L} & =\frac{j n k^{\prime}}{k}+e(n) K_{L} \quad \text { giving } \\
\frac{k_{L}^{\prime}}{K_{L}} & =n \frac{k^{\prime}}{k} \tag{21}
\end{align*}
$$

Relation (21) is an important one in the design-procedure because it relates the three basic design parameters $L$, $k$ and $n$ in such a way that any two of them prescribe the third.
The desired zeros of $\bar{\Phi}(\Omega)$ now follow from (19) by
$\bar{W}(v)=0$ resulting in $v=s .2 k_{L}$ with $s=\left\{\begin{array}{l}0,1, \ldots, \frac{m-1}{2} \text { for } n \text { odd } \\ 1,2, \ldots, \frac{n}{2} \text { for } m \text { even }\end{array}\right.$
Then (20) gives $u=\frac{k}{n}[25-e(n)]$
Finally (14) results in

With (22) we can construct the characteristic function as

$$
\Phi(\Omega)=\Omega^{o(n)} \prod_{s} \frac{\Omega^{2}-\Omega_{0 s}^{2}}{\Omega^{2} \Omega_{0 s}^{2}-1} .
$$

with $o(m)=\left\{\begin{array}{lll}1 & \text { for } n \text { ord } \\ 0 & \text { for } n \text { even }\end{array}\right.$
and $\Omega_{\text {os }}$ given by (22).
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