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symbol 
A, B, C, D 

description 
state variable form in matrix notation 
state variable form of controller 
transfer function for controller 
disturbance 
Frequency number 
transfer function 
complex number 
value for proportional controller, gain 
pressure of mean flow 
pressure 
Reynolds number 
reference signal 
complex number 
time 
mean velocity in x-direction 
maximum velocity main flow 
velocity in x-direction 
control signal 
mean veIocity in y-direction 
velocity in y-direction 
control input 
transfer function for weight filter 
exogenous input 
(horizc~td) position 
(vertical) position 
plant output 
exogenous output 



NOMENCLATURE 

streamwise wavenumber 
degree of amplification or damping 
(upper)bound for oo-norm 
height of boundary layer 
damping ratio 
measurement noise 
dynamicai viscosity 
density 
mz&iia! siiigdm v&e 
time delay 
skin friction 
kinematic viscosity 
amplitude function 
phase 
streamfunction 
anguiar frequency 
undamped naturaI frequency 

units 
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Chapter 1 

Introduction 

On the wing of an aircraft transition from a laminar to a turbulent boundary 
layer generally occurs through the amp!ification of naturally excited instability 
waves. An aircraft wing encounters a free-stream environment that is reasonably 
clean. Nevertheless, it will contain weak acoustic and vorticity fluctuations that 
can initiate disturbances in the boundary layer, especially when there are small 
roughness elements or disturbances in the surface. 

Figure 1.1: Transition in the boundary layer on a flate plate 

The process of transition in the boundary layer on a flat plate in the presence 
of an external flow (of low turbulence intensity) is shown in Figure 1.1. The 
flow goes through the following stages, starting with the leading edge. 

1. Stable laminar flow following the leading edge; 

2. Unstable laminar fiow with two-dimensionai ~ollmien-Schlichtin~~ waves; 

3. Eevelopmeiit of unstable, laminar, three-dimensional waves and wrtex 
formation; 

'Very small two-dimensional type disturbances that may induce transition to turbulent 
flow-named after German aerodynamicists Walter Tollmien and Hermann Schlichting. 

1 



CHAPTER 1. INTRODUCTION 

4. Burst of turbulence in places of very high local vorticity; 

5. Formation of turbulent spots in places where the turbulent velocity fluc- 
tuations are large; 

6. Coalescence of turbulent spots into a fully developed turbulent boundary 
layer. 

A h i d  fiowing past a body will exert normal and tajige~tid stresses on 
the surface. Normal stresses (pressure) can be measured using a manometer. 
?&as.;reme~k of the shear er t a ~ g m t i d  stress is mere &fF?cldt,. The howledge 
of the variation of the wall shear stress (skin friction) is useful in analyzing a flow 
field, because a turbulent boundary layer has considerably larger ski-friction 
than a laminar flow. Skin friction (7,) is defined as: 

where p is the viscosity (constant) and is the gradient of the streamwise 
velocity. 

The friction will be measured using thermal anemometry. Thermal anemome- 
ters measure the fluid velocity by sensing changes in heat transfer from a sensor 
to the motion of the fluid. The sensors are in general small and have a good f r e  
quency response which make them suitable for studying flow details. Examples 
of thermal anemometers are hot-film and hot-wire sensors. 

Reduction of drag produced by skin friction, or, in other words, reduction 
of wall shear stresses generated by (near-wall) turbulence has received a lot of 
attention. The skin friction constitutes respectively about 50%, 90% and 100% 
of the total drag on commercial aircraft, underwater vehicles and pipelines, 
[21]. It is important, in a design sense, to be able to predict the position of the 
transition. (This estimates the losses or drag). It would even be more beneficial 
if the transition process could be controlled. 

Examples of passive control for delaying the transition are motion of the 
solid wall, acceleration of the boundary layer (blowing), suction, injection of 
a different gas (binary boundary layers), provision of suitable shapes (laminar 
airfoils) and cooling the wall. The effect of suction consists in the removal of 
fluid particles from the boundary layer. This makes it possible to shift the 
point of transition in the boundary layer in downstream direction. This delay 
reduces the boundary-layer thickness which then becomes less prone to turning 
turbulent. Cooling (or heating) the wall will also reduce the thickness of the 
boundary layer. 

To interfere actively with the laminar-turbulent transition is not a new 
thought. This is an on-going project at Queen Mary, University of London. 
Professor M. Gaster is the great "promoter" behind this project. 

The general layout of the experiment is sketched in Figure 1.2. A rigid 
flat plate with a sharp edge is mounted in a closed-ioop windtunnei2. Tjne 
walls of the tunnel are far enough apart to be of insignificant influence. The 
incoming stream of air has a low tilrbnlence level and a constant velocity U. 
Along the useful side of the plate a boundary layer will develop to a thickness. 
Normally, the layer begins to oscillate without any external prompting, and 

21n these kind of windtunnels the air, used for testing, circulates. 
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Figure 1.2: Experiment a1 (control) setup 

it becomes turbulent at some distance from the leading edge. To mimic the 
receptivity process and because the free-stream turbulence in the windtunnel 
was low it was necessary to introduce controlled disturbances. By creating these 
disturbances artificialIy there is complete control of the wave field. The artificial 
oscillation will outgrow the natural waves and can be easily observed. The 
artificial perturbation is produced by an exciter. The exciter is a point source 
(a loudspeaker has commonly been utilized for studies of localized disturbances). 
The acoustic pulse is injected through a small hole. The use of a loudspeaker 
makes it possible to excite the flow harmonically or with deterministic white 
noise. The amplitude and frequency of the pulse can be regulated. The skin 
friction is then measured by a sensor (hot-wire anemometer). This makes it 
possible to derive a value for the velocity-components of the air stream. This 
signal of the sensor is evaluated for any given source signal by a convolution with 
the impulse response. Similarly, the far field, which has to be cancelled, could 
be obtained by convolution of the input excitation and the impulse response to 
a downstream position where the effectiveness of the control is to be assessed. 
The driving signal, fed to the control actuators, is found using the inverse of 
the impulse response. (Only using the unstable eigen-solution, see Chapter 2). 

For this method of (feedforward) controlled wave-cancellation, it is required 
to know the content of the oncoming wave-field. This content is derived exper- 
imentally. This is compared with numerical results. The resemblance will not 
be loo%, because of model errors and electrical noise. It would be better to use 
closed-loop control. The "powers" of closed-loop controi are that it is abie to 
cope with unknown disturbances and model errors. Since the control problem 
involves the attenuation of disturbances (wave-cancellation) it seems obvious to 
use feedback control. The objective of this project is to investigate if closed loop 
control is conceivable and if it is possible implement it numerically. 

In Chapter 2 a deeper insight is given in laminar-turbulent transition, espe- 
cially on the stability theorem. A workable model will be derived in Chapter 3 
for the instability waves using transfer function analysis. With this model it will 
be possi'oie to build a closed-loop controller foi disiiirbaiice attemztion. TElk 
is first done using a classical approach in Chapter 4 (only a proportional con- 
troller) and in Chapter 5 using robust control techniques (Em-controi). Finally 
conclusions will be drawn in Chapter 6. 



Chapter - 2 

Stability theory of a 
laminar flow 

The transition from a laminar to a turbulent flow is still not fully understood. 
Theoretical investigations are based on the assumption that laminar flows are 
affected by small disturbances. When disturbances decay with time the main 
flow is considered stable. On the other hand the main flow is unstable when 
disturbances increase with time and there is the possibility of transition to 
turbulence. This theory of stability for laminar flows decomposes motion into a 
mean flow and a superimposed disturbance. 

Figure 2.1: General Configuration 

The general configuration for a flat plate is given in Figure 2.1, where the 
boundary layer height has been sketched in dashed lines. The x-coordinate r e p  
resent the streamwise position and the y-coordinate the height of the boundary 
layer. Only a two-dimensional description for the transition process is inves- 
tigated here (two-dimensional mean flow and a two-dimensional disturbance). 
The steady and incompressible mean flow is described by the Cartesian-velocity 
components U and V. The pressure of the mean flow is expressed by P. The 
quantities for the non-steady disturbance (small compared to the mean flow) 
are denoted as u', u' and pi. The resultant motion has the velocity components: 

and the pressure component: 
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In the theoretical treatment of instability waves it is often convenient to 
ignore the fact that the boundary layer increases in thickness with downstream 
distance. This approximation (parallel flow) implies that the mean flow velocity 
U only depends on y and V is supposed to be zero. The pressure in the mean 
flow has a dependency on x as well as on y. 

The two-dimensional perturbations are a function of time (t) and space 
(x, y). Its velocity and pressure components are: 

Assuming that the mean flow is a solution of the Navier-Stokes equation1, 
the resultant motion must also satisfy the Navier-Stokes equation. This makes 
it possible to obtain three equations for u', v' and p'. 

where p is the density and u is the kinematical viscosity. 
The boundary conditions specify that the velocity components u' and vr 

vanish on the wall (nc-slip condition). The pressure p' can be eliminated from 
the equations (2.5) and (2.6). 

A stream function, $(x, y, t), representing a single oscillation of the distur- 
bance, which is composed of a number discrete partial fluctuations, each of 
which is said to consist of a wave which is propagated in the x-direction, is in- 
troduced. Any arbitrary two-dimensional disturbance is expanded in a Fourier 
series. The stream function is of the form: 

where g5,(y) is an amplitude function. This function depends only on y because 
the mean flow depends on y only. a is a complex value. The real part, Re (a),  
is the streamwise wave-number and the imaginary part, Im (a): determines the 
degree of amplification (<O) (or damping (>O)). w is the angular frequency 
of oscillation. The components of the perturbation velocity are obtained from 
(2.8): 

'The assumed form of the mean flow, equation (2.3), can be criticised on the ground that  
the  variation of the component U of the  velocity with x as well as the normal component V 
have been neglected. 
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where Re is the (dimensionless) Reynolds number, defined as Re = y. Urn is 
the maximum velocity of the main flow and 6 is the boundary-layer thickness. 

Introducing the expressions (2.9) and (2.10) in the simplified Navier-Stokes 
qs&,i;ie.ns (2.5,Z.E) a2d q d z ~ e n  ef cef,invi$y (2.7) the fn!!ouring ordinary 
fourth-order differential equation for the amplitude 4(y) is obtained: 

This differential equation (2.11), commonly referred to as the Orr-Sommerfeld 
equation, forms the point of departure for the stability theorem of laminar flow 
PI - 

2.1 Solution of the Orr-Sommerfeld Equation 

The determination of the stability of any given system involves nothing more 
than the solutions of this the Orr-Sommerfeld Equation (2.11) combined with 
the boundary conditions given for the (particular) flow. The boundary condi- 
tions are (perturbation velocity must vanish at the wall and at large distance 
(free stream)): 

In general, a differential equation, such as that of Orr-Sommerfeld (2.11), which 
is constrained by sufliicient boundary conditions, admits an infinite but discrete 
set of solutions. Each solution is called a mode (or eigenfunction) and has a 
particular corresponding eigenvalue. Once this information has been obtained, 
the salient output become the eigenvalues, w the angular frequency of oscillation, 
as a function of the wave-number Re (a), and the Reynolds number, Re. 

Figure 2.2: Velocity profile 

TG sdve the eigenva!!tle problem the mean P_ow U(y) has been specified with 
a mean velocity profile, Figure 2.2. The Reynolds number of the mean flow is 
speciiied with the choice for the mean fiow. The freqtie~cy of the partial oscilla- 
tion, a real number, is chosen. The initial value for the eigenvalue cr (complex), 
cr*, is guessed. The problem is then solved from the outer boundary conditions 
marching to the plate-boundary using a shooting method and 4th order Runge- 
Kutta algorithm. The shooting method incorporates a manner of eliminating 
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the parasitic growth that arises with stiff high Reynolds number equations. At 
the end of each integration step all the solution variables and their derivatives 
are defined. These can be combined together in any convenient way to remove 
parasitic growing solutions (scaling), providing new variables for the next inte- 
gration step. This process of stepwise integration and filtering is continued to 
the wall where the remaining boundary condition is applied. If the choice of 
the wavenumber is compatible with an eigenmode of the system the remaining 
veiocity component becomes zero. An iteration scheme can be set tip to vary the 
wavenumber or frequency parameter until all the velocity components become 
zero at the boiindaq. (If the sohtbr, at the plate is the s z ~ e  a the bolmday 
condition value at the plate the guess for a* is good. The eigen-solution has 
been found. If the solution at the wall is not the same, a* is perturbed with 
Aa and the problem is solved again (and again) to reach a feasible solution. 
(For every a! a unique solution can be found)). The eigenfunction can be readily 
constructed from the previously stored scaling factors. 

Singularity of the integrand(s), which give a solution to the Orr-Sommerfeld 
equation, is also a probiem. The integrd(s) can be evaluated by carrying out m 
appropriate contour integration using quite small steps close to the singularity. 
This turns out to be both inconvenient to implement and very expensive in 
computational effort. Also this approach does not enable a simple Fourier series 
representation of the solution to be found. Since this is expected as a physical 
solution when the flow is excited by a disturbance that generates Tollmien- 
Schlichting modes it is necessary to condition the integrand(s) in some way so 
as to remove the singular character from the integrand(s). 

A method is to substract the singularity from the integrand(s) and treating 
the singular part of the inversion analytically. This approach is useful because 
it separates out the near-field features of the solution and the far field eigen- 
solution. The near-field features have their influence close to the actuator, both 
in upstream (-x) and downstream ( t x )  direction. The influence of the eigen- 
solution takes only place in the downstream direction. 

The eigen-solution is the Orr-Sommerfeld part of the solution obtained for 
a strictly parallel flow which will only be useful close to the source. The appro- 
priate eigen-solution for weakly nonparallel flows can be computed without too 
much difficulty and used to replace this term. In this way it should be possible 
to construct solutions that are valid over the whole of the physical plane. The 
separation in (unstable) eigen-soititions and a near-Ee!d part of the sdzltior, 
is essential for the control problem as it is only the far field, that has to be 
cancelled, [bl l] . 

It is possible to study stability for a given mean velocity profile graphically 
in a (F, Re)-diagram, (Figure 2.3)2. The (dimensionless) Frequency number 
(3') is defined as 5. Wave disturbances can either be considered to evolve 
in time or in space and the corresponding stability problems are known as the 
temporal or the spatial problem. Here only the spatial problem is solved for 
&I. GM: - complsx wavemmber a and the aqylzz vdocity is a real parazz-eter. The 

temporal problem would be solved for a complex w and a appearing as a real 
parameter. Every point in che (F, R&diagram corresponds to a pair of vahes 
of Re (a) and Im (a). The locus Im (a) = 0 will separate the region of stable 
and unstable disturbances. This locus is called the curve of neutral stability. 

'Figure based on measurements preformed by Ph D.-student Yak Sing 
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%-number 

Figure 2.3: Curve of neutral stability boundary layer 

The point on this curve at which the Fkynolds number has its smallest value 
(parallel to the F-axis) is of greatest interest since it indicates that value of the 
Reynolds number below which all individual oscillations decay, whereas above 
that value a t  least some are amplified. The smallest Reynolds number is called 
the critical Reynolds number or limit of stability with respect to the laminar 
flow under consideration. It is necessary to remark at this point that the critical 
Reynolds number calculated from stability considerations cannot be expected 
to be equal to the Reynolds number observed at the point of transition. The 
distance between the point of instability and point of transition depends on the 
degree of amplification. 

The mean flow used during this project has a critical Reynolds number of 
1000 on the point of excitation. A vertical line, at = 1000, is drawn in 
Figure 2.3. This line intersects the locus at two points. At point 1. the F-  
mmber is 56.1 OP6 and at point 2. the F-number is 130.1 0W6 (Urn = 10.3 [m/s] 
and u = 1.48.10-~ [m2/s] (For air with pressure of 0.099 [MPa] and temperature 
of 293 [K])). In the first case the angular frequency will be 314.159 [rad/s] and 
in the second case 942.477 [rad/s]. The working range of the controller has 
to be between these values because there is no value in trying to cancel stable 
eigen-solutions. 



Chapter 3 

Transfer function analysis 

A transfer function of a system H(s) can be described in the frequency domain 
by the relation (let s = iw) : 

Alternatively, the transfer function can be represented by a magnitude IH(iw)l 
and a phase qh(iw) as 

where 

In situations where the transfer function of a system is unknown, the Bode 
diagram is of great value. The frequency response data are obtained experimen- 
tally in the frequency range of interest. In order to interpret the Bode diagrams 
one usually takes logarithmic scales on w-axis and plots 2010glo J H  (w)J to get 
units in [dB]. The system transfer function is derived within a certain degree of 
accuracy by fitting an asymptotic log-magnitude plot to the experimental data. 
The procedure is outlined below: 

1. The experimental data (real and imaginary part of H(iw)) is used to plot 
the exact (log)-magnitude versus frequency curves on semilog graph sheet; 

2. Asyiiiptotes %re then drawn m the (leg)-rr,agit,u curve keeping in mind 
that the slopes of the asymptotes must be multiples of 120 [dB/decade]. 
The break frequency (or corner frequency) is so adjusted that the 6 5  value 
at the break frequency on the asymptotic plot differs from the actual (log)- 
magnitude plot which is in close agreement with the dRcorrection of the 
kind of factor revealed; 
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3. Suppose that the slope of asymptotic (log)-magnitude curve acquired in 
2)., changes by -20m [dB/decade] (m = multiple, integer) at w = wl, 
indicates the presence of the factor - in the transfer function. The 

change of slope by -40 [dB/decade] reveals that either a double pole ( m  = 

2) or a pair of complex poles is present. If the error between the asymptotic 
~ n d  the xtm! cxrve is 2bolut -6 dB then s factor of the form & exists 

Il+-) 
- 1  

in the transfer fi?ndion a d  if the error is positive then a quadratic factor 
1 

Of the form ( l+z i~(%)+(%))2  is present. The difference between the actual 
(~ogj-IIiagx:L.. -1̂  .." - ..-a CL, a,. ,t,+:, . . 

IUI,UU~: cu JG auU bllG L W ~ ~ ~ U V U I L  appr~x:mZUt:3:: is a fw~ctim ef 
the damping ratio 5' and must be accounted for when 5' < $&!; 

4. If the slope changes by 20m [dB/decade] at w = wz, this indicates a factor 
(1 + E)m in the transfer function; 

5 .  In the low frequency range, the plot is controlled by a factor of the form: +. In most practical cases r equals 0,l  or 2. The value for r is deter- 
'bl 

mined as follows: 

o If the low frequency asymptote is a horizontal at x [dB], it indicates 
that the transfer function represents a type-0 system with a gain K 
given by 20 1ogI0(K) = x; 

If the low frequency asymptote has a slope of -20 [dB/decade], it 
denotes the presence of a factor of the form in the transfer func- 
tion. The frequency at which the (extended if necessary) asymptote 
intersects the 0-dB line numerically represents the value of K; 

If the low frequency asymptote has a slope of -40 [dB/decade], then 
the transfer function has a factor of the form &. The frequency 
at which this asymptote (extended if necessary) intersects the 0-dB 
line is numerically equal to fi 

After obtaining the transfer function from the (log)-magnitude curve, the 
real and imaginary part of the experimentally (or numerically) obtained and 
approximated transfer function are compared. If there is a poor comparison 
it is possible due to the presence of time-delay. A pure time delay, without 
atteixuation, is represented by the! transfer fmction: E d f s )  = e-S7, where T 
is the delay time. The delay adds a phase shift to the frequency response 
without changing the (log)-magnitude curve. The factor does not introduce any 
additional poles or zeros. Known is: 

When expression (3.5) is used it is possible to derive an expression for T: 

1 
7 = -- arctan 

W 

The maximum value for the timedelay can be found at the frequency where the 
quotient of the real and imaginary part has its absolute maximum. 
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3.1 Models for the eigen- and nearfield-solution 

Ph.D.-student Y. Li has generated the data by solving the Orr-Sommerfeld 
equation (2.11) for 50 frequencies between 0 and 3141.593 [rad/s] and 251 X- 
positions between -50 (upstream) and 200 [mm] (downstream) using a com- 
puter code in Fortran. The generated data have been the real and imaginary 
part of the solutions. Equation (3.3) makes it possible to construcz a magnixude- 
plot. The follo-wing Cgstres give a representation of the eigen-schticn (3.1) and 
the nearfield down-(3.2) and upstream(3.3) for different values of z. Probably 

Figure 3.1: Magnitude for different values of x (eigen-solution) 

the amplification or damping of the transfer functions is caused by a changing 
distance. Using the described method it was not possible to get a good resem- 
blance. It seems that lines with a slope of f 10 [dB/decade] fit better on both 
the nearfield solutions. There are similarities between the theory for stability 
in boundary layers and heat t r ade r .  Ir, Loiseaz~ eit (12. [15] a transfer fznction 
for a heat transfer problem (heat conducting rod) is derived using f i  in the 
transfer function. Models described by square roots in their transfer function 
are often referred to as fractional systems. Therefore the procedure outlined 
above is extended with the following steps: 

I. Suppose that the slope of asymptotic (log-)magnitude curve acquired in 
changes by -10 [dB/decade] at w = wl, indicates the presence of the 
factor - in the transfer function; 

J(l+") 1 

2. Suppose that the slope of asyinptotic (1og)iilagiitl;de curve acquired in 
changes by -10 [dB/decade] at w = w l ,  indicates the presence of the 

factor 4- in the transfer function. 
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30 [mm] 

- 50 [rnm] 
200 rnm 

Figure 3.2: Magnitude for different values of x (downstream) 

If the low frequency asymptote has a slope of -10 [dB/decade], it denotes 
the presence of a factor of the form -& in the transfer function. The 
frequency at which the (extended if necessary) asymptote intersects the 
@dB line numerically represents the value of K; 

The transfer functions are derived for a distance of -20 [mm] (upstream) 
and 20 [mm] (downstream) (Figures 3.4, 3.5 and 3.6). The models for the 
eigen-solution and both the nearfield solutions are: 

G$:zn (s) = 
22 J ~ e - 0 - 0 0 2 4 s  

& ((S/IOOO)~ + 0.4 (s/lWO) + 1 )  
(3.9) 

It is expected that at a distance of 20 [mm] no feedback of the upstream 
near-field-solution from the actuator to the sensor occurs. (In the feedforward 
control case this could cause the control loop to become unstable.) Therefore 
(3.9) wil! be ~eglected in hrther hvestigatior?. 
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Figure 3.3: Magnitude for different values of x (upstream) 

Figure 3.4: Eigen-solution 
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Figure 3.5: Nearfield solution (downstream) 

Figure 3.6: Nearfield solution (upstream) 



Chapter 4 

Classical Control 

The model which describes the behaviour of the flow in the boundary layer due 
to an ex texd  dist-wbance is now known, so it is time to constrlxt a controller. 
The control aim is to decrease the effect of the perturbation d on the wave 
y over a certain frequency range. The block diagram, given in Figure 4.1, is 
slightly different from the actual to be controlled system. The scheme is used 
to introduce some variables/ parameters. 

Figure 4.1: Block diagram used to introduce variables/ parameters 

The (exogenous) inputs consist in this case of the reference signal r ,  the 
disturbance d and the measurement noise 7. C (s) is the controller and P (s) 
describes the behaviour of the flow to which control has to be applied. y is 
the output and u the control signal. The plant includes the actuator. The 
sensor noise will be expIicit in 7. In general the sensor has a transfer function 
different from 1, so an extra block in the feedback scheme should be inserted 
just before the addition of the sensor noise. However, good quality sensors have 
a flat frequency response for a much broader band than the process transfer. 
If this is the case the transfer function may be neglected. Since our goal is 
disturbance attenuation the reference will be set to zero just as the measurement 
noise. assuming perfect measurement. The feedback scheme will then have the 
structure in Figure 4.2. 

In the design of the feedforward controller only the eigen-solution is used to 
build a controller. Measuring the skin friction will give no separate information 
about the eigen- and nearfield solution. So it would be convenient to build a 
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controller based on both transfer functions. The upstream nearfield solution will 
not be considered, because the transfer functions are derived on a distance of 20 
[mm] between the sensor and the actuator. This distance should be sufficient 
to avoid any feedback to the hot film. Figure 4.3 gives the structure of the 
closed-loop scheme with the nearfield-solution. 

Figure 4.3: Feedback diagram for the eigen- and nearfield-solution 

The following closed loop transfer functions can be derived: 

To design a controller a classical loopshaping approach is used. The "loop 
shape" refers to the magnitude of the loop transfer function L = G (s)  C ( s )  as 
a function of frequency. For performance (good disturbance attenuation) and 
stability a large L is required. This implies that the closed loop transfer function 
will be small. This can be translated in the following demand: 

The boundary values wo and wl are equal to 314.159 [rad/s] and 942.477 [rad/s] 
(see Chapter 2). 
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For disturbances entering at the plant input (often referred to as a load 
disturbance) a simple proportional controller K yields a good trade-off between 
output performance and input usage. 

Summarking, the ciused loop transfer ~~'iCtioc ha to be & sense 
of (4.3) for several vdues of K. To find the optimal values, negative and posi- 
tive, for the proportional controller first stability and then performance of the 
closed loop transfer function is studied. To cope with the fractional form of 
the nearfield-solution the controller will be designed for the eigen-solution. This 
controller will be used in the system with both solutions and conclusions will 
be made about the performance. 

4.1 Stability 
One of the main issues in designing feedback controllers is stability. If the 
feedback gain is too large, then the controller may 'overreact' and the closed- 
loop system becomes unstable. To investigate stability the Root-locus method 
has been used. This method involves the evaluation of the closed-loop poles i.e., 
the roots of 1 - KG(s). The systems are stable if and only if all the closed-loop 
poles are in the open left hand plane. 

The eigen-solution does not have a rational transfer function. If Matlab will 
be used to calculate the roots an approximation for the time-delay has to be 
made. For this reason the equation for the roots is solved by hand. The eigen- 
solution can be represented by a second-order system with dead time. For these 
systems the following equation is often been used: 

ae-ST 
G (s) = 

s2 + 24-wns + w2, 

To calculate the roots of 1 -KG (s) the following equation has to be solved (the 
method is shown here for negative values of K (For positive K7s see appendix 

A)): 

1 - (-K) G(s) = 0 

Combining equation (4.6) with (4.5) gives: 

Let s = iw: 

-w2 + 2[sn (iw) + w; + a ~ e - ~ ~ '  = 0 (4-8) 
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Equation (4.9) can be expanded using Eulers formula eia = cos(a) + i sin(a) as: 

Only the intersections with the imaginary axis (Routh-Hurwitz stability c r i b  
rionj are of interest: 

2Cwwn tan (wr) = - w2 - 2 w n 

Expression (4.11) has been solved graphically. Figure 4.4, gives a representa- 
tion of both functions, only intersections between the known values for w are im- 
portant. The intersection of tan (wr) and a- is found at w is 713.137[rad/s] 

Figure 4.4: Graphical representation of equation (4.12) 

therefore K has to be larger than -3.651. Positive values for K have to be 
smaller than 449. The values for K can be found by solving equation (4.7) 
using for s 713.137[rad/s] (for the positive vaiue s = 2062.2). w, = 930[raa/s], 
C = 0.52, a = 4 - lo6 and T = 0.0028[s]. The values for the undamped natural 
frequency (w,), the damping ratio (Cj, the gain a and the time deky (r) can 
be found when equation (3.7) is presented in the form of expression (4.5). 
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4.2 Performance 

The real objective is not to improve stability but improve performance, that is, 
to make the output y behave in a more desirable manner. A solution has to be 
found for the optimization problem stated in equation (4.3). This is done by 
making several Bode-plots of the closed-loop response for different values of K 
(using the boundaries for K found above and in Appendix A). Eventudiy the 
optimal. d w s  for K have been foxnd. The positive ~ a h e  for the proportional 
controller K is 0.815 and the negative vaIue for K is -1.185. From Figure 

Figure 4.5: Closed loop response for the optimal values of K 

4.5 it can be concluded that the magnitude is still larger than one, so there is 
no disturbance attenuation. Implementing those controllers in the closed-loop 
transfer funtions with the nearfield-solution gives an even worser result (figure 
4.6). 
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Figure 4.6: Closed loop response for the optimal values of K (with 
solution) 



Chapter 5 

The XFI, approach to 
control design 

There are many ways in which feedback design problems can be cast as Em- 
norm optimization problems. It is very useful therefore to have standard prob- 
lem formulation into which any particular problem may be transformed. The 
state-space computation is most convenient to implement on the computer (Mat- 
lab). Therefore an appropriate state-space representation for the resulting trans- 
fer matrix is necessary. 

Let a finite dimensional linear time invariant dynamical system be described 
by the following linear constant coefficient differential equations: 

P = Ax + Bu, x (to) = xo (5-1) 

where x(t)  E Rn is called the system state, x(to) is called the initial condition 
of the system, u(t)  E Rm is called the system input, and y(t) 6 RP is the 
system output. The A, B, C, and D are appropriately dimensioned real constant 
matrices. Note that the system equations (5.1) and (5.2) can be written in a 
more compact matrix form: 

To expedite calculations involving transfer matrices, the following notation is 
used: 

The corresponding transfer matrix from u to y is defined as: 

where U(s )  and Y (s)  are the Laplace transforms of u(t)  and y ( t)  with zero 
initial condition fx(0) = 0). So, 
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assume that G ( s )  is a real rational transfer matrix that is proper. The state- 
space realization is said to be a minimal realization of G ( s )  if A has the smallest 
possible dimension (i.e. the fewest number of states). A state-space realization 
(A, B, C, D) of G ( s )  is minimal if and only if (A, B) is controllable and (C, A) 
is observable. 

Definition I T h e  dynamicai sys tem (5.3) descrzbed by the pair (A, B)  i s  said 
to  be state c~ntrcil fable iJ for a n y  initzal state x(Of = x0 clny ti > 0,  and final 
state xi, there exists a (piecewise continuous) input u (.) such that the solution 
ef equation 5.5' satisfies z ( t 7 )  = z: . Othenoise, the system or  the pair [A, B)  i s  
said t o  be uncontrollable. 

Definition 2 T h e  dynamical sys tem described by the pair (C, A) i s  said to  be 
state observable ij, for any tl > 0, the initial state x(0) = xo can be deter- 
mined from the history of the input u(t) and the output y ( t )  in the internal oj 
[0, t l ] .  Otherwise, the system, o r  the  pair (C, A) is said to  be unobsermable 

5.1 The Background of 7-1, control 

Figure 5.1: Block diagram 

Taking the Laplace transform of the system represented in Figure 5.1, it 
is easy to define the transfer function T,, (s) from w ( s )  to z ( s )  (the Laplace 
transform of w and z), such that 

z ( s )  , T,, ( s )  w ( s )  = C ( s 1 -  A)-' Bw ( s )  

Norms of the system transfer function T,, ( s )  quantify how the system output 
of interest, z, respmcl to disturbances w eer,terisg the c!osed-loop system. The 
expected value of the root mean square (rms) of the output z over the root mean 
square of the input w for disturbances w of maximally disruptive structure is 
denoted by the oo-norm of the system transfer function, 

where 5 (w) is the frequency dependent maximal singular value, viewed as a 
flumtinn ef w,  prwides Eore detailed information about the gain characteristics 
of the system than the A?, norm only. (The 'H, norm indicates for an input- 
output system the maximal gain of the system if the inpds are allcwed to vary 
over the class of signals with bounded 2-norm). y is an upperbound for the 
maximum value of the 3-1, norm for a certain frequency domain. 

3-1, control is often referred to as "robust" control, as IITzWlloo, reflecting 
the worst-case amplification of disturbances by the system from the input w 
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to the output z, is in fact bounded from above by the value of y used above. 
Subject to this a-norm bound, Em control minimizes the expected value of the 
root mean square of the output z over the root mean square of the input w for 
white Gaussian disturbances w with identity covariance, denoted by the 2-norm 
of the system transfer function 

Nete that !((T,, ( I 2  is d e n  cited as s measure of performance of the closed-loop 
system, whereas IITzwllm is often cited as a measure of its robustness. 

3t2 control (also known as linear quadratic Gaussian control (LQG)) is an 
important limiting case of 'Hm control. It is obtained in the present formula- 
tion by relaxing the bound y on the infinity norm of the closed loop system, 
taking the limit as y oo in the controller formulation. Such a control for- 
mulation focuses solely on performance, i.e. minimizing IITZ, [I2. AS LQG does 
not provide any guarantees about system behavior for disturbances ~f partim- 
lary disruptive structure (IITz,II,), it is often referred to as "optimal" control. 
Though one might confirm a posteriori that a particular LQG design has fa- 
vorable robustness properties, such properties are not guaranteed by the LQG 
control design process. When designing a large number of compensators for an 
entire array of wavenumbers Re (a) via an automated algorithm. as is necessary 
in the present problem, it is useful to have a control design tool which inherently 
builds in system robustness, such as 7&. For isolated low-dimensional systems, 
as often encountered in many industrial processes, a posteriori robustness checks 
on hand-tuned LQG designs are often sufficient. 

The names 7-12 and 7-1, are derived from the system norms llTzzollz and 
IITZwIlm which these control theories address, with the symbol E denoting the 
particular "Hardy space" in which these transfer function norms are well de- 
fined . It deserves mention that the difference between IITzwl12 and l((Tzwllm 
might be expected to be increasingly significant as the dimension of the system 
is increased. Neglecting, for the moment, the dependence on w in the definition 
of the system norms, the matrix Frobenius norms, (trace [T * TI)"*, and the 
matrix 2-norm, 5 [TI, are "equivalent" up to a constant. Indeed, for scalar sys- 
tems, these two matrix norms are identical, and for low-dimensional systems, 
their ratio is bounded by a constant related to the dimmsion of the system. Fer 
high-dimensional discretization of infinite-dimensional systems, however, this 
norm equivalence is relaxed, and the difference between these two matrix norms 
may be substantial. The temporal dependence of the two system norms IITzw 
and IIT,, 11, distinguishes them even for low-dimensional systems; the point here 
is only that, for high dimensional systems, the important differences between 
these two systems norms is even more pronounced, and control techniques, such 
as R,, which account for both such norms might prove to be beneficial. Tech- 
niques (like ?dm) which bound /lTzwllm are especially appropriate for the present 
problem, as transition from laminar to turbulent is often associated with the 
triggering of a "worst-case" phenomenon, which is well ch~racterized by this 
measure. Unfortunately, the oo-norm of Tzw must be sought by an iterative 
search. The approach used here, suggested by Doyle et al. (1989), is 

1. guess a value of y; 
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2. compute the eigenvalues of the Hamiltonian H = ( 
3. IITZ,II, < y if H has no eigenvalues on the imaginary axis and H E 

dom (Ric) (See Doyle et al. 1989 for definition of the latter property.) 
Thus, we may increase or decrease accordingly, using a golden section 

an& repeat Go= 2. uEtil bo-a7& 92 /ITz,I/, leach a &sired teler- 

a c e .  

5.2 X, controi for this probiem 

Consider the general control configuration as given in Figure 5.2.P describes the 

Figure 5.2: General control configuration 

augmented plant containing beyond the process model, all the filters for char- 
acterizing the inputs and weighting the penalized outputs, w are the exogenous 
inputs (commands, disturbance and noise (in this case only disturbance)), z are 
the exogenous outputs ("error"signa1s to be minimized), v are the controller 
inputs (measured plant outputs, measured disturbances etc.) and u are the 
control signals. 

The H,-control problem is formalized as follows: Synthesize a stabilizing 
controller C such that IITz,(P, C)II, < y. The ultimate aim is to minimize the 
Xw-norm of the closed-loop transfer function. Therefore an admissible C has 
to  be synthesized for y as small as possible. Admissible controllers are all linear 
time-invariant systems K that internally stabilize the configuration of Figure 
5.1 . 

The structure of Figure 5.2 has been built in Matlab using the p-Analysis 
and Synthesis Tooibox. The blocks -VV1 and W2 are weighting filters. Our only 
interest is to cancel the waves in a given domain for w (Chapter 2). Therefore 
the control signal u and the output y are weighed in this domain using almost 
ideal bandpass filters. These filters are based on a fourth-order Butterworth 
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filter. The augmented plant P is described by the matrices A ([A1, A2]) (A is a 
(10 x 10)-matrix, for lay-out reasons it is split-up in two parts) , B, C and D. 

The expressions for A, B, C and D have found by first making a realization of 
equation (3.7) in state space notation using equation (5.6), then the weighting 
filters added using the routine (sysic.m) in the p-Analysis and Synthesis Toolbox 
to form interconnections for system matrices. 

This makes it possible to let the algorithm of Doyle et. al. calcute a con- 
trd!er, unfort,unate!y using the p-A~lalysis and Synthesis Toolbox, this is not 
possible, because D2, does not have full rank. It means that not all measure- 
ments are polluted by "noise", i.e. the distr;-bznce. (The problem can be solved. 
by investigating whether the problem definition is realistic and some measure- 
ment noise should be added or fooling the algorithm by giving D21 a very small 
value). In this case another method is used to find a (sub)optimal controller, 
because the objective was only to show if closed-loop control is possible 
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This method is based on Linear matrix inequalities (LMIs). This technique is 
fast, simple and at the same time a most reliable and efficient way to synthesize 
'&-controllers. This section is organized as follows. In the next subsection the 
LMIs are introduced, then is shown how the synthesis question is considered 
how to obtain a controiier which stabiiize a given dynamicai syseem so as to 
minimize the X,-noria of the dosed loop system. 

The basic idea of the LMI method is to formulate a given problem as an opti- 
mization problem with linear objective and linear matrix inequality constraints. 
An LMI constraint on a vector x E Rm is one of the form: 

where the symmetric matrices 6 = F? E RnZn, i = 0, ..., m are given. The set 
{xlF (x) > 0) is convex, and need not to have a smooth boundary. 

5.3.2 Synthesis of the a,-controller 

The same construction for the augmented plant can be used as derived above. 
Only the aIgorithm used to synthesize a controller will be different. In Matlab 
the LMI Control Toolbox has been used. The LMI Control Toolbox supports 
continuous and discrete time 'Ft, synthesis using either Ricatti- or LMI based 
approaches. Both approaches are based on state space calculations. LMI syn- 
thesis routines have no assumptions on the matrices which define the system, 
[2]. A similar approach as in Chapter 4 is used to find a controller, because 
no approximations for time delay or fractional terms will be made. First a 
controller is calculated for the eigen-solution without the time-delay. This con- 
troller is implemented in a system with the dead time and the nearfield solution. 
Figure 5.3 gives a Bode-plot of the closed-loop and loop transfer function. As 
expected the nearfield influences are very small. A ninth order controller is built 
with the following state space representation: 

where (A = ([A,, , A,,]) (A is a (9 x 9)-matrix, for lay-out reasons it is split-up 
in two parts): 
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For performance (good disturbance attenuation) and stability a large loop 
transfer function is required. A large loop transfer function implies that the 
closed loop transfer function has to be small (Chapter 4).The straight line and 
the dashed-dotted line in Figure 5.3 in the region with a magnitude larger than 
zero give the loop transfer function (G(s)C(s)) for the eigen-soiution and the 
eigensolution combined with the nearfield solution. The lines in the region with 
a magnitude less than zero gives the closed-loop response of the system. The 
dashed-dotted line lies under the straight line. This was expected because the 
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distance chosen between the actuator and sensor would avoid any feedback from 
the upstream nearfield solution. From Figure 5.3 can be concluded that the loop 
transfer function is large and the closed loop transfer function is small, so it has 
to be possible to control disturbances (instabilities) in the boundary layer using 
feedback control. 



Chapter 6 

Conclusion and 
Recommendations 

6.1 Conclusion 

The problem is to synthesize a closed-loop controller for a fluid flowing past a 
flat plate. Therefore first some insight has been given in fluid dynamics. Sec- 
ondly it is tried to derive a model, first using a transfer function analysis and 
later using the theory of fractional terms. Unfortunately the second method 
will not give a proper model to work with. Then a controller is derived using 
classical control methods. Unfortunately this problem deals with time delay 
so no use can be made of the routines in Matlab. This proportional controller 
does not reach the performance demand. Therefore a new controller has been 
build using Urn-control theory. First the algorithm stated by Doyle et al, 171. 
is used. But this algorithm has an assumption which restricts the use in this 
case. Secondly Linear Matrix Inequalities (LMIs) are used to synthesize a con- 
troller. The resulting ninth-order controller reaches the performance demand, 
vw E [wo, wl], max lffc~osed~oop(i~)l is small, (small is in this case of distur- 
bance attentuation less than zero) so it is possible to construct a closed-loop 
controller for this problem. 

6.2 Recommendations 

0 Validation of the controller numerically or experimentally, because in the- 
ory it seems possible to use feedback control to delay transition from a 
laminar to a turbulent boundary layer. Only after validation a valid judge- 
ment can be made; 

If a ninth order controller gives problems by implementing it in the real 
world, the controller could be reduced using techniques like truncation; 

The iise of fractional terms in control engineering is a relatively new 
thought. In this project is not only dealt with fractional terms but also 
with time delay. Research has to be done on such systems. 
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A: Roots for positive values 

To calculate the roots of 1 - L ( s )  for positive values of K the following equation 
has to be solved: 

1 - C ( s ) G ( s )  = 1 - K G ( s )  = 0 ( A 4  

Combining equation (A.2) with (4.5) gives: 

Let s = iw: 

Equation (A.4) can be expanded using Eulers formula ei" = cos(cr) + i s i n ( a )  
as: 

= 1 ( (wf ,  - w2) C O S ( W I )  + (wf, - w2)i  sin(wr) + 2C(iw)wn(cos(wr) 
a -2cwwn sin(wr) 

Only the intersections with the imaginary axis (Routh-Hurwitz stability crite- 
rion) are of interest: 



A: ROOTS FOR POSITIVE VALUES OF K 33 

Expression (A.6) has been solved graphically. Figure 1; gives a represen- 
tation of both functions, only intersections between w = [314.159,942.477] are 
important. w, has a value of 900 [rad/s], 7 is 0.0028 and C has a value of 0.51 75. 

There are no intersection in the domain for w. The first intersection is found 
a t  G and one at 2062.2 [rad/s], -values for K ~ i l !  be 0.2025 and 495 respectively. 

Figure 1: Graphical representation of equation (A.6) 



On wings of aircrafh transition from a laminar t,o a turbulent bounclary layer 
generally occur t,hrough the amplification of naturally excited instability waves. 
These waves a,re ca,usecl by acoustic or vorticity fiuctuations. These fiuctuatio~is 
a,re caused by roughness clements on the milig. Resea.rch has been clone for a 
long time ta fincl out how the transition horn laminar to tur ldent  t,akes place 
and how it can be controlled. The instability waves can be cancelled passive or 
active. In this report aai ilivestigatiori h : ~  beeli done if it is possible to  cancel 
t,he waves actively using feedhck-coatroi. 

In chapter 2 is tried to derive a model for t,he transition. This is done 
using the Taxrier-Stokes-ecjuatioil resulting in an equation: which describes the 
st,ability of the system. This equatioii is called the Orr-Son~merfeld equation. 
Uiifoutunat;ely it is ilot possible t,o find a nice solution for the Orr-Soinnierfeld 
equation. So anotller n~a.inler of deriving a lriodel is used in chapter 3. The 
rn~thod used is called transfer frrnction analysis. In this rneti~od numerical data 
(derived by Yong Li) is plott,ed in a Rode-plot. Then is tried t,o fit lines with a 
prescribed slope to  it. T~rifortunately it is not possible to get a, good resenlhlaiice 
using this lines, so other slopes are tricd. This results iri a model with fractiona,l 
terms. 

In chapter 4 a proport>ional controller is synt,hesizecl for this system: using 
the Routh-stability cr-iterium and a pwforma,~lce aim. This contxoller will not 
take ?Iic perfornuiiice airii. So a corit,roller has to be synthesized using a inore 
modern manner? iiamely %I,-tlieory. The controller can eventually in chaptm 
5 be syntliesized using Linear Matrix Inequalities. Tl-iis controller fi~llfils the 
performance aim. Fvent,ually conclusion a.re draxn ailti recommenda.tions a.re 
madei 11 chapter 6. 



Op vle~tgels van vliegtuigen vindi ornzetting van een lanlinaire naar turhulente 
glrerislaag p h t s  door cle versterlring w.n iia.tnurlijke verstoringen. Deze ver- 
storingen worden veroorzaalit door akoestisclle of vort,icitietsfluctuaties. Deze 
fluct,uaties wosden veroorzaalit cioor oneffenhcden op de vleugcl. Er wordt a1 een 
lange tijd ondeszoek gedaa.11 mar hoe de onuetting van Laminair m a r  trrrhulerit 
plaa.tsvindt en naar llet onderdritklien .i;c?n de verstoringen. Deze verstoringen 
krlimen passief of actief ondertirulit worclen. In clit verslag wordt gekekcn of $let, 
nlogelijk is om cleze vcrstoringen act,ief te or~derclrrrkken gebruik nialiend van 
'feeilback5-regelstra tegiew. 

In hoofdst,uli 2 wordt getracht sneer inzicht; op een wiskundige nianier; t~e 
geveri hoe ileze verstoringen ontstaan. Met behulp van de Savier-Stokes equa- 
tion worclt nitcindelijli een aergclijliing afgeleid die de stabiliteit van het systeem 
hesc;hrijft,. Deze vergelijking wordt de Orr-Sommerfcld vergelijliing genoemd. 
Helaas is het niet nlogelijk om eeri nette oplossing voor deze vergelijking te vin- 
den, dit wordt 0.a. reroorzaalrt doordat de verstoringen aangroeien in de tijd, 
dus zal er in het constueren va.n dc regelaar rekcning gellouden riioeten \imxleii 
met tijdsvertraging . 

In lioofilstuk 3 wordt door een o1-erdraclltsf1~rlctie-ai1alyse een model afgeleidt, 
voor het probleem. Bij de owrdracl~tsfunctie-analyse is in eel1 Bode-grafiek 
ivordt getracllt de ~~unserieke data (verkregeii uit prosnotie-oncierzoek viill Yong 
Li) te l~enaderen met lijnen met een voorgeschreveii steilheicl. Helaas geveri 
deze lijnen niet eeti perfecte benadering zoilat uitgeweken wori-lt naar fract,ionele 
termen. Liteinclelijk is k t  toch nsogelijk op een niodel a.f te leiden. 

Iii hoofdstuli 4 is getraclit een proportionele regelaar te maken voor dit sys- 
t,eein. Hierbij is gebruik genia,akt van liet Routll-criterium voor st,d>iliteit en 
een eis aan cle prestatie. Het is niet nlogelijk 01x1 met een proportionele reg-  
laar aaa cie prestatie-eis te voldoen, zoriat de regelaa op eel1 andere lnanier 
geconst,rueerd za1 moeten worden. Dit geheurd in hoofcistuk 3 met bel~uIp van 
'Ex-tlleorie. Dc regelaar wordt bcpa.akl met de met~hoclcn van lineare matrix 
oagelijkheden. Deze regelaar blijkt we1 aan de prestatie-eis te kunnen vdcioen, 
WiL?I.rop iziteincielijk in hoofdstulr 6 de conclusies en aa,nbevelingen volgen. 
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