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Abstract

This paper contains a survey of some important numerical methods for one-dimensional hyper­
bolic conservation laws. Weak solutions of hyperbolic conservation laws are introduced and the
concept of entropy stability is discussed. Furthermore, the Riemann problem for hyperbolic con­
servation laws is solved. An introduction to numerical methods is given for which important
concepts such as e.g. conservativity, stability and consistency are introduced. Godunov-type
methods are elaborated for general systems of hyperbolic conservation laws. Finally, flux limiter
methods are developed for the scalar non-linear conservation law.
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1 Introduction

Many (practical) problems in science and engineering involve conservation laws. A
special class are the so-called hyperbolic conservation laws, which can be formulated
as a system of first order partial differential equations. An important example are the
Euler equations of gas dynamics (cf. [18)). Other examples arise in meteorology and
astrophysics. In general it is not possible to derive exact solutions of these equations,
and therefore, we have to devise and study numerical methods to approximate solutions
(cf. [14)).

Apart from the practical applications, there are two other reasons for studying nu­
merical methods for hyperbolic conservation laws. Firstly, there are special difficulties
associated with solving hyperbolic conservation laws (e.g. shock formation) that must
be dealt with carefully in developing numerical methods. Methods based on naive
finite difference approximations may behave well for smooth solutions but can give dis­
astrous results when discontinuities are present. Secondly, a great deal is known about
the mathematical structure of these equations and their solutions (cf. [14)). This the­
ory can be exploited to develop special methods that overcome some of the numerical
difficulties arising from a more naive approach.

Usually practical problems are in two or three space dimensions. However, most of
the methods currently in use are heavily based on one-dimensional methods, generalized
by 'dimensional splitting' or similar techniques. For this reason we will consider only
one-dimensional conservation laws.

Many methods have been derived for the one-dimensional hyperbolic conservation
law. Methods developed using straightforward finite difference discretizations are inap­
propriate near discontinuities, since they are based on truncated Taylor series expan­
sions. A survey of these methods (with applications to the Euler equations) is given
in [9] and [10]. Another important class of numerical methods are the Godunov-type
methods (cf. [3], [8], [16)). These methods use, in some way, the exact solution of
the Riemann problem and do not produce oscillations around discontinuities. Unfor­
tunately, these methods are only first order; hence the solutions are smoothed around
discontinuities. Therefore, other methods have been developed. A very popular class of
methods are the high resolution methods, which are second order accurate in smooth
regions and give good results (no oscillations) around shocks (cf. [5], [6], [21], [28],
[3D)).

This paper is organized as follows. In the next section one-dimensional hyperbolic
conservation laws are introduced. Furthermore, weak solutions of these equations are
defined. These weak solutions turn out to be non-unique and therefore an extra condi­
tion (i.e. entropy stability) is introduced to characterize the physically relevant solution.
In Section 3, the Riemann problem is introduced and solved. This Riemann problem is
important, because it forms the underlying physical model for the Godunov-type meth­
ods. Section 4 is of preliminary nature. Some basic numerical concepts are introduced,
which are important to study the behaviour of numerical methods. Furthermore, some
well-known methods are discussed for the scalar, linear convection equation. In Section
5, Godunov-type methods are discussed. Two examples of these methods are given,
namely a method developed by Osher (cf. [22)) and a method developed by Roe (cf.
[24]). Finally in the last section, high resolution methods are introduced. As an im­
portant example the flux limiter methods are considered in more detail for non-linear
scalar conservation laws.
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2.1 Definition of hyperbolic conservation laws

2 Introduction to Hyperbolic Conservation Laws

(2.1)

(2.2)

(2.4)

(2.5)

(2.6)

a
A(u) = au feu).

A(u)R(u) = R(u)A(u), 'v'u E JRm.

8 8
8t u(x,t) + A(u(x,t))8xu(x,t) = 0,

d l x2

-d u(x, t)dx = f(u(xI, t)) - f(U(X2, t)),
t Xl

l
t21x2 {8 8 }-8u(x, t) + -8f(u(x, t)) dxdt = O.

tl.xl t X

A hyperbolic conservation law is defined as follows (cr. e.g. [14], [17]).

Definition 2.1 The system (2.3) is called a hyperbolic conservation law if there exists
a real diagonal matrix A( u) and a non-singular real matrix R(u) such that

8 8
8t u(x,t) + 8xf(u(x,t)) = O. (2.3)

This is the differential form of the conservation law, which only holds if the solution
u : JR x [0,00) ~ JRm and the flux-function f : JRm ~ JRm are continuously differen­
tiable. Finally, the quasi-linear form of the conservation law reads

In this report we consider nonlinear conservation laws in one space dimension. The
general form of such conservation laws is (cf. e.g. [17], [32])

Here A(u) = diag(AI(u), A2(U), ... , Am(U» is the diagonal matrix of the eigenvalues of
A(u) and R(u) = (r(1)(u),r(2)(u), ... ,r(m)(u» is the matrix of the corresponding right
eigenvectors of A(u). We assume that the eigenvalues are labeled in increasing order,
i.e. AI(U)::; A2(U) ::; ... ::; Am(U).

where A(u) is the Jacobian matrix, defined by

A very important example of a system of hyperbolic conservation laws are the Euler
equations (for a more complete description, cr. e.g. [10], [18]).

Example 2.2 (The Euler equations) The Euler equations of gas dynamics describe
the flow of an inviscid, non-heat-conducting compressible fluid (a gas). They represent
the conservation of mass, momentum and energy. With density p(x, t), velocity u(x, t),

stating that the rate of change of the variable J:
1
2 u(x, t)dx is equal to the difference in

the fluxes f(u(x, t)) at Xl and at X2. Another integral form is obtained by integrating
(2.1) in time, giving

Since (2.2) should hold for arbitrary XI, X2 and t l , t2, the integrand in (2.2) must be
equal to 0, Le.



where the enthalpy H is defined by

(2.7)

(2.8)

(2.9)

(2.11)

(2.12)

total energy E(x, t), stagnation enthalpy H(x, t) and the pressure of the gas p(x, t),
these conservation laws read respectively

PH = E + -.
p

feu) = (pu,pu2 + p,puHf, (2.10)

then the Euler equations can be written in the general form (2.3). Let the Jacobian
matrix A(u) be defined as in (2.5). For the Euler equations the eigenvalues and right
eigenvectors of A(u) are given by (cf. [10])

where , = cp / Cv is the specific heat ratio. Here cp and Cv are the specific heats at
constant pressure and at constant volume, respectively. An important quantity which
we use later, is the (so-called) entropy s, which is given by

and

The system (2.7) has to be completed with an equation of state, which relates the
pressure p with p, E and u. In the remainder of the paper a perfect gas is considered
for which the equation of state can be written as

Obviously, the Euler equations are hyperbolic (cf. e.g. [10], [26]).

u = (p, pu, pEf

4

and

r(1)(u) = - :c(l, u - c, H - ucf,

r(2)(u) (l,u, U;f,
r(3)(u) fc(l,u+c,H+ucf.

In (2.11) and (2.12), c is the speed of sound, which is given by

p
s = cvln-.

p'Y

If the vector of conservative variables u and the flux vector feu) are defined by



5

From now on by a solution of (2.3) is mant a weak solution of (2.3) in the sense of
Definition 2.3. Thus also discontinuous solutions of (2.3) are allowed. Let u have a
jump discontinuity along a smooth curve f, Le. u has well defined limits on both
sides of f. Let f be given by x = x(t), then the values UL = u(x(t) - 0, t) and
UR = u(x(t) +0, t) are well defined. Not every discontinuity is permissible: in fact the
condition (2.13) places severe restrictions on the curve of discontinuity f. It is possible
to show (d. [14], [25]) that

(2.13)

(2.14)

(2.16)

100 1+00 8 8
{u(x, t)£:I<p(x, t) +f( u(x, t))~<p(x, t) }dxdt = 0,

o -00 vt vX

2.2 Solutions of hyperbolic conservation laws

A function u satisfying (2.3) has to be continuously differentiable. As was mentioned
above, the original form of the conservation law is an integral equation (see (2.1)). In
practice also discontinuous solutions occur (d. e.g. [14], [25], [26]), so the restriction
of the solution to be continuously differentiable is too strong. This is the reason why
weak solutions of the system (2.3) are interesting. These weak solutions are obtained by
multiplying (2.3) with an arbitrary test function <p E CJ(IR X[0,00)) (thus, <p(x, 0) =°
for all x) and, subsequently, partially integrating this equation in space and time. This
leads to the following definition.

Definition 2.3 The function u E L2(IR X [0,00)) is called a weak solution of the
conservation law (2.3) if

for all functions <p E CJ(IR X[0,00)).

must hold at each point on f, where s = x'(t) is the speed ofthe discontinuity. Relation
(2.14) is called the jump condition; in gas dynamics it is also known as the Rankine­
Hugoniot condition.

A difficulty is that the weak solutions of (2.3) turn out to be non-unique for a
given set of initial data, and it remains to characterise the "physically relevant" weak
solution. We therefore remark that (2.3) can be obtained, in the limit for Jl 10, from
the equation

8 8 82

8tU~(x,t) + 8xf(u~(x,t)) = Jl8x2u~(x,t), (2.15)

with Jl the viscosity coefficient (Jl > 0). Hence the unique, physically relevant weak solu­
tion is defined as, roughly speaking, the stable limit of a vanishing viscosity mechanism
(d. [29]). The usual criterion to identify such vanishing viscosity solution is entropy
stability (d. e.g. [29]). The idea of entropy stability is to add an extra condition to the
solution, such that a physically relevant solution is obtained.

Therefore, consider a twice continuously differentiable function 1] : IRm - IR. The
function 1] is called convex if its Hessian (denoted by 1]uu) is symmetric positive definite.
Thus, for a convex function 1] the following inequality holds



since the latter integral is bounded (d. [14]). Next an entropy stable solution is defined
(d. [29]).

Definition 2.5 A bounded solution u of (2.3) is called an entropy stable solution if,
for all convex entropy functions 1] and corresponding entropy fluxes tP, the inequality

(2.17)

(2.18)

(2.20)

a a
at1](u(x,t» + ax tP(u(x,t» = 0

6

a a
at 7](u(x, t» + ax tP(u(x, t» ~ 0

a
vtP(ul = v1](ul au feu), 'v'u E IRm

•

is satisfied in the weak sense (for all nonnegative test functions).

Definition 2.4 A twice continuously differentiable, convex function 1] : IRm -+- IR is
called an entropy function for the conservation law (2.3), if there exists a continuously
differentiable function tP : IRm -+- IR, such that

The function tP is called an entropy flux.

Here vtP(ul = (~tP(u), ... , a~m tP(u» and V1](ul is defined analogously. A straight­
forward computation shows that

a a a2

at 7](ull (x, t» + ax tP(ull(x, t» = ""V7](ull(x, t)l ax2 ull(x, t). (2.19)

Let <p E eJ(IR x [0,00» be an arbitrary test function such that <p(x, t) ~ 0 for all x E IR
and t E [0,00), and assume that the solution Ull of (2.19) is bounded. Using (2.16) and
(2.19) it is easy to see that

holds, if u is a continuously differentiable solution of (2.3).
The system of equations (2.17) has two unknowns, 1] and tP. If the system has too

many equations, then it may have no solution. If the Jacobian matrix A(u) is symmetric
for all u E IRm, i.e. aIi /aUj = aIi /aUi, then there exists a function 9 : IRm

-+- IR, such
that ag/au/ = fl. Now it is clear that 1] and tP can be chosen as 1](u) = ! Ej uJ and
tP( u) = Ej Ujli - g( u). In [25] other examples are given for which nontrivial solutions
of (2.17) exist.

For the solution of the viscous equation (2.15), we can associate the (small but)
positive viscosity term with an entropy inequality. If it is assumed that the solution of
the parabolic equation (2.15) is twice continuously differentiable, then equation (2.17)
leads to
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In [25] it is proved that (2.20) is equivalent to the condition

(2.21)

(2.22)TJ(u(x,t)) = lu(x,t)-zl,
tf;(u(x,t)) = {f(u(x,t)) - f(z)}sgn(u(x,t) - z),

where z is an arbitrary real number and sgn(x) = 1 for x > 0 and sgn(x) = -1 for
x < O. It has been shown by Krushkov that the entropy stable solution is unique
and is characterized by these choices for the entropy functions and the entropy fluxes.
Furthermore, this unique entropy solution is equal to the physically relevant solution
(ef. [13]).

Therefore, by analogy with the scalar case, condition (2.20) or (2.21) is often im­
posed in order to identify the physically relevant solution.

which holds at a discontinuity of a piecewise continuous solution u. Hence this criterion
is also often used as the definition of entropy stable solutions. For more details, ef. [14],
[25].

Consider the scalar nonlinear conservation law, Le. (2.3) with m = 1, be considered.
Suppose that an entropy function TJ and a corresponding entropy flux tf; are given by
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3.1 Preliminaries

(3.1)

(3.2)

(3.3)

(3.4)

o 0
otu(x,t) + oxf(u(x,t)) = °

u(x,O) = {uL ' x < 0,
UR, x> 0,

where UL E IRm and UR E IRm are constant states.

with

Definition 3.1 The Riemann problem for a general hyperbolic system is the following
initial value problem

In this section the Riemann problem is introduced. The Riemann problem is very
important because it forms the underlying physical model of many upwind schemes for
hyperbolic conservation laws. For instance, the well-known Godunov upwind schemes
use the exact solution of the Riemann problem for the numerical solution of hyperbolic
conservation laws (d. [8], [10], [17]).

The eigenvector r(k)(u) is called linearly degenerate if

Since (3.1) is assumed to be a hyperbolic system, the Jacobian matrix A(u) has
m real eigenvalues Al(U), ... ,Am(U) and m linearly independent right eigenvectors
r(l)( u), ... , r(m)(u). For calculating the solution ofthe Riemann problem the following
concepts are introduced (d. [14], [26]).

Definition 3.2 Consider the hyperbolic system (3.1). Let r(k)(u) be a right eigenvector
of A(u) and Ak(U) the corresponding eigenvalue. The eigenvector r(k)(u) is called
genuinely nonlinear if

3 The Riemann Problem for Hyperbolic Conservation
Laws

Here V'Ak(U) = (~Ak(U), ... , a~m Ak(U»)T and Co,.) denotes the usual inner product
in IRm. It is assumed that f is twice continuously differentiable, so that V' Ak(u) exists
for all k. In the following subsection a procedure is given to calculate the solution of
the Riemann problem (3.1)-(3.2).

Example 3.3 In this example a theorem is given, which shows whether the eigen­
vectors belonging to the Euler equations, given in (2.12), are genuinely nonlinear or
linearly degenerate. Its proof is a straightforward calculation (cf. [26]).

Theorem 3.4 Let r(k)(u), k = 1,2,3, be the eigenvectors given in (2.12). Then r(k)(u)
is linearly degenerate for k = 2 and genuinely nonlinear for k = 1 and k = 3.

3.2 Solution of the Riemann problem

The solution of the Riemann problem for a nonlinear hyperbolic system is hard to give
in general. But for certain pairs (UL' UR) the solution of the Riemann problem can be



derived easily. In [14] it is proved, that if UL and UR are sufficiently close, the initial
value problem (3.1)-(3.2) has a unique solution for which an explicit expression can be
given. In this subsection it is shown how to derive this solution.

In the remainder of this section it is assumed that each eigenvector is either linearly
degenerate or genuinely nonlinear and that all eigenvalues are distinct.
Note that this assumption is fulfilled in the case of the Euler equations (see Theorem
3.4). The following theorem describes the general form of solutions of the Riemann
problem (cf. [26]).

Theorem 3.5 Suppose that there exists a unique solution U of the Riemann problem
(3.1)-(3.2). Then this solution can be written in the similarity form u(x, t) = fl(x/t).

Proof Define ua(x,t) =u(ax, at) with a > 0. Then it is easily verified that ua(x,t)
is also a solution of the Riemann problem. Hence, u(x,t) = u(ax,at) for all a > 0, so
u(x, t) = u(x/t). 0

In order to analyse the Riemann problem, the part of a solution associated with
a single eigenvector is considered. Here different possibilities exist. If the eigenvector
is linearly degenerate, then a contact discontinuity appears. In the genuinely nonlinear
case there are two possibilities: firstly A(UL) < A(UR) in which case a simple wave (or
rarefaction wave) is found, and secondly, A(UL) > A( UR) in which case a shock wave is
found.

To calculate the contact discontinuity or the simple wave solution, the phase space
is considered. This phase space is simply the m-dimensional space that contains all
values of U = (Ul' U2, ••• , Um f. For each right eigenvector we define a curve in the
phase space, such that it starts in some arbitrary given state UL and is tangent to the
right eigenvector. It is shown that these curves describe the simple wave and contact
discontinuity solution of the Riemann problem.

Simple wave solution of the Riemann problem.
Suppose that r(k)(u) is a genuinely nonlinear eigenvector and Ak(UL) < Ak(UR). Then
r(k)(u) can be normalized such that

(VAk(u),r(k)(u» = 1, 'v'u E JRm.

For an arbitrary state UL and k E {I, ... , m}, consider the following initial value
problem:

{
~:(e) = r(k)(u(e», (3.5)

u(O) = UL,

for all eE [0, eR). Let eR be chosen such that UR = u(eR) is well defined. So udescribes
a curve in the phase space from UL to UR. Since

(3.6)

it is obvious that Ak(U(e» = e+Ak(UL) for all e E [O,eR]' Define the function U by

{

UL if x/t < Ak(UL),
u(x,t) = u(x/t - Ak(UL» if Ak(uL) < x/t < Ak(UR), (3.7)

UR if Ak(UR) < x/to

9
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Thus indeed u(x, t) defined in (3.7) is the solution ofthe Riemann problem with initial
states (UL' UR). This solution is called a kth simple wave (or rarefaction wave).

(3.8)

(3.9)

(3.11)

a a
at u(x, t) +A(u(x, t» ax u(x, t)

- ~ r(k)(u(x, t» + ~A(u(x, t»r(k)(u(x, t»

= - ~ r(k)(u(x, t» + ~Ak(U(X, t»r(k)(u(x, t» = o.

Ak-l(UL) < S < Ak(UL),
Ak(UR) < S < Ak+I(UR),

Ak(U(X,t» = Ak(U(X/t - Ak(UL»)
= X/t - Ak(UL) +Ak(UL) = X/to

a a
at u(x, t) + ax f(u(x, t»

Therefore, using (3.5) with { = x/t - Ak(UL) and (3.8), we have

Shock wave solution of the Riemann problem.
Another elementary type of solutions of the Riemann problem is given by shock wave
solutions. Here a short description of shock wave solutions is given, since a detailed de­
scription does not contribute very much to the understanding of the numerical methods
that will be discussed. Suppose that r(k)(u) is a genuinely nonlinear eigenvector and
Ak(UL) > Ak(UR). Recall that for every discontinuity in a solution the jump condition
(2.14) must be satisfied. A discontinuity satisfying (2.14) is called a kth shock wave if

It will be verified that u(x, t) defined in (3.7) is the solution of the Riemann problem.
From now on we restrict ourselves to the case Ak(UL) < x/t < Ak(UR). The cases
x/t < Ak(UL) or x/t > Ak(UR) are trivial. It is easy to see that

where S is the speed of the discontinuity (in e.g. [25] it is proved that shock waves can
occur for the Riemann problem). Condition (3.9) (which is sufficient for the solution
to be entropy stable, cr. [14]) ensures that nonphysical solutions, such as expansion
shocks, do not appear. For a detailed description of shock wave solutions, cr. [14], [25].

Contact discontinuity solution of the Riemann problem.
Suppose that r(k)(u) is a linearly degenerate eigenvector. Let u({) be the solution of
(3.5) and suppose that the value {R is chosen such that UR = U({R) is well defined.
Since

d
d{Ak(u({» = (V'Ak(u({»,r(k)(u({») = 0, (3.10)

it is obvious that Ak(U({» = Ak(uL) = Ak(UR) for all { E [O,eR]' Define the discon­
tinuous function U by
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It will be shown that the function U defined in (3.11) is the solution of the Riemann
problem. For this it suffices to show that the jump condition (2.14) is satisfied. Since

(3.12)
8 a
8t u(x,t) + Aaxu(x,t) = 0

with

m

u(x,t) = UL + L,Bk(x,t)r(k),
k=1

= A{ii{~)): ii{~) - Ak{ii{~))~ ii{O

= A{ii{~))r&){ii{~)) - Ak{ii{~))r(k){ii{~))
= Ak{ii{~))r(k){ii{~))- Ak{ii{~))r(k){ii{~)) = 0,

it is easy to see that (2.14) holds with s = x'(t) = Ak(UL) = Ak{UR).
Next a theorem is given which describes the total solution of the Riemann problem

(for a proof d. [25]).

Theorem 3.6 Let UL E JRm be given and suppose that the system (3.1) is hyperbolic
with distinct eigenvalues. Further assume that each eigenvector of the Jacobian matrix
of f is either genuinely nonlinear or linearly degenerate. Then there exists a neigbour­
hood n c JRm of UL such that, if UR E n, the Riemann problem (3.1)-{3.2) has a
unique solution. This solution consists of at most {m +1)-constant states separated by
shocks, simple waves or contact discontinuities.

U(x,O) = { UL, x < 0, (3.13)
UR, x > 0,

where UL E JRm and UR E JRm are constant states. Since in the linear case all eigen­
values of A are constant, all eigenvectors are linearly degenerate. Thus, only contact
discontinuities appear in the solution. The eigenvectors r(k), k = 1, ... ,m, are linearly
independent and therefore, {r(I), ... , rem)} can be used as a basis for JRm. A solution
of (3.12)-(3.13) can be expressed with respect to this basis, Le.

Since the eigenvectors are linearly independent, the following equalities should hold

a a
8t,Bk(X, t) + Ak ax,Bk(X, t) = 0, k = 1, ... , m.

The general solutions of these equations are given by

,Bk(X, t) = ,B2(x - Akt), k = 1, ... , m,

Example 3.7 In this example the solution of the Riemann problem for linear systems
is considered (d. [8], [17]) (which will be used in the derivation of Roe's numerical
scheme for nonlinear conservation laws, see Subsection 5.4). Therefore, let f(u) = Au,
where A is a constant m x m-matrix. Hence (3.1)-(3.2) simplifies to

where 13k : JR x [0,00) -+ JR, for all k with 1 ~ k ~ m. Substitution of this expression
in (3.12) leads to
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(3.14)

(3.15)

(3.16)

m

u(x,t) = uL + E.B~(x - Akt)r(k).
k=l

m

u(x, t) = UL + E QkH(X - Akt)r(k).
k=l

where .B~ : JR -+ JR. Hence, the general solution of (3.12)-(3.13) reads

Definition 3.8 Consider the hyperbolic system (2.3). Let r(k)(u) be the kth right eigen­
vector of the Jacobian matrix A(u). A k-Riemann invariant is a continuously differen­
tiable function Wk : JRm -+ JR such that

3.3 Riemann invariants

Comparing this equation and (3.14), the solution ofthe Riemann problem (3.12)-(3.13)
is obviously,

m

u(x,O) = UL + H(X)(UR- UL) = UL + EOkH(x)r(k).
k=l

Let the initial states be decomposed as UR - UL = Ek=l Okr(k) and recall the definition
of the Heavyside function H by H(x) = 1 if x > 0 and H(x) = 0 if x < O. Then,

For the construction of the solution of Riemann problems the so-called Riemann in­
variants are useful, which are defined as follows.

Note that if r(k)(u) is linearly degenerate, then the corresponding eigenvalue Ak(U)
is a Riemann invariant (see (3.4)). In general there are m - 1 k-Riemann invariants
whose gradients are linearly independent in JRm. For the construction of simple waves
or contact discontinuities (3.5) has to be solved. Let u(e) = lice), 0 ~ e ~ eR, be the
solution of (3.5). Then

Therefore, a k-Riemann invariant is constant along the curve described by (3.5). If there
are m -1 k-Riemann invariants wl, w~, ... ,w;:-l, with linearly independent gradients,
then it is easily seen that the curve described by (3.5) is part of the curve described by

{u E JRm I wl(u) = WlCUL), w~(u) = W~(UL),'''' wr-1(u) = wk-1(uL)}.

Example 3.9 A simple example illustrating the interesting behaviour of the solution
of a Riemann problem is the shock tube problem of gas dynamics. The physical set-up
is a tube filled with gas, initially divided by a membrane in two sections. The density
and the pressure of the gas in one part of the tube are larger than in the other part,
and the velocity is zero everywhere. At time t = 0, the membrane is suddenly removed
or broken, and the gas flows. It is expected that the gas moves in the direction of lower



The proof is just simple computation (cf. e.g. '[25], [26]). Using this theorem the
simple wave solution, shock wave solution and the contact discontinuity solution of
the Riemann problem for the Euler equations can be derived.

If the pair (UL, UR) is such that

(3.18)

(3.17)

(3.20)

(3.21)

SR

13

2
UR- --CR; SL,-I

UL +CL < UR +CR,

wl(u)
2

wHu)= u+ --1c, = S,,-
w~(u) U, w~(u) = p,

wA(u)
2

w~(u)= u---c = s.
,-I '

2
UL+ --ICL,-

u UL if xlt < UL - CL,

2 2

}
u+--c = UL+ --ICL,-I ,-

if UL - CL < XIt < UR - CR, (3.19)s = SL

u-c xlt

u UR if UR - CR < xlt.

pressure. Assuming that the flow is uniform across the tube, there is variation in only
one direction and the Riemann problem (3.1) corresponding to the one-dimensional
Euler equations (2.7) is relevant. The eigenvectors belonging to these equations are
given in (2.12). In the following theorem the Riemann invariants corresponding with
the eigenvectors r(k)(u) are given.

Theorem 3.10 The Riemann invariants wl and w~ corresponding to the eigenvectors
r(k)(u) are given by, respectively,

and

UL - CL < UR - CR,

then a simple wave solution, corresponding to r(l)(u) exists and is given by

and

Note that U - C = x It follows from (3.8). If (UL' UR) is such that (3.17) holds, while
UL .:.... CL > UR - CR, the solution given by (3.19) corresponds to a multivalued solution,
called a compression wave. Although such a compression wave has no physical meaning,
it is shown in [22] that allowing compression waves, an approximate solution of the
Riemann problem can be obtained, which leads to an excellent upwind scheme for the
Euler equations.

Similarly, if UL and UR are such that
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then a simple wave solution, corresponding to r(3)(u) exists and is given by

A combination of the equations (3.19)-(3.24) gives the total solution. An example
of such a solution is given in Figure 1. The structure of the solution in the x-t plane is
also shown.

(3.24)

(3.23)U UL if x/t < s,
U = un if x/t> s,

U UL if x /t < UL = un,
U = un if x/t> UL = un·

U = UL if x/t < UL +CL,

2 2

}
u---c = UL- --CL

,-1 ,-1
if UL +CL < x /t < un +Cn, (3.22)

S SL
u+c = x/t

U un if un +Cn < x/to

where s is defined by the Rankine-Hugoniot condition (2.14).
Similarly, if the pair (UL' un) is such that (3.20) and UL +CL > un +Cn hold, then

a shock wave solution, corresponding to r(3)(u) exists, which is again given by (3.23).
Finally, if UL and un are such that UL = un and PL = Pn, then a contact disconti­

nuity solution, corresponding to r(2)(u) exists and is given by

If UL +CL > un +Cn and (3.20) still hold, then (3.22) generates a compression wave.
If the pair (UL, un) is such that (3.17) holds and UL - CL > un - cn, then a shock

wave solution, corresponding to r(l)(u) exists and is given by
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Figure 1: Solution at time t = 1 of a shock tube problem for the one-dimensional Euler
equations (2.7) with initial conditions p(x,O) =3, p(x,O) =3, u(x,O) =°if x < °and
p(x, 0) =1, p(x,O) =1, u(x,O) =°if x> 0.



(4.1)

(4.2)

(4.4)
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UAt(X,t) = Ur, (x,t) E [xi_!,xi+d X [tn,tn+I)'
2 2

In the following it is assumed that the mesh width ~x and time step ~t are related by

Xi = i~x, i = ... ,-2,-1,0,1,2, ... ,
tn = n~t, n = 0,1,2, ....

It will also be useful to define intermediate points

4.1 Some basic concepts

When solutions of (2.3) are calculated numerically, new problems arise. A finite differ­
ence discretization of the conservation law (2.3) is expected to be inappropriate near
discontinuities, since it is based on truncated Taylor series expansions. Indeed, if dis­
continuous solutions of conservation laws are computed using standard finite difference
methods, very poor numerical results are obtained (cf. [9],[17]). Later in this section a
short description of these standard methods is given, since they are the starting point
for more sophisticated methods (cf. [17]).

A mesh is defined in the (x, t)-space by choosing a mesh width ~x and a time
step ~t. For simplicity a uniform mesh is taken. The discrete mesh points (Xi, tn ) are
defined by

4 Introduction to Numerical Methods

~t
~x = T, (4.3)

with T > °a given constant. Hence, the choice of ~t defines a unique mesh.
Many difficulties for a numerical method are caused by the fact that a discontinuous

solution of (2.3) can occur. It is not surprising that the method might converge to the
wrong solution, since in general a weak solution is not unique. Therefore the discrete
solution of this problem is often required to satisfy a discrete form of entropy stability,
as defined in Definition 2.5. More surprisingly a method may converge to a function that
is not a weak solution at all. The latter problem is avoided by considering conservative
methods only, which are consistent with the conservation law (2.3).

Definition 4.1 Let a (2k + I)-point finite difference method, with 2 time levels, for
the hyperbolic conservation law (2.3) be given. The numerical method is said to be
conservative, if the corresponding scheme can be written as

Xi+~ = (i + ~)~x.

The finite difference methods we shall consider, produce approximations Ur E JRm to
the true solution u( Xi, tn) at the discrete mesh points. The average of u(·, tn) on the
cell [Xi-I!2, Xi+I!2) is defined by

-n 1 lxi+~ui = ~ u(x, tn)dx.
uX x. 1

'-7

For conservation laws it is often convenient to view Ur as an approximation to this
average, since the integral form (2.1) of the conservation law describes the evolution
in time of integrals such as (4.1). For convenience sake we define a piecewise constant
function UAt(X,t) for all x and t from the discrete values Ur by (d. [17])



F(u, ... ,u) = feu).

The final concepts we introduce in this subsection are convergence and stability.
For simplicity it is assumed that the numerical method is linear, i.e. 1{~t is a linear
difference operator. First the global discretization error E~t(x,t) of a conservative,
(2k +1)-point method is defined for arbitrary x and t as

Definition 4.3 Consider a conservative, (2k+ l)-point method. The numerical method
is called consistent of order p with the conservation law (2.3), if the local discretization
error satisfies the equality

D~t(x, t) = O(~tP),

with p > O. The method is called consistent with the conservation law (2.3), if it is
consistent of order p.

It can be shown (ef. [17]) that for consistency of a conservative method it is sufficient to
require the flux-function F of the corresponding scheme (4.4) to be Lipschitz continuous
and to satisfy

(4.5)

(4.9)

where F is a function of the values of V at 2k points, i.e.

F j +! = F(Vf+k"'" Vi-k+!)'
2

F is called the numerical flux (function).

Another important concept is the local discretization error. The local discretization
error D~t(x, t) is a measure how well the difference equation approximates the differ­
ential equation locally (at the point (x, t)). Let the conservative, (2k +1)-point scheme
(4.4) be written as

Vi+! = 1{~t(Vi+k"'" Vi-k), (4.6)

where 1{~t : (mm)2k+! --+ mm is a finite difference operator. Equation (4.6) can be
generalized for arbitrary x and t by replacing the numerical solution by the piecewise
constant function V ~t defined in (4.2):

E~t(x,t) = V~t(x,t) - u(x,t).

With this definition, convergence of a numerical method is defined (ef. [17]).

17

V~t(x, t +~t) = 1{~t(V~t(x +k~x,t), ... , V~t(x - k~x, t)). (4.7)

If now each V~t(x,t) in (4.7) is replaced by the exact solution of (2.3) at the corre­
sponding point, then in general the equality will not hold exactly. This leads to the
following definition.

Definition 4.2 Consider a conservative, (2k +1)-point method written in the generic
form (4.7) for arbitrary x and t. The local discretization error D ~t of this method at
the point (x, t) is defined by

D~t(x,t) = ~t{u(x,t+~t) -1{~t(u(x+k~x,t), ... ,u(x-k~x,t))}, (4.8)

where u is the solution of (2.3).

Often u is assumed to be a smooth solution of (2.3), since Taylor series expansions are
used to calculate the local discretization error.

Using the local discretization error we can define the concept of consistency (ef.
[17]).
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holds.

IIE~t(-, t)1I - 0, as ~t - 0,

(4.10)
n

E~t(·,tn) = 1l~tE~t("O) - ~tl:1l~~jD~t(·,tj-I)'
j=1

1I1l~tll ~ C, for all n~t ~ T, ~t < ko

E~t(·,t+~t) = 1l~tE~t(-,t) - ~tD~t(·,t).

The global error E~t at time t +~t consists of two parts. One is the new local error
-~tD~t introduced in this time step. The other part is the cumulative error from
previous time steps. By applying this relation recursively we obtain an expression for
the global error at time tn:

Since the numerical solution satisfies (4.7), after subtracting these two equations a
simple recurrence relation for the global discretization error E~t is obtained,

u(x,t+~t) = 1l~t(u(x+k~x,t), ... ,u(x-k~x,t))+ ~tD~t(x,t).

for any fixed t ~ 0 and for all initial data Uo with lIuoll finite.

Note that (4.8) can be rewritten in the form

E~t(x, t +~t) = 1l~t(E~t(x +k~x, t), ... , E~t(X - k~x, t)) - ~tD~t(x, t).

Definition 4.4 Consider a conservative, (2k +1)-point method. The method is called
convergent in some particular norm II . II, if

Note that linearity is essential here. The latter equation can be rewritten in the func­
tional form

Here superscripts on 1l~t represent powers of the linear operator obtained by repeated
applications. In order to obtain a bound on the global error, we must insure that the
local error D~t(" tj-I) is not unduly amplified by applying n - j steps of the method.
Note that a bound is always with respect to some given norm 11·11. Next the concept
of stability is introduced (cf. [17]).

In practice, instead of Definition 4.5, often the Von Neumann method for stability
analysis is used (cr. [9]). This method gives necessary conditions for a numerical
method to be stable. Unfortunately, these conditions are not always sufficient for
stability. We return to these concepts lateron.

In the remainder of this report only conservative numerical methods, which are
consistent with the conservation law (2.3), are considered.

Definition 4.5 Consider a conservative, (2k + I)-point method written in the generic
form (4.7) for arbitrary x and t. The numerical method is called stable in some par­
ticular norm 11·11, if for each time T > 0 there exists a constant C and a value ko such
that
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(4.12)

(4.11)

(4.13)

(4.14)

(4.15)

at
(7 = aT = a ax'

8 8
8t u(x,t) + a

8x
u(x,t) = O.

Hence, the flux-function f : lR --+ lR is given by feu) = au. It is assumed that
the solution u is three times continuously differentiable. It is useful to introduce the
Courant number, which is defined by

Ui+! = ~(Ul:'l +Ult-l) - ~(7(Ult-l - Ut-l)'

This method is stable in the L1-norm under the eFL-condition (d. [17])

However, this scheme is unconditionally unstable (d. [9]). If Ur is replaced by the
avarage ~(Ul:'l +Ur+l)' then the Lax-Friedrichs method is obtained:

U!l+! = U!'l - ~(7(U!'l+l - U!'ll)'
I I 2 I 1-

Dt::.t(x, t)

4.2 Examples of conservative methods

In this subsection short descriptions are given of four well-known standard finite dif­
ference methods. Two first order methods, namely Lax-Friedrichs and basic upwind,
and two second order methods, namely Lax-Wendroff and Beam-Warming, are given.
Numerical results for the methods are presented in Figure 2. All methods mentioned
here, reproduce discontinuous solutions very poorly. The methods are considered for
the scalar, linear convection equation

Example 4.6 (Lax-Friedrichs) If in (4.11) 8u/8t is replaced by a forward difference
approximation and 8u/8x is replaced by a central difference approximation, then the
following difference scheme is obtained,

Example 4.7 (Basic upwind) Upwind methods depend on the stream direction of
the fluid. If in (4.11) a > 0, then the information is propagating in the positive
x-direction. Thus the information in, say, point Xi has reached point Xi-l before.
Therefore, in this case, it is meaningful to replace 8u/8x by a backward difference.

If the numerical flux-function F is defined by

Fi+~ = 2~(Ur - Ui+!) + ~a(Ur +Ul+1 ),

then it is easy to see that the Lax-Friedrichs method is a conservative method, which
is consistent with the conservation law (4.11). Using Definition 4.2 and Taylor series
expansions it follows that the local discretization error at the point (x, t) is given by



(4.16)

(4.17)

(4.19)

(4.20)

(4.18)

ur - CT(Ur - Ul:1 ) if a > 0,

Ur - CT(Ul+1 - Ur) if a < 0.

a+ = max(a,O) ~ 0,
a- = min(a, 0) ~ 0,

then equation (4.16) can be rewritten as

ur+1 = ur - r{a+(Ur - UI:l) + a-(Ul+1 - Ur)}.

{)2 {)2 {)2
()t2u(x, t) = -a ()t{)x u(x, t) = -a()x{)t u(x, t)

Using this equality, equation (4.18) becomes

() 1 ()2
u(x,t+~t) = u(x,t) - ~ta{)xu(x,t) + 2~t2a2{)x2u(x,t) + O(~t3).

F - +Un + -uni+ 1 - a i a i+l ,
2

Similarly {)u/ {)x is replaced by a forward difference if a < 0. In both cases {)u/ ()t is
replaced by a forward difference. Thus the basic upwind method is given by the following
difference schemes,

20

This scheme is also stable in the Ll-norm under the eFL condition (4.14) (cf. [9]). If
the numerical flux-function F is defined by

Example 4.8 (Lax-Wendroff) The Lax- Wendroff method results from retaining only
the first three terms of (4.19) and using central difference approximations for the deriva­
tives appearing there. Therefore, the corresponding finite difference scheme is

then it follows immediately that the basic upwind method (4.17) is a conservative
method, which is consistent with the conservation law (4.11).

The two second order methods presented below are based on the Taylor series expansion

The Lax-Wendroff scheme is stable under the eFL condition (4.14) (cf. [9]). If the
numerical flux-function F is defined by

Fi+! = ~a(Ur+l +Ur) - ~ra2(Ui+l - Ur),

then it is obvious that the Lax-Wendroff method is a conservative method, which is
consistent with the conservation law (4.11).

If we define

Since it is assumed that u is three times continuously differentiable, it follows, from
{)u/{)t = -a{)u/{)x, that
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the Beam-Warming method is a conservative method, which is consistent with the
conservation law (4.11).

Figure 2: Numerical solution (solid line) and exact solution (dashed line) of (4.11) at
t = 0.3 with a = 1, ~t = 0.002,0' = 0.8 and the initial condition u(x,O) = 1 if x < 0
and u(x,O) = 0 if x> O.
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This scheme is stable under the condition (cf. [9])

With the numerical flux-function defined by

Example 4.9 (Beam-Warming) The Beam- Warming method is a one-sided version
of the Lax-Wendroff method. It is also obtained from (4.19), but now using second
order accurate one-sided approximations of the derivatives in (4.19). If a > 0, then the
corresponding scheme is given by



(4.22)

4.3 Modified equations

A useful technique for studying the behaviour of numerical solutions is to model the
difference equation by a differential equation. Of course the difference equation was
originally derived by approximating (2.3), but there are differential equations that
are more accurately approximated than the original; these are the so-called modified
equations (cf. [17]).

The modified equation is derived by a two-step procedure (cf. [31]). For the sake of
simplicity, we describe this procedure for the scalar convection equation (4.11) only. In
this analysis it is assumed that there exists a smooth function U = U(x,t), which is an
exact solution of a given finite difference scheme (4.7). The first step is to expand each
term of the given finite difference scheme in a Taylor series expansion around U(x, t).
Substituting the Taylor series expansions in the scheme gives a partial differential equa­
tion which includes an infinite number of both space and time derivatives.

In the second step, all time derivatives appearing in the derived equation, are elim­
inated, with the exception of the 0/ot term. The equation obtained after the second
step, is called the modified equation. The two-step procedure is illustrated for the
Lax-Wendroff scheme.

Example 4.10 For the Lax-Wendroff scheme given in (4.20), the first step gives the
differential equation (using t1t = ut1.x/ a)

o 0 u (p au 02

ot U(x, t) +aox U(x, t) + 2a t1.x ot2 U(x, t) - Tt1.x ox2 U(x, t)

u 2
2 03 a 2 [J3 u 3

3 04

+6a2 t1x ot3 U( x, t) + 6"t1.x ox3 U(x, t) + 24a3 t1.x ot4U(x, t)
au 04

- 24 t1.x3 ox4 U(x, t) +... = o.

In the second step we have to eliminate all time derivatives appearing in (4.22). Suppose
that we want to eliminate, for example, the term 02 U/ ot2 in this equation. Therefore,
the operator -(t1t/2)%t is applied to (4.22), and the result is added to (4.22). The
resulting new equation has a term -(ut1.x/2)02U/Ot{)x which, in turn, can be elimi­
nated by applying the operator (ut1.x/2)%x to equation (4.22) and adding the result
to the new equation. Similarly, the other time derivatives appearing in (4.22) can be
removed. Finally, the following equation is obtained

o 0 a 2 2[J3 3
otU(x,t) + aoxU(x,t) = 6"(u -l)t1.x ox3U(x,t) + O(t1.x ). (4.23)

Equation (4.23) is called the modified equation of the Lax-Wendroff method (cf. [17]).

In general, for a given finite difference scheme corresponding with (4.11), the procedure
described above provides the modified equation

(4.24)

for a method of order p. The coefficients p,(q) appearing in the sum denote the coef­
ficients of the qth spatial derivatives. These derivatives do not occur in the original
partial differential equation and constitute a form of discretization error introduced by
the finite difference method.

22
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For a first order scheme like Lax-Friedrichs or basic upwind, the modified equation is
a convection-diffusion equation of the form

(4.25)

(4.27)

Example 4.11 The modified equation of the Lax-Friedrichs method (4.13) for the
scalar convection equation (4.11) is given by

{) {) a {)3
{)t U(x, t) + a {)x U(x, t) = 6(0' - 1)(0' - 2)~x2 {)x3U(x, t) + O(~x3).

The modified equation for both the Lax-Wendroff method (see (4.23» and also the
Beam-Warming method is a dispersive equation of the form

{) {) 1 {)2
-{)U(x, t) + a-{)U(x, t) = -(1- 0'2)~x{) 2 U(x, t) + O(~x2).

t X 2T x

The modified equation of the basic upwind method (4.17) for the scalar convection
equation (4.11) with a > 0 is given by (cf. [9])

{) {) a {)2 2
{)t U(x, t) + a {)x U(x, t) = 2"(1 - u)~x {)x2U(x, t) + O(~x ).

Example 4.12 The modified equation of the Beam-Warming method (4.21) for the
scalar convection equation (4.11) is given by

a = a - J1~xik.

Note that J1 > 0 is a necessary condition for stability. If J1 > 0 (Le. if lu/ < 1), then
it is seen that especially highly oscillatory Fourier modes at t = 0 are damped as time
evolves. Hence, it is expected that the solution of the modified equation is smeared
out as time evolves (see Figure 2). This indicates why the Lax-Friedrichs and basic
upwind method approximate discontinuities in solutions too smooth. In general, first
order methods have the disadvantage to smear out the solution around discontinuities
(cf. [9], [17]).

with a diffusion coefficient J1~x. The quantity J1~x{)2U(x,t)/{)x2 is called the numer­
ical diffusion of the scheme. To study the behaviour of the numerical solution of these
two methods, the solution U is developed in a Fourier series. Since linear schemes with
constant coefficients are considered, it is sufficient to consider only a single Fourier
mode of this series

Uk(x,t) = eik(x-at) , (4.26)

where k is called the wave-number and ais called the numerical wave-speed. Note that
if k is large, then (4.26) is a highly oscillatory Fourier mode. These highly oscillatory
Fourier modes appear around discontinuities. Furthermore, if Uk satisfies (4.11), then
a= a. Substitution of the Fourier mode in the modified equation (4.25) gives

The quantity J1~x2{)3U(x,t)/{)x3 is called the numerical dispersion of the scheme. Us­
ing the same arguments as in the case of the convection-diffusion equation, again a
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(4.28)

(4.30)

(4.29)

\[I(u, ... ,u) = .,p(u).

The following theorem shows the importance of the concepts that are introduced in
this section. It is a simple extension of the well known theorem of Lax and Wendroff
(cf. [17]) and is proved in [8].

exists in the sense of bounded, L\oC converyence (i.e. U at(', t) converyes towards u in
Lioc as ~t ~ 0, for any fixed t ~ 0, and U at(', t) is bounded in Loo). Then the limit u
is an entropy stable solution of (2.3).

lim Uat(x, t) = u(x, t)
at-+o

Suppose that a > O. If J.L < 0 (Le. if 10'1 < 1 for the Lax-Wendroff method and if
1 < 0' < 2 for the Beam-Warming method), then a< a. Hence, the (highly oscillatory)
Fourier modes propagate with a numerical velocity less than the exact velocity a. Thus,
oscillations occur behind the discontinuity (see Figure 2). If Jl > 0 (Le. if 0 < 0' < 1 for
the Beam-Warming method), then a> a, and the (highly oscillatory) Fourier modes
travel too fast. Thus, the oscillations are ahead of the discontinuity (see Figure 2). In
general second order methods produce oscillations around discontinuities.

\[I is called the numerical entropy flux. It is assumed that the numerical entropy flux is
consistent with the entropy flux, i.e. \[I is Lipschitz continuous and

Definition 4.13 A conservative numerical method is called an entropy stable method
if, for all convex entropy functions 'fJ and corresponding entropy fluxes .,p, the inequality

is satisfied. Here \[I is a function of the values of U at 2k points, i.e.

single Fourier mode (4.26) is considered. If this mode is substituted in the modified
equation (4.27) it is seen that

4.4 Numerical entropy stability

Suppose that a conservative numerical method, which is consistent with a conservation
law, converges to some function u. In this subsection we are looking at some conditions
which guarantee that the limit function u is an entropy stable weak solution of the
conservation law (see Definition 2.5).

Therefore, a numerical variant of Definition 2.5 is given (cf. [29], [30]).

Theorem 4.14 Suppose that the conservative method with difference scheme (4.4) is
consistent with the conservation law (2.3). Furthermore, assume that the method is
entropy stable. Let Uf be a solution of (4.4) with given initial values U? = u?, as
defined in (4.1). Define the piecewise constant function Uat as in (4.2). Suppose that
for some sequence ~t ~ 0 the limit



If a certain amount of numerical diffusion is added to the numerical method, then
entropy stable methods are obtained, at the cost of smearing out the physical discon­
tinuities (cf. [19], [29]).

In the scalar case, there exists an easier requirement for a numerical method to
converge to the entropy stable solution (cf. [20]).

Definition 4.15 Consider a conservative, (2k + I)-point finite difference method with
2 time levels, which is consistent with the scalar conservation law (2.3). If the corre­
sponding numerical flux F i +I/2 of the method satisfies

(4.31)

for all u between Ui and Ui+I, then the method is called an E-method.

The following theorem is proved by Osher in [20] and clarifies why E-methods are useful.

Theorem 4.16 Suppose that the conservative difference scheme (4.4) is consistent with
the conservation law (2.3). If the method is an E-method, then the method is convergent
in the sense of bounded, L~oC convergence and its limit is the unique entropy stable
solution of the scalar conservation law (2.3).

E-methods have the following important disadvantage (cf. [20]).

Theorem 4.17 An E-method is consistent of at most order one.
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5.1 Introduction

5.2 The basic Godunov method

5 Godunov-type methods

(5.4)

(5.1)

(5.2)

(5.3){
Ui, x < xi+ 1,

Vi(x, tn) = 2

Ui+l' x>xi+t·

Let the solution (see Subsection 3.2) be denoted by

Ui(x,t) = V(R)((x - xi+d/(t - tn)jUi, Ui+l)'
2

8 - 8-
8t Ui (x,t) + 8xf(Ui(x,t)) = 0

with

An important class of numerical methods for hyperbolic conservation laws are the
Godunov-type methods. In Godunov-type methods, the numerical solution is considered
piecewise constant in each mesh cell [Xi-l/2,Xi+l/2) at a certain time level tn = ndt.
The evolution of the solution to the next time level tn+l results from the wave interac­
tions originating at the boundaries between adjacent cells. The cell interface at Xi+l/2
separates two constant states U i at the left and U i+l at the right side, thus the re­
sulting local interaction can be resolved exactly, since the initial conditions at the time
t n correspond to the Riemann problem (3.1)-(3.2). As was shown in Subsection 3.2,
this problem has an exact solution consisting of constant states separated by shocks,
contact discontinuities or simple waves (see Theorem 3.6). The new piecewise constant
approximation at time tn+l is then obtained by averaging over each cell, the exact
solution of the Riemann problem.

However, the computational costs to obtain this exact solution are high in general
(d. [26]). Therefore, approximate Riemann solutions are considered in order to reduce
the computational work. The approximate Riemann solvers to be described in this
section have been developed by Osher (d. [22]) and Roe (d. [24]).

Since we shall apply the theory of Section 9, it is assumed that each eigenvector is
either linearly degenerate or genuinely nonlinear and that all eigenvalues are distinct.
Only conservative methods are considered. Such methods are completely determined
by their numerical flux-function (see (4.4)). Therefore, we restricts ourselves to the
computation of the numerical flux-function for all the considered methods.

26

Vi(x,tn) = Ui, x E [xi_1,xi+d.
2 2

At time t n this function is equal to the piecewise constant function U At that has
already been introduced (see (4.2)). Unlike U At , the function Vi will not be constant
for tn ~ t < tn+l. Because of the piecewise constant approximation of u, the Godunov
method is first order accurate in space.

In the second step the solution of the local Riemann problem at the cell interfaces
is computed. This Riemann problem is given by (see (3.1)-(3.2))

Three steps are involved in the basic Godunov method in order to calculate the numerical
solution at time level tn+l from the known numerical solution at time level tn (d. [HI]).

In the first step the numerical solution Ui is used to define a piecewise constant
function Vi by
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Hence, the Godunov method can be written in conservation form (4.4) with the nu­
merical flux

(5.6)

(5.7)

Hence,

F (G) - f(U- (R)(O' un un »
i+! - , i' HI .

2

n+! 1 l Xi+! - nU i = A U i (X, tn+ddx.
uX x. 1

,- 2'

Note that in this latter equation two different Riemann problems are involved.
this equation can be rewritten as

+! { 1 l tn
+

1
- 1 l tn

+
1

- }Ui = Ui - T A f(Ui(xH!' t»dt - A f(Ui(x i_!, t»dt .
ut ~ 2 ut ~ 2

1
X

+! - l tn
+

1
-, Ui(x, tn)dx + f(Ui(x i_!, t»dt

x. 1 tn
'-2'

l
tn+1

-- f(Uf(X H !, t»dt,
tn 2

by integrating (5.2) with respect to space and time. Dividing by ~x, using (5.1) and
(5.6) this equation reduces to

U~+! = _1_ f!~x V(R)(..JL. U~ U~)dy + ...!...jO V(R)(..JL. U~ U~ )dy
, ~x Jo ~t' .-1'. ~X _!~x ~t'" ,+1

2

for all t > tn' For simplicity it is assumed that adjacent Riemann problems do not
interfere. If the inequality

1
~tlAlmax < 2~x (5.5)

holds, where IAlmax = max(IAII, IA21, ... , lAm!), then this assumption is fulfilled (cr.
[10]).

Finally, in the third step the approximate solution Ui+! at time level t n+! is defined
by averaging the exact solution Vf at time tn+!, thus

with respectively y = x - Xi-I/2 in the first integral, and y = x - Xi+!/2 in the second
integral. The values computed in (5.6) are then used to define a new piecewise constant
function Vi+! (see (5.1» and the procedure is repeated.

The numerical flux F(G) of the Godunov scheme can be computed from an integral
form of the conservation law (5.2). Since Vf is the exact solution of (5.2), it is easy to
see that

(G) (G) 1 l tn+1
-F,+! = F,+!(Ui, Ui+!) = A f(Ui(xH!,t»dt.

'2 I 2 ut tn 2

Using (5.4), it is easy to see that the integrand in the above equation is independent of
t. Therefore, the numerical flux can be rewritten as

If every Riemann solution V(R) is entropy stable, then it can be shown (cr. [8], [17])
that, under certain assumptions, the Godunov method is an entropy stable method.
From (5.7) it directly follows that the Godunov method is consistent. Thus, all hy­
potheses of Theorem 4.14 are satisfied and therefore, if the method is convergent in
the sense of bounded, L~oC convergence, then the limit is an entropy stable solution of
(2.3).
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(5.8)

(5.9)

(5.10)

(5.12)

(5.11)

(5.13)

~+l > 0,, 2
-n 0
Si+! < ,

2

Ur < 0 < Ul+1,
Ur > 0 > Ul+1 and

Ur > 0 > Ul+1 and

a a 1
-au(x,t) + -a(-(u(x,t))2) = o.

t x 2

Example 5.1 In this example we consider the scalar Burgers' equation

a+(~) = max(a(~),O) 2: 0,
a-(~) = min(a(~),O):S; O.

Note that the scalar flux-function in (5.8) is feu) = ~U2. Using this and (5.7) it is not
difficult to see that Godunov's numerical flux is given by (d. [10], [16])

(G) _ { ~(Ul+1)2 if Ur < 0, Ur+I < 0,
F. 1 -

1+ 2 !(UJl )2 if UJl > 0 U'ft > 02 1 ,',+1'

Using Subsection 3.2, it is easy to see that the corresponding Riemann problem has the
following solution. If uL < UR, then the solution is a simple wave, which is given by

{

UL if x It < UL,
u(x,t) = u(R)(~) = xlt if UL < xlt < UR,

t UR if UR < xlt.

where sr+! is the propagation speed of the shock, defined by sr+! = ~(Ur +Ul+1).
2 2

5.3 Osher's method

The idea of Osher's approximate Riemann solver is to split the numerical flux (5.7)
in a forward and a backward flux (d. [10]). Osher's method is first introduced for
a nonlinear scalar conservation law. Subsequently, the method will be extended for
systems of nonlinear hyperbolic conservation laws. Let the scalar conservation law

If UL > UR, then the solution is a shock wave propagating at speed 8 = !(UL +UR)
(see (2.14)). This solution is given by

(R) x {UL if x It < 8,
u(x, t) = U ( -) =

t UR if xlt > 8.

a a
at u(x, t) + ax f( u(x, t)) = 0

be given. Let a(u) be defined by a(u) = f'( u) (see (2.5)) and, furthermore, define the
functions a+ and a- by

Note that a = a+ + a-. Next, the forward flux-function f+ and the backward flux­
function f- are given by, respectively,

If Ur and Ul+1have opposite signs, then the numerical flux is given by
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(5.14)

(5.15)

(5.17)

(5.16)

(5.18)

(5.19)

(5.20)

A+(u) = diag(At( u), At(U), , ~(u»,
A-(u) = diag(A1(u),A2"(u), ,-\;(u),
IAI(u) = diag(I Al(U)I, IA2(U)I,···, IAm(u)I)·

A+(u) = R(u)A+(u)R-1(u),
A-(u) = R(u)A-(u)R-l(u),
IAI(u) = R(u)IAI(u)R-1(u).

Now we are able to generalize (5.13)-(5.14) for systems of equations. Suppose that
there exist continuously differentiable functions f+ and f- such that

and the equality
f = f+ + f-

holds. Then the exact Riemann flux f(U(R)(O; Ur, Ui+d) is approximated by

F~~t(Ui, Ui+!) = f+(Ui) + r(ui+d
2

f(Ui) - f- (Ui) + r (Ui+!)

h
U~+1

= f(Ui) + A-(u)du.
u~

At(U) = max(Ak(u),O);::: 0,
Ak"(U) = min(Ak(u),O) ~ 0,

for all k, with 1 ~ k $ m. As in Definition 2.1, the diagonal matrices A+(u), A-(u)
and IAI(u) are defined by

To generalize this definition for systems the following concepts are useful. Define

f = f+ + f-

holds. The exact Riemann flux f(fj(R)(O; ur, Ul+1 )) (see (5.7)) is now approximated
by (cf. [10], [26])

The matrices A+, A- and IAI, related to the Jacobian matrix A, are logically defined
by (see (2.6))

It is assumed that the equality

Equivalent representations of fl~;/2 in terms of A+ or IAI are easy to find. Unfortu­
nately, in general no functions f+ and f- exist such that (5.18) and (5.19) hold (cf.
[26]). This is equivalent with the observation that the integrals

h
U~+l hun

U
n. A-(u)du and i+l A+(u)du
, u~
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(5.21)

(5.22)

depend on their integration path. To remain consistent with the scalar case, this fact
is simply ignored. Therefore, Osher's numerical flux is given by (5.20), where the
integration path is chosen in such a way that the evolution of the integral in (5.20) is
easy.

To explain how the integration path is chosen, Osher's flux is rewritten in the more
general form (cr. [26])

l
uR

F(O)(UL, UR) = f(UL) + A-(u)du,
UL

where UL E JRm and UR E JRm are some given constant states. Suppose that these
states can be interconnected by an integration path rk, which is tangential to the
eigenvector r(k), Le. (see (3.5))

Thus, the constant states are connected by a simple wave, contact discontinuity or
compression wave. This is an important property of Osher's method. Using (5.17) and
(5.22) it is seen that

feR d
1

0
A-(u(~)) d~ u(~)d~

= l eR
A- (u(~))r(k)(u(~))d~

= l eR
Ai;(u(~))r(k)(u(~))d~.

Next assume that Ak changes its sign once along rk. Suppose that Ak(U(~S)) = 0
with 0 < ~s < ~R and define Us = u(~s). The point Us is called a sonic point. If

Note that it is assumed that r(k)( u) is either genuinely nonlinear or linearly degenerate.
If the eigenvector r(k)(u) is genuinely nonlinear, then Ak is monotone along rk (see
(3.6)), and if r(k)(u) is linearly degenerate, then Ak is constant along rk (see (3.10)).
Thus we can distinguish between two possibilities: either Ak does not change its sign
along the integration path rk or Ak changes its sign only once along the integration
path rk.

Assume first that Ak does not change its sign along rk. If Ak(u(~)) 2': 0 for all
~ E [0, ~R], then Ai; = 0 and

l
UR

A-(u)du = O.
UL

If Ak(u(~)) < 0 for all ~ E [0, ~R], then Ai; = Ak and



Ak(U(e)) > °for all e E [O,es) and Ak(U(e)) < 0 for all e E (eS,eR], then A;;(U(e)) = 0
for all eE [0, es) and

If Ak(U(e)) < 0 for all e E [O,es) and Ak(U(e)) > 0 for all e E (eS,eR], then A;;(U(e)) = 0
for all eE (eS,eR] and

Thus, if the states UL and UR can be interconnected by an integration path as defined
in (5.22), Osher's numerical flux (5.21) becomes (cf. [22], [26])

Ak ~ 0 along rk,
Ak ~ 0 along rk,
Ak(UL) > 0, Ak(UR) < 0, Ak(us) = 0,
Ak(UL) < 0, Ak(UR) > 0, Ak(US) = O.

(5.23)

Now consider Osher's flux as given by (5.20). A general pair (Uf, Uf+!) can be
connected by a continuous integration path r which is subdivided into m subcurves
rk, Le.

m

r = Urk,
k=l

where each subcurve rk is tangential to the right eigenvector r(k) (see (5.22)). The
subcurve r1 starts in Uf and the subcurve rm ends in Uf+!o Define the m - 1 points
of intersection U~ k, k = 1, ... , m - 1 by

l+;n

These intersection points can easily be found by using Riemann invariants (see Defini­
tion 3.8). In Subsection 3.3 it is shown that along the subcurve rk the m - 1 k-Riemann
invariants wi, w~, ... ,w;:-l remain constant. Therefore, the following equalities must
hold

(5.24)

m-l(un )wk i+l!.. ,
m

for k = 1, ... , m. In this way a nonsingular system of m(m - 1) equations is obtained
for the m(m - 1) unknowns Ui+k/m' k = 1, ... , m - 1. If along a particular subcurve,
rk o say, a sonic point Us occurs, then this sonic point can be computed by adding to
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A nonsingular system of m2 equations for m2 unknowns is therefore obtained.
Osher's flux is now defined by

(5.25)

m-l(vn )Wk· S ,

O.

= wl·(Vs),
w~.(VS),

the system (5.24) the m equations

wl.(V~Ie. )
2 m

wk·(V~ Ie.)t+m

F~~t(Vi, vi+I) = f(Vi) + f: r A-(u)du.
2 k=l Jrle

Here each integral along a subcurve rk is evaluated in the manner described by (5.21)­
(5.23).

In [22] it is shown that under fairly general hypotheses Osher's method is entropy
stable.

Example 5.2 In this example again the scalar Burgers' equation (5.8) is considered,
with a solution given by (5.9) or (5.10). For feu) = !u2 equation (5.20) becomes

F (O)(Un Un ) _ 1(Un)2 rUi+1
_ di+~ i, i+I ~ 2 i + Ju'!" U U.,

Using this equality and (5.23), it is not difficult to see that Osher's numerical flux for
the scalar Burgers' equation is given by (cf. [10], [16])

(0) _ { !(Ul+1)2 if Ur < 0, Ur+l < 0,
F. 1 -

1+2" !(Ur)2 if Ur > 0, Ul+1 > 0.

When Ur and Ul+1 have opposite signs, the flux is given by

(0) _ { 0 if Ur < 0 < Ul+1,
F. 1 -

1+2" !(Ur)2 + !(Ul+1 )2 if Ur > 0> Ur+I'

Compared to the Godunov scheme (see (5.11), (5.12», this scheme only differs by the
representation of transonic shocks (i.e. Ak changes its sign across the shock). As shown
by van Leer in [16], the Osher scheme replaces the shock in the exact Riemann solution
by a multivalued compression wave.

Example 5.3 In this example Osher's method is applied to the shocktube problem for
the Euler equations. Hence, m = 3 and a sonic point possibly occurs along r1 or r3 •

For every pair (Vi, Vi+I) the equations derived in Example 3.9 are used to compute
the two intersection points Vi+I/3 and Vi+2/3' In, for example, the special case that
(ui < ci), (-ci+2/3 < ui+I/3 < 0) and (-ui+I < ci+I) hold, Osher's flux is given by

h
un hun hun

F~~t = f(Vi) + ni
+

1
/

3
A-(u)du + ni

+
2

/
3

A-(u)du + ni+1
A-(u)du

2 U i U i+1 / 3 Ui+2 /3

= f(Vi) + f(Vi+I/3) - f(Vr) + f(Vi+2/3) - f(Vi+I/3) + 0

f(Vi+2/3)'



2

2

(5.27)

1

1

o

o

velocit
,~------.
I

I,
I,

-1

-1

simple
wave

-2

0.4

0.4

1r-----:.:...;:.;r-r::r==.:.r::"':::'::'-F-':.LT=7---,

0.8

0.6

0.2

OL--------'--~'"-----'------'

-2

2

2

1

1

o

o

-1

-1

1L-_-----''"-_---l.__---I-__---J

-2

2

1L--_-----'__---l.__---'-__---J

-2

3

Figure 3: Numerical solution (solid line) computed with Osher's method (with T =
0.1) and exact solution (dashed line) at time t = 1 of a shock tube problem for the
one-dimensional Euler equations (2.7) with initial conditions p(x,O) = 3, p(x,O) =
3, u(x,O) = °if x < °and p(x,O) = 1, p(x,O) = 1, u(x,O) = °if x> 0.

5.4 Roe's method

Another approach to decrease the computational cost of the basic Godunov method is
to solve an approximate Riemann problem at the cell interfaces instead of (5.2)-(5.3).
Therefore, consider the following Riemann problem

aA aAA
at Ui(x, t) + ax f(Ui(x, t» = ° (5.26)

with
A { Ui, x < x i+! ,

Ui(x, tn) = un 2

iH' x>xi+~'

Here f is an approximation of f. Let the solution (see Subsection 3.2) be denoted by

Ui(x,t) = U(R)«x - xi+d/(t - tn);Ui, UiH ), (5.28)
2

Similar calculations give the numerical flux-function in all other cases (d. [26]). The
numerical results in Figure 3 illustrate clearly that Osher's method is a first order
method, since the discontinuities are smeared out.
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(5.29)

(5.31):tVi(x,t) + A(Ui,Ui+!):x(Vi(x,t)) = o.

Roe requires that the matrix Ahas the following properties:

f(Ui(x, t)) = A(Uf, Ui+!)Vn(x, t),

where A(Uf, Uf+!) is a constant m X m-matrix. Thus, the system (5.26) can be rewrit­
ten as

for all t > tn' The approximate solution Ui+! at time level tn+! is defined by averaging
the exact solution Vf at time t n+ll thus

The method is conservative if the solution V of the approximate Riemann problem has
the following property (d. [8], [17])

A popular approximate Riemann problem is due to Roe (d. [24]). The idea is to deter­
mine Uf by solving a constant coefficient linear system of conservation laws. Therefore,
let f be given by

Using (5.1), (5.27) and the assumption that adjacent Riemann problems do not interfere
(see (5.5)), this equation can be rewritten as

1 l X . 1 X - X· 1 ~
FA. (U~ U~ ) - f(U~) - - '+2" U

A

(R)( I+ Z •U~ U~)d -=-U~ (530)
1+ 1 I' 1+1 - 1 A ~ 'I' 1+1 Y+ 2 A I' •

2 ut Xi t ut

with the numerical flux-function F given by

A A 1 l tn+1
A

F i+1 = F i+1(Ui, Ui+!) = A f(Uf(xi+!' t))dt.
2 2 ut t n 2

(i) if Ui, Uf+! -t u, then A(Uf, Uf+!) -t A(u) with ii some point
between Uf and Uf+! j

(ii) A(Uf, Uf+!)(Uf+! - Ui) = f(Uf+}) - f(Ui);
(iii) A(Uf, Uf+!) is diagonalizable with real eigenvalues.

Condition (i) is a necessary condition in order to recover smoothly the linearized algo­
rithm from the non-linear version. Condition (ii) has two effects. Firstly it is sufficient
to guarantee that the scheme is conservative, and secondly, in the special case that Ui
and Ui+l are connected by a single shock wave or contact discontinuity, the approxi­
mate Riemann solution agrees with the exact Riemann solution (d. [17], [24]). Finally,
condition (iii) is clearly required in order that the problem is hyperbolic and solvable.

Since, instead of the original Riemann problem (5.2)-(5.3), Roe considers a linear
Riemann problem, the approximate Riemann solver recognizes only discontinuities (d.
[10]).

It is very easy to construct A(Uf, Uf+!) such that condition (i) is satisfied (d. [24]).
Condition (iii) can be easily checked a posteriori. The difficulty arises entirely from



condition (ii). In [8] it is shown that for a general system with an entropy function,
a complicated averaging of the Jacobian matrix can be used for A. This shows that
a matrix A exists that satisfies the conditions (i)-(iii), but, unfortunately, it appears
that the computed matrix is too complicated to use in practice. Fortunately, for special
systems of equations it is possible to derive suitable matrices that are very efficient to
use relative to the exact Riemann solution. For example in [24] a suitable matrix A is
derived for the Euler equations and in [17] a matrix is derived for the isothermal Euler
equations.

In the following it is assumed that there exists a matrix A(Uf, Uf+l)' such that the
conditions (i)-(iii) are satisfied.

Condition (iii) implies that there exists a real diagonal matrix A(Uf, Uf+l) and a
non-singular real matrix .n(Uf, Uf+l) such that

A(Ui, Ui+l)R(Ui, Ui+l) = R(Uf, Ui+l)A(Ui, Ui+l)'

Here A(Uf, Uf+l) = diag(~I(Uf, Uf+l))2(Uf, Uf+l)"" )m(Uf, Uf+l)) is the ma­
trix of the eigenvalues of A(Uf, Uf+l)' where the eigenvalues are labeled in increasing
order. The matrix R(Uf, Uf+l) = (r(I)(Uf, Uf+l),r(2)(Uf, Uf+l)"" ,r(m)(Uf, Uf+l))
is the matrix of the corresponding right eigenvectors of A(Uf, Uf+l)' For shortness of
notation, ~k(Uf,Uf+l) and r(k)(Uf, Uf+l) will simply be denoted by ~k and r(k). For
all k with 1 ~ k ~ m, ~t and ~k are defined analogously to (5.15). Further, the
diagonal matrices A+, A- and IAI are defined as in (5.16). The matrices .4.+,.4.- and
IAI are defined in the same way as A+, A- and IAI in (5.17).

For the linear Riemann problem (5.31) the solution is given in Example 3.7. Since
all the eigenvectors are linearly independent the initial states Uf and Uf+l of (5.31)
can be decomposed as

(5.32)

where Crk E III for all k with 1 < k < m.
(analogous to (3.15))

m
~. A(k)L.J akr ,
k=l
The solution of (5.31) is then given by

(5.33)iJ(R)(X, t)
m

Ui + L CrkH(X - xi+~ - ~k(t - tn))r(k),
k=l

for all t > tn' After substituting this solution in (5.30), Roe's numerical flux is derived

m

F (R) F(R) (un un) r(Un) ~ \ _. A(k)
i+! = i+! i, i+l = i +L.JAk akr •

2 2 k=l
(5.34)

It is known that Roe's method can include a physically inadmissible expansion shock.
This is a direct consequence of the admission of an expansion shock in the underlying
approximate Riemann solution. Roe has proposed a modification of the numerical flux
function for a transonic expansion that excludes expansion shocks (cr. [10], [16], [17]).

Example 5.4 In this example again Burgers' scalar equation (5.8) is considered, with
a solution given by (5.9) or (5.10). Let Si+l/2 = !(Ur +U!+l) (see Example 5.1). Note

that A(u) = u and let .4.(Ur, Ul+1 ) be defined by

.4.(Ur, Ur+l) = ~(Ur +Ul+1 ) = sr+~·
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It is easy to see that the conditions (i)-(iii) are satisfied. For f( u) = !u2 equation
(5.34) becomes

Using, this it is not difficult to see that Roe's numerical flux for the scalar Burgers'
equation is given by (cf. [10], [16])

(R) _ { !(U[+I? if ~! < 0,
F. 1 - I . 21+- _(U'fl)2 If S· 1 > 0

2 2 1 1+ 2 '

The numerical flux-function deviates from the Godunov flux-function (see (5.11),(5.12))
only in the case of a transonic expansion wave. In [16] it is shown that in this case
Roe's method replaces the transonic expansion wave by a so-called expansion shock.

Example 5.5 In the last example of this section Roe's method is applied to the shock­
tube problem for the Euler equations. The matrix A(Ui, Uf+d is derived in [24], and
is for every pair (Ui, Ui+!) given by

A(V~ V~ ) - ( ,,-~ it2
I' 1+1 - 2

'("-1 '2 H')U -2-U -

where the quantities it and iI are defined as

it = (UJP)i+1 +(uJP)f iI
J pi+! + .jjlf ,

= (HJP)f+! + (HJP)f

J pi+! + .jjlf
(5.35)

In order to derive the eigenvectors and the eigenvalues of the matrix A(Uf, Ui+!) the
following quantities are useful. Define
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(5.36)

(5.37)

(5.38)

it +c,

'2

P = Jpi+IPi, c2 = (,-I)(iI- ~).

io(I)(Ui, Ui+l)

io(2)(Ui, Ui+!)

and

Now the computation of the eigenvalues and the eigenvectors is not difficult. They are
given by

-~(l,it - c,iI - itcf,

(1 ' u2 )T
,u'"2 '

A(3)(un un) .£..(1 '+' H' + ")Tr i 'HI 2c' U C, uc,

Hence, for every pair (Vf, Uf+!) Roe's numerical flux Fi+!/2 at the cell interface Xi+!/2
is derived by a three-step procedure. The first step is the computation of the quantities
defined in (5.35) and (5.36). In the second step the eigenvalues (5.37) and eigenvectors
(5.38) are computed. Finally, in the third step, (5.32) is used to compute at, a2 and a3.
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The computation of Roe's numerical flux (5.34) is now straightforward. The numerical
results (see Figure 4) illustrates clearly that Roe's method is also a first order method,
since again the discontinuities are smoothed.

Figure 4: Numerical solution (solid line) computed with Roe's method (with T =
0.1) and exact solution (dashed line) at time t = 1 of a shock tube problem for the
one-dimensional Euler equations (2.7) with initial conditions p(x,O) = 3, p(x,O) =
3, u(x,O) = 0 if x < 0 and p(x,O) = 1, p(x,O) = 1, u(x,O) = 0 if x> O.
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Next, a convergence theorem is given, which is proved in [6].

6 High Resolution Methods

(6.1)

(6.2)

(6.3)

(6.4)

U~t(·,t+~t) = 1l~tU~t(·,t).

11T j+00lim sup - lu(x +c:, t) - u(x, t)ldxdt
dO c: 0 -00

11T j+00+ lim sup - lu(x, t +c:) - u(x, t)ldxdt.
e!O c: 0 -00

1j+00TV(u(·,t» = limsup- lu(x+c:,t)-u(x,t)ldx.
e!O c: -00

TVT(U) =

+00
TV(U~t(·,tn» = L lUi+l - Uri·

i=-oo

6.1 Some convergence results

In this section high resolution methods are introduced. High resolution methods are
numerical methods which are second order accurate in regions where the solution is
smooth, and give good results (no oscillations) around shocks.

In the preceding sections we have not investigated whether a numerical method
converges, only that if a sequence of approximations converge, then the limit is a weak
solution. In this subsection theorems will be presented for the scalar case, which, under
certain assumptions, guarantee convergence of a method.

Consider the non-linear scalar conservation law

a a
at u(x, t) + axl(u(x, t» = O.

Let a(u) be defined by a(u) = f'(u). To calculate solutions of (6.1) numerically, we
consider only conservative, (2k + l)-point finite difference methods with 2 time levels,
which are consistent with the conservation law (6.1). Let the function U~t be defined
by (4.2), then the numerical scheme can be written as in (4.7). From now on such a
method is simply denoted by

N +00
TVT(U~t) = L L {~tIU[+l - Uri +~xlUr+I - uri}.

n=Oi=-oo

Analogous to (6.3), the one-dimensional total variation at time t is defined by

Let T > 0 be a given constant. First some new concepts are introduced. For a
given function u = u(x, t) the total variation over [0, T] is defined by

The total variation over [0, T] of the function U~t is derived after substituting this
function in (6.3) with T = N ~t for some integer N, which gives

The total variation of the function U~t at time tn is defined by substituting this function
in (6.4), which gives



Theorem 6.1 Let T > 0 be a given constant and suppose that U~t is generated by the
numerical method (6.2). Suppose that the method is entropy stable. If for each initial
data Uo = u(x, 0) there exist some ko, R > 0 such that

TV(U~t(-, tn» ~ R, for all n, ~t with ~t < ko, n~t ~ T, (6.5)

then the method is convergent (for ~t -+ 0) in the sense of bounded, L~oC convergence
and its limit is the unique entropy stable solution of (6.1).

In the remainder of this section we assume that (6.1) has initial data u(x,O) = uo(x),
such that the total variation of Uo is finite. An easy way to ensure that condition (6.5)
is fulfilled, is to require that the total variation is nonincreasing as time evolves, so that
the total variation of U~t at any time t > 0 is bounded by the total variation of the
initial data. This requirement gives rise to the following definition (d. [6], [17]).

Definition 6.2 The numerical method (6.2) is called total variation diminishing (ab­
breviated TVD) if

TV(U~t(·,tn+I» ~ TV(U~t(-,tn»,

for all grid functions U~t(-, tn ).

Thus, if a TVD method is used, then the following inequalities hold

TV(U~t(·,tn» ~ TV(U~t("O» ~ TV(uo),

for all n 2: 1. Since the initial function Uo is assumed to have a finite total variation,
(6.5) holds. Therefore, a TVD method is convergent. Another argument to consider
TVD methods is that the exact solution to the scalar conservation law (6.1) has also
this TVD property (d. [6], [17]). Any weak solution of (6.1) satisfies

TV(u(',t z» ~ TV(u(·,tI), for all tz 2: tl.

In [5] some examples of TVD methods are given.
It has been shown earlier that one difficulty associated with numerical approxima­

tions of discontinuous solutions is that oscillations may appear near a discontinuity. It
can be proved that the exact solution does not have these oscillations. More precisely,
if u is a weak solution of the scalar conservation law (6.1) with initial data Uo with
finite total variation, then u has the following monotonicity preserving properties as a
function of t (d. [5]):

(i) no new extrema in x are created;
(ii) the value of a local minimum is nondecreasing and the value of a

local maximum is nonincreasing.

Since the exact solution has this property, it seems natural to require that the nu­
merical solution has this same property (d. [17]).

Definition 6.3 The numerical method (6.2) is called monotonicity preserving if the
following statement hold. If Uo is monotone (either nonincreasing or nondecreasing),
then U~t(" t) is also monotone for all t > O.
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In [26] it is shown that a linear (2k + I)-point finite difference scheme

k

U n+! '"'" Uni = ~ Qj i+j
j=-k

is monotonicity preserving if and only if Qj ~ °for all j with -k :5 j :5 k.
Another useful property of an entropy stable solution of (6.1) is given by the fol­

lowing theorem (d. [12]).

Theorem 6.4 Suppose that u and v are two entropy stable solutions of (6.1). If
u("O) - v(·,O) ELI, then

(6.6)

for all tb t2, with t2 ~ t1 ~ 0. Here 11·111 denotes the L1-norm in the space variable.

The property (6.6) is called L1-contraction. In analogy to this, an L1-contracting
numerical method is defined as follows (d. [17]).

Definition 6.5 The numerical method (6.2) is called L1-contracting if, for any two
Uat(·,tn ) and Vat(·,tn ) satisfying (6.2), for which Uat(·,tn ) - Vat(·,tn ) has compact
support, the following inequality holds:

The last property of the entropy stable weak solution of (6.1) that is used is the following
(d. [14]).

Theorem 6.6 If u and v are two entropy stable solutions of (6.1) with initial data that
satisfy vo(x) ~ uo(x) for all x, then the solutions u and v satisfy v(x,t) ~ u(x,t) for
all x and t > 0.

A numerical method which has the same property is called a monotone method and is
defined as follows (d. [17]).

Definition 6.7 The numerical method (6.2) is called monotone if the following state­
ment holds

To prove the monotonicity of a method, it is sufficient to check whether the difference
operator 1-lat is a nondecreasing function of each argument (d. [2]). Examples of
monotone methods are the basic Godunov method, basic upwind method or the Lax­
Friedrichs method. In [20] it is shown that every E-method (see Definition 4.15) is
monotone.

The relations between all the concepts which are introduced in this subsection are
given by the following theorem (d. [17]).

Theorem 6.8 If the numerical method (6.2) is monotone, then it is L1-contracting.
A numerical method (6.2) which is L1 contracting, is always TVD, and furthermore, a
numerical method (6.2) which is TVD, is always monotonicity preserving.
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(6.7)

(6.8)

6.2 Flux limiter methods

Although the monotonicity requirement is easy to check and monotone methods always
converge to the entropy stable solution, the class of monotone methods is seriously
restricted as the following theorem shows (cf. [7]).

Theorem 6.9 If the numerical method (6.2) is monotone, then the method is conver­
gent in the sense of bounded, L~oC convergence and its limit is the unique entropy stable
solution of (6.1).

An easy application of Theorem 6.1 and Theorem 6.8 shows that a monotone method
converges. Monotone numerical methods have the satisfying property that we do not
have to worry about entropy stability, since a monotone method contains enough nu­
merical diffusion to converge always to the entropy stable solution. The following
theorem shows this property (cf. [7]).

These relations can be summarized as

monotone => L1-contracting => TVD => monotonicity preserving.

Theorem 6.10 A monotone numerical method is consistent of at most order one.

In the flux limiter approach, we choose a high order flux (e.g. the Lax-Wendroff flux)
that works well in regions where the solution is smooth, and a low order flux (e.g. the
flux from some monotone method) that behaves well near discontinuities. The main
idea is the hybridization ofthese two flux-functions into a single flux in such a way that
this single flux reduces to the high order flux in smooth regions and to the low order
flux near discontinuities. This idea is elaborated in this subsection.

Let a conservative 3-point method be given, which is consistent with the conserva­
tion law (6.1). The corresponding finite difference scheme is given by (see (4.4))

A monotone method is not accurate enough in regions where the solution is smooth.
Therefore, TVD methods are used more frequently. To derive a higher order TVD
method is not trivial. In [30] it is shown that any 3-point TVD method is at most
first order accurate. This shows that methods with more than 3 points are required to
achieve second-order accuracy. Also in [30] a 5-point TVD method is derived, which is
entropy stable and second order accurate in the regions where the solution is smooth.
In the next subsection we will describe flux limiter methods. These methods are second
order accurate in regions where the solution u is smooth.

where r = f).tj f).x and Fi~1/2 = F(Ur, Ul+.1 ) denotes the numerical flux of some ar­
bitrary E-method (see Definition 4.15). For shortness of notation we define C+Yi =
CYi+I/2 = LYi+I =Yi+I - Yi· Furthermore, the following flux differences are defined



Theorem 6.11 If the coefficients in (6.11) satisfy

(6.9)

(6.10)

(6.13)

(6.12)+ - < 1U'+l - U'+l _
1 2" 1 2"

F (LW) F(BU) 1( + )(cfn)+ 1(1 - )(cfn )-'+ 1 = '+ 1 + -2 1 - u '+ 1 v '+ 1 - -2 +u '+ 1 v '+ 1 ,1 2 1 2 1
2

1 2 1 2
1 2

and therefore, one possibility of writing a general scheme (6.7) in the form (6.11) is

Ur+I = Ur - (u:-+ 18U':+1 + u7 18U': 1),
1 2" 1 2" 1- 2" 1- 2"

then the numerical method (6.11) is a TVD method.

From (6.8) it is seen that

Fi~l - Fi~l = (8ft~+1)- + (8ft_l)+ = -r1(ui+18Ut'-r_21 + ut18ur-_2d,
2 2 2 2 2 2

Note that (8ft+I/2)+ + (8ft+I/2)- = 8fi+1/2' These flux differences in turn are used
to define the local CFL numbers,

Let the following 3-point finite difference method be given to approximate (6.1) numer­
ically,

ut+I = Ur - (Di+18Ut+l - Ci_18Ur-l), (6.11)
2 2 2 2

where Ci- 1/2 and Di+1/2 are data dependent coefficients, Le. Ci- 1/2 = C(Ur, Ur-l)
and Di+I/2 = D(Ulf.l' Ur). In [5] the following theorem is proved, which gives sufficient
conditions for the above method to be TVD.

(cf. [10], where the basic upwind flux is replaced by a general upwind flux). Hence,
The Lax-Wendroff flux-function is composed by a first order basic upwind flux plus an
additional flux, which is given by

i.e. taking Ci+I/2 = -u7+1/2 and Di+I/2 = uH.1/2' Using (6.10) and Theorem 6.11 it is
obvious that (6.7) is a TVD method, if it is an E-method and the CFL-like condition
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It is not difficult to see that the inequality (4.31), which defines an E-method, implies
(cf. [5], [28])

is fulfilled. Let Fi<;~l and Fi~I~~ denote the numerical flux corresponding to, respec­
tively, the Lax-Wendroff method and the basic upwind method, both applied to (6.1).
It can be shown that the Lax-Wendroff flux can be rewritten as

~(1- uit.!)(8fH.!)+ - ~(1 + uH-!)(8fi~!)-'

This extra flux is often called an antidiJJusive flux.



then all assumptions of Theorem 6.11 are fulfilled and the method is TVD. If in addition
to (6.16) it is also required that

Since it is well known that the Lax-Wendroff scheme is not TVD, we try to remedy
this by adding only a limited amount of the antidiffusive flux (6.13) to the first order
scheme, i.e.

(6.16)

(6.18)

(6.19)

(6.20)

I<pCfJt) - UJ(fJ:!= )I < CI>.
~ T 1-1 -

I

- IT"tt.!{l + !(1- lT"tt.!)(<P( fJ41)/fJ41 - <p(fJt»}
2 2

lTH-!{l +!(1 + lTH-!)(<p(fJi)/fJi - <P( fJH-l»}'
2 2

C'+lI 2"

D'+lI 2"

<p(fJ) ;::: 0 for all fJ.

Next (6.14) is generalized as follows

Fi<:'t) = Fi<+EI + <P(fJt)-21(1-lT;+!)(8ft+!)+ - <P(fJH-l)-21 (1 +IT:+!)(8fi~!)-' (6.17)
2 2 2 2 2 2

This is a generalization, since the basic upwind method is a particular example of
an E-method. The numerical method defined by the flux (6.17) is called a flux limiter
method. An easy calculation, using Taylor series expansions shows that this flux defines
a numerical method, which is second order consistent in space if <p = 1.

If we want to apply Theorem 6.11, then the numerical method given by the flux
(6.17), has to be rewritten in the same form as (6.11). One possibility is to take Ci+l/2

and D i+l/2 as

Suppose that there exists a constant CI>, with 0 < CI> ~ 2 such that

where the function <p is called a limiter. To detect where the amount of the antidiffusive
flux is large, the limiters are considered as functions of the following ratios (cf. [10],
[28])

(1- lT7 1)(8r 1)+ fJ-. = (1 +lTH-2!)(8fH.~)-
fJ+ - 1- 2 1- 2 ~ (6.15)
i - (1-lT;+!)(8ft+d+' I (1 + lTi_!)(8ft_!)-

2 2 2 2

The limiter <p is taken to be nonnegative, so that the sign of the antidiffusive flux
(6.13) is maintained, i.e.
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<PCfJ) = 0 for all fJ ~ 0,

then the bound (6.18) reduces to

o ~ c/>~) ~ CI>, 0 ~ c/>(fJ) ~ CI> for all fJ.

The last condition on the limiter is given by the following theorem (cf. [21]).

If the following CFL-like condition is satisfied (see (6.12»

+ _ < 2
IT '+ 1 - IT.+ 1 - -2if> ,

12" 1 2 +'J.'



Theorem 6.12 The flux limiter method with flux (6.17) is consistent with the conser­
vation law (6.1) provided cp is a bounded function. It is a second order TVD method
(on smooth solutions with au/ax bounded away from zero) provided cp satisfies (6.20),
cp(l) = 1 and cp is Lipschitz continuous at °= 1.

In [28] it appears that the best choice for cp is a convex combination of 1 and 0, i.e.

cp(O) = 1 + (0)(0 - 1), (6.21)

with 0 :5 (0) :5 1 for all fJ. Other choices apparently give too much compression, i.e.
smooth initial data such as a sine wave tends to turn into a square wave as time evolves
(d. [28]). Note that with this choice of cp the condition cp(1) = 1 is automatically
satisfied.

Example 6.13 Roe chooses cp(O) as large as possible such that all conditions of The­
orem 6.12 are fulfilled. This limiter is called the superbee limiter and is given by (cf.
[17]).

cp(fJ) = max(O, min(1,20), min(O, 2».

A smoother limiter function is introduced by van Leer (d, [15]) and is given by

IfJl +°
cp(0) = 1 + 101'

In Figure 5, some numerical results of van Leer's limiter and Roe's superbee limiter are
given. In this results the underlying E-method is simply the basic upwind method.
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Figure 5: Numerical solution (solid line) and exact solution (dashed line) of (6.1) at
t = 0.3 with f( u) =u, ~t = 0.002,0'= 0.8 and the initial condition u(x, 0) = 1 if x < 0
and u(x,O) = 0 if x> O.

In [28] some other examples of limiters and the corresponding numerical results are
given.

Two questions remain open. Is the flux limiter method an entropy stable method,
and can flux limiter methods be extended to a system of nonlinear conservation laws.
We refer to [2l], where a particular flux limiter method is described for systems. Fur­
ther, in the scalar case it is proved, that this method converges to the unique entropy
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stable solution. Another way to generalize the scalar flux limiter method to systems
of equations is to linearize the nonlinear system (cf. [17]). The generalization is then
obtained by diagonalizing the system and applying the flux limiter method to each of
the resulting scalar equations.
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the manuscript.
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