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Abstract

A single 802.3 CSMA/CD segment is measured resulting in throughput response times for
several workloads and workstation parameters. During the measurements, the network car­
ried an artificial workload with the characteristics of a real-life workload. A simulation of the
laboratory test is developed using the artificial workload parameters and the 802.3
CSMA/CD standard of the ccrrr.
The measurements showed that it is possible to determine the workstation parameters with a
great accuracy using simple throughput measurements on an empty network. It is then poss­
ible to isolate exact ethemet parameters during throughput measurements on a network with a
known workload. The behaviour measured is reproduced in a simple simulation. The results
of the simulation conform to the measured values.

Some conclusions are that a 802.3 CSMA/CD segment can be measured and simulated with
accurate results. This test environment is used to model a real-life ethernet network in cir­
cumstances that can not be measured in a real-life situation. Parameters that can be used to
tme-tune the simulation are the interframe gap time, and the workstation distance on a
network.

Introduction

In our research we concentrate on the performance evaluation of Local Area Networks
(LANs). Our aim is to develop a set of tools in which domain our knowledge on LANs is
included and which enables the troubleshooting and capacity planning of LANs. These tools
will be based on analytical models, simulation models and experience based rules. The class
of LANs considered here uses the well known and widely spread ethemet protocol for control
over the transmission medium. On top of the ethernet protocol will be a layered architecture
such as the Open System Interconnection (OS1) model from the International Organization
for Standardization (ISO) [8] or Transmission Control Protocol/Internet Protocol (TCP/IP)
[2]. .

In the literature there are many practical as well as theoretical articles on ethernet. But in
most practical papers no modelling and analysis is provided and in most theoretical papers no
verification of assumptions takes place. In this paper we try to fill this gap between models
and measurements.

We have developed models for ethernet which describe its performance accurately. One of
the performance characteristics derived from these models will be the response time of a
frame. In this paper we are merely interested in developing and validating an accurate model,
based on a realistic situation, than in covering the effects of variations occurring in real-life.
The effect of variations in network load will be studied with aid of the simulation model and
presented in a forth-coming paper.

This article deals with the broadcasting of a frame from the moment it is presented to the
Medium Access Layer, the layer of the protocol stack in which the access to the medium is
controlled, and followed until that frame is broadcasted successfully over the ethemet seg­
ment. The results derived for one segment will be the basis for an extension to higher proto­
collayers and larger networks.

The research on ethemet consists of three phases. In the first place we will measure its per­
formance in a laboratory environment. In order to analyse the response time for one frame,
throughput measurements are done on an ethemet segment with varying load and for frames
of varying length. This yields for one frame of a certain length the response time as a func­
tion of the utilization of the network:. The load is generated artificially, but the distributions
used are obtained from measurements in a real-life ethemet network.

1



In the second phase the response time for one frame is also obtained by using a simulation
model for ethemet based on an accurate imitation of the CCITI standard CSMA/CD 803.2
protocol implementation [l]. This representation requires a thorough understanding of the
functioning of an ethemet segment. For the simulation program the workload parameters of
the machines in the configuration are derived from measurements on a net with only one of
these machines. The differences between the results of measurements and the results of simu­
lations are very small, enabling the use of the simulation results as representative for the real­
life situation. The reason for the use of simulation is the flexibility of simulation compared to
measurements. Simulations are less time consuming, less equipment is involved and it is
much easier to vary the load on the cable, for example by increasing the number of connected
machines. Furthermore in a simulation everything can be "measured" whereas in reality this
can only be done for a restricted class of events and with a restricted accuracy.

In this way an accurate tool is developed which can be used in the perfonnance evaluation of
ethemet based LANs. The third and most important phase, planned in the near future, will be
to analyse the model used for the simulation. This should yield analytical expressions for the
response time as a function of the load and frame length. An advantage of an analytical
expression is that the insight in the performance of an ethemet will increase. Another advan­
tage of an analysis over a simulation is that it yields instantaneous results and that there is no
influence of a random mechanism.

In the remainder of this paper we will fIrst give an overview of ethemet in Section "The
802.3 CSMA/CD LAN (ethemet)" . In Section "Measurements" the configuration which is
used for the measurements of the response times on an ethemet segment and the results
derived with this configuration are described. The framework and results of the simulation of
an ethemet segment are discussed in Section "Simulation". Section "Conclusions" contains
some concluding remarks and suggestions for further research.

The 802.3 CSMAlCD LAN (ethernet)

The ethemet used in the measurements is a local area network confonning to the IEEE 802.3
CSMA/CD standard. This type of network is widely used as transport medium for connecting
computer equipment.

The computer equipment is connected to the ethemet as symbolic depicted in Figure 1.

Computer 1 Computern

-I ----------- --- .._---- ...- --_ ...... ------
drlwr ....eonw.,.

802.'
I

802.S I........ Interface

network I Fi~'1 I I I i~

I II II
I I

ethernet coo: cable

Figure 1. 802.3 CSMA/CD LAN
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The exact operation is described in the ffiEE standard [1]. In the following paragraphs an
incomplete description of the operation is given, that is sufficient to comprehend the prin­
ciples involved and to be able to reproduce the measurements and simulations. Each com­
puter formats the data to be sent in frames, see Figure 2.

i1lAe-tNme

! •
I

:
:

~m:----..·,.-...-I-ttOUrc-.1~ l_dMa_1=I

7 1 8 6 2 0.-1500 4

Figure 2. 802.3 CSMA/CD frame layout

This frame is send to the 802.3 CSMA/CD interface. The interface will wait until the medium
is free and then it will try to send the frame over the ethernet broadcast cable. If a collision
occurs with another sending workstation, the interfaces of both computers back off for a ran­
dom time before retrying. After sending a frame, the interface will defer from sending for a
fIxed period of time to avoid dominating the medium.

The exact parameters used for the protocol are given in [1]. Main parameters are the random
back-off method, and the minimum interframe gap time. These are well defined for ethernet.

A characteristic of ethemet is that the time needed to deliver a frame is random only ifwait­
ing is included and that no upper limit to this time can be given. During periods of heavy load
on the network, frames can suffer of multiple collisions and long waiting times.

Notice that the total time needed to send a frame is not only dependent on the characteristics
of the 802.3 CSMA/CD network, but also on the speed of the computer generating and copy­
ing the frame. The latter aspects are not considered in this paper.

Measurements
The goal of the measurements was to determine the behaviour of the ethernet as a function of
the network workload.
The behaviour is measured by letting a workstation generate a fIxed number of fIxed length
frames. The total time to send these frames is taken as perfonnance indicator.
This performance indicator is measured for a range of frame-lengths and different worksta­
tions.

The measuring process is described by the following algorithm.
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Main-c.Pu For (a fIXed number of frames of length <n>)

(

(1)* wait unit network-card is ready to transmit

(2)* activate network-card

(3)* create frame and copy to the network card

}

Network-card for (infmite)

(

(a)* wait for a frame to be send

(b)* wait until network is free

(c)* send frame

(d)* notify main-cpu

)

The main performance parameter is:

T(n) ="time needed to send one ofN frames oflength <n>"

This parameter can be split up in components as depicted in Figure 3.

main-epu network card

o

time

N'T(n)

~I

~I
i

_______-::-I

I PROG

I-It
I -~~~)------------------------I
I PROG ..nel(n)

I _~ _
I copy(n)

Figure 3. T(n) determination

The following assumptions are made:

(i) send(n) = time needed by the network card to send an <n> bytes frame

S.*n +S" (1)

(ii) copy(n) = time needed to send an <n> byte frame to the network card

C..*n (2)
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(iii) Jnit = random variable describing the time between the moment a frame is
ready to be send by the network-card and the moment it is actually
sent

(iv) PROG = time needed by the measurement program to create a newframe

On an empty network where wait =0, T(n) is described by the following two formulas
(discarding startup effects):

PROG > send(n) : T(n) = N • [copy(n) + PROG]
PROG < send(n) : T(n) =N • [copy(n} + send(n)]

Table I and Figure 4 give the results of measuring T(n) for 5 different workstations on an
empty ethemet segment. The workstations used are different types of microcomputers. The
"m80" is an IBM PS/2 model 80. The "m70-1" and "m70-2" are two slightly different mM
PS/2 model 70. The "m290" is an Olivetti model 90 microcomputer. The "m30" is an mM
PS/2 model 30 computer. All microcomputers were equipped with an Western Digital
ethemet adapter. Table 2 gives the calculated workstation parameters.

The results show clearly the stage where the main-cpu is the bottle-neck (PROG > send(n»
and where the network interface is the bottle-neck (PROG < send(n». Furthermore, the
results show that T(n) is linear in n on both areas.
The constants in formula's (1) and (2) are calculated using the measurements results (Table
2).
The constants used in the simulation are the workstation characteristics as derived here.

Table 1. T(n) (rnsecs) for computer parameter determination

n (bytes) m80 m70-1 m70-2 m290 m30
100 0.3322 0.All3ll 0.A040 o.~ 1,1121

200 0.3881 o.s361 0.5388 0.8036 1.1010

300 0.A081 0.5113 0.5818 1.<)851 1.2184

~O O.Allll5 0.8214 0.6255 1.19511 1.3636

500 0.8010 0.1103 0.6154 1.-1 1......n

600 0.7250 o.7UI 0.n10 . 1.A002 1.5335

700 0...15 OMllO O.llll84 1.5014 1.6153

800 0.0e01 1.0131 1.<11216 1.8021 1.61183

900 1.0186 1,1311 1.1463 1.1103 1.1S2ll

1000 1.11144 1.2111 1.2110 1.al28 1.8705

1100 1.3114 1.3148 1.3ll63 2.0186 1.1l4ll5

1200 1.A21l1 1.101l4 1.5218 2J!S22 2.0544

1300 1.5454 1.1326 1.6462 2.AS81 2.21118

1400 1.1138 1.1511 1.n14 2.8242 2.38101.

1500 1.7110O 1Jll102 1.558 2.8013 2.55"

The assumption made about the linearity of the workstation activities (copy (n) and send (n»
are confnmed by the measurements (Table I)
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3 .

.A<

*'2.5 :lIi,.~ ,.,. .
........... ",r12 ~.~.< .

C1.5 ~f;~..................................... . .
i=" ---:.. _....-...----: ..-....1 ,j;.:;:. ..

oO.L------SOO....L-------1•.J.OOO------1.SOO.L........J

frame-leng1h n (byteS)

m80 III70-1 III70-2 rn2llO Ill30
--e- ---.lA---~ --.... -. ____

Figure 4. Computer parameter detennination

The next set of measurements involves the measurement of T(n) on a network with an artifi­
cial workload. The workload is generated with one to four load generators (workstations with
special software) that generate frames with frame-lengths and interframe-times distributed as
measured on the Delft University Campus network.

Table 2. Computer parameters

mao m70-1 m70-2 m290 m30

PROG 0.20510 0.45155 0.45065 0.781166 1.02817

Ca 0.OOOS7 0.00042 0.00044 0.00102 O.()()()U

Sa 0.00080 0.00081 0.00081 0.00083 0.00083

Sb 0.02059 0.02221 0.02216 0.03386 0.05274

Each load generator uses the same software as the measuring workstation, only with random
time between frames and varying the frame length. The interframe gap time and frame
lengths are drawn from bucket distributions given in Figure 6. These distributions are derived
from the campus ethernet of the Delft University of Technology.
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/ meDUllIt'll8nt /
mao

~•/ CSMAlCO 802.3 /,
I

CSMAlCO 802.3

I~+IIOflwa...

I

I I I I

El rl a load
generator

m 0'1,.

m200 m70-1 m30 m70-2

Figure 5. Measurement configuration

.. 50.-------------------,

010 .-----••- ..- ••••---.---.-.-•••••••••••••- ••••••.• - ..- •......•- ••••- ••••••••_.•.••- ••__•••••

~30 -.--.--••----.-----..-.-...•.-.-•..••- •.--.-•.- ..- ..- .....•._ _ .

Ii
]
j20

10

_ 0111 O\flO 0\92 0«lI 0900 lelIl 1m

Inmelength (bytes)

Figure 6. Frame-length and gaptime distributions

This results in each load generator generating an average of 125 Kbytes/s (average gap 4.2
msec., average length 525 bytes).

The results of the measurements are given in Table 3 and Figure 7.

It should be noted that the generation of a realistic workload can not be done with one .or two
load generators, because of the lack of collisions.
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Table 3. T(n) measurements (msecs)

n (bytes) Ogen's 1 gen 2gen's 3gen's 4 gen'8
100 0.3321 0.3530 0.3784 0A322 0.5857

200 O.3ll85 0.-.0 0A247 0A003 0.e&e1

300 0.A005 0.A388 0.4861 0.5748 0.7170

400 OAlllS 0.52Ie 0.6011 0.6782 0.8321

500 0.1061 0.1541 0.7325 0.8582 1.0ll85

600 0.12A8 0.7827 0.8708 1.0184 1.2007

100 0...,3 0.101. O.llll4O 1.1£13 1.3805

800 O.l5Cl8 1.0lII0 1.1204 l.a:ao7 1.5£00

900 1.01e2 1.1531 1.2581 1~ 1.1611

1000 1.1030 1.2110 1.383£ 1.5862 1.8050

1100 1.3101 1.31121 1.51D5 1.1386 2.0061

1200 l.A288 1.5118 1.8603 1.8813 2.0761

1300 1.5440 1.8521 1.1655 1.0711 2.2482

1400 1.8832 1.7886 1JllJ:27 2.1185 2.4306

1500 1.110£ 1.8122 2.0314 2.2106 2.6869

3.5.----------------------,
3 .

---
2,5 ;.-y .

,... -*
................................................................................."........dJr...""""' ,,-'l.....

...---- "*....".,0"

......................................................···~KA::·:'*': ..=~ ~~ .
.--' -*.... .'.,. *.... •........................~~~."*.: .,- : .

..- .............. 'S. .'
0.5 ··-...r.'"os -•...•.•.•••. - ••••-••.__..•.•..

OL..- --l --'- ....I--.l

o 100 1.000 1.500

frame-length n (bytes)

°SW" .~~_ 2a;". ~~~ 4v;".

Figure 7. T(n) measurements

Simulation

In this section we will describe the simulation of an ethemet segment with several hosts using
this segment as its broadcast medium. Aim of the simulation is to provide a tool in which it
is possible to extend the configuration in a lab to a larger scale. The advantage of the simula­
tion tool is that less equipment is involved and that the results are still very accurate.
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The simulation program is developed in a UNIX-environment and is written in standard C. It
consists of a small set of functions, all especially written for this application. The design of
the simulation is event-driven, i.e. after each event the configuration and administration are
updated, followed by the determination of the next event that will happen in the system.

In the simulation the reality is imitated as close as possible. The IEEE Standard on
CSMA/CD [1] is used as a guide-line. The collision handling is implemented exactly as given
in the standard [1], including the interframe gap (9.6 microsec), jam size (32 bits) and slot
time (512 bit times). The backoffmechanism in the simulation is the truncated binary expo­
nential backoff algorithm with a backofflimit of 10 and an attempt limit of 16, i.e. the back­
off time after a collision is a random integer multiple of the slot time, where the integer is
chosen unifonnly from the interval [0,21

]. In this expressionk is the minimum of 10 and the
number of previous attempts. A station cannot send a second frame until the :frrst one is
broadcasted successfully or failed 16 times to gain control over the medium. A frame that
failed 16 times is discarded and the protocol layer above will be notified of this failure to
broadcast.

The distribution for frame lengths and interarrival times between frames on one machine are
de:fmed by the same bucket mechanism as in the measurements.

In our simulation we will consider the same stages of the broadcasting process for a frame as
are considered in the measurements. Thus our observations start at the moment a frame is
presented to the MAC-layer and end when a frame is broadcasted successfully or discarded.

The workstation parameters used in the simulation are those already presented in Table 2.
The functions describing Main-CPU and Network-card are implemented as independently.

The simulation of a network without other load is a reference point for the parameter setting.
Once these parameters are known we can simulate the same configuration as measured. The
results can be found in Table 4 and Figure 8.

Table 4. T(n) simulation (msecs)

n (bytes) Ogen's 1 gen 2gen's 3gen's 4geO'$
100 0.3320 O.lI5OI 0.3805 Cl.A183 0.5018

200 0.- O.3lNO OASS OMOO 0.5654

300 O.AOll7 0.A370 Cl.A7. 0.5475 0.6466

400 0A881 0.51273 0.$850 0.8554 0.7622

500 0.8050 0._ 0.7204 0.8080 0Jl622

600 0.7218 0.7707 0... O.Ql104 1.1189

700 0.8388 O.lll22 O.8ll84 1.12182 1.3250

800 0Jl557 1.C1275 1.1202 1.2582 1.A827

900 1.0725 1.1~ 1.2473 l.31lO8 1.6820

1000 1.1* 1... 1.3701 1.5340 1.8424

1100 1.3083 1.3lllM 1.5005 1.l1700 1.9714

1200 l.A230 1.5107 1.8300 1.8338 2.1527

1300 1.5400 1.... 1.78ll5 1.ll83G 2.2874

1400 1.8571 1.7S38 1.8811 2.1007 2.4556

1500 1.7741 1..76 2.0061 2.l!3ll7 2.6353
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-------:

1
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frame-length n (byteS)

ov;". .~~_ 2 e;'. ~~~ "s;".

Figure 8. T(n) simulation

From Figure 9 one can see that the simulations yield almost the same results as the measure­
ments. The differences can almost totally be explained by the random behaviour of the load
generators.

An important question is the validity of these results for other configurations and distribu­
tions with the same overall load on the ethemet segment. Several cases with more machines
or different distributions for the frame length and/or for the inter arrival times (e.g. batch
arrivals, Poisson gaps) were simulated. In all these cases the differences with the original
configuration with an equal load were at most a few percent. Therefore we may conclude that
the ethemet protocol is rather insensitive for the distribution of the input data given a certain
utilization of the net. The response times on an ethemet can be represented as a function of
the load. In a forthcoming paper we will discuss these variations in more detail.

Another interesting result of a simulation study is the maximum fraction of the time a seg­
ment can be used efficiently. This is more than 95% of the time with a large number of
machines, the rest of the time is lost due to interframe gaps and collisions occupying the net.

The simulation will be very helpful in the modeling and analysis phase. For modeling it is
important that assumptions do not violate the reality of an ethemet segment. With a simula­
tion it is easy to check whether an assumption will yield acceptable results or not, by imple­
menting this assumption and executing the adapted program.

A further advantage of a simulation is that it is possible to administrate every detail required.
In a real system only a restricted small set measurements of a certain type can be done, while
in a simulation no (such) restrictions exist.
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Figure 9. Differences T(n) measured and T(n) simulated

Conclusions

In this paper we have discussed the perfonnance of an ethemet segment with the IEEE 802.3
CSMNCD protocol. We have used two techniques in our study: measurements on a real
ethemet in a laboratory environment and a detailed simulation of the standard protocol for it.
We have concentrated on throughput measurements, i.e. we observed a system in which one
station tried to transmit a large number of frames as quickly as possible. This was done for
various worldoads, generated by a different number of machines.

The results for the simulation of the standard protocol are very close to the measurements in a
real ethemet. The small differences are due to the randomness of measurements and simula­
tions.
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A second observation might be that the load in the net is a factor of importance to the
response time of a message, for the waiting time is a substantial part of the transmission time.
The distribution of inter-arrival time of frames is of little influence on the throughput times.

We assume that a realistic ethernet workload can be generated using four workstations as
workload generators. This is one of the items which will also be studied in our forthcoming
research.

The research presented here is a basis for new research in two directions. One direction is
using these results for a mathematical analysis of the performance model of an ethemet seg­
ment. The other direction is to use these results as a start for equivalent research on higher
protocol layers and/or an extension from one segment to more than one by using bridges or
gateways.
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