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Preface

These proceedings contain the papers which are being presented at the Third Korea-Netherlands
Conference on Queueing Theory and its Applications to Telecommunication Systems, to be held July
12, 2007 in the research institute EURANDOM in Eindhoven, The Netherlands.

The initiative for this series of Korea-Netherlands conferences was taken by Professor Bong
Dae Choi, who also organized the first edition in Seoul, Korea, in June 2005. The second
one took place in Amsterdam, The Netherlands, in October 2006. Exploiting the fact that a
strong Korean delegation will be visiting the 14th INFORMS Applied Probability Conference
in Eindhoven University of Technology, July 9-11, 2007, we have decided to organize the third
conference edition right after this INFORMS conference.

The Korea-Netherlands conference series aim to bring together leading specialists in queueing
theory and its applications to the performance analysis of telecommunication systems from
Korea and The Netherlands, thus stimulating scientific interaction and exchange of knowl-
edge between the two very active and prominent research communities of both countries. As
in the previous two editions, the talks range from fundamental queueing theory to relevant
applications to modern telecommunication networks.

In the first paper, Hwang, Kim, Son and Choi consider IEEE 802.16e, which is designed to sup-
port high capacity, high data rate and multimedia services as an emerging broadband wireless
access system. The authors propose a new sleep-mode mechanism called the power saving
mechanism with periodic traffic indications, and study its performance.

Nuifiez-Queija and Prabhu study the broadcast time of files in a Peer-to-Peer network with a
large number N of initial nodes. In a network of altruistic nodes, they show the mean broadcast
time to be O(log(N)); in a network with free-riding nodes, a similar order of mean broadcast
time may be achieved if nodes remain connected to the network for the duration of at least one
more contact after downloading the file.

Park and Chong present an overview of wireless mesh networking technologies. They discuss
a few promising standards for these technologies, and mention some challenging research
issues associated with those standards.

De Haan, Boucherie and van Ommeren study a polling model with a so-called autonomous
server. More precisely, they assume that the server spends an exponentially distributed period
of time at a queue (independent of the number of customers present at each queue) before
moving to the next queue. Applications of the model arise for instance in the context of wire-
less ad hoc networks. Their analysis is based on considering embedded Markov chains at
specific instants.

The next two papers are devoted to retrial queues. Kim and Kim consider an M/G/1 retrial
queue. By relating its waiting time to the waiting time in an ordinary M/G/1 queue with
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random order of service, they are able to show that the waiting time distribution for the retrial
queue is regularly varying if the service time distribution is regularly varying. Nobel considers
a retrial queue with an unlimited number of servers, of which only a finite number is not
dormant but active. Using Markov decision theory, he tackles the problem of determining
when to activate or shut down servers in order to minimize the long-run average costs per
unit time.

Hwang and Ishizaki study a cross-layer design problem for a wireless network with adaptive
modulation and coding. In their cross-layer design, they consider both the physical layer and
the medium access control layer. To capture the joint effect of the performance of both layers
(packet transmission error rate at the PHY layer and packet overflow probability at the MAC
layer) they introduce and study the effective bandwidth function of the packet service process
at the MAC.

In the final paper, Verloop, Borst and Niufiez-Queija investigate the delay-optimization prob-
lem for flows in bandwidth-sharing networks. For a class of simple linear bandwidth-sharing
networks, they compare the performance of the optimal bandwidth-sharing policy with that of
various o-fair strategies. They conclude that (optimization within) the family of a-fair strate-
gies is likely to be adequate for most practical purposes.
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Abstract

We propose a new sleep-mode scheme called the power saving mechanism with peri-
odic traffic indications in the IEEE 802.16e. In the proposed scheme, traffic indication
(TRF-IND) messages are regularly sent at every constant time to initiate transmis-
sion. Bandwidth and energy can be saved by not sending sleep request (MOB-
SLP-REQ) and sleep response (MOB-SLP-RSP) messages, which are required in the
original power saving classes in the 802.16e standard. We derive the Laplace Stielt-
jes transforms (LSTs) of the lengths of awake interval and sleep interval as well
as the LST of queueing delay of a message. As performance measures we obtain
sleep-mode ratio, power-consumption ratio, and mean total-delay. We show that
our analytic results match with simulation results very well. Using our perfor-
mance analysis we find the optimal system parameters such as a TRF-IND interval
and a close-down time, which minimize the power consumption of MS while sat-
isfying the required quality of service (QoS) on mean total-delay. The numerical
results show that the proposed scheme performs better than the original power
saving class of type 1 in the standard.

Keywords : IEEE 802.16e; power saving scheme; performance analysis; M/G/1 queueing
model.

1 Introduction

The IEEE 802.16e is designed to support high capacity, high data rate and multimedia services
as an emerging broadband wireless access system for fixed and mobile subscriber stations.
Originally the IEEE 802.16 [1] has been designed for fixed subscriber stations, and the latest
version IEEE 802.16e [2] has enhanced the original standard with mobility so that Mobile Sta-
tions (MSs) can move during services. Due to the promising mobility capability in the IEEE
802.16e, a power saving scheme is one of the significant issues for the battery-powered MSs to
extend their lifetime before recharging. The IEEE 802.16e standard [2] introduces three kinds of
sleep-mode operations called power saving classes of type I, Il and IIl. Power saving class of type
I is recommended for Best Effort (BE) and non-real-time variable rate (NRT-VR) traffics, power
saving class of type II for unsolicited grant service (UGS) and real-time variable rate (RT-VR)
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traffics, and power saving class of type III for management operation and multicast connec-
tions, respectively. These three types differ by their parameter sets, procedures of activation or
deactivation, and policies of MS availability for data transmission.

Under the sleep-mode operation of the power saving classes in the IEEE 802.16e standard,
in order to go to sleep, a MS sends a sleep request (MOB-SLP-REQ) message to its serving
Base Station (BS) and obtains its approval through a sleep response (MOB-SLP-RSP) message
from the BS. The sleep-mode in the power saving class of type I and type II involves two
operational windows, namely, a sleep window and a listening window. After the MS receives
a MOB-SLP-RSP message, it enters the sleep-mode from the awake-mode, and sleeps during
a certain sleep window. At the following listening window the MS wakes up to listen to a
traffic indication (TRF-IND) message from the BS, which tells whether the BS has any buffered
downlink service-data-units (called packets in this paper) destined to it. If there is such traffic
arrived at BS for the MS, the MS goes to the awake-mode. Otherwise, the MS remains in the
sleep-mode and gets sleep for another sleep window. During the listening window, the MS
listens to the TRF-IND message broadcasted from the BS, in the same way as in the state of
awake-mode.

The MOB-SLP-REQ/RSP messages contain power saving class-type, and the sizes of initial-
sleep window, final-sleep window, and listening window. Each traffic can choose different
power saving class-types by sending MOB-SLP-REQ/RSP messages. In the power saving class
of type I, after sleeping during the initial-sleep window, if there is no buffered traffic at the BS
at the following listening window, the MS doubles the sleep window size, and sleeps until the
next listening window. These sleeping-and-listening events repeat with updated sleep win-
dow sizes until the MS is notified of the buffered packets destined to itself via a TRF-IND
message. If the sleep window size reaches up to a maximum value of the final-sleep window,
then the sleep window size is not doubled, but fixed.

Unlike the power saving class of type I, the power saving class of type II uses constant
sleeping window size instead of doubling sleep window. Moreover, as opposite of type I,
during the listening window of power saving type II, the MS may send or receive any packets.

There have been some recent studies that evaluate power saving schemes in the IEEE
802.16e. Han and Choi [3] analyzed the sleep mode operation of IEEE 802.16e in view of
downlink traffic through semi-Markov chain, assuming that the bandwidth is always allo-
cated one packet per one frame. Xiao [7] [8] proposed an analytical model of the power saving
class of type I and investigated the energy consumption of IEEE 802.16e, including both in-
coming and outgoing frames. Zhang and Fujise [10] performed the energy and delay analysis
on uplink and downlink traffic separately in the IEEE 802.16e. Xu, et al.[9] and Jang, et al. [4]
proposed adaptive energy saving mechanisms in the IEEE 802.16e system, where the initial-
sleep window and final-sleep window are adjusted according to the average traffic overload
dynamically. Kong, et al. [5] evaluated and compared the sleep-mode operations of the power
saving classes of type I and type II using an embedded Markov chain.

One of the problems in the power saving classes in IEEE 802.16e standard [2] is that they
need overhead on the resources to transmit MOB-SLP-REQ/RSP messages. For example, dur-
ing the switching time from awake-mode to sleep-mode, a MS sends a MOB-SLP-REQ message
and receives a MOB-SLP-RSP message, and also needs actions for requesting and granting re-
source to exchange such signaling messages. The switching time between awake/sleep-modes
excluding resource request period takes at least 4 frames as follows:

The switching time from awake-mode to sleep-mode =
time to send a MOB-SLP-REQ) message from MS to BS, 1 frame
+ time for BS to decode the MOB-SLP-REQ message, 1 frame
+ time to check data buffered and to generate a MOB-SLP-RSP message, 1 frame
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+ time to send the MOB-SLP-RSP message from BS to MS, 1 frame.

Moreover, the problem is that during the switching time, MSs also consume the energy by
staying in the awake-mode. In other words, the overhead to transmit the MAC management
messages and the additional overhead for the resource request are necessary for the mode
transition. The data link time to handle such overheads will be entirely wasted time in the
awake mode, and will affect the power consumption efficiency. These problems motivate us
to introduce a new sleep-mode scheme for the IEEE 802.16e.

In this paper, we propose a new sleep-mode scheme called the power saving mechanism with
periodic traffic indications in order to save the resources and the power consumption by not send-
ing MOB-SLP-REQ/RSP messages. The main characteristic of the power saving mechanism
with periodic traffic indications is to send periodically a TRE-IND message by the BS at every
constant interval, called the TRF-IND interval. This power saving mechanism with periodic
traffic indications resolves the problem of the MOB-SLP-REQ/RSP in the IEEE 802.16e men-
tioned above, by saving their bandwidth as well as the switching time between awake/sleep-
modes, and furthermore the energy consumption. The proposed power saving mechanism
with periodic traffic indications unifies the power saving classes of type I and type II, and so
it can be applicable to all traffics such as BE, NRT-VR, UGS and RT-VR traffics, by adjusting
the length of a TRF-IND interval depending on traffics. The algorithm of the new sleep-mode
scheme is so simple and convenient for the actual implementation. We will describe in details
the power saving mechanism with periodic traffic indications in Section 2 of this paper.

We provide an analytic performance study for the downlink traffic under the proposed
scheme, assuming that arrivals of messages follow a Poisson process, which is applied for
bursty traffic like BE traffic.

We organize the rest of this paper as follows. In Section 2, we introduce the power sav-
ing mechanism with periodic traffic indications for the 802.16e. In Section 8, the probabilistic
characteristics of the lengths of awake/sleep intervals in the proposed sleep-mode operation
are investigated by their Laplace-Stieltjes transforms (LSTs). As a result, we obtain sleep-mode
ratio and power-consumption ratio. The LST and the mean of queueing-delay of a message are
derived in Section 8. In Section 4, we show that our analytic results match with simulation re-
sults very well. The power saving mechanism with periodic traffic indications and the power
saving class of type I in the IEEE 802.16e standard are compared with power-consumption ra-
tio under the constraint that the two schemes have the same mean total-delay bound. As we
expect, the proposed scheme in this paper performs better than the power saving class of type
Iin the IEEE 802.16e standard. We conclude the paper in Section 5.

2 The power saving mechanism with periodic traffic indications

The power saving mechanism with periodic traffic indications has a TRF-IND interval of a
constant length C. The TRF-IND interval consists of a listening interval, an awake interval
and a sleep interval. Under this new sleep-mode operation, the BS sends out periodically a
TRF-IND message at the beginning of the listening interval in TRF-IND interval (see Fig.1).
During the listening interval, a MS synchronizes with the serving BS downlink, listens to a
TRE-IND message, and decides whether to go to an awake-mode or remain in a sleep-mode.
If there are data traffics in the buffer for the tagged MS, the BS sends a positive TRF-IND
message and the MS enters an awake-mode. The BS transmits data during the awake-mode,
and the awake-mode terminates if no traffic arrives during a fixed time, called a close-down
time (referred to as time-out in some papers), of a constant length T, since the buffer of the BS
has become empty. The close-down time is given to provide with services before entering a
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Figure 1: Sleep-mode operation of the power saving mechanism with periodic traffic indications.

sleep-mode, to the data which arrive shortly after the buffer has become empty. If any data
traffic arrives during the close-down time T, the BS keeps on the awake-mode and transmits
the data. Otherwise, the MS goes to a sleep-mode from the awake-mode without exchanging
MOB-SLP-REQ/RSP messages. The sleep-mode continues up to the next listening interval,
where the BS sends out a TRF-IND message. If there are no data for the downlink traffic at the
beginning of the listening interval, the BS sends a negative TRF-IND message, the MS stays in
a sleep-mode, and a sleep interval becomes a whole TRE-IND interval.

To illustrate the sleep-mode operation of the power saving mechanism with periodic traffic
indications, we give an example in Fig.1, where TRF-IND interval C' = 12, close-down time
T = 4, and listening interval L = 2 frames. Since a message composed of 3 packets arrives
during a previous sleep interval, the BS sends the first positive TRF-IND message in the listen-
ing interval. The awake interval lasts from 3rd frame to 9th frame, where the transmission of
3 packets takes 3 frames and the close-down time is the last 4 frames. Because no data arrive
during the close-down time, the MS enters a sleep-mode from the 10th to the 12th. The 13th
frame is the beginning of a listening interval at which the next TRF-IND message arrives. The
second TRF-IND message is negative, and then the MS restarts a sleep-mode.

Now we explain why we can use our proposed power saving mechanism with periodic
traffic indications for all traffics. Every traffic has its own arrival process of packets, and its own
requirement on packet delay or packet loss. For example, BE traffic like Web browsing arrives
with series of packets, (which we regard as a message in this paper), and it demands less
stringent requirement on delay. A good candidate for BE traffic is the power saving mechanism
with periodic traffic indications having a sufficiently large value of C. On the other hand,
UGS traffic such as VoIP or streaming service produces packets of fixed bytes at every fixed
milliseconds, and it demands stringent requirement on delay. Thus a good candidate for UGS

traffic is the power saving mechanism with periodic traffic indications having a short length
C.
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In this paper we consider bursty traffics of messages consisting of a random number of
packets, which are not sensitive to delay. Thus we assume that in the power saving mechanism
with periodic traffic indications, the length C of a TRF-IND interval is chosen so large that
an awake-mode terminates within C and the requirement on delay is still satisfied. A sleep
interval is the remaining part of a TRF-IND interval after the awake-mode terminates. As a
system parameter, the length of a TRF-IND interval determines delay and power consumption.

3 Mathematical analysis

3.1 Assumptions

We make the following assumptions:

(1) The downlink message arrival toward the tagged MS follows a Poisson process with
arrival rate .

(2) A message of random length is divided into packets of fixed length, and only one single
packet is transmitted during every frame, i.e., MAC layer always allocates a resource to the
tagged MS at every frame and the resource can transmit one packet. Thus the transmission
time (service time in queueing terminology) of one message is a random multiple of one frame
and so we may assume that the service time of a message has a general distribution B(z).

Mathematical analysis will be proceeded with the techniques developed in the M/G/1
queuing model with a vacation by regarding messages as customers and a sleep-mode as a vaca-
tion. We assume that the BS has an infinite buffer for the tagged MS.

It is assumed that the BS does not send downlink messages during the listening interval.
The mathematical analysis will be done by classifying two intervals: awake interval and sleep
interval. Since the listening interval is very short as 2 frames, for mathematical simplicity we
assume that the listening interval is included in the sleep interval. However, in reality the lis-
tening interval is on the awake-mode, and so it will be subtracted from the mean length of sleep
interval and added to the mean length of awake interval for obtaining power-consumption ra-
tioin 3.2. Let

e A = the length of an awake interval,

o V = C — A, the length of a sleep interval, assuming that the length C of a TRF-IND interval
is chosen so large that A < C, as mentioned earlier.

Remark. If a traffic has the lowest priority among traffic classes in the IEEE 802.16e system,
like BE traffic, according to the traffic conditions of BS, the bandwidth for BE traffic may not
be allocated to the pending packets destined to the tagged MS at every frame. The time (called
Hol-delay) to be allocated the bandwidth for the packet of BE traffic will be a random amount
of time (see [2]). Assuming that the packet arrivals follow a Poisson process with arrival rate
A, the results of this paper can be also applied to the sleep mode operation initiated by BS by
regarding the service time as HoL-delay + transmission time, and a sleep-mode as a vacation.
In M/G/1 queueing, packets correspond to customers, and HoL-delay + transmission time
correspond to a general service time.

3.2 Awake interval and sleep interval

In this subsection, first we describe the awake interval in terms of the busy periods generated
by messages buffered at the BS. The LST of the length of the awake interval is computed in
terms of the LST of the length of the sleep interval , and we obtain a relation between mean
lengths of the awake/sleep intervals. We derive the LST and the mean of the length of the
sleep interval. Sleep mode ratio and power consumption ratio are given.
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Figure 2: Awake interval and sleep interval.

Laplace transforms of the lengths of awake interval and sleep interval

LetY be the number of messages which arrive during a previous sleep interval V.. We consider
two cases of Y(w) = 0 and Y(w) > 0, separately. Note that P(Y = 0) = [(*P(Y =0V =
z)dV(z) = [T e dV(z) = V*(}).

(1)Casel: Y(w) > 0 and so the BS sends a positive TRF-IND message. The probability of
this case is given by P(case 1) =1 — V*(\).

Let ©, be the length of the busy period generated by messages which have arrived during
the previous sleep interval. As the busy period is over, the MS waits for a close-down time T
before it enters the sleep-mode. If there is no arrival message during the constant close-down
time T, the MS goes from the awake-mode to the sleep-mode, and the length of the awake
interval in case 1 is equal to ©, + T with probability e *7. Otherwise, the awake interval
is added to the busy period, which is generated by the messages arrived during the present
close-down time. The MS stays on the awake-mode and waits again for another close-down
time 7. In the case that there is no message in the second close-down time 7', the MS enters

the sleep-mode, and the length of the awake interval in case 1 becomes O, + T + ((—3;1 ) +T)

with probability e=*T(1 — e=AT), where O represents the length of the (first) busy period
generated by messages arrived during the first close-down time T'. In such a way, the length of
the awake interval given Y > 0 is expressed as follows (w.p. below stands for with probability).
Fig.2 indicates the awake interval and the sleep interval in case 1.

The length A of the awake interval, conditionally on {Y > 0} in case 1:

Q. +T : w.p. e
O, +T+ (@(1) +7) w.p. e (1 —e A7)

A L (1)
O +T+OP +T)+--+ (O +T)  wp. e>T(1—eT)n

The LST A*(s|Y > 0) of A givenY > 0 is computed as follows.

oG
ASlY >0) =Y Ele™AY >0, A=0,+ 6% + -+ O + (n+ 1)T]e T (1 — )"
n=0
_ e~—(>\+s}Tez (s)
1—(1—e?T)e~sTOL(s)
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where VA = 20%(s)] = V*(N) xT
— * s — * N _ e—
1= V*(N) o Ol = o

©%(s) and ©%(s) are the LSTs of the busy periods ©. and ©r generated by messages arrived
during the previous sleep interval, and during the close-down time T, respectively, and 8*(s)
is the LST of the busy period € of one message in the M/G/1 queueing system, with §*(s) =
B*(s + A — A6*(s)). Hence,

01(s) = [T _1].

e OHITV* X~ 20*(s)] — V(W)
[1 -Vl - e—(A+s)T(eAT9*(s} — 1)]
(2) Case 2: Y(w) = 0, and so the BS sends a negative TRF-IND message. Since we assume
for mathematical simplicity that the listening interval is contained in the sleep interval, 4 is

equal to zero in case 2. The probability of this case is P(case 2) = V*(A).
Therefore, the LST of the length A of an awake interval is as follows:

A*(s) = A*(s]Y = 0)P(Y = 0) + A*(s]Y > 0)P(Y > 0) = V*(A) + A*(s|Y > O)[1 — V*(\)],

V*()\) + e—-(A+s)T [V*()\ )\0*( )) V*()\)BATB* (s)] )
1+ ew(A+s)T[1 - 6)\3"3*(3)] ( )
This equation gives a relation between A*(s) and V*(s), the LSTs of A and V. By differentiating
it at zero, the relation of the mean lengths of an awake interval and a sleep interval can be
obtained. Since V*()) is the probability that there is no message in the sleep interval V, we
approximate V*(\) by the probability that there is no message in the interval whose length is
E[V],ie., V*(\) = e~ *FIVl, Fig.3 shows that this approximation is verified by simulation. The
equalities p = AE[B] and E[f] = %—E%l are used to yield the equation of E[4] and E[V]:

A*(s|Y > 0) =

A*(s) =

1
E[A] = —1~—_-_——;[pE[V] + T — TP EV], @)

This equation is a relation between E[A] and E[V] obtained from the relation of the LSTs of A
and V in a general case with no assumption on the system parameters.

However, we assumed that the TRF-IND interval C' is chosen so large that A < C holds.
Then V = C — A and the LST of V, V*(s) = A*(—s)e™* and from (2) we have the following
equation of V*(s):

C_SGV*(A)[]. - e——(z\—-s)Te.\Té‘(—s)]
1+ e—-(A-s)T[l _— e)\TG“'(ws)]

e—sCe~(A—s)T

V*(s) = 1 + e~ (A=9T[] — AT0*(=9)]

V*(\ = A8%(=s)).

7
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This expression is a functional equation for the LST V*(s) of V. We solve for V*(s) for any
given value s through the following iterative equation:

nr1(s) = R(s) + Q(s)V (D(s))
where Vj(s) is some initial function and

e~ SCV*( N1 — e~ (A=8)T gAT6 () e~ 8Ce—(A—s)T
R(S) = (-)){\ws T ATE*(—s ]’ Q(S) = —{A—3)T ATo* (s
1+ e~ (A-3)T[1 — eATO" (5] 1+ e (=8)T[] — eAT0"(=3)]

and D(s) = A — A*(—s), then we obtain

00 k n—1
Vs) = V)Y [eA-DHNT _ AT6 (=D TT Q(DY(s)) + lim Vi (D™(s Q(Di(s
() ();[ Ig}( (s))+ lim Vg'( ())g}( (s)

| 4)
where D?(s) = D(D(--- D(s))), j-fold composition of D(s). The equation (4) is an expression
in terms of known quantities and initial function Vj, which may be chosen as the LST of 1}
where V; is some proper random variable. Assuming (4) is convergent, E[V'] can be obtained
as in (5) below by differentiating (4), but in such a differentiating calculation, the term of V4
will vanish to zero with a term of p. F[4] = C — E[V] < C and using (3),

E[V] =T e PV — M 4 (1 - p)C. )

E[V] is obtained by solving (5) numerically.

Sleep mode ratio and power consumption ratio

In this subsection, we are interested in the performance measures such as sleep-mode ratio and
power-consumption ratio under the sleep mode operation:

o Sleep-mode ratio is defined by the ratio of mean length of a sleep interval to the total mean
length of a sleep interval and an awake interval.

Sleep Mode Ratio = W

e Power-consumption ratio is defined by the ratio of power-consumption per time unit as MS
is applied to the sleep mode operation to that as MS stays always awake.

aa(E[Al+ L)+ oy (E[V] — L) + aon
a4(E[A) + E[V])

Power Consumption Ratio =

where a4 and oy are energies consumed per time unit at the awake interval and the sleep
interval, respectively, and o, is extra energy needed for the switchings from awake-mode to
sleep-mode and from sleep-mode to awake-mode, and L is the length of a listening interval.
In our calculation, the listening interval is included in the sleep interval for mathematical sim-
plicity, but in reality the listening interval is on the awake-mode. This is why we add L to the
mean length of the awake interval and subtract it from the mean length of the sleep interval.

8
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3.3 Laplace transform of queueing delay

As the BS transmits messages in the system with a sleep-mode operation, the sleep-mode op-
eration will give vast affects on the delay of the messages. The total delay of a tagged message
is the sum of queueing delay (= the length of the remaining sleep interval and the transmission
times for the messages queued in front of the message) and the transmission time of the tagged
message itself if arrival of the tagged message occurs during the sleep interval. Since queueing
delay and transmission time are independent, as we find either total delay or queueing delay,
we obtain the other. Here we will find the queueing delay.

Let W be the queueing delay of a tagged message. We obtain the LST W*(s) of W by using
the technique in Takagi [6] for the delay in the M/G/1 queueing model with a vacation (sleep
interval).

W*(s) = Ele™*W|sleep|P(sleep) + Ele™*W |awake] P(awake)

E[V] E[A]

E[A] + E[V) E[A] + E[V]

Calculations for E[e~*" |sleep] and E[e~*" |awake] are given in Section 6 of the appendix.

P(sleep) = Plawake) =

woe) = _ ElV] S ape () Vi(8)ds = [7°V*(s)ds . __ B4 e T [al(s) + SB(s)]
(s) = E[A] + E[V] s — A+ AB*(s) E[A]+ E[V] s— A+ AB*(s)
where L=V = 2BG) |

- s e~ AT1=B*(s)] _ ,~sT

Us) = —= V*(,\) ¢
B o (1 - e—AT)n 1 - e—AT)n
o= ;E[@C] +T +n(E[07]+T)’ b= Z E[® +T+n(E[@T] +T)’
IR —L G Ep—

1-p)(A-V*()’ 1 -p)(1 —e )

It is differentiated to derive the mean queuing delay E[W] in the queue as follows.

_ AE[BY  E[A

1 ae”E[V]  Be T
~ 2(1-p) E[A] + E[V] [ 1-V*(3)

E[W] A el Gl 5)&”7‘]

LT EA [;ﬁaE[vz] p*BT? 1+ p)(EV])?

2 2

A= p) A+ BV |1 vy T 1= TPt 0T ] 2(BA] + BV’
The mean total delay is E[W] + E[B]. The mathematical calculation in this subsection is in
a general case with no assumption on the system parameters. However, the delay which we

will see as a numerical result in the next section is obtained under our assumption that the
TRF-IND interval C is chosen so that A < C holds.

4 Numerical results and performance analysis

For numerical analysis we assume that a message consists of only one packet of fixed size,
thus the service time is 5 ms, one frame long. The length of a listening interval L is 10ms as 2
frames.
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Figure 4: Comparison between numerical results and simulations.

In order to compare mathematical analysis and simulation results, we choose the following
values of the parameters: Close-down time T' = 30ms, TRF-IND interval C = 200ms. As
mean interarrival time } varies (on the z-axes), delay, power-consumption ratio and sleep-
mode ratio are compared between numerical analysis and simulation results in Fig. 4 (a)(b)(c),
respectively. In obtaining the power-consumption ratio, oy =10, av =1, and ao, =40 are
chosen for example. Currently, we do not have any power consumption information of IEEE
802.16e as [3] mentioned.

Fig. 4 shows the analysis and the simulation match very well. The reason that the results
on analysis differ from those on simulation for small values of mean interarrival time is that
for our assumption 4 < C, large values of mean interarrival times are assumed so that all
messages which arrived during the previous sleep interval are served within one TRF-IND
interval, as we mentioned. This is why two results match very well for large values of mean
interarrival times and have a little gap for small ones.

As the TRF-IND interval is longer, the sleep interval is longer and the delay is larger since
the messages which arrived during the sleep interval have to wait until the next listening
interval. On the other hand, as the TRF-IND interval is shorter, the delay is shorter, but the en-
ergy consumption increases because of the frequent switchings between awake/sleep-modes.
Fig. 5 (a)(b)(c) depict comparisons of delay, power-consumption ratio and sleep-mode ratio,
respectively, in 6 cases of TRF-IND intervals (C = 100ms, 140ms,---,300ms) as mean in-
terarrival time varies and close-down time is 30ms. We see that the delay and the sleep-mode
ratio increase as the TRF-IND interval and the mean interarrival time increase, whereas the
power-consumption ratio decreases.

If a mean total-delay bound is given, the optimal TRF-IND interval minimizing the power-
consumption ratio can be chosen using the graphs in Fig. 5(a)(b)(c). For example, if the mean
total-delay is less than 70ms and the mean interarrival time is 50ms, TRF-IND intervals are
among 100, 140, 180, and 220ms as seen in Fig. 5(a). From Fig. 5(b) we find the optimal TRF-
IND interval (= 220ms) which minimizes the power-consumption ratio while satisfying the

10
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Figure 5: Performance measures vs. mean interarrival time.

required QoS on delay. In this case the power-consumption ratio and the sleep-mode ratio are
0.50 and 0.65, respectively, as shown in Fig. 5(b)(c).

The power saving mechanism with periodic traffic indications (abbreviated the periodic-
TRF-IND-method below) in the present paper is proposed to improve the power saving classes
in IEEE 802.16e standard [2]. Now we compare our scheme and the power saving class of
type 1 with the optimal power-consumption ratio. The optimal power-consumption ratio (on
y-axis) in the graphs of Fig. 6 is defined as follows: First, for a given equal mean total-delay
bound in the type 1 of IEEE 802.16e standard and the periodic-TRF-IND-method, we select all
system parameters satisfying the given mean total-delay bound. Secondly, we find minimum
power-consumption ratio among all power-consumption ratios which have the system param-
eters selected in the first step. In details, for the graphs of the power saving class of type 1 in
IEEE 802.16e standard (called type 1 on the graphs), as given a mean total-delay bound, we
select all sets of initial-sleep windows, final-sleep windows and close-down times satisfying
the mean total-delay bound, and then find the minimum (optimal) power-consumption ratio
among all power-consumption ratios with the selected sets. For the graphs of the periodic-
TRF-IND-method, as given a mean total-delay bound, we choose all pairs of TRF-IND inter-
vals and close-down times satisfying the given mean total-delay bound, and among these pairs
we take the optimal parameters minimizing power-consumption ratio. The optimal power-
consumption ratio is the minimum power-consumption ratio with the optimal parameters.

In Fig. 6(a)(b), we see the optimal power-consumption ratios which satisfy mean total-
delay bounds as the mean interarrival time is 30ms and as the mean interarrival time is 300ms.
As seen in Fig. 6(a)(b), under the same delay bound, the optimal power-consumption ratio of
the type 1 in the standard is larger than that of the periodic-TRF-IND-method. For example,
in Fig. 6(a) with mean interarrival time 30ms, if the delay bound is 50ms, the optimal power-
consumption ratio of the type 1 is 0.78 and that of the periodic-TRF-IND-method is 0.59. In Fig.

11
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Figure 6: Comparison between the power saving class of type 1 in IEEE 802.16e standard and the
power saving mechanism with periodic traffic indications.

6(b) with mean interarrival time 300ms, under the delay bound 120ms, the optimal power-
consumption ratios of the type 1 and of the periodic-TRF-IND-method are 0.34 and 0.27, re-
spectively. Now we consider delays of two schemes with the same power-consumption ratio.
In the case of the mean interarrival time 30ms (see Fig. 6(a)), under the power-consumption
ratio 0.6, the type 1 has delay 80ms and the periodic-TRF-IND-method has delay 50ms. If the
mean interarrival time is 300ms (see Fig. 6(b)), under the power-consumption ratio 0.29, the
type 1 has delay 160ms and the periodic-TRF-IND-method has delay 100ms.

5 Conclusion

In this paper, we propose the power saving mechanism with periodic traffic indications to sup-
port efficient power saving and to save resources for IEEE 802.16e. The proposed scheme has
a constant TRF-IND interval, and TRF-IND messages are regularly sent by BS at the beginning
of the listening interval in every TRF-IND interval. We analyze the probabilistic characteris-
tics of the lengths of the awake interval and the sleep interval in the proposed scheme with
a sufficiently large length of a TRF-IND interval for burst traffics. Sleep-mode ratio, power-
consumption ratio, and mean total-delay of a message are computed to obtain the optimal
system parameters while satisfying the QoS delay. We compare the performance between the
original power saving class of type 1 in IEEE 802.16e standard and our power saving mech-
anism with periodic traffic indications. In conclusion, the proposed scheme in this paper im-
proves the standard scheme in view of saving the resources as well as the switching time
between the awake/sleep-modes, and furthermore the energy consumption. In the present
paper, we show mathematical analysis and performance evaluation under the assumption of
Poisson arrival for BE traffic in the IEEE 802.16e. However, the power saving mechanism with
periodic traffic indications can be also applied for UGS and RT-VR traffics.

6 Appendix

In this appendix we calculate E[e=*W|sleep] and Ele~*W |awake].

12
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Let Wi (s) = Ele™*W |sleep]. If V = z,
e ST e-)\a:[l——B"(s)]
z[A— AB*(s) — 5]

x
Ele™*"|V =z] = / Ele~*Y|tagged message arrives at y]i-dy =
0
Unconditioning on V' = z, we use the integration of Laplace transform: since
]. - 1_«3* o0 _ o0 ], _}\ _B* o
—emAell=B(s)] e **ds, Ze =BGl gy (z) = V*(s)ds
T A—AB*(s) o T A—AB*(s)

thus o0 00
W*( ) _ f/\—)\B*(B) V*(S)ds — fs V*(S)ds
vAS) = 5= A+ AB*(s)

Let W}(s) = Ele*V |awake]. By (1),

Wi(s) =S Ele™W|0.+ T+ (0F + T) + -+ (O + Te (1 — XYy (6)

n==0

Ele" |0+ T+ (8% +T)+ -+ (65 + T)]

n
= Ele~*W|tagged message arrives in ((‘:)c—f-T)]qo-%-Z Ele™*Y |tagged message arrives in (8%-{) +T)]a
=1

where

_EO]+T _EO7]+T
R, y 4l R,

We compute W(s) = E[e~"W |tagged message in (0, + T)] and
Wi(s) = Ele™*"|tagged message in (@g,lw) + T))].

and R, = E[O;]+ T+ n(E[Or] +T).

E[©]
E[©]+T

T

W;(s) = E[e™"|0] FOJiT

+Ele™V|T] @)

In order to find E[e~*"|0,] and E[e~*"|T): Let 7o be the service time for messages arriving
inV, 9 = By + -+ By. We call 7y the Oth generation of the busy period and the period
for serving all messages that arrive during the m — 1 st generation the mth generation, where
m = 1,2, . The length of the mth generation is denoted by 7. Then ©, = >~ _ 71,

E[e—sWI@ ZOE -sz@c, m] Z / ——SWle = t]t;«lJT[ZS) —2—%%—2—%—

where the probability distribution function of 7,,,, during which the tagged message arrives, is

given by M[-—Ltg":m}t) X

e M{1-B*(s)] _ st

Ble™mm =1 = S,

Thus

Ele"|0,] = meolTm(A = AB*(s)) — .(s)] _ 1-V*(A - AB*(s))
¢ E[©.][s = X + AB*(s)] T (1= V*(A)E[O][s — A+ AB*(s)]
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because - s
Ths1(8) = (A= AB(s)), 73(8) = Lt _1_»5‘5)(&; .

As for E[e™*W|T):

e~ MT(1=B*(s)] _ g—sT

T
1
—sW —sW = .
Ele™"|T] = /(; [e™*" |[tagged packet at y]ng T = A7 2B (5)]

Hence, in (7),

Wels) = 1 [1 —VIAZAB) | a5t e~sz~] .

(B[®] + T)[s — A+ AB*(s)] 1=V
Similarly,
£ra 1 1 — g ATU-B (<)) “AT[1-B*(s)] _ ~sT
Wi(s) = Eor T 2 £ 3B (3] [ 1= te B
Hence, from (6)
o T
WA(S) - S— A+ /\B*(S) [OZ\I/(S) + /61@(8}}

where ¥(s), ®(s), o and g are given in subsection 3.3.
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Abstract

In this paper we obtain the scaling law for the mean broadcast time of a file in a
P2P network with an initial population of N nodes. In the model, at Poisson rate
A a node initiates a contact with another node chosen uniformly at random. This
contact is said to be successful if the contacted node possesses the file, in which
case the initiator downloads the file and can later upload it to other nodes. In
a network with altruistic nodes (i.e., nodes do not leave the network) we show
that the mean broadcast time is O(log(/V)). In a network with free-riding nodes,
our main result shows that a O(log(/N)) mean broadcast time can be achieved if
nodes remain connected to the network for the duration of at least one more contact
after downloading the file, otherwise a significantly worse O(N) time is required
to broadcast the file.

1 Introduction

Traffic measurements in the Internet suggest that Peer-to-Peer (P2P) networks are becoming
increasingly popular among Internet users for sharing and distributing files. The salient fea-
tures of a P2P architecture are the vast possible improvements in scalability and robustness
compared to the traditional client-server architecture. In the best-case scenario, a P2P network
can broadcast a file in a time which scales only logarithmically with the number of nodes in the
network, which compares favourably with the linear scaling for a client-server network. This
vast improvement in the distribution time can be explained as follows. After downloading the
file, a client node acts as a server and uploads the file to other client nodes. Thus, the service
capacity of the network actually increases with the number of the nodes in the network. The
presence of several simultaneous servers in the network significantly reduces the vulnerability
of the file distribution process to attacks on the central server.

Although the P2P architecture is very promising in terms of scalability, there are several
factors which are critical to achieving the promised performance gains. The foremost factor
is the willingness of each client node to become a server node. A failure on the part of client
nodes to do so (also called free-riding) would impact both scalability and robustness. As a sim-
ple example, if each client node departs immediately after having downloaded the entire file,
the network will behave as a client-server network with the broadcast time scaling linearly in
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the number of client nodes. Thus, the impact of free-riding (i.e., downloading but not upload-
ing) on the broadcast time needs a detailed investigation. Another factor which is critical to
achieving the performance gains is the connectivity of the underlying network graph. Again
as a simple example, if the network would be configured in a star topology then again the
time to broadcast would be linear in the number of nodes which is significantly worse than the
logarithmic scaling possible on a hypercube topology [4].

A detailed study of the impact of these factors on the performance of a P2P network is
thus essential in obtaining conditions under which P2P architecture can outperform the client-
server architecture. In this paper, we study a closed P2P network in which N client nodes and
one seed node form a fully connected file sharing network. The purpose of this network is to
broadcast the file which is available at the seed node. Each node (except the seed node) can
leave the network after downloading the file. The model described above is suited to study
the behaviour of P2P network when subjected to flash-crowds, i.e., a large population of nodes
joins the network in a very short interval of time [2]. One of the main performance measures
in such networks is the time required to broadcast the file. The focus of this paper is to study
the impact of free-riding on the mean broadcast time. Our main result states that a O(log(NV))
mean broadcast time is achievable in P2P networks with free-riding provided that nodes stay
long enough in the network after having downloaded the file, otherwise a significantly worse
O(N) time is required, thereby implying a phase transition phenomenon for the scaling law of
the mean broadcast time.

1.1 Related work

The availability of free P2P software such as BitTorrent [1] has contributed significantly to the
increased popularity of P2P networks among Internet users, and has also motivated research
in several aspects of the P2P networks. The BitTorrent P2P algorithm achieves a significant
improvement in performance by dividing the file into several chunks. Instead of downloading
a large file from one server, nodes can download smaller chunks from different servers. A file
download is said to be complete when a node has downloaded all the corresponding chunks.
Previously, low bandwidth nodes were reluctant to upload because of large file sizes, and
thus reluctant to participate in P2P networks. However, breaking the file into smaller chunks
provides such users an incentive to upload data and join a P2P network. In [4], the authors
studied the problem of the optimal broadcast of a set of C messages to IV nodes over a complete
graph in a deterministic setting. They showed that the optimal broadcast time is O(C +log,(NV)).
In our present paper, we give an analogous result in a stochastic setting for the one chunk case
and with the more realistic assumption of nodes being able to leave the network.

In general, the analysis of P2P networks in a stochastic setting (i.e., random node arrival
and node departures) is too complex to permit an exact analysis. Hence approximate models
have been constructed to obtain some insights into the performance of P2P networks. For
example, using a fluid model Qiu and Srikant [6] have studied the behaviour of the number
of servers and clients in a BitTorrent network in which there are external arrivals, and servers
leave the network at a certain rate. The emphasis is on studying the number of servers and
clients in the equilibrium state. In [3], the authors generalized the above model to be able to
study the spread of chunks within networks. One of their results was to show that chunk
selection policies (like rarest first or random selection) had negligible impact on the performance
of a P2P network. In practice, arrivals to a network may not occur at a constant rate, and the so-
called flash crowd phenomenon has often been observed [2]. For example, the latest version of a
popular software is solicited by a large number of users (a flash crowd) close to the release date.
Usually, the interest in this version may taper off as time progresses, and the critical period of
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operation is during the first few days when the interest is large. We note that the interest may
increase again when a new version of the software is released, for example. Unlike the above
mentioned work, our objective in this paper is to characterize the mean broadcast time in a closed
network. In that respect, our work is an extension of [4] to stochastic setting with free-riding.
However, the analytical tools (Markov chains and fluid limits) are similar to those in [6] and
[3].

As a first step, we present the analysis for the one chunk case, i.e., the file is not divided as
in BitTorrent. From the insights obtained using this model, we intend to extend this analysis
to the multiple chunk case and for different network topologies.

The rest of the paper is organised as follows. In section 2, we describe the model, give
the assumptions, and formulate the problem in terms of the input parameters. The analysis
for a network without free-riding is presented in section 3. In section 4 our main result on
the mean broadcast time in a network with free-riding users is derived. Using simulations,
similar results for general values of C are given in section 5. Finally, we conclude with possible
research directions in section 6.

2 Problem Formulation

Consider a population of N nodes who want to download a file which is available at the seed
node at time 0. We assume that the underlying network topology is fully connected, and
that a node, which is present in the network and has the file, is willing to upload the file to
other nodes. In order to download a file, a node initiates a contact with another node chosen
uniformly at random among the existing nodes. These contacts are initiated at Poisson rate \.
If the contacted node has the file then the file transfer is assumed to take place in a time which
is negligible compared to the mean time between contacts. This model of a contact process for
file dissemination is based on the one analysed in [3] and [5].

In order to model the impatient behaviour of nodes in a real network, we shall assume
that, after having downloaded the file, a node leaves the network at a Poisson rate . The
case u = 0 corresponds to altruistic nodes who remain in the network for the duration of the
broadcast whereas the case u = oo corresponds to nodes who leave the network immediately
after downloading the file. Finally, we shall assume that the seed node remains in the network
for the duration of the broadcast. This assumption guarantees that all the nodes will be able
to download the file eventually. One could possibly study the number of unsuccessful nodes
if the seed node also had the possibility of leaving the network. Such an analysis could give
clues to the vulnerability of the network to malicious attacks on the seed node.

Given the above setting, our main interest in this paper is to study the impact of the de-
parture rate, 41, on the mean time to broadcast the file to all NV nodes. Intuitively, a higher
departure rate of the nodes would translate into fewer servers present in the network which
would then increase the mean broadcast time. We shall formalize this intuitive result by show-
ing that, depending on the departure rate, different scaling laws are possible for the mean
broadcast time.

3 Mean broadcast time with altruistic nodes (1 = 0)

We first take a look at the case 1 = 0. Through this analysis we expect to obtain a lower bound
on the mean broadcast time for x4 > 0. In a deterministic setting when the sequence in which
file downloads take place is determined at time 0, file broadcast can be achieved in O(log(NV))
time units. We now show that this is also the case in the stochastic contact process model we
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described earlier. Thus, the mean broadcast time in a random contact based P2P network is of
the same order as the optimal broadcast time.

For the case of 1 = 0, we shall study the network in discrete time where each time step
corresponds to the time between two contacts. Since no nodes leave the network, contacts
are initiated at rate N (we assume that the seed does not initiate any contacts). The mean
broadcast time can be obtained by multiplying the mean number of contacts by (NA)~1.

Let Y, denote the number of servers in the network after the nth contact. The dynamics of
the process {Y,,n > 0} can be described as follows.

Voo = Y, wp p¥n)
ntl Yo4+1 wp. 1-p(Y¥,) °

where p(i) = 1 — 2241 The probability p(i) describes the probability of an unsuccessful
contact when there are 7 servers and one seed present in the network.
Let A; denote the number of contacts made in state i. The random variable 4; is geometri-
cally distributed with
Prob.(A; = k) = (1 — p(@))p(0)* %, k> 1.

n

Figure 1: The relation between S and dynamics of ¥’

Let §; = Y.7_, A;. The random variable ; is the number of contacts needed to distribute
the file to j -+ 1 nodes. This relation between the processes S; and Y, is illustrated in figure 1
from which we can infer that P(Y, < j) = P(S;j-1 > n). Since A;s are independent random
variables,

7
B[S = Y ElA), j=0,1,.,N -1,
i=0

J
Var[S;] = Y Var[4], j=0,1,..,N-1.
i==()
Also, since A;s are geometrically distributed,

1 N?
1—p() ~ @+ 1)V -1)

vaial = 2= (-7 () ()
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Therefore, the mean number of contacts to broadcast the file (i.e., to distribute the file to N
nodes) is

N-1
ElSy-1] = Z E[A;]
i=0
2
= N]\:— ] (2log(N) + o(log(N)) .

Let T; denote the time needed to distribute the file to j nodes. Then,

Sj_1

71j= ZTM (1)

k=0

where the random variable 7, denotes the time between the kth and the (k+ 1)th contact. Since
71,72, ... is a sequence of i.i.d. exponential random variables with mean (N)~!, we can use
Wald'’s lemma and obtain the mean broadcast time as

E[TN] = E[Sn-1]E[n] (2)

2/\(N—]\/:+-15 log(N) + o(log(N)). 3)

4 Mean broadcast time with free riding nodes (1 > 0)

In the previous section we obtained a mean broadcast time of O(log(N)) for 4 = 0. For the
other extreme case of u = oo, we can see that the broadcast time would be O(/N) because the
seed would be the only server present in the network, and every user will have to download
the file from the seed node, which will take O(NN) encounters.

In this section we shall obtain the scaling law when 0 < u < oo, ie., nodes leave the
network at rate p after downloading the file. Let Y(¢) (resp. X(t)) denote the number of
servers (resp. downloaders) present in the network at time ¢. The joint process {X (t), Y (¢) }s>0
is a two-dimensional Markov process on {0, 1,2,..., N} x {0,1,2, ..., N} whose dynamics can
be described as follows

Y (£)+1
Y(5) — Y(t)+1 atrate AX (t)ﬁgﬁ-T(t) , (4)
Y(t)—1 atrate LY (t)
Xt — X(@#) -1 atrate AX (t)% ) ©)

with (X(0),Y(0)) = (N,0). The increase in Y (t) only happens when downloaders make a
successful contact (the +1 in the numerator is due to the presence of the seed). The rate of
decrease of Y (t) is uY (t) independent of the number of downloaders.

We now study this process in the large initial population limitie., N — oco. Let (z(t),y(¢)) =
(%,(L) , X%) be the rescaled process. Then, y(t) (resp., z(t)) is the fraction of nodes at time ¢t who

do (resp., do not) have the file. For 0 < u < oo, we can write the following fluid equations for
the dynamics z and y,

dy

dt K ©
dx Y

> = - . 7
dt gy @)
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Therefore, ( )
diz+y)
g = THY (8)
Combining equations (7) and (8), we get
d _pzty
—(z+y=5F, ©
which can be solved to obtain
T+ y = coxh. (10)

We can determine ¢g by noting that y = 0 when z = 1. Thus, we can characterize the evolution
of the number of servers as a function of the number of downloaders in the network as follows

y=—z+zf, z€(0,1), (11)

where p = p/A. In figure 2, we plot solutions of (10) for different values of p = p/X. As p — 0,
the solution approaches the line z 4y = 1, which is the case when no nodes leave the network.
The solution to the differential equation obtained above is valid only for p < 1. For p > 1 we

1

09
08
o7
|

0.6
> D5
0.4 p
03}
02} .
0.1
Py

Figure 2: Solutions of y = —z + z* for various values of p.

obtain negative values for y, which makes the solution infeasible. We now have the following
result.

Theorem 4.1. The mean broadcast time for a file in a P2P network with free-riding users scales as
e O(N}ifp>1;
e O(log(N))ifp< 1.

Thus, there is phase transition in the scaling law at p = 1. This suggests that if nodes stay
for the duration of one more contact after downloading the file then a significantly improved
scaling law for the broadcast time prevails even in the presence of free-riding nodes.

Proof. We first prove that the mean broadcast time is O(N) for p > 1. For this case we upper
bound the Y (t) process by another process which is easier to analyse. Let {Z(t) }¢>0 be defined
as

Z(t)+1 atrate AZ(t),

2 — {Z(t)—l atrate uZ(t). (12)
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For the same initial conditions, {Y(t)} is stochastically smaller than {Z(t)}. For p > 1, we have
Prob(Z(t) > N) — 0as N — co. Hence, for large N, we can conclude that Z(¢) will not reach
O(N) and, consequently, Y(t) will remain o(V). From (5), when X (¢) is on linear scale it will
decrease at a constant rate. Thus, for large N, the mean time required for X (¢) to go from a; N
to ap N will be linear in N. Hence, the mean broadcast time will be O(N).

For p < 1, we will follow similar arguments. In order to determine the mean broadcast
time, we divide the analysis in three phases. The first phase corresponds to the time required
for the number of servers to reach O(N). In the second phase, both the number of downloaders
and the number of servers are O(N) and the fluid analysis is valid. In the final phase, the
number of nodes goes to zero.

For the time spent in the first phase, we find the mean time required for Y'(t) to exceed
level ¢,N. This level will depend on p as not all values of y(t) € (0, 1) are feasible for a given
p. First, we find a lower bound for the rate of increase of Y (¢). Let v be the maximal solution
of the equation —z + 2 = ¢, in (0, 1). Then

Y () X(2)
MOxmrre > Y O9xm e
> AY(t)—1—.

Y+ €

The second inequality follows from the fact that z/(z + 1) is an increasing function in z, and

that if Y (t) < €,N then X(¢) > vN. We now bound Y (¢) by Z(t) described by

. 7 1 7

5 %(t)+1 at rate AWEPZ(t)’ (13)
Z(t)—1 atrate  uZ(t).

1
We choose a v > pT-# which then determines ¢,. For this choice of v, )\7—]; = )\;;-7; > Ap = p.

For such a choice of parameters, Z(t) and, consequentially, ¥ (¢) grow exponentially with time.
Hence, the time for Y'(t) to reach ¢, N, say t1, is O(log(IV)).
For the time spent in the second phase, we first solve (7) to obtain

1 T+ zf

From this equation, the time for z to start from a fraction v and reach a fraction v* is a constant
independent of N. Hence the time spent in the second phase is O(1).

For the time spent in the third phase, we shall bound the time required for z(t) starting
from z(7) = v+ toreach 0. For a given p, y > zif z < 5(1%;; We first fix a v* < ﬁ For
T <7,

Y 1
A —)Az. 15
e Y > 2)\m (15)
Since z is non-increasing, if z(t2) < v* then z(t) < v* and y(t) > z(¢),V¢ > to. Hence, the
above inequality will remain valid once z is smaller than +*. Let { X (¢)} be described by

~ o~

X@t) — X(t)-1 atrate IAX(t) .

From this definition, the process {X ()} is stochastically smaller than {X (t)}. Since X(t) de-
creases exponentially, we can conclude that X (t) also decreases to 0 in logarithmic time.
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From the above analysis, the time spent in the first phase is upper bounded by O(log(N)),
the time spent in the second phase is O(1), and the time spent in the final phase is upper
bounded by O(log(N)). Since the time to broadcast cannot be lower than log(N), we can con-
clude that the mean broadcast time is O{log(/NV)) forp < 1. O

5 Simulations

Using simulations, in this section we will observe that the above phase transition holds when
C is greater than unity as well. We simulate the model with C = 10 and C' = 50 and obtain
the mean broadcast time as a function of N. In figure 3, the mean broadcast time is shown as
a function of log,(N) for C = 10 and two different values of p smaller than 1. Figure 4 shows
the mean broadcast time as a function of N for two different values of p larger than 1.
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Figure 3: Mean broadcast time versus log,(N). C = 10.
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Figure 4: Mean broadcast time versus N. C = 10.

In figures 5 and 6, we plot the mean broadcast time versus log, (V) and N, respectively, for
C = 50. From these plots we observe that the phase transition at p = 1 appears to be true for
larger values of C as well.
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Figure 6: Mean broadcast time versus N. C = 50.

6 Conclusions and future work

In this paper we quantified the effect of free-riding users on the mean broadcast time of a file
in a P2P network. Our main result showed that a logarithmic broadcast time can be achieved
if nodes stay in the network for the duration of one more contact, i.e., if they upload the file
at least once. Otherwise a significantly worse linear scaling is achieved. Thus, if nodes stay
in the network for the duration of one more contact, a random contact based P2P network can
broadcast a file in a time which is of the same order as the optimal time.

Our future work will seek to extend these results to the multiple chunk case, and also to
study the effect of the network topology on the mean broadcast time.
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Abstract

Wireless mesh networking (WMN) technologies have captured attention from both
industry and academia recently, and they can be the ultimate wireless networking
solution for the next decade. WMNSs are characterized as having self-configuring
and self-healing nature along with flexible interoperability with other networks. In
this paper, we discuss a few promising wireless mesh networking technologies, es-
pecially those from IEEE 802.15.5, IEEE 802.11s, 6LoWPAN standards, and address
a few crucial research issues that are associated with the standards.

1 Introduction

WMN has emerged as one of the wireless networking technologies to realize ubiquitous so-
ciety. Today, there are various types of wireless networking technologies such as WCDMA,
WIiMAX, Wibro, HSDPA, HSUPA, etc. These types of networks are in general developed as
a backbone of networks, providing broadband networking services. Also these networks in-
volve considerable amount of investments for their deployment and elaborate network plan-
ning. In order to construct the ubiquitous society where peer-to-peer communications between
devices and human beings are common, networks that can operate in pico- and nano- cell en-
vironment are inevitable. People have made a lot of effort to develop proper networking tech-
nologies that meet this requirement. Those include Wireless Local Area Network(WLAN)s,
Wireless Personal Network(WPAN)s, Body Area Network(BAN)s, and Wireless Sensor Net-
work(WSN)s. Among these networking technologies, WLANs, WSNs and WPANS’s can be the
most important ones to enable communications among devices and humans to operate. Mesh
networking issues lies at the center of these technologies for the peer-to-peer communications.
The mesh network can play as an information collector from neighboring sensor nodes as well
as a bridge between sensor nodes and backbone networks.

There are three major standardization bodies to drive the international standard for wire-
less mesh networks, IEEE 802.11s, IEEE 802.15.5, and 6LoWPAN. IEEE 802.11s strives to lead
WLAN-based mesh networking technologies, while IEEE 802.15.5 WPAN-based ones. IEEE
802.11s adopts two procedures to implement the mesh networks among nodes, which includes
formation of topology and routing. The topology formation relates to collecting local informa-
tion among nodes and finding its neighbor nodes. The routing algorithm finds the best route to
a destination based on the collected local information from the topology formation. All these
procedures are executed in layer two of network stack. IEEE 802.15.5 and 6LoWPAN study the
mesh networking technologies based on WPAN MAC and PHY standards. IEEE 802.15.5 leads
its standard focusing on MAC and PHY issues, while 6LoWPAN higher layer ones. Those is-
sues from 6LowPAN include packet header compression and format, routing, security, etc., in
order to transmit IPv6 packets over IEEE 802.15.4 networks. In this article, we discuss several
mesh networking technologies, mostly from recent publications and standard documents.
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Figure 1: WMN architecture

This document is organized as follows. In section 2, we define generic structure of wireless
mesh networks and present details of topology and routing algorithms, along with a network
employing multi-channel schemes. In section 3, we explain one example routing method dis-
cussed in 6LoWPAN as well as a promising MAC protocol, adopting a new beacon scheduling
algorithm in superframe. Section 4 discusses several major research issues associated with
wireless mesh networks. Finally, a conclusion of this article is given in section 5.

2 WMN based on IEEE 802.11s standard

WMN is conceived to achieve a network infrastructure by relaxing the major constraint of
mobile ad hoc networks "“infrastructureless”, and it introduces a physical hierarchy in the net-
work by adopting static wireless relay nodes and mobile client nodes. Figure 1 depicts generic
architecture of a WMN where a group of mesh routers sits in the middle where various client
nodes, Wi-Fi nodes, and sensor networks are connected.

Current 802.11 ad hoc mode is not sufficient to implement the multi-hop nature of wire-
less mesh networks, and recent advance on 802.11 standard such as 11le and 11n also has their
inherent dependency on wireline infrastructure backbones and the last, single-hop communi-
cation structure. In this sense, IEEE 802.11s is designed to provide an IEEE 802.11 wireless DS
that supports both broadcast/multicast and unicast delivery at the MAC layer using radio-
aware metrics over self-configuring multihop topologies. Objectives of the standard are sum-
marized as: increased range/coverage & flexibility in use, possibility of increased throughput,
reliable performance, seamless security, power efficient operation, multimedia transport be-
tween devices, backward compatibility and interoperability for interworking. IEEE 802.11s
defines three types of nodes that constitute a mesh network, mesh point(MP), mesh access
point(MAP), and mesh portal(MPP). MPs are nodes that relay frames each other in a router-
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Figure 2: Definition of nodes for an IEEE 802.11s WMN

like hop-by-hop fashion. MAP performs two roles; that is, it works as a mesh relay node as
well as AP for clients. MPP acts as a bridge to other nodes.

2.1 Topology formation and routing

802.11s mesh network is composed of two major procedures called topology formation and
routing[1]. In a topology formation, nodes exchange their own information with their neighbor
nodes to find their neighbors. Figure 3 summarizes the procedure to form a topology in a
network.

First, when a mesh point running simple channel unification protocol(SCUP) is powered
up, the system goes into a neighbor discovery phase where periodical advertisements of bea-
cons are exchanged among nodes in the neighbor. SCUP is a protocol that assigns a common
channel to a subset of MPs belonging to the same mesh network. Request and response frames
are invoked on demand by a mesh point to find the neighbor. If neighbors are found to ex-
ist, connection is established between nodes by assigning all channels to their own network
interface. This is also accompanied by authentication and association among neighbor nodes.
If not found, the node selects one channel at random and assigns itself Channel Precedence
Indicator (CPI). CPI is an indicator to differentiate mesh networks, and it is used to merge a
group of network nodes into one mesh network group, having the same CPI. In general, CPI is
computed as a sum of a random number and the time spent by an MP in the WLAN mesh[1].

After the phase of topology formation is over, the routing algorithm begins to operate. As
mentioned before, the routing in the WLAN mesh networks is executed in the layer two of
protocol stack. Based on the local information collected in the topology formation procedure,
the routing algorithm determines a route to a destination. A few well-known ad hoc routing
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Figure 3: Procedure for topology formation

algorithms are employed such as Ad hoc On demand Distance Vector (AODV) and Dynamic
Source Routing (DSR){2]. When running these algorithms, MAC address is used to identify
each node to a destination. To secure a more stable route to the destination, multiple paths
can be selected to the destination based on a metric. The metric is used to indicate status of
channel between nodes. One example of the metric is given below

Bt] 1 (1)

Ca= [Oca+0p+? m
where O, Op, By, r, and e represent channel access overhead, protocol overhead, number

of bits in test frame, transmission bit rate for By, and error rate for B respectively.

2.2 Multichannel and multiradio for WMN

One of the hurdles in successful implementation of wireless mesh networks is the fact that
most existing WLAN systems are using single channel APs, which results in high probability
of packet collision. Consequently, severe performance degradation is inevitable in terms of
throughput, latency, etc., with this type of technology [2]. One way to avoid this problem is to
adopt multichannel and multiradio schemes into implementing WMN5s[3]. Figure 4 illustrates
a WMN where multichannel multiradio technology is used to implement WMNs|[3].

Figure 4 illustrates a route from a source to a destination based on multichannel technolo-
gies where each node has two different channels. First, each node exchanges ratio metrics with
its neighboring nodes(1). The radio metric can differ even between the same adjacent nodes
if different frequency links are in use, which is because channel state is dependent on active
frequency used. When the exchange of the radio metric information is over, a node sends
Route Request message to a destination to all WLAN interface. This message passes through
all WLAN nodes connected, and transmitted to the destination (2). Now, the destination se-
lects a path having the least radio metric sums(3) and sends Route Reply message back to the
source node(4). Eventually, the source node sends data packets to the destination node fol-
lowing the chosen route path. This routing scheme operates in layer 2.5 of protocol stack in
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Figure 4: Multichannel scheme is employed to implement a WMN

general, therefore it can run independently of multiple access schemes. Figure 5 shows one
of WMNs using different channels within a wireless distributed system(WDS)[4]. By assign-
ing different channels for ingress and egress packets, the system can reduce the probability of
packet collision significantly, and thus increase system throughput. Consequently, overall la-
tency of packets can also be significantly reduced. Figure 6 shows an experiment where system
throughput is measured with respect to varying number of hops with or without noise.

As you can see in the figure, the system can maintain a fairly stable throughput even in the
presence of noise and increasing hops when a multi-channel scheme is employed.

3 WMN based on IEEE 802.15.5 and 6LoOWPAN standard

Unlike the previous 802.11s mesh networks, WPAN-based mesh networks have more con-
straints, which is summarized as “3L"” constraints, Low power, Low price, and Low transmis-
sion power. There are two standardization bodies that are involved in the development of
WPAN-based mesh, 6LoWPAN and IEEE 802.15.5. 6LowPAN strives to develop standards to
transmit IPv6 packet over IEEE 802.15.4 WPAN networks. It mostly focuses on the standard-
ization above the layer 2 of protocol stack. 6LoWPAN has been viewed as more promising
technology than ZigBee [5] because it has loose constraints in terms of mobility of nodes. It
can be the best WPAN solution for a stationary environment where the mobility of the node is
negligible. A list of major work items includes IP adaptation/Packet Format, interoperability,
addressing schemes and address management, network management, routing in dynamically
adaptive topologies, security including setup and maintenance, application programming in-
terface, discovery (of devices, of services, etc.), and implementation considerations. Many con-
tributions have been presented so far for the standard, mostly assuming that lower layer can
support the high layer in reliable fashion. However, with the current IEEE 802.15.4-like MAC
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Figure 5: Example of wireless mesh network based on multichannel scheme
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Figure 6: Throughput analysis of a WMN depending on different number of hops
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Figure 7: Mesh router assisted routing

protocols, it is hard to realize WMNs because of inherent difficulties of beacon scheduling and
shortage of address space. We address this later with more details. Here we introduce one of
the routing methods that have been presented by a Korean delegate to 6 LoWPAN. Figure 7
shows a diagram of a WMN where there are four mesh routers and groups of sensor nodes
surrounding them.

The idea is to have a wireline connection among the mesh routers, and each sensor node
is controlled by one specific mesh router. This idea has several problems as follows. First
when we have a large number of sensor nodes, address space will quickly run out. Second,
nodes near the routers have high rate of communication with lower layer nodes because pack-
ets from lower layer nodes must pass through higher layer nodes inevitably and therefore
run out battery faster than lower layer nodes. This can create a domino effect on lower layer
nodes. Nodes in the lower layer keep sending packets to the high layer nodes until they get
responses from them. Third, without a proper beacon scheduling, it is unlikely to have normal
communications between nodes because of collision of the beacons in the case of multi-hop
communications. All these issues relate to how to design MAC and PHY layers efficiently as
mentioned before.

Meanwhile, the IEEE 802.15.5 Mesh Networking Task Group was formed to derive PHY
and MAC standards to enable WPAN mesh networking. The use of mesh routing technolo-
gles can be used to overcome inherent power limitation of WPANs. The mesh networking
environment can increase the coverage of WPANs and provides shorter links to nodes. This
is particularly advantageous for ultra wideband (UWB) communication that is significantly
sensitive to distance due to high data rate. The shorter links from the mesh networking envi-
ronment significantly increase throughput.

Recently, a proposal is presented, addressing how to improve the performance of IEEE
802.15.4-like MAC [6]. The author maintains a basic paradigm of IEEE 802.154 MAC and
PHY, and suggests several novel ideas to improve the performance of the MAC. Those ideas
include a new beacon scheduling method, a new short addressing scheme, and a method to
support seamless mobility. We explain this new beacon scheduling method here because it
is the key to improving the performance of MAC. The new beacon scheduling algorithm is

32



JinSoo Park Overviews on Wireless Mesh Networking Technologies

Figure 8: Structure of the superframe and an example of scheduling table

based on the idea that a node could avoid collision of beacons if the node knows the timings
of beacon transmissions of its neighbor nodes and those of the neighbor’s neighbor nodes.
A node keeps updating a scheduling table that is composed of its neighbor nodes, neighbor’s
neighbor nodes, depths from mother node, beacon timing to avoid, and its own beacon timing.
We illustrate one example to explain the operation of the beacon scheduling in Figure 8.

In Figure 8, node 2 knows that it has node 1 and 3 as its neighbors, and its neighbors do
not have anymore neighbor nodes(denoted as “x” in the table). Therefore it is one depth away
from the parent node 1. The node 2 also knows it can avoid the collision of beacons from node
1 and 3 by setting 2 as its beacon timing. As shown in Figure 8, the author adopts a Beacon
Only Period (BOP) in the superframe where the beacon timings of all nodes are scheduled.
Figure 9 further illustrates the beacon scheduling when there are 20 nodes in the network.

This algorithm is recently adopted as a candidate standard for WPAN mesh in the U-city
forum in Korea.

4 Research Issues

As studied so far, there are many research issues with regards to wireless mesh networking
technologies, and most of them are quite challenging. In this section, we summarize those ma-
jor research issues. First, wireless mesh networking technologies are characterized as having a
dynamic topology that enables us to construct self-configuring and self-healing wireless mesh
networks. Given this fact, it is imperative to develop an efficient routing protocol with a novel
link evaluation metric. Second, as in [6], an effort to achieve efficient routing protocol can be
far-fetched without a proper beacon scheduling scheme in the MAC layer. More contributions
on this are highly anticipated. Meanwhile the performance of [6] needs to be further evaluated
along with simulation and analytical results. Third, nodes can be movable, so one needs to take
mobility issues into consideration as well in the design step of MAC protocols. Fourth, more
studies on proper radio technologies are required. There are lots of different types of radio
technologies to date. As many people have agreed, new approaches like cross-layer approach
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Figure 9: Example of beacon scheduling in the case of 20 nodes

can be more efficient.

5 Concluding Remark

This article discusses technical issues related to wireless mesh networking technologies, which
includes issues on topology formation, routing, MAC, and PHY schemes. Research activities of
three standardization bodies, IEEE 802.11s, IEEE 802.15.5, and 6 LoWPAN, are also discussed.
One point to make is that it is not easy to realize a proper mesh without advances in the MAC
and PHY technologies, which is underestimated in comparison to those from the higher layers.

References

[1] D. M. Shrestha and Y.-B. Ko, “Enhanced Topology Formation Protocol for IEEE 802.11
WLAN based Mesh Networks,” COMSWARE2007, Jan. 2007.

[2] Q. Shen and X. Fang,”A Multi-metric AODV Routing in IEEE 802.11s”, ICCT06

[3] H. Aoki, Sh Takeda, K. Yagyu and A. Yamada, “IEEE 802.11s Wireless LAN Mesh Network
Technology,” NTT DoCoMo Technical Journal Vol. 8 No.2, pp13-21

[4] www.strixsystems.com
[5] ZigBee Draft Version 1.0

[6] Ho-In Jeon, “An Analysis of 802.15.4-Based Mesh Network Architecture,” 15-06-0266-
00-0005-analysis-802-15-4-based-mesh-network-architecture, IEEE 802.15.5 Wireless PAN
Mesh Network Task Group Face-to-Face meeting, April 18, 2006.

34



A Polling Model with an Autonomous Server

Roland de Haan, Richard J. Boucherie and Jan-Kees van Ommeren
University of Twente, Enschede, The Netherlands

Abstract

Polling models are used as an analytical performance tool in several application
areas. In these models, the focus often is on controlling the operation of the server
as to optimize some performance measure. For several applications, controlling
the server is not an issue as the server moves independently in the system. We
present the analysis for such a polling model with a so-called autonomous server.
In this model, the server remains for an exogenous random time at a queue, which
also implies that service is preemptive. Moreover, in contrast to most of the previ-
ous research on polling models, the server does not immediately switch to a next
queue when the current queue becomes empty, but rather remains for an exponen-
tially distributed time at a queue. The analysis is based on considering imbedded
Markov chains at specific instants. A system of equations for the queue-length dis-
tributions at these instant is given and solved for. Besides, we study to which extent
the queues in the polling model are independent and identify parameter settings
for which this is indeed the case. These results may be used to approximate per-
formance measures for complex multi-queue models by analyzing a simple single-
queue model.

1 Introduction

Polling systems are multi-queue systems with a single server. Typically, the server visits a
queue, offers service to (a part of) the customers present at this queue, and then moves to a
next queue. The specific details of the system may lead to quite distinct polling models. Polling
models are typically characterized by: (i) the arrival process of the customers to the system
(Poisson or more general), (ii) the service requirements of the customers, (iii) the servicing
policy of the server (exhaustive, gated, k-limited, etc.), (iv) the visit order of the server, (v) the
switch-over times of the server between visits to the queues. An excellent survey on a broad
class of polling models is [1]. Applications of polling models are ubiquitous. For instance,
traffic light systems, multiple-access protocols for communication networks (e.g., IEEE 802.11)
and product-assembly systems can be modelled as a polling system.

In most of the (applications of) polling models, the server is assumed controllable. The
goal is then to limit the time a server spends idle at a queue while there is still work in the
system. Contrary, in this article we assume that the server behaves autonomously (and thus
is uncontrollable). More precisely, we assume that the server spends an exponentially dis-
tributed period of time at a queue independent of the distribution of the customers present
at each queue. Another consequence of the autonomous server is that the services are subject
to preemption. Applications of such polling models arise for instance in the context of wire-
less ad hoc networks in which cars, pedestrians or other moving objects which carry wireless
equipment are used as communication hop.

The class of polling models that is most closely related to our model is the class of so-called
time-limited polling models [2, 3, 4, 5]. Leung [2] analyzes a time-limited model in which the
server remains an exponential time at a queue but service is non-preemptive. Preemption is
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considered for a deterministic time-limited model by De Souza e Silva et al. [4] for Poisson
arrivals and by Frigui and Alfa [3] for Markovian Arrival Processes. In each of these models
the server is impatient and leaves a queue as soon as it becomes empty. A specific application
of a time-limited model to a timed token protocol can be found in [5].

Standard polling models assume that the server moves to a next queue once the queue be-
comes empty. However, there also exists analytical work on models with a server that remains
at a queue even when it becomes empty. These models are often referred to as patient server
models or stopping server models. The works of Eisenberg [6] and Borst [7] analyze several
strategies for the server once the complete system becomes empty as to optimize some sys-
tem performance measure. More recently, Boxma et al. [8, 9] consider a single-queue vacation
model and a two-queue polling model in which the server upon arriving at an empty queue
waits patiently for a certain duration before leaving again. We note that in the latter two-queue
polling model (contrary to the models in [6] and [7]) there is no notion of work conservation
anymore, since the server may wait patiently at one queue while the other queue is nonempty.

The only work we know of that includes both a given (random) visit time and a patient
server that does not leave before the end of the visit time is [10]. This work considers the
workload process for the autonomous server model with deterministic visit times. The authors
of [10] analyze each queue in isolation by considering them as an M/G/1 model with server
vacations. Using an approximate analysis, several performance measures for the system are
derived.

For the case of a single queue, the polling model that we will consider boils down to the un-
reliable server model (USM) [11]. The extension of the analysis to a two-queue polling model
appears feasible when the approach of, e.g., [12] or [13] would be followed. This approach
requires to solve a boundary value problem. This solution method appears an extremely diffi-
cult task for the two-queue model already, while for three or more queues analytical solutions
along this direction are not anticipated.

In the first part of this article, we study a single-server polling model with M > 1 stations
with infinite buffer in a stable environment. The main characteristics of the model are that the
server visits a queue for a random amount of time (irrespective of the number of customers
present at a queue) and that the service is preemptive. Our interest is in the queue-length
distribution at various instants in time. We note that if the interest would only be in mean
performance measures, then the queues could be considered in isolation. Our analytical ap-
proach builds on the work of Eisenberg [14]. We set-up a system of equations which relate the
queue-length distributions at various specific instants. The solution of this system is obtained
by the explicit determination of the distribution at visit completion instants via an iterative
approach. This approach is similar to the approach introduced by Leung for probabilistically-
limited polling models [15]. In the second part of this article, we study to which extent the
queues in the polling system are independent. To this end, we consider a single queue in iso-
lation by analyzing a USM. Next, we perform several numerical experiments to compare the
results from the polling system with results based on the USM. In this way, we identify for
which system parameters the queues appear “reasonably” independent.

This article is organized as follows. In Sect. 2 we describe the polling model. The analyses
for the single-queue model and multi-queue model are given in Sect. 3 and Sect. 4, respectively.
In Sect. 5, we study an approximation approach for the multi-queue model. The article is
concluded in Sect. 6.
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2 Model

We denote queue i by Q;, i = 1,...,M. Customers arrive to @; according to a Poisson
process with arrival rate A;. We will throughout use the subscript ¢ to refer to a queue and
for convenience leave out its range (i = 1,..., M) whenever this does not lead to ambigu-

ity. We denote the interarrival-time distribution by I;, with Laplace-Stieltjes Transform (LST)
Ii(s) = X\i/(\ + s). A customer arriving to Q; requires an amount of service with a general
distribution X;, with LST Xi(s), and mean 1/p;.

A single server serves the queues at unit rate. For ease of presentation, we assume a fixed
cyclic visit schedule Q1,Qa,...,Qum, Q1, Q2, etc.,, but assuming other fixed cyclic schedules
(e.g., in which queues are visited multiple times per cycle) would not significantly change
the analysis. The server visits ; for an exponential amount of time denoted by Y;, with LST
Yi(s) = &/(& + s). The server always remains at a queue until the (random) visit time ends,
even when the queue becomes empty. In other words, the dynamics of the server are indepen-
dent of the current state of the system. We assume that switch-over times of the server from
Qi_1 to Q; follow a general distribution C;, with LST C’i(s), and mean ¢;. Due to the patient
nature of the server, (possibly multiple) idle periods can occur during a visit. The duration of
each of these periods is distributed as the interarrival time.

We assume that customers are served according to the First-In-First-Out discipline. The
service (but also the idle periods) at a queue will be preempted at the end of a visit. At the
beginning of the next visit, the service time will be redrawn from the original distribution;
thus, we adopt the so-called preemptive-repeat strategy with independent repetitions.

The sequences of random variables generated from C;, I;, X; and Y; are assumed inde-
pendently and identically distributed. Besides, the random variables C;, I;, X; and Y; are
assumed to be mutually independent.

3 Analysis of the single-queue model

The single-queue model is in fact an unreliable server model. Alternatively, it may be con-
sidered as a vacation model with preemptive service. The first to analyze this specific model
was Gaver [11] by introducing high priority (i.e., interrupting) and low priority (i.e., arriving)
customers.

Here, we analyze this unreliable server model by considering a sequence of alternating
processing and non-processing periods. During a processing period, the server serves customers,
while during a non-processing period no customers are served. The server may break down
(and thus need repair) at random points in time both during processing and non-processing
periods. These repair periods follow a general distribution D with LST D(s) and mean ED.
The periods between consecutive repairs, the so-called availability periods, are assumed expo-
nentially distributed with mean 1/¢. Customers arrive to the system according to a Poisson
process with rate A. We assume further that a preemptive-repeat servicing strategy with inde-
pendent repetitions is followed, i.e., if a service is interrupted, then the next availability period
the service requirement is redrawn from the original service-time distribution.

Let us introduce some notation. We denote by X (s) and E[X] the LST and the mean of
the generalized service time of a customer, respectively. The latter period of time is defined as
the period that starts when a customer receives service for the first time and ends when the
customer leaves the system. We let E[K] refer to the mean number of customers served during
a processing period. Further, we denote by U(z) the p.g.f. of the number of customers arriving
during the service time of a customer that arrives to an empty system during a repair time. The
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latter customer (service time) will be referred to as an exceptional first customer (service time).
The load of the system is defined as pg. Let us finally denote the queue-length distribution
at departure instants (which equals the time-equilibrium distribution) by d,, n = 0,1,2,...
. Then, the probability generating function P, (z) of this distribution is known and given by
the following theorem (see, e.g., [16]).

Theorem 1. 3 R
1 ' Xe(\(1 = 2)) — 2U(2)
EK] ~ Xo(\(1-2)) -

Pr,(2) = ) 1

where

. _ X(E+s) (£+9)
€+s)-0-XE+s)DE)’
G0 = Rent — o 2 EDOA = 2) = D))
z(A+£(1 - D(N)
1 ' A(1 +€E[D})
1-pc A+E(1—E(A)) '
Let us denote by V* the processing time given that the service is interrupted and by D the
repair time. Further, we denote by X* the service time given that the service is successful. Let

V;* bei.i.d. copies of V*, D; be ii.d. copies of D, and N a random variable denoting the number
of interruptions during a service. Then, the generalized service time X ¢ satisfies:

3

E[K]

N
Xog=X"+> (V;+D).
i=1

Let X (s) be the LSTs of the original service time.

Lemma 1.

Xg(s) _ ]E[e—sXG] — X(E + 8) ~(£ + 5) _ :
(€ +5)—€(1 - X(E+3))D(s)
Proof. The random variable N is geometrically distributed with success probability £/(u + £).
The result for X(s) follows by conditioning on N and some elementary calculus. O

The service time U of an exceptional first customer is given by
U= X+ Rp - 1gp}, 2)

where Rp denotes the residual repair time when the first customer arrives to the queue and
1R} is the indicator function of the event that a customer which arrives to an empty system
arrives during a repair time.

Lemma 2. The p.g.f. of the number of arrivals during a service time U of an exceptional first customer
is given by )
U(2) = E[z")] = B[V Xe)] . B[N RO 1p,,5]

where

E[NXO)] = Xo(M1-2),

N1 1] = 1-(1—E[NED))). £-(1-
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Proof. By Eq. (2), we can directly write for the p.g.f. of the number of arrivals during U, U(z),
ﬁ(z) = E[zN(U)] _ ]E[ZN(XG}+N(RD)'1(RD}] = ]E[zN(XG)] .]E[ZN(RD)l{RD}] )
Due to the Poisson arrival process, we have:
E[-VX6)] = Xg(A(1 - 2)).

Let us denote by P(XFS) the probability that an arbitrary arriving customer is indeed an
exceptional first customer. Then, we can write:

E[zNFo)1p 0] = E[2NED)]B(XES) +1 - (1 - P(XES))
= 1-(1—E[zVR0))). P(XFS).

The p.g.f. E[zV(£0)] can be found by conditioning on the event of at least one arrival during
the repair time and is given by:

EN®) | N(D)>1] D\ - 2)) - DY)
p 21-D0))

The probability P(XFS) is obtained by considering its counterpart P(XFS) = 1 — P(XFS). The
sequence of instants at which the queue becomes empty forms a renewal process. Note that
the queue becomes empty only during an availability period and that the residual availability
time is still exponentially distributed. Thus, by considering the first customer arriving after a
renewal point, we can write for P(XFS):

P(XFS) = P(arrival in processing period)
+ (1 — P(arrival during processing period))
- P(no arrival in the following repair period) - P(X F'S) .
It follows that:

A
A+E0-DO)Y)’

P(XFS) = :\-:\L—é_ ; ﬁ-z . D(\) - P(XFS) =

and as a result: -
£-(L-D()

P(XFS) =1~ P(XFS) = > B0

O
Finally, we consider the mean number of served customers during a processing period.
Lemma 3. \ D
E[K] = 1 (1+§]E[~ ) ,
1—pc A+£&(1—D(N)
where
pc =A-E[Xg].
Proof. The term E{K] follows directly by inserting 2 = 1 in Eq. (1) 0O
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4 Analysis of the multi-queue model

The analysis of the multi-queue model builds on the work of Eisenberg. Eisenberg [14] con-
siders a polling model with a non-patient server and non-preemptive service. For this model,
the queue-length distribution is determined at visit beginning, visit completion, service be-
ginning, and service completion instants by studying the imbedded Markov chains defined at
these instants. The fundamental relation in the analysis is the relation that counts the number
of events with state n that occurred until time ¢ [14, Eq.(4)]. In our work, we extend this re-
lation for the polling model under consideration and we will use this as a building block for
obtaining the queue-length distribution at various instants. We will first discuss the stability
conditions of the system in Sect. 4.1. Next, in Sect. 4.2, we treat the extended counting relation
in more detail. This counting relation is not sufficient to determine the queue-length distribu-
tion at all instants. To this end, we derive additional relations between the random variables
in Sect. 4.3. However, even with these additional relations we still do not have enough infor-
mation to solve our model completely. In Sect. 4.4, we will resolve this problem by deriving
an explicit expression for the queue-length distribution at visit completion instants. This ap-
proach is based on work of Leung [15] for a probabilistically-limited polling model. Finally,
we present the steady-state probabilities for our model in Sect. 4.5.

41 Stability condition

The polling system is stable if each customer in the system can be served in a finite period of
time. Contrary to many other polling models, we must consider stability on a per-queue basis
as service capacity cannot be exchanged between the queues. We say that the system is stable
if and only if all the queues in the system are stable.

For an individual queue to be stable, we must have that on average the number of customer
arrivals per cycle is smaller than the number of customers that can be served at most per cycle.
The latter random variable for @; will be denoted by S¢ ., and is geometrically distributed
(due to the exponential visit times), i.e.

P(Si o = k) =pi(1—m)F, k=0,1,2,... ,

where p; = P(service is preempted | s.b. at @;) = 1 — X;(&;). Here we use s.b. as short for
service beginning. Thus, the stability condition for @; then reads:

. Elarrivals per cycle to Q] Y 11— Xi(&) 1
P 5l 2GR <

4.2 A relation for the queue-length distribution at various instants

We set up a relation for the number of occurrences of specific events. Apart from the events
defined in [14], we define a number of additional events. We introduce events related to the
start and the completion of an idle period. These events do not appear in Eisenberg’s model as
in his model the server leaves a queue as soon as it becomes empty. Moreover, we introduce
events related to the interruption of a service or idle period due to the end of a server visit. Let
us denote by n; the number of customers at Q;. Next, we can define the following variables
which all refer to the number of the given events with state n = (n;,...,np) that occurin (0, )
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at Qz':

w'(t; n), service beginnings;
7*(t; n), successful service completions;

7, (t;n), interrupted services;

o (t;n), visit beginnings;

B(t;n), visit completions;
a‘(t;n), idle period beginnings;
b*(t;n), idle period completions;
bi(t;n), interrupted idle periods .

We note that n refers to the number of customers present in the system (either waiting or
in service) immediately after the specific event occurred. These variables are related in the
following way for t > 0:

[7*(t;n) + 7i(t;n)] + &*(;n) + [6'(t;n) + Bi(t; n)] = wi(t;n) + B4 (t;n) + a*(t;n), Vpenm - (3)

This counting relation should be read as follows. At each instant that one of the events present
at the Lh.s. of (3) with state n occurs, also exactly one event with the same state n at the rh.s.
occurs. We note that the end of a server visit always corresponds to an interruption and vice
versa. Therefore, we can isolate these events and break up Eq. (3) into:

mi(tn) +bi(tn) = Fi(n), 4)
7 (t;n) + o (t;n) + ¥ (n) = wi(t;n) + di(E;n). 5)

Let us define imbedded Markov chains each corresponding to instants at which one of the
counting processes increases. Each state in a Markov chain is uniquely defined by the position
iof theserver (i = 1,...,M) and n = (ny,...,ny) € {0,1,...}¥, the number of customers
present in the system at a certain instant. We define the steady-state probabilities for each event
type by dividing the number of events with state n that occurred until ¢ by the total number of
the events until £, and then taking the limit for ¢ to infinity. It can be seen that all these limits
indeed do exist by noting first that the quantities in the denominator all go to infinity with
probability one. Next, by using an ergodicity theorem {17], it can be shown that all limits exist
with probability one. Thus, the probabilities are correctly defined as follows:

o = lim[e'(tn)/o’(t), Bi = Mm[F(En)/F®), bh = lim [B(6n)/b(E)]

o = Im@pln)/E0), do = lmlaEn)/a'(t), wh = lnwi(n)/w),
wo= lmpr(En)/r), wa = Jm(sn)/m ],
where

ot) = Yaai(tn), Ai(t) 2B (tim), B(t) = X.b(tn),

b)) = ani(t;r}), a‘(t) Ena"'(t;rf), w(t) = X;Xawitin),

w(t) = X, Xam(En), m(t) = X, X,m(tn).

Notice that (hereby foﬂowing [14]) we have that all probabilities are conditioned on @;

except for wi, nl and nf, . Along with the steady-state probabilities, let us also define the
corresponding p.g.f.’s as follows:

il

41



Jan-Kees van Ommeren A Polling Model with an Autonomous Server

i

Ad(z) = Faoh 2", Fl2) = L6z b2 Ponbh 2",
bi(z) = Tpbin 2" d(2) = Yndpzh, w(®) = Lywp-2t,
71'(2',) = Enﬂ'ﬁ\ ’ zn) Tx (Z) = Enﬁi,n -z" )
where z" 1= 2" - 23N,
Next, we divide Egs. (4) and (5) by #(¢) and take the limit of ¢ — oo, yielding:

i Jim [ (8)/7(2)] + b Jim [p0)/7()] = B im [)/n(0)], (6)

i, Tim [n(t)/7(t)] + o Jim [of (8) /()] + b, Jim [B6(6)/n(0)] = %

wh Jim [w(t)/n()] + o, Jim [a°(2)/m(2)].

It is readily verified by elementary renewal theory (see, e.g., [18, Prop. 3.3.1]) that under our
model assumptions all these limits indeed exist with probability one.

Let us introduce some notation. We denote by p, x the probability of an arbitrary service
in the system being preempted and by p}, ; the probability of an idle period at @; being pre-
empted. We define x; := lim;_,o[a*(t)/7(¢)]. Further, we denote by E[C] the mean cycle time
of the server. This enables us to present the following theorem.

Theorem 2. The p.g.f.'s of the queue-length distribution at Q; at various imbedded instants in a polling
model with an autonomous server are related as follows:

Dpr.X i i i i
— e (2) + Ky bi(z) = - B(z),
P rd(a) B2 = 7B
m(z) + 7o' (2) + 8- (L—phy ) - b (2) = 1—%—1(;'.{—)—)-{-+ni-ai(z),
pr,
where
Pporx = 1-— 25
" >l X&)
p;‘r,f = l—j‘i(gi)aézll"'aM;
_— 71'"* N, 1)) NP TS
1

We will now present several lemmas and defer the proof of the theorem until the end of
this section.

Lemma 4. 1

Jim o (0)/n(0) = i [/ 0] = 5
Proof. Let us first focus on limy—.o[a’(t)/n(t)], i.e., the limit of the ratio of the number of visit
beginnings at Q; and the total number of service completions. Consider an arbitrary cycle
starting and ending with the server arriving to ;. The average number of visit beginnings at
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Q; per cycle is exactly one. The average total number of service completions per cycle is equal
to the average total number of arrivals per cycle (assuming a stable system). Hence,

Jim (o ()/7(0)] = =557

where for E[C], the mean cycle time, we have:
1
E[C] =Y <— + cj> :
—\&
Further, notice that the number of visit completions, B%(t), differs at most one from the
number of visit beginnings, o*(t), for any ¢t > 0. Therefore, we have that lim;_,[3(t)/7(t)] =

limy o0 [0 (£) /7 (t)] - O
Lemma 5.

Jmfo)/)] = [

Jim [m.(8)/(t)] = l—f—pi‘—;

Proof. The lim;_,[w(t)/7(t)] is defined as the limit of the ratio of the total number of service
beginnings and the total number of (successful) service completions. The numerator and de-
nominator are related via the probability of an arbitrary service being preempted, p, x. More
precisely,

——= =1—pprx, fort - oo.

Similar to the relation between o' (t) and §(t), we note that w(t) and 7(t) + 7.(t) differ at
most one for ¢t > 0. Therefore, we can write:

' . Ppr, X
tlir&[m (t)/m ()] = tll»x{.lo[(w(t) — ()0 = T:lp;—,)_( .

Lemma 6.
Jm [FO/0] = - (1=phy),
Jim [B(8)/7(8)] = & Dprr-
Proof. Recall that we set lim;_,o[a*(t)/7(t)] =: ki, where «; is a constant yet to be determined.

These limits do not appear to have a simple interpretation, but we can relate them to limits for
other events. The number of events a'(t) and b*(t) are related as follows:

b(t) i
ai_(t) =1-pp.1, fort — oo,
where p} _;, the probability that an idle period at Q; is preempted, depends on %, and is given
by:
Pprg = 1— Li(&) -
Analogously, a(t) and bi (t) are related via:

bL(t) =a’(t) P,y fort — 0.
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Proof of Theorem 2. The presented equations follow by first determining the limit expressions
in Egs. (6) and (7). The limit expressions are derived in the Lemmas above. However, these
expressions still contain the unknowns pyr x and 5, 1 =1,..., M.

For the service preemption probability p,. x, we obtain:

Ppr. X = Z PP(service is preempted | s.b. at Q;) - P(s.b. at Q; | s.b. at some queue)
J

= Z(l — X;(&;)) - P(s.b. at Q; | s.b. at some queue)

J
> A1 = X;(€))/X;()) 1 25 A
>k M/ Xk (6r) 25 A/ X&)
Here we use s.b. as short for service beginning and also use that:
Ai/(1 — P(serv. at Q; is preempted | s.b. at Q;))
>0 Ai/(1 —P(serv. at Q; is preempted | s.b. at Q;))
M/ X&)
225 Al X;5(5)
Notice that multiple service beginnings may correspond to a single customer.
The unknown «;, ¢ = 1,..., M, can be found from Eq. (7) (or alternatively from Eq. (6))

by inserting all the limit expressions and summing both sides over n. After several rearrange-
ments and using that

P(s.b. at Q; | s.b. at some queue)

)

Ai/Xi(&) = A ,
2 (,\j/f(j(gj) - ,\j)

where we use s.i. as short for service interruption, we eventually obtain:

N T DV .1—5(1‘(&)
& Pt (7 YN X&) ) .

The final step is to write these equations in terms of p.g.f.’s by multiplication with z" and
summation over n. O

Z wi,n = PP(s.i. at Q; | s.i. at some queue) =
n

4.3 Additional relations for the queue-length distributions at different instants

We need additional relations to obtain the queue-length distributions at the different instants
defined. Eisenberg [14] presents relations between 7'(z) and w'(z) for the non-patient server
model with non-preemptive services. We show that with a minor modification this relation can
be used to relate both 7*(z) and wi(z) and 7i(z) and w'(z) in our model. Moreover, relations
between a(z) and b*(z) and between a*(z) and b (z) can be established in a similar fashion.
Finally, for completeness we repeat the relation from [14] between o'(z) and §*~*(z).

Relations between service events

Recall that w'(z), 7i(z) and 7¢(z) refer to the number of customers at all queues at instants
of service beginning, service interruption and successful service completion, respectively. Let
us first consider the relation between w'(z) and #*(z). We note that every successful service
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completion instant has a corresponding service beginning instant, while the correspondence
the other way round is not true due to preemption (which is caused by the exogenously de-
termined visit times of the server). Notice that the fact whether a service will get interrupted
does not depend on the queue-length distribution at the start of a service.

Unfortunately, we cannot relate w*(z) and 7#(z) in the straightforward manner as was done
by Eisenberg. In particular, as these p.g.f."s are not conditioned on the position of the server, we
cannot readily describe the number of arriving customers during a completed service. Eisen-
berg could do so because the conditional and unconditional p.g.f.’s in his model are related
identically. This is due to the non-preemption assumption which ensures that the long-term
fraction of all service beginnings that occur at Q; and the long-term fraction of all service com-
pletions that occur at Q; are equal.

Recall first the definitions of w'(z) and 7%(z):

Wz) = Z Zz TMP(N =nnNsb.atQ;),
Wi(z) — Z Zz o P(N=nnNsc atQ;),

where s.c. is used as short for service completion. Then, to circumvent the use of unconditional
p.g.f.'s, we define wi(z) and 7¢(z) as follows.

w(z) Z Z 2pt -2 - P(N =n|sb. at Q;)P(s.b. at Q; | s.b. at some queue)
7y

= wi(z)- (s.b. at @; | s.b. at some queue) ,
r(z) = Z o Z 2yt 2 PN =n | s.c. at Q;)P(s.c. at Q; | s.c. at some queue)

=: m.(z)-P(s.c. at Q; | s.c. at some queue) ,

where
Ai
Zj Aj
The latter equation follows immediately by the observation that the number of arriving cus-
tomers is equal to the number of served customers for a stable system. Further, notice that

P(s.b. at @; | s.b. at some queue) is given in Eq. (8).
These conditional p.g.f.’s we can relate in the following manner:

’()

P(s.c. at Q; | s.c. at some queue) =

me(z) = we(2) ©)
where the term 1/z; is due to the fact that the number of customers at Q); at a service completion
instant is exactly one less than at the service beginning instant and X(z) is the p.g.f. of the
number of customers that arrive at all queues during a service at @; that is indeed completed.
The latter is given by:

B2V x vyl Xl + 3, 01— 25))

XI( ) E[ N(Xi) I X; < Y] P(.Xg < Y;) - X(g)

,  (10)

where we introduced the notation N(T') to denote the number of arrivals during a random
period T'. The final equation follows from first conditioning on X; and Y; and next using that
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E(zV(®)] is Poisson distributed with parameter 22 A+ (1~ z;) - z for a given z. Combining the
definitions of the conditional p.g.f."s and Eq. (9), we obtain:

N P(s.c. at Q; | s.c. at some queue) w;(z)

mi(z) = P(s.b. at Q; | s.b. at some queue) Xi() zi (1)

The relation between 7' (z) and w;(z) resembles Eq. (11):

: P(s.i. at Q; | s.i. at some queue)
i — . XX s

(@)= P(s.b. at Q; | s.b. at some queue) Xi(2) wilz), (12)

where
~ 1= Kall + 5, 001 - )
X} (z) :=Ez"" | X, > V] = & : 1 ey
(=) = | | ] §i+ 22 A1 = 2z) 1- Xi(&)

The derivation of X(z) is done analogously to the derivation of X;(z). Notice further that the
term 1/z; is absent in Eq. (12), since no customer departs from the queue. '

Remark 1. We niote that for non-preemptive service the first ratio on the r.h.s. of Eq. (11) equals one as
a service beginning corresponds uniquely to a service completion. Further, in this case, we have that the
term X!(z) equals BlzN(X0)], so that we obtain Eq. (17) of [14].

Relations between idle period events

Recall that a’(z), b(z) and b(z) refer to the number of customers at instants of idle period
beginning, idle period interruption and idle period completion at ¢;, respectively. Let us first
consider the relation between af(z) and b%(z). We note that every idle period completion instant
has a corresponding idle period beginning instant, while the correspondence the other way
round is not true. This is due to the exponential visit time of the server. Whether the idle
period gets interrupted only depends on the arrival process and on the distribution of the
visit time of the server. In particular, it does not depend on the queue-length distribution at
the start of an idle period. Therefore, we may state that the queue-length distribution at idle
period beginning instants is independent of whether an idle period completion (due to an
arrival to Q;) will follow or not. Thus, we can relate the generating functions a*(z) and b*(z)
by the following observations. The p.g.f. of the number of customers that arrive at all queues
different from @; during an idle period that it is indeed completed is given by:

L& + 2 A (1 = 25))
Li(&)
This expression can be derived in a similar fashion as Eq. (10). Further, we note that exactly

one customer arrives at Q; at the end of the idle period. Together, this yields the following
relation between a'(z) and b*(z}:

L(z) =E""W | L <v] =

bi(z) = Il(z) - 2 - d'(2) .
In the same manner, the relation between b%(z) and a'(z) can be established:
bi(z) = Ii(z) - a'(2) .

Note that we use here that I)(z) = E[zV™) | I; > Vi] = E[zV%) | I; < Y;]. We are allowed to
do so, because both Y; and I; are assumed exponentially distributed.
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Relation between server visit events

Recall that of(z) and B%(z) refer to the number of customers at visit beginning instants and
visit completion instants at Q;, respectively. There exists a well-known relation (see, e.g., [14])
between the number of customers that the server leaves behind in the system at departure
from J;—; and the number of customers in the system that the server finds upon arrival to
@i This difference is characterized by the number of arriving customers during a switch-over
time from Q;..; to Q;. We denote by C¥(z) the p.g.f. of this number, which is given by:

Ci(z) = C:()_ 21— 7)) .
j

Combining these two observations, we obtain the simple relation:

o (z) = Ci(z)B(z) .

Altogether, we have derived 7 - M relations between the 8 - M p.g.f’s of our interest. For a
given value of z, |z| < 1, these relations are all linear and independent. Therefore, to obtain all
the desired p.g.f.’s, solving explicitly for M p.g.f’s is sufficient. This will be done below for
Bfiz),i=1,...,.M .

4.4 Queue-length probabilities at visit completion instants via auxiliary variables

We will determine the p.g.f. of the queue-length distribution at visit completion instants, *(z),
explicitly. Notice that for the polling system under consideration, the marginal queue-length
distributions can be obtained by analyzing each queue in isolation. However, the joint queue-
length distribution cannot be obtained in this way due to the stochastics in the visit times of
the server. Qur analysis is based on an approach which was introduced by Leung [15] for
the study of a probabilistically-limited polling model, and extended in [2] to a time-limited
polling model. The analysis builds on the relations of Eisenberg [14] and involves setting up
an iterative scheme. A key role in this iterative scheme is played by the (auxiliary) p.g.f.’s
#x(z) and ¢3(z), which will be explained below. In the final step of the iteration scheme §¢(z)
is obtained as a simple function of ¢} (z).

We consider a tagged queue ¢ and we will leave out the subscript and superscript ¢ when-
ever it does not lead to ambiguity. We define a service period as a period which starts either at a
visit beginning or at a service completion instant and ends with either the next service comple-
tion instant or an interruption (due to the departure of the server) whichever occurs first. We
note that each service period, except for the final service period of a visit, comprises exactly
one successfully completed service. Further notice that the first service period always starts
at a visit beginning instant and that the final service period always ends at a visit completion
instant. Let us denote by ¢x(z), k£ > 1, the p.g.f. of the number of customers at all queues at the
end of the kth service period and service period k is not the final service period (i.e., service
period k ends with a successful service completion, and service period & + 1 will occur). Sim-
ilarly, we denote by ¢3(z), k > 1, the number of customers at all queues at the end of the kth
service period and k is in fact the final service period (i.e., service period & will be interrupted,
and service period k + 1 will not occur). Finally, we denote by ¢o(z) the p.g.f. of the number of
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customers present at the beginning of a visit. Then, ¢;(z) and ¢}(z), k = 1,2,.. ., are given by:

oe(z) = Gp-1(2) |z=0- (ZiE[ZN(I)l{Y>{}] 'E[ZN(X)l{Y>X}}%) (13)
F (Pe1(2) = $rr(2) |aim0) - EEN O y5 1))
1
= Gp-1(2) [aimo EZVH)1 1y 5 53] (E[ZN(")l{yx}} - ;1—) + ¢km1(Z)E{2N(x)1{y>X}]; )
and
¢5(z) = k-1(2) lz=0- (E[ZMY}l{yq}] + zBZV D1y, p) ’E[ZN(Y)l{Y<X}]> (14)
+ (pe-1(2) ~ k-1(2) lzi=0) - EZ" Py xy]
= ¢k-1(2) |z=0 (E[ZN(Y)l{ya}] +EZN 1y ] (ZiE[ZN(I)l{Y>I}] - 1))
+ 1 (@EE Iy ],
where
$o(z) = afz)
E{zN(Dl{Y>I}] = f‘i(&i + Z Ai(1 -~ ,33))
J#

E[ZN(X)l{y>X}] = )?i(gi + ZAj(l - zj))
J

N(Y) - & (1 E(t (1— 2
E"Myen] = Soanig ¢ Mﬁﬁg%(l %))
B Myen] = pseaggy (- K D -a).

J

Here N(T') denotes the number of arrivals during a random period T" while 14, denotes the
indicator function for event A. Equations (13) and (14) can be explained by the following
observations. The number of customers at all queues at the end of a service period is equal
to the number present at the end of the previous service period plus the ones that arrived
during the present service period. The length of the service period depends on whether a
customer was present at the end of the previous service period, which explains why each
equation consists of two parts. Also, the length of a service period, and thus the number of
arriving customers, depends on whether a service period is interrupted or not. Finally, we note
that ¢g(1) = 1, while ¢, (1) < 1, forall k = 1,2,..., since the kth service completion may not
occur at all during a visit to Q;. This explains the differences between Eqs. (13) and (14).

Notice that there is a one-to-one relationship between a visit completion and the end of a
final service period. Therefore, we can write

o0

Bi(z) =) oi().

k=1

We set up an iterative scheme to obtain 4'(z) numerically. The scheme is constructed
in terms of Discrete Fourier Transforms (DFTs) as these appear more convenient for com-

putational purposes. To this end, we replace z;, V;, in the expressions above by wf", where
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w; = ezxp(—2nI/N;), so that all expressions become functions of k = (ky, ...,k ). Here I is
the imaginary unit and N; refers to the number of discrete points used for Q; to determine the
joint probabilities. These probabilities that will eventually follow are exact for N; — oo, V.
However, the strength of the approach is that in general the probabilities are already close to
the exact probabilities for small values of N;. The pseudo-code of the iterative scheme is pre-
sented in Algorithm 1. The standard values for the convergence parameters that have been
used are ¢ = 107® and 6 = 10~°. Finally, via the Inverse Fourier Transform, the steady-state
probabilities 3y are found.

Remark 2. The p.g.f. n'(z), which refers to the queue-length at service completion instants, can now be
obtained using the derived relations (see Sect. 4.2-4.3) and the explicit computation of 3'(z). However,
7*(2) can also be expressed in terms of the introduced auxiliary p.g.f. x(z) as follows:

ri(z) = P(s.c. at Q; | s.c.) ] ’Z¢k(z) ‘
k=1

~ El[#s.c. per visit to Q;

Algorithm 1. Pseudo-code of iterative scheme for determining (3*(k), V;.

B9(k) =1, Vi, Vi, (start with an empty system)
FORi =1,...,.M

set ip 1= 1;;
REPEAT
52 (k) = B2 (K), Vi
setj:=0;
set ¢o(k) = 271 (K) - Gy, (k);
REPEAT
setj:=5+1;

compute ¢;(k), Vy, using Eq. (13);
compute ¢3(k), Vy, using Eq. (14);
compute (k) = Y°7_, ¢8(k), Vy;
UNTIL 1 — Re(f*2(0)) < ¢
setig := MOD('ig, M) +1;
UNTIL [Re(8% (k)) — Re(B1(k))| < €, Vi
END (FOR)

Remark 3. In our model, interruptions can occur during both services and idle periods, while in Le-
ung’s time-limited model (see [2]) only services can be interrupted. The latter is due to the fact that
in Leung’s model the server moves to the next queue if there are no customers present anymore. Due
to the additional event of idle period interruption in our model, the probability 1;(j) > 1 (one or more
customers present at Q; after j services) of Eq.(9) of [15] which is conditioned on the event that no inter-
ruption occurs during the jth service is no longer equal to the unconditional probability. Nevertheless,
we strongly believe that for our model the approach of [15] could still be followed to find 3*(z). However,
the expressions will become quite involved, so that we proposed here an unconditional approach.

4.5 Steady-state queue-length probabilities

The exponential visit times allow us to obtain the steady-state queue-length probabilities.
More specifically, we have that a departing server observes the system in steady-state con-
ditioned on the position of the server. Thus, we can write for the steady-state probabilities
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This contrasts with most previous work on polling models for which no steady-state queue-
length probabilities could be derived.

5 Approximations

We have performed experiments for a wide range of parameter settings for the polling model.
As an example, we present results for a symmetric system with three queues, exponential
service times and zero switch-over times. For ease of presentation, we define A = 37, Aj, p =
piand § = §;, fori =1,..., M. Specifically, we plot the coefficient of correlation, PL2Q; J =
1,2,3, for the conditional queue length at Q; and Q) as function of A and ¢, where p; g, is
defined as follows:

. Cov(Ny, Ny | server at Q)
‘ /Var(N; | server at Q;)Var(N, | server at Q;)

£1,21Q;

E[N1, Ny | server at Q;] - E[N; | server at Q;]E[N; | server at ;]
/Var(N; | server at Q;)Var(N; | server at Q;) '

We will only consider the conditional queue-lengths here. This is because the system state
generally depends on the position of the server, so that it is more meaningful to compare con-
ditional probabilities. Moreover, if we would take a snapshot of the system state at a random
instant in time, then we do not expect it to be in line with the unconditional time-equilibrium
probabilities.

In Fig. 1, we plot p; 530, as function of the arrival rate A for the situation p = 1.00 and
€ = 1.00. It is shown that the correlation between the queues is quite small (for all server’s
positions), although it increases (in absolute sense) slightly in A. Figure 2 shows the impact of
increasing ¢ (i.e., decreasing the mean visit time to a queue) on p; 5q, for the situation A = 0.15
and £ = 1.00. The plot shows that the coefficient of correlation decreases rapidly in §. This is
in accordance with the fact that for £ — oo the queue lengths indeed become independent
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yielding a coefficient of correlation equal to zero. We have also generated results for many
other parameter settings for the symmetric three-queue system. These results demonstrate
that for a wide range of settings the coefficient of correlation is quite small which indicates
little dependence between the queue lengths at the different queues.

A natural next step is then to study approximations for the joint queue-length distribution
of the polling model based on the assumption of independence of the queues. Such approxima-
tions could be of great value since our experiments have shown that the computation time for
the joint queue-length probabilities in the polling model may grow quite large. Moreover, the
convergence steps in the iterative scheme may become quite small which further contributes
to large computation times.

The approximation for the joint queue-length distribution is thus based on the marginal
distributions. These marginal distributions can be computed directly via the unreliable server
model (see Sect. 3). In this way, the single-queue results can be obtained very fast which is
often a necessity for real applications. Specifically, the approximation reads as follows:

M
P(N1 = ny,..., Ny = nplserver at Q;) = HP(Ni = n;|server at (;) . (15)

i==]

To assess the quality of this approximation, we compute the terms on the r.h.s. of the Eq. (15)
via the USM. As we have not analyzed these terms yet, this will be done next.

Let us consider the unreliable server model with arrival rate ), service rate u, exponen-
tially distributed availability penods w1th I)yarameter ¢ and Erlang m-1(§) distributed repair
periods. We let the p.g.f. Ni;(z) = @serverat Q;], j = 1,..., M, refer to the number
of customers in the queue given that the server is either at the queue (7 = 1) or at "stage”
j — 1 of the repair period. Notice that (due to exponentially distributed availability periods)
Niy(z) in fact refers to the p.g.f. of the number of customers present at an arbitrary instant of
the availability period. Denote further by Ny p(z) the p.g.f. of the number of customers present
at an arbitrary instant of the repair period. These quantities are related to Pr,(z) as follows:

Pp,(2) = paN11(2) + p-Nip(2)

where p, and p; are the long-term fractions that the server is available and being repaired,
respectively. Observe that Nu(z) and M, p(z) are also related via:

Nip(z) = Nu1(2) - Da(z)

where D /(z) is the p.g.f. of the number of arrivals from the start of the repair period until an
arbitrary instant of that period, and satisfies, using simple regenerative processes theory (see,
e.g., [19]): )

D(z)
D'(1)(1-2)’

where D(z) (= D(A(1 — 2))) is the p.g.f. of the number of arrivals during the repair period.
Hence, it follows that;

f)A(z) =

Pr,(2)
Pa+0rDa(2)
We note Ny;(z), j # 1, can be decomposed in three independent parts. The first part refers to

the number of customers present at the end of an availablility period. The second part accounts
for the arrivals during the already completed repair stages. Finally, the last part represents the

Nll(z) =
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number of arrivals from the beginning of repair stage j — 1 until a random instant during this
stage. In terms of p.g.f.’s, this leads to:

j-2
Nlj(z) = Nn1(z) - HDk(z) Di&(z) s Ji=2,..., M,
k=1

where DF(z) refers to the arrivals during the (completed) kth stage of the repair period and is
given by )
D*(z)=DF(0\1-2)), k=1,...,. M -2,

and ﬁg(z) (cf. D4(2)) is given by

. - Di

D)= o u
D)1 -2)

Finally, the probabilities P(IV; = ng|server at Q;) are obtained from Nj;(z) using DFT tech-

niques. Notice that for a comparison with an asymmetric polling system all steps above have

to be performed for each queue separately.

The proposed approximation is anticipated to work well in situations where the individual
queues behave independently. In our polling model, it seems that due to our imposed visit-
time distribution the dependencies between the different queues are small. For instance, the
number of arrivals during the absence of the server and the time that a queue is served are
known (in distribution) and independent of what occurs at the other queues in the system.

5.1 Performance measure

We have now all the tools at hand to investigate the independencies between the queues in
the polling system. Let us emphasize that our objective here is not to perform an exhaustive
numerical study for all system parameters and service time distributions. The underlying
idea of the approximation is that if the queues in the system would turn out to be “almost”
independent, then the results of a much simpler single-queue model can be used as a good
approximation for a complex multi-queue polling model. Therefore, our purpose is mainly to
gain preliminary insight in the parameter ranges for which the approximation works well. The
performance measure that we use to assess the quality of the approximation is as follows. We
use the measure of total variation distance [20] for the queue-length distribution conditional

on the position of the server, denoted by 67,
M
8§md,j = Z P(Ny =ny,...,Ny = npy | server at Q;) — HIP’(Ni = n; | server at Q;)
n i=1

5.2 Numerical results

We present here results from experiments for a symmetric three-queue polling model for both
exponentially and deterministically distributed service times. For ease of presentation, we
define 2, = fmd’j,forj =1,....,.M.

The results for the total variation distance in the exponential case are presented in Figs. 3
and 4. First, consider Fig. 3 in which §% . is plotted as function of A for various values of .
The slopes observed in this figure clearly show that 6%, is not insensitive to A, but increases
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linearly in the arrival rate. Moreover, it can be seen that 67, decreases in £. To better under-
stand the rate of decrease in £, we plot in Fig. 4 the impact of £ on 67, for various values of A.
It is shown that 6, decreases rapidly in £ toward zero for all values of A.

The results for the deterministic service times are presented in Figs. 5 and 6. Figure 5 shows
67 4 as function of A for various values of £&. Again as for the exponential case, #7 . increases
linearly in A. The impact of £ on 6%, appears small. This is confirmed by the plot of Fig. 6
which shows the total variation distance as function of { for various values of A. An important
difference with respect to the exponential case is that the 6%, goes to some asymptotic value
strictly larger than zero. The latter is due to the fact that the load for the deterministic case
increases in £, so that the queue lengths will not approach independence under the stable

regime (ie., p < 1).

Let us wrap up the main observations that we have done in our experiments for the three-
queue symmetric system: (i) 67, is positively correlated to the arrival rate A; (ii) 6%, , de-
creases rapidly toward zero in the visit time parameter £ for exponential service times, while
for deterministic service 6%, decreases to an asymptotic value.

We have seen that there exists a wide range of parameter settings for which the approxima-
tion works quite well. However, the approximation appears not applicable to heavily loaded
systems. For such situations, it might be worthwhile to consider heavy-traffic approximations.
This will be part of future work.
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6 Conclusions

Polling models with an autonomous server may arise as a performance model in the context of
mobile wireless technologies. We have analyzed this polling model in great detail by determin-
ing the queue-length distribution at various instants. Our analytical approach appears mainly
applicable to systems with a light to moderate load. We have performed several experiments
to study the independence between queues, so that we identify system parameter settings for
which a simple single-queue model can successfully be applied to approximate performance
measures. These experiments show that the quality of the approximation is not very sensitive
to the total arrival rate, but mainly depends on the mean visit time. The shorter the visit times,
the better will be the approximation for the polling model measures.

In future work, we will study other network structures such as a (multihop) chain model
or a multi-path model. We strongly believe that similar techniques as described above may
prove useful to analyze such models. Later, we want to combine analytical results for these
simple network structures to analyze more complex network structures. For instance, more
complex mobility patterns and even models with multiple servers will be considered. Also
incorporating communication between mobile nodes is a valuable model extension.

2
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Abstract

We consider an M/G/1 retrial queue, where the service time distribution has a
regularly varying tail with index -8, 1 < § < 2. The waiting time distribution
is shown to have a regularly varying tail with index 1 — 3, and the pre-factor is
determined explicitly. The result is obtained by comparing the waiting time in the
M/G/1 retrial queue with the waiting time in the ordinary M/G/1 queue with
random order service policy.

Keywords: M/G/1 retrial queue, regular variation, waiting time distribution, random order
service.

1 Introduction

Retrial phenomena arise in many practical situations such as in call center systems and many
other telecommunication systems. Retrial queues, which deals with the stochastic models for
the retrial phenomena, have been investigated for several decades. Detailed overviews for
retrial queues can be found in Falin and Templeton [7], Artalejo [1] and Choi and Chang [6].

In this paper, we consider an M/G/1 retrial queueing system, where customers arrive ac-
cording to a Poisson process with intensity ), service times B for customers are independent
and identically distributed with distribution function Fg, and there is a single server. If the
server is idle at the time of a customer arrival, the arriving customer begins to be served imme-
diately and leaves the system after service completion. Otherwise, i.e, if the server is busy, the
arriving customer joins a retrial group, called an orbit. While in orbit, each customer spends
an exponential time with mean v~! before visiting the server again. If an incoming repeated
customer from the orbit finds the server idle, it is served and leaves the system after service
completion. Otherwise, i.e., if the repeated customer finds the server busy, the customer comes
back to the orbit immediately, and tries her or his luck after an exponential time with mean »~*
again. The traffic load p is defined as p = AEB. It is assumed that p < 1 for the stability of the
system.

The interest of this paper is the heavy-tailed asymptotics for the waiting time distribution
in the M/G/1 retrial queue. There are fluent references for the heavy-tailed asymptotics in
usual queues. See, for examples, [2, 3, 9, 12] and references therein. However, for the heavy-
tailed asymptotics in retrial queues it seems that Shang, Liu and Li [11] is the only known result
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in open literature. Shang, Liu and Li [11] showed that the stationary distribution of the queue
length in the M/G/1 retrial queue is subexponential if the stationary distribution of the queue
length in the corresponding ordinary M/G/1 queue is subexponential. As a corollary of this
property, they proved that the the stationary distribution of the queue length in the M/G/1
retrial queue has a regularly varying tail if the service time distribution has a regularly varying
tail.

The main contribution of this paper is to show that if the service time distribution has a
regularly varying tail of index —3, 1 < 8 < 2, in the M/G/1 retrial queue, then the waiting
time distribution has a regularly varying tail of index 1 — 3. More precisely, we prove that if
the distribution function Fiz of service times satisfies

1-Fp(z) ~ z7PL(z) asz— o0

with a slowly varying function L, then the distribution function Fiy for the waiting time of an
arbitrary customer satisfies

1—Fy(z) ~ cz'™PL(z) asz— o0 1)
with a constant ¢ > 0 that is given explicitly. Here and subsequently f(z) ~ g(z) denotes
limg oo L2 = 1.

Boxma et al. [5] obtained the same result as (1) for the waiting time distribution in the
ordinary M/G/1 queue with random order service (ROS) policy. The main result (1) of this
paper is obtained by comparing the waiting time in the M/G/1 retrial queue with the waiting
time in the ordinary M/G/1 queue with ROS policy.

The remainder of this paper is organized as follows: In Section 2, we show that for the
M/G/1 retrial queue, if the service time distribution has a regularly varying tail of index — 2,
$ > 1, then tails of several first passage time distributions are bounded by a function that
is of regular variation with index — . In Section 3, when the service time distribution has a
regularly varying tail of index —f3, 1 < # < 2, the main result (1) is derived with the explicit
expression for ¢ by comparing the waiting time in the M/G/1 retrial queue with the waiting
time in the ordinary M/G/1 queue with ROS policy.

2 First passage time distributions

Let
N(t) = the number of customers in the orbit at time ¢;
c() 1, if the server is busy at t,
0, if the server isidle at ¢;
the elapsed service time of the customer who is in service at ¢, if C(t) = 1,
X(t) = 0, if C(t) = 0.

Then {(N(t), C(t), X (¢t)) : t > 0} is a Markov process. Let

T = Inf{t>0: Nt =n,C(t)=1,X(t) =0}, n=0,1,2,...; (2)
on, = inf{t >0:N(t) =n,C(t) =0}, n=20,12,...;

Gn(z) = Plon<z|N(0)=n,C(0)=1,X(0)=0), n=0,12,...;

Hy(z) = P(mm-1 <z |N(0)=n,C(0)=1X(0)=0), n=123....
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E_or a distribution function F', the complementary distribution function is denoted by F ie,
F(z) =1- F(z), z € R. Clearly

a—n(iﬂ) SF%(“’): n=123,.... @)
Further it can be shown, by stochastic comparison, that

Gn(z) 2 Gn(z), zeR, f0<n<m;
Hy(z) > Hpulz), z€R, if0<n<m.

In this section, we assume that the service time distribution has a regularly varying tail
with index -3, 8 > 1, i.e,,

Fp(z) ~z7PL(z) asz — o

with a slowly varying function L. The following proposition asserts that, for all n, G, (z) and
H,(z) are bounded by a function that is of regular variation with index — 3. This result will be
used in Section 3 to prove that the tail of the waiting time distribution in the retrial queue has
a regular variation with index 1 — f.

Proposition 1. We have

Gnlz) < z7PL(z), n=0,1,2,...,
and

Hu(z) < z7PL(z), n=1,2,3,...,
where f(z) < g(z) denotes limy o0 5(%) < o0,

The proof is deferred to the end of this section. For the proof, we need a series of lemmas.

Lemmal. Forn > 1,
Cue) < Fa(e) ifandonlyif Ha(c) S Fa(@).
Proof. By (3), Hyp(z) < Fp(z) implies G,(z) < Fp(z). Now we show the converse:
G.(z) < Fp(z) implies H,(z) < Fp(z).
Suppose that G, (z) < Fp(z). Let
Ja(z) = Plra_s <z |N(0) = n,C(0) = 0).

Then
Ho(z) = Gp*Jn(z). (4)
We observe that
v
Jn(z) = mEnu+)\($) + v + /\Enu+)\ * Hn(m)a (5)

where E, denotes the exponential distribution function with mean a~!. Substituting (5) into
(4) leads to

ny
Hn(x) = ’,;lmGn * nV+)\(-'L') + Ghn * Epyix * Hp(x).

ny + A
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This implies

o0
nv A k-1 «k
@) = 30T (=55) Gax Bus) (@),

where the superscript +k on the right hand side denotes the k-fold convolution. Since Gn(z) S
Fp(z), wehave G, * Eny1x(z) S Fp(x). By Proposition 2.9 in [12], we obtain H,(z) < Fp(x).

O
Now we define

A(t) = the number of exogenous arrivals during (0, t};
o0
qg = 1- / e~ MdFg(t);
0
6 = inf{t>0:C(t) =0}

Note that g is the probability that at least one exogenous arrival occurs during a service time.

Lemma 2. (1) Forn=0,1,2,...,
Gn(z) = (1~ Q)Gn,O(x) + q(Kn * Gn) (),
where

Gno(z) = Plon <z | N(0)=n,C(0) =1,
Kn(z) P(r, <z | N(0) =n,C(0) =1,

(0) = 0,A(0) = 0),

X
X(0) =0, A(6) > 1).

(2) Forn=0,1,2,...,

Ql
)
=N
&
In

Fp(z

1 B(z),

-1H (z)
n+1 .

N
2.
G
IA

Proof. (1) We decompose G(z) as

Gn(z) = Plon <z|N(0)=n,C(0) =1,X(0)=0)
= P(on, < z,A(0) =0]| N(0) =n,C(0) =1, X(0) =0)
+P(o, < z,A(0) > 1| N(0) =n,C(0) =1,X(0) =0)
= (1-¢q)P(op, <z |N(0)=n,C(0)=1,X(0) =0,A(0) =0)
+qP(on <z | N(0) =n,C(0) =1,X(0) =0,A(F) > 1)

= (1-9)Gno(z) + ¢P(on < 2| N(0) = 7,C(0) = 1,X(0) = 0, A(9) > 1).

Given {N(0) = n,C(0) = 1, X(0) = 0, A(8) > 1}, we have 7, < oy, ie,
On = Tn+ (0n — Tn) withop, — 7, > 0.
Further, given {N(0) = n,C(0) = 1, X(0) = 0, A(9) > 1}, we have the following:
e 7, has the distribution function K,;

e 7, and o, — 7, are independent;
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e 0, — Ty has the distribution function G,,.

Therefore
Plo, <z |N(0)=n,C0)=1,X(0)=0,A(0) > 1) = K, *Gn(z). (8)
Substituting (8) into (7) leads to (6).
(2) We write

Cno(@) = Plon >z | N(O) =n,C(0) = 1, X(0) = 0, A(6) = 0)
- I—_—l_—(;]?(on > 2, A(®) = 0 | N(0) = n, C(0) = 1, X(0) = 0)
= - L PO > 2, A(B) = 0] N(0) = n,C(0) = 1, X(0) = 0).

-4
Since {6 > z, A(8) =0} C {# > z, A(z) = 0}, we have

Grolz) < Té;wem,A(m)=01N<0)=~n,c<o>m1,x<o>=o>
1

= = Fal@e.
We write
Ka(z) = B(r, >z | N(0) =n,C(0) =1, X(0) =0,4(6) > 1)
- f}-wfn > 2,A(6) > 1| N(0) = n, C(0) = 1, X(0) = 0). )
Since

P(rn > 2, A(6) = k | N(0) = n, C(0) = 1, X(0) = 0)
< P(Tn>x>A(9) =k |N(0)=n+1,C(0) =1,X(0)=0), k=1,23,...,

we have
P(mn > z, A(f) > 1| N(0) =n,C(0) =1, X(0) = 0)
= > P(ra >z, A(0) = k| N(0) = n,C(0) = 1,X(0) = 0)
k=1
< i]?’('rn >z,A0) =k|N0)=n+1,C(0) =1,X(0) =0)
k=
< IP(’lrn >z |N0)=n+1,C0)=1,X(0)=0)
= Hopi(2). (10)
By (9) and (10), we obtain

Kn(z) < -(1}-}.{_”4.1(9:).

a
For n > 1, we consider an ordinary M/G/1 queue where arrival rate is A and service times
have a distribution function Fygx):

= nw A kL .
Fp(z) = kz: SR (W n )\) (Fg * Enyss)™ (). (11)
=1
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We remark that Fig is the distribution function of B™ defined as

I
B™ =3 (B + &),
k=1

where B, &,k = 1,2,3,..., and 7 are independent random variables whose distributions are
given by

]P(Bk <z) = Fp(x), T € R, (12)

P& <z) = Envia(), z €R, (13)
ny A k-1

PZ=k) = WH(WH) . k=1,2,3,.... (14)

The mean of B(™ is given by

EB™ = (EB; + BE)ET = (EB + = )1+ )‘).

nv+ A nw
Let

p(n) = \EB™ = (p+ m/)-\%'- A) (1 + %) (15)

denote the offered load in the M/G/1 queue with the distribution function (11) for service
times.

Lemma 3. Suppose that p™ < 1. The distribution function G™ of a busy period in the M/G/1 queue
satisfies

G (z) ~ (1 — p™)=-1(1 + %)x“ﬁL(m) as T — 00.
Proof. By Proposition 2.9 in [12],
Fom(z)~(1+ n—}:;)x_ﬁL(x) as & — 00. (16)
Combining (16) with the result in [8] completes the proof. O

We now prove Proposition 1.
Proof of Proposition 1. Choose n such that p™ < 1, Lemma 3 yields

G (z) < z7PL(x). (17)

By stochastic comparison of the M/G/1 retrial queue and the ordinary M/G/1 queue where
service times have the distribution function Fg(»), it can be easily shown that

Gil(z) < GM(z), k>n. (18)
We have, by (17) and (18),

Gi(z) Sz7PL(z), k2>n, (19)
and by (6),

Gi(@) = Gro* ) (1 - d'Kii(z), k=0,1,2,....
=0
By Lemma 2 (2) and Proposition 2.9 in [12],
Gi(z) Sz PL(z) if Hy(z) <z PL(z), k=0,1,2,.... (20)

The proof is complete by Lemma 1, (19) and (20). O
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3 Regularly varying tail of the waiting time distribution

In this section, we prove that if the service time distribution has a tail of a regular variation
with index —f, 1 < § < 2, then the waiting time distribution in the M/G/1 retrial queue has a
tail of regular variation with index 1 — £.

The result is proved by comparing the waiting time distribution in the M/G/1 retrial queue
with the waiting time distribution in the ordinary M/G/1 queue with ROS policy.

We consider the corresponding ordinary M/G/1 queue with ROS, where the arrival rate is
A and service times have distribution function Fg. In ROS policy, the server randomly takes
one of the waiting customers into service at the completion of a service. Let Wgrps denote a
generic random variable for the waiting time of an arbitrary customer.

First we provide a result of Boxma et al. [5] on the regularly varying tail of the waiting time
distribution in the M/G/1 queue with ROS. We assume, as z — oo,

Fplz) ~ zPL(z), 1<pB<2 (21)
Lemma 4. [5] If(21) holds, then
Fpos(z) ~ czl™PL(z) asz — oo,

where

- P L

: @2)

with

1
he,f) = fo £ (s p, B)du,

N AL S P B gy
fwph) = 175G (=) FA+ Ay

We now present the main result of this paper:

Theorem 1. Let W be the waiting time of an arbitrary customer in the M/G/1 retrial queue. If (21)
holds, then the distribution function Fy of W satisfies

Fw(z) ~ Fwpos(z) asz — oo,
ie,
Fy(z) ~ cz'PL(z) asz — oo,
where c is given by (22).
Since W > Wgrog in distribution, we have
Fy(z) > Fwpos(z) forallz € R.

This and Lemma 4 yield

... Fw()
———l . >
lim inf ——5 IL(z) = ¢
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Thus the theorem is proved if we show

limsup Fw(z)

msup gy 5 S ¢ (23)

The remainder of this section is devoted to the proof of (23).

We start with introducing notation. Consider the M/G/1 retrial queue. When N(0) > 1,
choose an arbitrary customer in the orbit and call her or him a tagged customer. Let ¢ be the
epoch of the beginning of service for the tagged customer. Let

B (t) { P(¢ <t|N(0) =k,0(0)=1,X(0) =0), k=1,2,...,

u), k=0, (24)

where

1, t>0,
v = {0, t < 0.

Next, for each n with p(® < 1, where p{™ is defined as in (15), we consider an ordinary
M/G/1 queue with ROS where arrival rate is A and service times have the distribution function
Fpgny defined as in (11). Let N (t) be the number of customers in the queue at ¢, excluding
the one in service if any. When there is a customer in service at ¢, let X (™ (t) be the elapsed
service time of the customer in service. If the service is idle at t, X (")( t) is set to be zero. When
N®™)(0) > 1, choose an arbitrary customer who is waiting in the queue and call her or him a
tagged customer. Let ¢(™ be the epoch of the beginning of service for the tagged customer. Let

20 {3P(¢‘"’StIN(“}(0)=k,X(”)(0)=0), k>n,

U(t), k<n.

Lemma 5. (a) Fork > 0,

Be(t) < @« Hy™(2). (25)
(b) Fork >0andn > 0,
Bien(t) < H* (U + g5 %) (1) (26)
Buialt) < H s (FU + g0 )(t>, (27)
Bpalt) < HPmxol(2). (28)

Proof. (a) Letting

Bion(8) { P(min{¢, 7} <t | N(0) = k,C(0) = 1, X(0) = 0), k> n,

U(t): k<n,

where 7, is given by (2), we have

Bpalt) < @7(1). (29)
Clearly,
6k(t) S @k’n * Hn * Hn_l *ovew Hl(t)» (30)
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service service service

Figure 1: Embedded points for the Markov process {Mj : k = 1,2,3,...} in the M/G/1 retrial
queue

A service time for the M/G/1 queue

Figure 2: A service time for the M/G/1 queue

Substituting (29) and H,,(t) < Hi(t), m = 1,2,...,n, into (30) yields (25).
(b) We prove (26) by induction on n. If n = 0, then (26) is trivial. Suppose that (26) holds
forn=m > 0. Then

5lc+m+1(‘f) < Hk+m+1 * (k_;.éz_,_lU + kij;z?-l ‘bk+m) (t)
S Hppmer * (k+éz+lU + kﬂﬁ-lHIm * (?E%RU + Tc}%ﬁq’k)(t)

) X
< Hf(m (U + e @) (8-

Thus (26) holds for n = m + 1, which completes the proof of (26). Substitution of (25) into (26)
yields (27). The assertion (28) is immediate from (27). O

Now we consider Markov chains embedded in the M/G/1 retrial queue and in the ordi-
nary M/G/1 queue with the distribution function Fi.,) in (11) for service times.

First, we describe the embedded Markov chain in the M/G/1 retrial queue. For k =
1,2,3,..., let M be the number of customers in the orbit immediately after the beginning
of the kth service for the M/G/1 retrial queue. We observe that {M; : k = 1,2,3,...}isa
Markov chain. For an illustration, embedded points are marked with dots in Figure 1.

Next we describe the embedded Markov chain in the ordinary M/G/1 queue with the
distribution Fpgy.) in (11) for service times. Recall that generic service time B(™ is written as

T
B =% (B + &),

i=]

where B;, &, ¢ = 1,2,3,..., and 7 are independent with distributions given by (12)-(14). We
call each B; + &; a subservice. Thus a service in the M/G/1 queue consists of a geometric
number of subservices. Further a subservice consists of two periods, namely B-period and
&-period. The lengths of B-period and £-period have distribution functions Fg and E,, .,
respectively. Figure 2 illustrates the structure of a service.

Fork = 1,2,3..., let M ,E“) be the number of customers waiting in the queue, excluding
the one that starts a subservice, immediately after the beginning of the kth subservice for the

M/G/1 queue with the distribution function Fg for service times. We observe that {Mk") :
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a service aservice

B-period Z£-period Bperiod g-period Byperdod-period B-period £pericd B-perod £-peded B.period g-period

G DUSY pETIO & idleperiod —» &~ busy period

Figure 3: Embedded points for the Markov process {M;E”) k= 1,2,3,...} in the M/G/1
queue with the distribution function Fp.) for service times.

k =1,2,3,...} is a Markov chain. For an illustration, embedded points are marked with dots
in Figure 3.

The following lemma provides a relation on the stationary distributions of {My : k =
1,2,3,...}and {M{™ : £ =1,2,3,...}.

Lemma 6. Let M and M™ denote random variables having stationary distributions of {My, : k =
1,2,3,...}and {M,i") 1k =1,2,3,...}, respectively. Then

(M —n)t < M™ in distribution,
where (a)* = max{a, 0}.
Proof. Suppose that M; = 0and M. 1(") = 0. Then induction on k shows that, fork =1,2,3,...,
(M), — n)*t < M™ in distribution.

Letting k£ — oo completes the proof. a
Now we prove (23) through 3 steps.

Step 1. Let ¥ be a distribution function defined as

00 00 g
U(z) = ZZ /O P(M = k)a:(y)((k+z+ux)u+AU + (kﬁﬂgzw%“ + ‘(‘ﬁm@k+l+l)(w —y)dy (31)

k=0 =0
where
1 ()
ay) = — e -——dFp(t) (32)
EB J, I
and ®y, is given by (24). Then
Fw(z) < p¥ x E,\(z), >0. (33)

Proof. We choose an arbitrary customer who arrives at the retrial queue and call her or him a
tagged customer. Let

7 = 1, if the tagged customer arrives while the server is busy,
- 0, otherwise.
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service service service service
t t L & 1
A
T&——« waiting time of the tagged customer >
arrival epoch begioning of the service
of a tagged customer for the tagged customer

Figure 4: Arrival and beginning of the service for a tagged customer in the M/G/1 retrial
queue '

By the ‘Poisson arrivals see time averages’ (PASTA) property,
P(I=1)=p. (34)

When I = 1, let us define the following related epochs; see Figure 4:

t, = thearrival epoch of the tagged customer;

t; = the beginning epoch of the service during which the tagged customer arrives;
to = the ending epoch of the service during which the tagged customer arrives;

t3 = the beginning epoch of the next service after ¢5;

t4 = the beginning epoch of the service for the tagged customer.

When I = 1, let A denote the number of exogenous arrivals during (¢1, t2) excluding the tagged
customer. Given ] = 1, N(t;) and (A, t; — ¢,) are independent. Further N(t;) has the same
distribution as M. Therefore
P(N(ti) =k, A=, -t <y|I=1)=PM=kPA=Lts—t. <y|I=1). (35)
Given I = 1, the joint distribution of A and ¢, — t, is given by
TPU=L -t <y T=) =a@), 1=012...,y20, (36)
where a;(y) is defined as (32). By (34), (35) and (36), we have
%p(f — 1, N(t) =k, A=1, tp—t, <y) = pP(M = K)ay(y), 1=0,1,2,...,y>0. (37)

fI=1 N(t1)=k, A=land tp — t. < y, then N(t3) = k+ [ + 1; the k + [ + 1 customers
in the orbit at ¢, consist of the tagged customer and the other k + [ customers. Hence, given
{I=1, N(t1) =k, A=1, ta—t. <y}, t3 — ty and t4 — t3 have distribution functions

v (k+ v A
P .
k+l+1)z/+,\U+ it r Y G e g ki
Further, given {I = 1, N(t1) = k, A =1, ta — t. = y}, t3 — t3 and t4 — t3 are independent.
Therefore,
Plta—ta>z|I=1 Nt1) =k, A= t2~t, =7)

= (k+1) A
= e * (grmmrml + moorm Qe+ + e Qe (2)

Ey141)p+2 and (

K+l X
S Bupas ((k+t+ul)u+/\U + (mfz+1§5+x‘pk+l + W@Hlﬂ)(m)- (38)
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By (37) and (38), the complementary distribution function Fy of a waiting time in the retrial
queue satisfies the following: For z > 0,

Fw(.’r) = PI=1,t4—t. >x)

= pZZ/O P(M = k)ay(y)P(ts =t >z | I=1,N(t1) =k, A=1,ts — t, = y)dy

k=0 1=0
- PZZ/ PM =k)a(y)Plts —to>z—y|I=1,N(t1) =k, A=ty — t. = y)dy
k=0 1=0 0
®© 00
< Y[ P(M=Ra®)
k=0 1=0 Y0
v (k+l v A
X B ((k+l+1)"+'\U + (k+l+lg'/+f\¢”°+l + gty @he+1) (Z — y)dy, (39)
which is written as (33) with ¥ in (31). .

Step 2. Let W™ be the waiting time of an arbitrary customer in the ordinary M/G/1 queue with ROS
and the service time distribution function Fg(y. Then

Fym(z) > p¥m(z), (40)

where U™ is g distribution function defined as

00 00  peo
o) (g) = Z Z/o P(M™ = k)al(y)(n'u/\_-Hq)g-lng + s U+ e k-l:-l*-il-l(pgc?l) (z — y)dy (41)
k=0 1=0

with @fc") and a;(y) in (29) and (32), respectively.

Proof. We consider the ordinary M/G/1 queue with ROS and distribution function Fig. for
service times. We choose an arbitrary customer who arrives at the queue with ROS and call
her or him a tagged customer. Recall the structure of a service in Figure 2. Let

2, if the tagged customer arrives in a £-period,
0, otherwise.

{ 1, if the tagged customer arrives in a B-period,
7™
By the PASTA property, we know that
PUI™ =1)=p; PU™ =2)=p™ —p; PU™M =0)=1-p". (42)

When I = 1, let us define the following related epochs; see Figure 5:

t,(k") = the arrival epoch of the tagged customer;

tgn) = the beginning epoch of the B-period during which the tagged customer arrives;
tg") = the ending epoch of the B-period during which the tagged customer arrives;
té") = the beginning epoch of the next subservice after tg") ;

tfln) = the beginning epoch of the service for the tagged customer.
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G SETVICE SEIVICE D& SEIVICE mmmmmmr— L SEIVICE e

® @D

T T

arrival epoch beginning of the service
of atagged customer for the tagged customer

Figure 5: Arrival and beginning of the service for a tagged customer in the ordinary M/G/1
with random order service and service time distribution Fg(n).

When I™ = 1, let A®™ denote the number of exogenous arrivals during (£{*, 1) excluding
the tagged customer. Given I™ = 1, N®(#™) and (A™, ™ — £} are independent. Further
N® (&™) has the same distribution as ™, Therefore

PN (™M) =k, AW =1, 47 — ™ <y | 1) = 1)
= P(M®™ = p)PAM =1, {7 — W <y | 1™ = 1). (43)

Given I™ = 1, the joint distribution of A™ and t{” — t{ is given by

@P(A(n =1, tgn) - tgn) <y I I(n) = 1) = a’l(y)7 1=0,1,2,..., y20, (44)

where ¢;(y) is given by (32). By (42), (43) and (44), we have
—-P(ﬂ“) 1, NOE™) =k, AW =1, ¢ W <y 1M =1) = gP(M™ = k)ay(y}45)

On the other hand,
P — 1 > 2 | 1™ =1, NOEMY =k, A =1, 6§ — M = )
P — 5 > o —y | I™ =1, NO M) =k, AM =1, £ — ¢ = )

> P — Y > o —y | IM =1, NOEM) =k, A® =1, {7 W =y
= P -t >z —y 1™ =1, NOE) =k +1+1)
> P — M > oy | I™W =1, NOE-) =k +1+1), (46)

where the first inequality follows from £V — t{¥ > ¢ — +{") and the last inequality follows
from N (M) < N (#{M—). When I = 1 and N®W({” -) = k+1+1, the tagged customer
and the other k -+ [ customers are waiting for services immediately before t:(;"). Therefore when
I™ =1and N <n>(t§")—) = k + [ + 1, we have the following at time tgn):

¢ a B-period begins without service completion with probability ;V’l—,\ ;

.

e aserviceis completed and the tagged customer starts a service with probability -2 zi77/

¢ a service is completed and a customer among the other & -+ [ customers starts a service
with probability ;2% k.
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Thus

P —t0 >z -y | IM =1, NPy =k +1+1)

A (n) 1 k+t &(n)
3 ki1 T e w1l o i k(T - ) (47)

Substituting (47) into (46) leads to

PE™ — ¢ > 2| 1M =1, NOEM) =k, AM =1, ¢ 4 =)

A &M 1 k4l &(n)
2 @kt n;l-lil-k il + n%,\ 1c+z+1q)1c+z(“c - y). (48)

By (45) and (48),
Fym(@) 2 U™ =1, -7 > a)

00 00 00
P2 [P = baty)
k=0 1=0
x Pt — M > 2 | 1™ = 1, N® M) = k, AM = 1,607 — (™ = )y

> pZZ/OOO P(M™ = k)ay(y)

k=0 [=0

% A (D('"-) nyv

1 nv__k+l (n)
nv4d T k+i+1 nv+A k+1+1 U ®

s Qe (T — vy, (49)

which is written as (40) with ¥(?) in (41). O
Step 3. The assertion (23) holds.
Proof. Forz > 0

Uo) = Y [ PO =Baw)

k=0 I=0

K+ X
X el + (k+(z+135+,\ Dio+l + gerrrnors Th++1(2 — Y)dy

00 00  poo
< Y3 [ -n* = Ba)
k=0 1=0 v 0
v k4l \
X Zk+n+l+1)u+,\U + (lc-|5n+7+1))u+,\ g1+ méﬂlﬂ(x - y)dy
00 00 oo
< 3% / B((M — n)* = k)ay(y)

k=0 =0

U nv__k4n+tl

X nUFa k+n+l+1®k+n+l + T,'{,:__)\q)k—i—n—i—l—i—l(m - y)dya (50)

nv 1
nv+X k4+n+i+1

where the last inequality follows from

T() < o7)(x) < o, ()

k+ k441

v S W 1 )
(k+n+l+1lv+X =~ nv+Ak+n+1+1’

v A

< .
(k+n+l+1)v+A ~ nv+ A
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We have, by (27),

Bpnii(z) < (ggU+ kﬁizq’ﬂ)z) * H*2"(z),

and by (28),

Bpntirr(z) < ‘I’gﬁlﬂ*H*%(m)'

Substituting (51) and (52) into (50) yields

@ < 3 [ RO n =Ha)

k=0 {=0

(51)

(52)

X

nv _k+n4l n k+l (n) *21 A (n)
U+ s (eenVU + wien i) * HP + 552

ny 1 *
nv+ A k+n+l+1 nv+A T k+l+1

0o 0o 00
< 25 [T -0 =Bt
k=0 1=0 "0
ki (n) PP LO) *
X (ot U + s e O+ moe Orpagn) * HiMe — y)dy.

Lemma 6 and (53) yield

00 0o Foe)

T < Y3 [ P —ba)
k=0 1=0 V0
(n) *
X (n:/l-lu-)\ k+77lzﬁ+1U + ng-lu-/\ k+fzill+1¢’§c721 + El)ﬁ@l:l-l+l) « Hi*™(z ~ y)dy
00 0  aco
T
k=0 [=0 V0
A (n) *
x (il + s k-llc-?—-ll-ltpl(c?l + n'T——M(I)k7f|-1+1) * Hy?™(z - y)dy
= U0« B (z).
By (33), (54) and (40),
Fw(z) < Fyym * Eyyp x Hi? ().
Lemma 4 with (16) yields
Fuym@) ~ cpat™PL(z) asz — oo,
where
__Pn 1 1
=1 ~pnh(p"’ﬁ) —1EB™"

By (56) and Proposition 1, we have

Fym * Eypp * Hf2"(m) ~ cnml_ﬁL(:z) as  — 00,

which together with (55) leads to

lim sup —FW(:E)
200 ZI7PL(z)

Finally, we obtain (23) by letting n — oo in (57).
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A Retrial Queueing System with a Variable
Number of Active Servers

Rein Nobel
Department of Econometrics, Vrije Universiteit, Amsterdam

Abstract

A retrial queueing model is considered with Poisson input and an unlimited num-
ber of servers. At any epoch only a finite number of the servers are active, the
others are called dormant. An active server is always in one of two possible states,
idle or busy. When upon arrival of a customer at least one of the active servers
is idle, the newly arrived customer goes into service immediately, making the idle
server busy. When at an arrival epoch all active servers are busy, the decision must
be made to send the newly arrived customer into orbit, or to activate a dormant
server for immediate service of the arrived customer. Customers in orbit try to
reenter the system after an exponentially distributed retrial time. At service com-
pletion epochs the decision must be made to keep the newly become idle server
active, or to make this server dormant. The service times of the customers are in-
dependent and have a Coxian-2 distribution. Given specific costs for activating
servers, keeping servers active and a holding cost for customers staying in orbit,
the problem is when to activate and shut down servers in order to minimize the
long-run average cost per unit time. Using Markov decision theory an efficient
algorithm is discussed for calculating an optimal policy.

Keywords: retrial model, semi-Markov decision model, fictitious decision epochs.

1 Introduction

In recent years we have seen a considerable increase in the number of call centers. Both private
companies and governmental institutions use these centers for answering questions from their
customers. As a consequence, a lot of research has been undertaken to study the random
behavior of these call centers. Not surprisingly, queueing theory plays a dominant role in this
research. Starting with Erlang’s Loss model, many papers have been written in which besides
lost calls, also retrials and abandonments have been incorporated. For a tutorial overview we
refer to [3] and [5] and the references therein. A nice introductory paper on abandonments
is [7] in which the so-called Palm/Erlang-A model is discussed. For the impact of retrials
on call center performance we refer to [1]. The main topic in call center research is to find a
balance between service quality, expressed e.g. in waiting-time characteristics, and the cost
of operation, expressed, e.g. in the number of active servers. Hence, the so-called ‘staffing
problem’ is a central topic in most of the call center literature. Formulated in the terminology
of queueing theory, this problem can be described as follows. Given all the relevant parameters
for some multi-server queueing model in which customers have the option to abandon the
system after not having been served within some random time, and/or to retry entrance to the
system some random time later after an unsuccessful arrival, the question is how many active
servers (agents) must be available to guarantee a required balance between service quality and
operational cost. The given parameters of the queueing model include the arrival rate, the
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service rate, the abandonment rate and the retrial rate. The design parameter is the number of
agents. Taking a model with all parameter values fixed as a starting point, most papers give a
descriptive analysis for the steady-state behavior of the system. Due to their complexity these
models often do not allow for a practically feasible exact solution. This is a fortiori the case for
the transient behavior of the systems and/or when parameters are time-dependent. To cope
with this intractability, all kinds of approximations are considered, such as fluid and diffusion
approximations, e.g. see [6]. We will not give an extensive overview of all the research on call
centers done so far, but the point we want to make is that most of this research is descriptive
in character: the steady-state or transient behavior of the models is studied for a set of given
parameters. Much less attention has been dedicated to finding dynamic operational policies
as a solution for the staffing problem.

So, instead of giving a descriptive analysis of some queueing model with a fixed number
of servers, we propose to study the staffing problem as a dynamic optimization problem: let
the number of active servers depend on the current congestion of the system, expressed in the
number of busy servers and the number of waiting customers, and increase or decrease the
number of active servers depending on instantaneous changes of the congestion as a conse-
quence of an arrival, a departure or an abandonment. To pursue this idea of dynamic man-
power planning, we propose to study a retrial multi-server queueing model with an adaptable
number of servers. To limit the calculational burden, we do not consider abandonments in this
paper, but we want to underline that abandonments can be easily incorporated in the model, if
one wishes to do so. For this retrial model, to be described in detail below, we will use Markov
decision theory to calculate an operating policy, for which a subtle balance between the costs
of congestion and the operational costs is minimized.

In a standard retrial model (see [2] for a monograph on retrial queues) customers who find
all servers busy try to enter the system some time later. We say that the customer goes into
orbit. Nowadays it is very common that the system knows at any time how many customers
are in orbit (we can simply register unsuccessful calls). So, this information can be used in
the determination of the number of active servers. In our model the number of servers is
unlimited but at any moment only a finite number is active (the others are called dormant), and
this number is under control of the management of the system. Hence, we consider a multi-
server retrial queueing system with a controllable number of active servers, who can be idle
or busy. When upon arrival of a customer no idle server is available, a choice must be made
to activate a dormant server, or send the newly arrived customer into orbit. Upon a service
completion it must be decided to shut down an active idle server (i.e. make him dormant),
or keep him active for possible new arrivals. Of course, these decisions must be guided by
some optimization criterion, i.e. a cost structure must be introduced in the model. Given this
cost structure, the problem is to find the strategy for activating and shutting down servers,
for which the long-run average cost per unit time is minimal. This strategy is a so-called
stationary dynamic strategy, i.e. the decisions prescribed by the strategy take into account all
the relevant information available at the decision epochs, not more and not less, in other words,
the decisions are based on the complete state description of the system. By choosing a specific
stochastic structure with respect to the probability distributions involved, we can describe
our problem in terms of a semi-Markov decision model. A straightforward application of a
standard algorithm from Markov decison theory is not feasible here, due to the large state
space. By introducing so-called fictitious decision epochs we will show how to overcome this
obstacle.

In Section 2 the queueing model is described in detail. Section 3 describes a semi-Markov
decision model and the value-iteration algorithm to calculate the optimal policy for which the
long-run average cost per unit time is minimal. In Section 4 some numerical results are given.
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2 Description of the model

We consider a queueing model with retrials and a controllable number of active servers. The
number of servers is unlimited, but at any epoch only a finite number of servers is active, either
idle or busy. The non-active servers are called dormant. For idle servers linear operating costs
o per server per unit time are incurred, whereas for busy servers these costs are -y per server per
unit time (y > a). Customers arrive at the system according to a Poisson process with rate A.
Each customer requires a service time denoted by the generic variable S, and the service times
of different customers are independent. We give the service times S a Coxian-2 distribution
with parameters b, 1 and po with 0 < b < 1 and p1 < po. We recall here that this says that
S is, with probability b, distributed as a sum of two independent exponential phases, say 5
and S with mean 1/u; and 1/ps, respectively, and with probability 1 — b, S is distributed as
one exponential phase S; with mean 1/y;. As we will see in the next section, the Coxian-2
distribution is a very convenient choice for the service times, due to the memoryless property
of the exponential phases. Also it is easy to fit a Coxian-2 distribution when only the first two
moments are given (see [10] for further details). When upon arrival of a customer at least one
idle server is available, the customer immediately starts its service, reducing the number of
idle servers by one. When no idle server is present, either the newly arrived customer goes
into orbit, or a dormant server is activated to serve the customer immmediately. Activating a
dormant server requires a set-up cost K. Customers in orbit try to enter the system again
after an exponentially distributed retrial time R with mean 1/v. The different retrial times
are independent. For customers in orbit linear holding costs h per customer per unit time are
incurred. At service completion epochs the choice must be made between keeping the server
active (in the idle state) or making him dormant. So, the question is when to activate a dormant
server upon an arrival and when to shut down an active server upon a departure, in order to
minimize the long-run average cost per unit time.

To calculate this optimal policy, in the next section we will formulate the model as a semi-
Markov decision model. To avoid the problem of an infinite state space we will give our analysis
for a fruncated model, i.e. we limit the number of available servers to a finite number C and the
maximum number of customers allowed to be in orbit will be taken M. A customer in orbit
is considered to stay in orbit until he is accepted for service. So, to complete the description
of the truncated model, we must specify precisely what to do upon arrivals and departures in
the boundary situations:

¢ New arrivals who find M customers in orbit and less than C servers busy will always be
accepted,

¢ An arrival from orbit will always be accepted when M customers are in orbit and less
than C servers are busy,

o New arrivals who find M customers in orbit and C servers busy are rejected,
¢ An arrival from orbit will stay in orbit when upon arrival C servers are busy,

e New arrivals who find C servers busy and less than M customers in orbit are always
sent to orbit.

By taking C and M sufficiently large the fraction of customers which will be rejected is negli-
gible, so our numerical results will be valid for the untruncated model as well.
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3 The semi-Markov decision model

We assume that the reader is acquainted with the concepts of Markov decision theory (see [9]
and [10] for thorough introductions to this subject), so we will not give an extensive description
of the building blocks of a semi-Markov decision model. We just recall that we have to specify a
state space S, action sets .A(s) for each state s € S, a matrix of transition probabilities p[s’|s, a]
for ;s € S and a € A(s), expected one-step costs n[s,a] for s € S and a € A(s), and the
expected sojourn times 7[s, a] for each state s € S and a € A(s). All these building blocks
will now be specified for the controllable queueing model described in the previous section.
To describe a semi-Markov decision model with a sparse matrix of transition probabilities, it is
very convenient to introduce so-called fictitious decision epochs (see [8] and [10]). According
to the model description the only decision epochs are the arrival epochs at which no idle server
is present and the epochs of service completion. To guarantee a sparse matrix of transition
probabilities, we include all arrival epochs, and phase completion epochs of service times as
decision epochs as well. At these latter epochs no real decision is made, we just leave the
system as it is. We denote this ‘no action” decision by 0. At service completion epochs two
decisions are possible, shut down the server who has just become idle (denoted by —1), or
leave the system as it is (again denoted by 0). At arrival epochs we leave the system as it is,
when an idle server is available. A real decision has to be made only when all active servers
are busy. Then we can send the newly arrived job into orbit (denoted by 0), or we can activate
a dormant server (denoted by 1). At this point it will be clear why our choice for Coxian
service times is so convenient: due to the exponential phases of the service time it is sufficient
to know whether a service is in its first phase or in its second phase, and this enables a simple
description of the state of the system, as we will see next. In fact we can introduce the following
state description at the decision epochs,

(2, 51,72, k,€), 1=0,1,...; j1,52=0,1,...;k=0,1,...; e=0,1,—-1,-2,
with the following interpretation
e 7 is the number of idle servers,
e j; is the number of busy servers in the first service phase,
e 7 is the number of busy servers in the second service phase,
e k is the number of jobs in orbit,

¢ ¢ describes the type of event that occurred: e = 0 denotes a new arrival (from the Poisson
stream), e = 1 denotes an arrival from the orbit, e = —1 stands for a phase completion of
an ongoing service time, which leads to the next phase of this service time, and e = —2
stands for the completion of a service time.

We emphasize that the numbers i, j1, j2, k always refer to the numbers just after the ‘event’ e
has occurred, but before the decision is made. Specifically, a customer in orbit is considered to
stay in orbit until he is accepted for service. Notice that not all combinations (3, j1, j2, k, €) refer
to real states, e.g. the states (0, 71, j2, k, —2) do not exist because upon a departure (¢ = —2) at
least one server must be idle.

Next, we will specify the elements of the semi-Markov decision model

(S,{A(s),s € S}, {r]s,a],s € S,a € A(s)},{n[s,a], s € S,a € A(s)}, {plt]s, a],s,t € S,a € A(s)})
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which describes the retrial queueing model with a variable number of active servers. As al-
ready indicated above, the state space & is taken as

S ={(i, 1,42, k,€) | i=0,1,...;51, 42 =0,1,...i+j1+j2 < C;k=0,1,...,M;e =0,1,—1,-2}.

The action sets A(s) are very simple. At each service completion epoch the decision must
be made to shut down an idle server or to leave the system as it is. When at an arrival epoch
no idle servers are available the decision must be made to switch on a dormant server or send
the newly arrived job into orbit. Because we do not allow more than M customers in orbit,
we always accept an arriving customer when M customers are in orbit, unless the number of
active servers is C. In the latter case we reject primary customers from the Poisson stream and
leave the arriving customers from orbit in orbit until the number of busy servers has dropped
below C. These remarks lead to the following action sets.

AL, 51,52, k,—2) = {0,-1}, i=1,2,...; j1,52,k=0,1,2,...,
A(G:jijrkae) = {0:1}) 8:071; jl)j2=0313~~';j1+j2<c§kze:1729"'1M'—15

A0, 51,72, M,e) = {1}, e=0,1; j1,52=0,1,...; 1+ Ja < C,

A(0, 71,42,k €) = {0}, e=0,1; j1,52=0,1,...; i+ je=Cs k=e12,..., M,
A(i, 1,52, k,¢) = {0}, e=0,1,1=1,2,...; 41,52 =0,1,...; k=e¢,1,2,...,
A(i, j1, 42, k,—1) = {0}, 1,0, k=0,1,....

For the one-step transition probabilities p{s’|s,a], denoting the conditional probability that,
given action a is taken in state s, at the next decision epoch the state is s’, we first consider
the real decision epochs, i.e. the service completion epochs, and the arrival epochs when no
idle server is available. First we give the one-step transition probabilities given that a service
completion has occurred. So the decision a is either 0 (keep all idle servers active) or —1 (switch
off an idle server).

A
A+ jip + Japo + kv’
kv
A+ Jip1 + Japa + kv’
bjiuy
A+ jip + Joprg + kv
(1 —b)jip
A+ Jup + Jopn + kv’
J2Hi2
A+ Jip1 + jopa + kv’

p[(i +a:j11j25k’0) l (ivjlvji’ak: “2)3'3'] =

p[(i+aajl’j23ka 1) ' (i)jlﬁjZ)ka —2),&] =

p[(’t + a‘:jl — 1,2+ lik,"'l) i (i?jlvj%k: "2)1 a} =

p[(?’ +a+ 1)j1 - 1aj2zk$ '—2) I (i,jhj%&}-z)’a] =

p[(?:’}“ a -+ 1).};13.?'2 - 1,k,-—2) [ (i¥j17j2>kv “2)731 =

Of course, the third and fourth transition is only possible when j; > 0, and the last transition
requires that j, > 0.

Next, we write down these probabilities given that an arrival has taken place, a primary
arrival (e = 0) or an arrival from orbit (¢ = 1), and no idle servers are present. Now, the
decision a = 0 stands for ‘send (keep) he arrived customer (in)to orbit’ and a = 1 denotes
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‘switch on a dormant server’.

A
Oa’ +a,',k+1-—a—e,0 0).7’916)6’0' = . - 3
P[0, 1 J2 )10, 51, 72 ), a] A+ a)u + jopa + (k+1—a—e)
. . o (k+1-a—e)
0,51 +aq, k+1-a—e,l 0,71,72,k,€),a] = ; . s
POt a2 NGkt = G O+ o + G+ 1= a = o)y
b(j1 + a)m

p[(OaJI +a-— 1,j2 + 11k+ 1 —0,—6,—1) | (Ovjlijz’kae)’a]

I

A+ (Gr+a)um +jope+(k+1—a—e)’
(1 = b)(j1 + a)m
At (itau +ipe+(k+l-a—ep’
Jath
A (itap+jape+(k+l-a—ep

P[(l,]l +a-— 1aj2ak + l—-a- €, _2) | (O’jl’jZ,ka 6), a] =

p[(la]]. + a’sjz - ]1k+ l-a- €, "2) I (07j17j2)ka 6),0.]

It

Similarly, we can treat the fictitious decision epochs, the arrival epochs with ¢ > 0 idle servers
available, and the phase completion epochs. The only decision is now 0 (leave the system as it
is).

A
i—1,51+1,52,k —e,0) | (4,51,72,k,€),0] = - - ,
p[( W) J2 )l( J1sJ2 6) ] )\+(]1+1)M1+]2M2+(k-‘€)l/
. ; ) Co (k—ew
7‘—]-) +]-, 7k— al %1, ,k,e,O = . . ’
pl(i — 1,51 + 1,42,k — &,1) | (4,51, J2, k, €), 0] N Gt D T m T has
b(j1 + 1)

i— 11,52 + Lk —e,—1) | (4,51, 72, k,€),0] = , : :
ol e )1 (1,32, k. €), 0 A+ (G1+ Dy + Japa + (k= e)v

(1=-8)( +1)m
A+ (1 + Dpa + Gopg + (b~ e)v’

p[(i,jl,jz, k—e, _2) | (i’jl’j%kve)wo] =

pl(i i + 1,72 — Lk — &,~2) | (i, 1,72, k. €),0] = A+(j1+1)u1jiﬂfm+(k—e)u’
pl(3, j1, 42, k,0) | (i, 41,52, K, —1),0] = T jim —:jz,u2+kl/’
PlG 2 ) | Gk, =1),0) = e,
Bllds — Ls + 1k =1) | Ginn ko 1),0 = g B
Bl + 1,1~ L kD) | Gk D0 = DA
Jab2

p[(l + ]-)jl’j? - lak)_Z) | (i»jl)j%k,_l)ao] =

A+ Jipn + Jape + kv

Next, we consider the boundary cases, i.e. the number of customers in orbit is M and/or the
number of busy servers is C. First, we look at arrivals finding M customers in orbit and less
than C servers busy (j; + j2 < C). As stated above in this case we always accept a new

77



Rein Nobel Retrial Queue with Variable Number of Active Servers

customer.

A
0). +1,.,M—‘6,0 0,',‘,M,€,1 il ; v H
p[( J J2 )I( 1,72 ) ] A+(]1+1)}L1+]2,&2+(M—6)V
. . . (M —e)v
0,1+ 4,jo, M —e, 1) | {0,51,52, M, e), 1] = - - ,
p[(0, 71 J2 ) 1(0, 71, 52 )1 A+ (o + Dps + Jopz + (M — e)v
b(j1 + 1)1

0?‘>. +1,M—6,—1 0,‘,‘,M,€,1 = ; - s
p{(0, 41, J2 ) 10,51, 72 31 N TG Dt T s T 0T =5

(1-5)(1+1m
At (G4 D + Gopz + (M ~ ey’
Jap2
A+ (,71 + Vg + Josto + (M — e)z/'

p[(lajlajZ:M"e9 _2) l (Ovj17j25M1e)51] =

p[(17j17j2 - 1,M—6,“"2) l (Oajlsz:Mae):l] =

Now we consider arrivals who find C servers busy (so j; + j2 = C) and less than M customers
in orbit. They are always sent into orbit.

A
A+ Jipey + Jope + (k+ 1-—- 6)1/,
(k+1—-ew
A+ jip + Jope + (B 4+ 1—e)’
bj1p
At jipr 4 Jopn + (k+1—e)v’
(1= b)jim
A+ i + Jopa + (k+1—e)’
Jak2
Adgip +jape +(k+1—ev’

p[(01j11j21k+ 1- 670) ' (O,jl,jZ,k,e),O] =

p[(O,j1 + 1, jo, k+1-— €, 1) I (O:jl»stk’e):O] =

p{(o:.?l - 1=j2 + lsk +1- €, -1) l (03j1vj2>kse)>01 ==

p[(la.?l - 13323;‘;'{" 1 - €, "2) ] (OajhjZak?e)ﬁol =

p[(lajlij - ]-ak +1- €, ”2) l (0=j11j27k:e)70] =

Finally, we look at arrival epochs when C servers are busy and M customers are in orbit. Then
new arrival are rejected and arrivals from orbit stay in orbit. So we get, (j, + j2 = C,e = 0,1)

PIO, i, 2, M,0) | (0, 50,2, Mye), 0] = 3 +’;2M2 .

PO M1V O 2 M), 01 = A +]'1‘M1 fJZNz + My’

pl(0,51 — 1,52 + 1, M, ~1) } (0, 1, j2, M, e),0] = ‘ bjllfl ’

A+ Jip1 + Japz + My

Pl 51 = 1,52, M, =2) | (0,51, 72, M, €), 0] = )\+;«=1(;1‘_+b:)iz;tl+ My’
pl(1, 71,52 = 1, M, =2) | (0, 51,72, M,€),0] = J2k2

A+ Jipr + Jape + My’
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Let us next consider the 7[s, a, i.e. the expected time until the next decision epoch given
that in state s action a is chosen.

1

91, 72, K =1,2,...
T[(Z,JI}JQ, ,6),0] A+(j1+1);zl+j2p2+(kme)v’ 2z 34y )
1
0, ] ¥ j 'l;c} 3 = » - 3 =0?1}
O ke = e T T ey ©
1
71, 9 - = == 0,1,2,...
T[(zaJh]Zak! 1)10] )\+j1l141+j2ﬂ'2+ku, 2 07 3 4y s
1

T((%, 71, 42, kK, —2), @] =12,..., a=0,-1.

A+ Jipn + jopo + kv’

To complete the formulation of the Markov-decision model we must specify the costs 7{s, a},
i.e., the total expected costs incurred until the next decision epoch when in state s action a is
taken. We give a few examples.

1

i, 71,92, k,€),0] = - - e+ {(i+1+h)y+(k—eh), i=12...,

(i, 71, 72, k, €), 0] /\+(31+1)u1+32uz+(k—e)u( (h j2)v + (k — e)h)
1

0,71,J2,k,€),a] = aK + - - 14+ a+)v+(k+1—a—e)h),

(0, 1, j2, k. €), a] a )\+(31+a),u1+32,u2+(k+1—-a»-e)u((“?l a+j2)v + ( a - e)h)
1

1, J1,J2,k,—1),0] = ; . w+ {1 + 7 “{’;ch, 1=0,1,2,...,
{(%, 41, 72 ),0] A+31m+3zm+kv{ (J1 + j2)y + kh)
77[(1;31,]2,]5,—2),0] = ((z»»a)a+(]1+]2)’y+kh), 32152)"'; CZ:D,—']..

A+ i + Japg + kr

Once all the elements of the Markov-decision model are known, we can use the value-iteration
algorithm to calculate the optimal switching strategy. We give the formulation of the algorithm
in general terms (see also [10]). First choose a positive number 7 with 7 < min, , 7{s,a] and a
tolerance number ¢, e.g., € = 1075,

INIT For all s € S, choose nonnegative numbers Wy(s) with Wy(s) < mine{n]s,a]/7[s, al}.
Letn :=1.

LOOP For all s € S, calculate

- min |9, T 5a T s
Wals) = acA(s) | T[s, al + 7[s, al ;p{t | 5, afWna(t) + {1 s, a] } Wn-i )} ’

and let D,,(s) € A(s) be the action that minimizes the right-hand side.

EVAL Compute the bounds,
My = min{Wp(s) — Wy-1(s)}, My =max{Wy,(s) — Wa_1(s)}.
€S 2ES

TEST If M,, — m,, < em,, then STOP with the resulting policy D,,, elsen := n + 1 and go to

LOOP.
This algorithm returns after say n iterations a stationary policy D, that minimizes the long-
run average costs per unit time. The (approximate) minimal average costs is calculated as
g* = (Mn + Mn)/2.
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4 Numerical Results

In this section we will present some numerical results. Because there are many parameters
which can be varied we must make a selection. To start, we have chosen to keep the arrival
rate and the mean service time constant and we vary only the retrial rate, and the squared
coefficient of variation of the service time (we used Gamma normalisation for fitting the pa-
rameters of the Coxian-2 distribution; see [10] for the details how to choose the parameters b,
p1 and pg to guarantee a given mean and squared coefficient of variation). Because the math-
ematical state-description is more detailed than any reasonable physical state-description, we
present a natural heuristic policy, with the corresponding cost, besides the optimal solution.
To explain the heuristics, notice that the mathematical state-description in our model contains
the phases of the ongoing services which cannot be observed physically. Because in practice
we only observe the number of idle servers i, the number of busy servers j, and, by registra-
tion, the number in orbit k£ (in other words on occurrence of the event e the physical state is
(1,4, k, e), we must base our decisions on this information for all different mathematical states
(1,71, Jo, k, €) with 71 + j2 = j. So, we are forced to select one decision in all these latter states,
whereas the (mathematically) optimal policy may prescribe different decisions for these states.
We have chosen a kind of democratic heuristic rule, defined as follows. When in the majority of
the states (i, j1, j2, k, €) decision a is the optimal decision, then we prescribe this decision in all
corresponding physical states (i, j, k,e) with j = j; + jo. In Table 1-2 we present the minimal
cost and the corresponding heuristic cost for the following parameter values,

A=3, E[S]=2 h=10, a=20, y=25 K =500.

In Table 1 the holding cost for staying in the orbit 4 = 10 and in Table 2 we have chosen h = 1.
We vary the retrial rate v and the squared coefficient of variation of the service time c%. Notice
that the difference between the optimal cost and the (democratic) heuristic cost is negligible for
c? < 1. This difference turns out to be significant only for high holding costs and very irregular
service times.

To give an idea of the ‘form’ of the strategies for turning on and off servers we present both
the primary arrival strategy and one departure strategy for a specific choice of the parameters.
In Table 3 and Table 4 we present these optimal (heuristic) strategies for exponential service
and in Table 5 and Table 6 for very irregular service times (c% = 8). In these tables the number
of customers in orbit is presented horizontally and the number of active servers vertically.
Notice that in the tables for the arrival strategies the active servers are all busy (otherwise there
is nothing to decide), but for the departure strategies the decisions are not based on the number
of active servers alone; we also need to know how many servers are busy. So, for each specific
number of active servers, say i, to be complete we should present i rows, i.e. one row for each
possible number of idle servers. To avoid such an overwhelming amount of information in
one table, in Table 5 and Table 6 we have made the choice to show only the decisions for the
situation that half of the active servers is idle. Finally, in these tables a ‘0’ stands for ‘leave the
system as it is’, so for the arrival strategies: send the newly arrived customer into orbit, and for
the departure strategies ‘keep the server just becoming idle active’, and a ‘1’ for ‘turning on a
dormant server’ (arrival) and ‘turning off an idle server’ (departure). We see from these tables
that the policies are rather insensitive for the squared coefficient of variation of the service
time, whereas the associated costs are quite different (see Table 2, for cfg = 1 the minimal costs
are 178.42, and for C?g = 8, ceteris paribus, 193.98). This fact, that optimal policies are rather
robust for the variability of the service time, is a well-known phenomenon in the literature on
controlled queueing systems.
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Table 1: Minimal and heuristic cost for A = 3, E[S] = 2, h = 10, a = 20, v = 25, K = 500.
et | 0.6 0.8 1 2 4 8

0.25 | 22853 229.03 229.53 23176 234.61 234.55
22853 229.03 229.53 231.81 23515 23944
05 |216.13 217.18 21814 221.87 22543 226.36
21616 217.19 21814 222,00 22673 231.20
1 20794 209.05 210.08 21434 21890 220.38
20796 209.05 210.08 21444 220.06 226.17
2 |203.63 204.71 20572 210.02 21494 21632
203.66 204.71 20572 210.12 215.84 22298
4 120072 20235 203.38 207.62 212.65 213.72
200.74 202.36 20338 207.69 21424 220.36

Table 2: Minimal and heuristic cost for A = 3, E[S] =2, h =1, a = 20, y = 25, K = 500.
ez | 06 0.8 1 2 4 8

025 | 192.15 19324 19422 197.97 201.89 203.98
192.19 193.26 194.22 198.20 202.72 20543
05 | 184.09 18537 18655 191.14 196.16 199.01
18413 18540 18655 19140 196.80 200.73
1 1179.61 180.87 182.05 18694 19256 19557
179.64 180.87 182.05 187.11 193.08 197.30
2 177.36 17853 179.67 18456 19043 193.36
177.38 17854 179.67 184.69 190.90 195.31
4 176.05 177.33 17842 183.25 189.15 192.02
176.12 177.33 17842 183.37 189.82 193.98
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Table 3: PRIMARY ARRIVALS STRATEGY ¢4 = 1,v =4, h =1, a = 20,y = 25, K = 500.
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Table 4: DEPARTURES STRATEGY ¢% =1, v =4, h =1, a = 20,y = 25, K = 500.
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Table 5: PRIMARY ARRIVALS STRATEGY ¢ =8, v =4,h=1,a =20, y = 25, K = 500.
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Table 6: DEPARTURES STRATEGY ¢% =8, v =4, h=1,a =20, y = 25, K = 500.
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Abstract

In this paper, we consider a cross-layer design problem of a wireless network with
AMC (Adaptive Modulation and Coding). In our cross-layer design, the average
packet transmission error rate at the PHY layer and the packet overflow probability
at the MAC layer are simultaneously investigated. In addition, we assume that
packet retransmission is allowed for the packets received in error and that a certain
level of packet overflow probability at the MAC layer is given as the QoS (Quality
of Service) requirement. To capture the joint effect of the performances of both
layers, we introduce the effective bandwidth function of the packet service process
at the MAC layer. For our cross-layer design, we provide a theoretical analysis on
the behavior of the effective bandwidth function when we change the AMC scheme
at the PHY layer. Based on our theoretical results, we propose a new framework
for our cross-layer design, with which we can meet the required packet overflow
probability at the MAC layer while maintaining the average packet transmission
error rate at the PHY layer as low as possible. A numerical example is provided to
see the validity of the proposed framework and to investigate its characteristics.

1 Introduction

While available radio spectrum is extremely scarce, the demand for multimedia wireless ser-
vices requiring QoS (Quality of Service) has been tremendously increasing. Accordingly, en-
hancing the spectral efficiency in wireless communications is one of the key issues and AMC
(Adaptive Modulation and Coding) schemes have been studied extensively as one of promis-
ing techniques to solve this problem.

However, most of existing studies on AMC schemes rely on the assumption that data are
continuously available at the transmitter. That is, the performance of the Physical (PHY) layer
is considered independently of the performance of the Medium Access Control (MAC) layer.
However, the performance at the MAC layer is significantly affected by the AMC scheme em-
ployed at the PHY layer. Thus, in order to get benefits by employing the AMC at the PHY layer
and to provide better network performance, we should consider the interaction between the
queue at the MAC layer and the AMC at the PHY layer. This motivates the cross-layer design
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between the PHY and MAC layers, and there are many papers on the cross-layer design in the
open literature, e.g., [1, 2, 3, 4].

In this paper, we consider downlink transmission from a Base Station (BS) to a Mobile
Station (MS) over the Nakagami-m fading channel. There is a queue at the MAC layer and
the AMC at the PHY layer in the BS. We assume that packet retransmission is allowed for the
packets received in error. Then, all packets are eventually transmitted once stored in the queue
and packet losses can occur due to buffer overflow at the MAC layer. So, the packet overflow
probability at the queue can be used to measure the performance of the MAC layer. On the
other hand, the performance of the PHY layer can be estimated by the average packet error
rate (PER) during transmission due to the AMC. Assuming that the MS requires a certain level
of packet overflow probability as the QoS requirement, our cross-layer design objective is to
meet the required packet overflow probability while maintaining the average PER at the PHY
layer as low as possible.

In this paper, to capture the joint effect of the queueing at the MAC layer and the AMC at
the PHY layer we use the effective bandwidth function (EBF) of the packet service process at
the queue. For the details of the EBF, refer to [5, 6]. We investigate the behavior of the EBF
theoretically when we change the AMC scheme at the PHY layer, and based on our theoretical
results we propose a cross-layer design framework, with which we can achieve our objective
described above. Note that our previous work [7] considers the same problem, but any the-
oretical analysis is not provided and only numerical studies are given to see the validity and
characteristics of the framework proposed in [7]. Our work in this paper provides the detailed
theoretical analysis and the proposed framework is based on the theoretical analysis, which is
the main contribution of this paper.

The remainder of this paper is organized as follows: In section 2, we describe our system
considered in this paper. In section 3, we analyze the queue at the MAC layer based on the
EBF of the packet service process. In section 4, we analyze the behavior of the EBF theoreti-
cally when we change the AMC scheme at the PHY layer and provide our cross-layer design
framework based on our analysis. In section 5, we give a numerical example to validate our
framework and to investigate the characteristics of our framework. In section 6, we give our
conclusions.

2 System Modelling

We consider downlink transmission from a Base Station (BS) to a Mobile Station (MS) over a
slowly varying fading channel. At the PHY layer, transmissions are performed PHY frame-by-
frame, where each PHY frame duration is fixed with length Ty (sec). The PHY frame duration
Ty is considered to be unit time in our model, and accordingly we assume that time axis is
divided into unit times and time is indexed by ¢ (¢t = 0, 1, .. .). We also assume that the channel
condition is slowly varying and remains invariant per PHY frame.

2.1 Wireless channel Model

We assume that the slowly varying fading channel is modelled by the Nakagami-m model
where the received SNR (signal-to-noise ratio) « per frame is a random variable with Gamma
probability density function:

_ mm,),m-l my
py(7) = WGXP (—?) ; 1)
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where 7 = E[y] is the average received SNR, I'(m) = [;° t™ ! exp(—t)dt is the Gamma func-
tion, and m is the Nakagami fading parameter (m > 1/2).

We partition the entire SNR range into M +1 ranges with boundaries {~}t! whereyo = 0
and yp41 = 0o. We assume that all boundary values {'yk},{cv_fal are fixed. The range [k, Vk+1) is
called Range k and denoted by R;,0 < k < M.

To describe the dynamics of the fading channel, we use a Finite State Markov Chain (FSMC)
{m@®)Jt =0,1,-- -} with state space {0, 1, - - - , M} and when the estimated SNR is in Ry, at time
t, the Markov chain is defined to be in state &, i.e., m(t) = k.

Let P = (p; ;) be the transition probability matrix of the FSMC {m(t)} where p; ; denotes
the conditional probability that the FSMC {m(t)} is in state j at time ¢t + 1, given that it is
in state 7 at time ¢. To save space, we omit the detailed derivation of the matrix P (for the
detailed derivation, see [2]), but note that we allow state transitions from a given state to its
two adjacent states only, if any, in the FSMC considered in this paper.

For later use, let m (k € {0,1,--- , M}) denote the stationary probability that the FSMC is

in state k&, i.e., mp > 0, Z?io mipi; = 75,0 < j < M and ZkM=0 7, = 1. Then by definition

Te+1
7Tk=/ p'y('Y)d% ]CZO,...,M,
7

k

where p,(7) is given by (1), and it can be easily shown that, for0 < k < M

L'(m, myx/7) — D(m, mye+1/7)
I'(m) ’

T =
where ['(m, z) = [>°t™ ! exp(—t)dt is the complementary incomplete Gamma function.

2.2 Adaptive Modulation and Coding

The BS employs an Adaptive Modulation and Coding (AMC) scheme with N transmission
modes as given in Table 1 where we have N = 5.

We assume that the MS estimates its own SNR every unit time and feeds back the channel
state to the BS with no delay through an error-free path. The BS adapts the transmission mode
in the AMC every unit time based on the feedback channel state as follows: One of AMC
transmission modes in Table 1 is assigned for each range and the AMC transmission mode
assigned for Range Ry is denoted by n(k). When the estimated SNR, +, is in Ry, the BS selects
the AMC transmission mode n(k). Later, we will discuss how to select the AMC transmission
mode n(k) for Range R, to achieve our cross layer design objective.

2.3 MAC Layer Model

There is a queue at the MAC layer of the BS, and the service discipline of the queue is first-in-
first-out (FIFO). For the service process for packets in the queue at the MAC layer, we assume
the following: If a packet is received incorrectly at the MS after error detection, this information
is immediately fed back to the BS and the BS retransmits the packet in the next PHY frame. On
the other hand, if a packet is received correctly at the MS after error detection, this information
is immediately fed back to the BS and the BS removes the packet from the queue.

When transmission mode [ is used, we assume that d; packets in the queue of the MAC
layer are mapped into a PHY frame and transmitted simultaneously in the corresponding PHY
frame. We assume that d; < d; < -+ < dy and a good example set of {d;}{¥; can be found in
[1]. To avoid deep channel fades, we further assume that no data are sent when the channel
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Table 1: The AMC scheme with 5 modes

Mode n I 1] 2 [ 3 ] 4 [ 5
Modulation BPSK | QPSK | QPSK | 16QAM | 64QAM
CodingRate B, | 172 | 1/2 | 3/ | 3/2 | 3/4
R, 05 1.0 1.5 3.0 4.5

Table 2: The values of a,, g,, and 7, for a packet size of 1080 bits [1]

Moden] 1 | 2 | 3 i | 5
a, | 2747229 | 902514 | 67.6181 | 53.3987 | 353508
9n 79932 | 34998 | 1.6883 | 03756 | 0.0900

%, (dB) || -15331 | 1.0942 | 39722 | 10.2488 | 15.9784

state is in Range Rj (the worst channel condition), and in this case we assume that a new
transmission mode, called transmission mode 0, is used, i.e., n(0) = 0 and dy = 0 for Range Ry
and transmission mode 0, respectively.

To model the packet service process at the MAC layer, we first consider the packet error
process at the PHY layer in our model. The packet error rate (PER) at the PHY layer is ex-
pressed as a function of the transmission mode selected by the BS. Let PER,(7y) denote the PER
at the PHY layer when transmission mode ! is used and the received SNR is equal to v. For
transmission modes in Table 1, when the packet length is 1080 bits, Liu ef al. [1] showed that
PER;(%) can be approximated as

_f1 0 <7y <)
PERi(y) ~ { arexp(—gry) (v 2 %), ©)

where a;, g;, and 7, are the mode-dependent parameters and are given in Table 2.
Then, when the received SNR is in Range Ry with transmission mode n(k), the correspond-
ing PER, 7 5,(x), is computed as, for n(k) > 1,

1 Tht1
Tkmk) = f (k) €XD(—Gn(k)Y) Py (V) dy 4)
¢

where 7 is the steady state probability that the Markov chain is in state £ (or the channel
condition is in Ry) and p, () is the p.d.f. (probability density function) of the received SNR.
Note that 7 and p,(y) are given in (2) and (1), respectively. In practice, we have 0 < 7 k) < 1

for n(k) > 1. For simplicity, if n(k) = 0, we use r nx) = r,0 = 1.
The PER averaged over all transmission modes, called the average PER and denoted by
PpgRr, is then given by

—M
2oi=0 T @) T n(l)
7 )
210 Mdn()
Note that, if we use higher transmission mode for Ry, the corresponding PER is higher, i.e.,
0 <711 < TR2 < -+ < 71 N, because the function a; exp(—g;y) is increasing in transmission

mode [, i.e., a1 exp(—g17) < agexp(—gay) < -+ < ay exp(—gn-y) and all the others in the right
hand side of (4) are fixed.

©®)

Pppr =
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We now consider the packet service process of the queue at the MAC layer. We assume that
packet errors occur independently on a packet-by-packet basis with probability r ) when
m(t) = k at time ¢.

Let¢(t) (I = 0,...,N;t = 0,1,...) denote a random variable representing the number of
packets successfully transmitted during {¢, ¢ + 1) when transmission mode [ is selected at time
t. Note that, when transmission mode {(1 < I < N) is selected at a PHY frame, the number
of packets to be transmitted from the queue in the MAC layer is d;. Then when the estimated
SNR v at time t is in Ry, and transmission mode n(k) is selected at time ¢, c,(x)(t) is according
to a Binomial distribution with parameters d,,() and 1 — 7 ). The corresponding moment
generating function (MGF), denoted by ¢y 5,(x), is

() (0) = [(1 = Ty’ + T ngy] 8. 6)

Then the packet service process is given by {c,(m))(t)}- That is, when the wireless channel
state at time ¢ is k, ie., m(t) = k, the number of successfully transmitted packets is c,()(t).
Since {m(t)} is a Markov chain, the packet service process {cp(m))(t)} is a Markov modulated
process.

3 Queueing Analysis

In this section, we focus on the queueing process at the MAC layer. Let ¢(t) (¢t = 0,1,...)
denote a random variable representing the queue length (i.e., the number of packets in the
queue) at time ¢. Let a(t) (¢t = 0,1,...) denote a random variable representing the number of
packets newly arriving just after time ¢. Since the packet service process {c,(my))(¢)} denotes
the number of successfully transmitted packets during [t,¢ + 1), the queueing process {g(t)}
evolves according to the following recursion:

g(t + 1) = max{0, ¢(t) + a(t) — cpimy) () }- @)

To analyze the queueing process, we use the theory of the effective bandwidth. Let C(t)
(t = 0,1,...) denote a random variable representing the cumulative service process during
the interval [0,%), i.e., C(t) = Zﬁ;}) Cn(m(s))(8)- Let Ac(f) denote the Gértner-Ellis limit of
the cumulative service process C(t), ie., Ag(8) = lim¢,oo t~ log Eexp(8C(t)), provided that
the limit exists. Then the Effective Bandwidth Function (EBF) of the packet service process is
defined by [6, 8]

Ac(-6
o0 = -22=0.

To compute the EBF of the packet service process, let ¢(6) be the diagonal matrix with
diagonal elements { @ n(0)(¢); 1,n1)(0): - - - , D M,n(ar) (0) } Where @y (i) (0) are given in (6). Since
the packet service process {cn(m(s))(t)} is a Markov modulated process, it can be shown that
the EBF of the packet service process is given by

log 6c(—8
tol6) = — 8200, ®
where 6c(6) is the Perron-Frobenius (PF) eigenvalue of the matrix C'() = ¢(8)P. For the
proof, refer to [5, 6].

Similarly, let A(t) (t = 0,1,...) denote a random variable representing the cumulative ar-
rival process during the interval [0, 1), i.e., A(t) = 35, a(n). We define the EBF of the arrival
process, £4(8), by [6]

5‘4(8) = AAe(e) »
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where
Aa(0) = Jim t~log Eexp( A(t)).

Now we are ready to investigate the queueing performance with the help of the EBFs of
the packet service and arrival processes. Let g(00) denote a random variable representing the
queue length evolved by (7) in steady state. It is known that under some conditions, the packet
overflow probability P(¢(c0) > z) in steady state is approximately given by [6, 8, 9]

P(g(c0) > ) ~ P(g(00) > 0) exp(—07x), )
where §” is the unique real solution of the equation

Aa(0) + Ac(—0) =0,

(orequivalently ) £4(6) — £c(8) = 0. (10)
In addition, we have
_ €40
Plg(o0) > 0) = 2. (11)

It has been known that the approximation (9) provides a good prediction on the packet over-
flow probability for a wide range of queueing systems. So, we develop our cross layer design
based on the approximation (9) in the next section.

4 Cross-Layer Design Framework and Analysis

In this section, we provide our cross-layer design framework and theoretical analysis of our
framework. In our cross-layer design, we consider the performances of the PHY layer and the
MAC layer simultaneously. The performance of the PHY layer is estimated by the average
PER given in (5), and the performance of the MAC layer is estimated by the packet overflow
probability given in (9). Note that there is a tradeoff between the average PER and the packet
overflow probability. For lower values of the average PER, lower transmission modes in the
AMC are used for ranges, which results in higher packet overflow probability. On the other
hand, for higher values of the average PER, higher transmission modes in the AMC can be
used, which results in lower packet overflow probability. In [7], this tradeoff is shown through
numerical studies.

Now assume that a user requires a certain level of packet overflow probability, i.e., for the
reference buffer size B, the required packet overflow probability is given by P, = P{g(co) >
B}. Then, our cross-layer design objective is to guarantee the required packet overflow prob-
ability while maintaining the average PER as low as possible.

4.1 The EBF of the packet service process

Even though we can not control the arrival process, the packet service process can be controlled
by changing transmission modes n(k) for ranges R (k = 0,1,--- , M). So, our cross-layer de-
sign problem is equivalent to assigning suitable transmission modes n(k) for all ranges in such
a way that our objective is satisfied. For doing this, we first observe the behavior of the EBF of
the packet service process. Note that, if we increase the EBF of the packet service process, then
the solution ¢* in (10) increases and the probability P(¢(cc) > 0) in (11) decreases, and conse-
quently from (9) we see that the packet overflow probability decreases. We will observe this
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behavior in Fig. 1 and Fig. 2 in section 5. Based on this observation, we consider the following
(briefly described) framework in our cross-layer design: An initial set of transmission modes
for ranges is given and this initial set of transmission modes does not obviously satisfy our
cross-layer design objective. We try to change transmission modes for some ranges in such a
way that the EBF of the packet service process increases with the cost of increasing the average
PER until the required packet overflow probability is satisfied.

In what follows, we discuss the necessary and sulfficient conditions on the transmission
mode change under which the resulting EBF of the packet service process increases.

Theorem 4.1. Consider an arbitrary range, say, Ry, with transmission mode n(k), and assume that we
change the transmission mode of Ry, from n(k) to n(k) + 1. The condition that the average number of
successfully transmitted packets increases by the transmission mode change, Le., (1 — Tk n(k))dn@x) <
(1 = Tk,n(k)+1)dn(k)+1 iS @ necessary condition for the increase in the EBF of the packet service process
by the transmission mode change.

To prove the theorem, we need the following lemmas and the proof of Theorem 4.1 is given
in Appendix. In Lemma 4.2, we consider £¢(6) in (8) and the relevant matrix C(8) = ¢(6) P.

Lemma 4.2. Consider the transmission mode change of Range Ry, from n(k) to n(k)+1. If ¢y nx)(—80) >
Pk n(k)+1(—0) for 8 > 0, the EBF of the packet service process increases for each 6 > 0 by the transmis-
sion mode change. On the other hand, if ¢ n(k)(—0) < Gk n(k)+1(—0) for 6 > 0, the EBF of the packet
service process decreases for each 8 > 0 by the transmission mode change.

Proof: See Appendix.
Lemma 4.3. If (1 — 7 n))dny = (1 = Tk n(k)+1)nk)+1 for 6 > 0, we have
By (—0) = [(1 = Tng)e™® + Thongy) ™
< Grn(ey+1(=0) = [(1 = Thngrys1)e ™" + gy ] 0+1.
Proof: See Appendix.

Theorem 4.4. Consider an arbitrary range, say, Ry with transmission mode n(k)(> 1), and as-
sume that we change the transmission mode of Ry from n(k) to n(k) + 1. Assume further that

(L= Tk n(k))dngk) < (1 = TEn(k)+1)dn(k)+1. For 6 >0, let

Fene)(0) = dngiy 108[(1 = T ngey)e ™ + Tngiy) = dngiy+1 108[(1 — T ngyr )€™ + T ngey1),

and
A = dn(k)+1Tkn(k)  Thn(k)+1
k) )1 = Tene) 1= Thnk)+1

1. If Agnky 2 O, then finx)(6) > 0 for all 6 > 0. Accordingly, the EBF of the packet service
process increases by the transmission mode change.

2. If Agn(ky < O then there exists 0 such that Jen)(8) > 0for 0 <0 < 6 and Fen(e)(0) <O for
0 > 0. Accordingly, the EBF of the packet service process increases for 0 < 9 < 6 and the EBF of
the packet service process decreases for 6 > 6 by the transmission mode change.

Proof: See Appendix.
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Remark 1. For Range Ry, with transmission mode 0, i.e., n(k) = 0, when we change the transmission
mode from O to 1, the necessary condition in Theorem 4.1 is always satisfied because ry, (k) = Tr,0 = 1
and dy = 0. Further, we always have ¢ro(—0) = 1 > ¢i1(—8), which implies that the EBF of
the packet service process always increases by the transmission mode change from 0 to 1. However,
the transmission mode change from O to 1 is not always possible. For instance, when Range Ry, with
[k, Yk+1) i in @ very low SNR region such as v, < 41, the computation of T n(xy41 = Tx,1 from (4)
is no longer valid. Therefore, we should check if Range Ry, is above %y in this case. Note that the same
situation can occur when we change higher transmission modes, but in practice this does not seem to
happen. We discuss it later in Remark 5.

Remark 2. From the proof of Theorem 4.4 in Appendix, we see that there exists 6o defined by

dn(ky+1/dnixy — 1

G = log Ao

(12)

such that fi, ,)(6) > 0 for 0 < 6 < 8 < 0. If the value of 6 is large enough and beyond the region
of interest, i.e., the decay rate 6* of the queueing system that satisfies the cross-layer design objective, is
obviously less than 8y, we can conclude that the EBF of the packet service process always increases in
the region of interest by the transmission mode change from n(k) ton(k) + 1.

4.2 The Cross-Layer Design Procedure

We now describe our cross-layer design procedure based on Theorems 4.1 and 4.4. In our
cross-layer design, we start with an initial (sufficiently small) average PER value, denoted by
. With the value r,, we determine the initial set of transmission modes {n(k)} in such a way
that the resulting average PER is below r,,. For details, see below. Then we repeatedly change
the transmission modes for ranges in such a way that the EBF of the packet service process in-
creases until either there is no available transmission mode change for ranges (called condition
1) or the initial average PER value is achieved (called condition 2). In the case where condition
2 occurs first, we compute the packet overflow probability, P;, by (9). If the resulting packet
overflow probability is below the required packet overflow probability, i.e., P, < F,, then we
stop the procedure and the resulting set of transmission modes is our solution for the cross-
layer design. Otherwise, we increase the initial average PER value r, by a predefined value
A(> 0), ie., 7, = r, + A and repeatedly change the transmission modes for ranges with the
new updated value ;, until either one of two conditions 1 and 2 occurs first. We continue the
above procedure until the resulting packet overflow probability is below the required packet
overflow probability, i.e., P, < P,, for the first time. In the case where condition 1 occurs first
before the resulting packet overflow probability is below the required packet overflow proba-
bility, we conclude that our cross-layer design is an infeasible problem and our system can not
guarantee the required packet overflow probability. Note that the infeasibility can arise when
the channel condition is severely bad and the required packet overflow probability is very low.
In what follows, we provide the detailed procedure of our cross-layer design.

1. We set an initial average PER value r, which is a sufficiently small value.
2. We consider the set of reference boundary values {y(} defined by
40 =g, AV = oo,

NOm ilog;ﬁ (n=1,...,N).

k3 v
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3. For Range R), with lower boundary , if Y™ <~ < v(™t1), then transmission mode m
is selected for Range Ry i.e., n(k) = m.

4. For the set of transmission modes {n(k)} compute the indices of boundary ranges, I (I)(! =
0,1,---,N —1) as follows: I(l) = kif n(k) = land n(k + 1) = [ + 1.

5. Among boundary ranges {R;)|l = 0,1,2, -+, N — 1}, select boundary ranges for which
the transmission mode change is possible in such a way that the EBF of the packet service
process increases by the change. To this we check the following conditions:

) (1= 710000 i) < (L= T10)m1@)+1)8n(1(t))+1- (refer to Theorem 1.)

. d, dugran =11 -
ii) 6p = log [ “i‘l{j(‘l)/‘ n(xl()’)” ] is large enough. (refer to (12).)

iif) I(l) > I(l = 1) + 1 for ! > 0 and I(0) > 1. (For the reason of this condition, see
Remark 5.)

iv) Y1y > Ynrqy)+1 (For the reason of this condition, see Remarks 1 and 5.)

e If there is no boundary range satisfying the above conditions, we seti = 0 and go to
step 8.

e Otherwise, let Ly, - ,Lg denote the indices of boundary ranges satisfying the
above conditions. Here, K denotes the number of boundary ranges for which trans-
mission mode changes are possible. Let i = 1. Go to step 6.

6. We change the transmission mode for Ry, as follows:
I(n(Lq)) = I(n(Ls)) — 1, n(Le) = n{Ls) + 1.

7. For the resulting set of transmission modes {n(k)}, compute the average PER, r;, from
(5)-
o Ifr, <ry,and 1 <i< K,weseti=14+1and go tostep 6.
o Ifr; <r,andi = K, gotostep5.
e Otherwise, i.e., if r; > r,, we set r, = r, and go to step 8.

8. Compute the packet overflow probability, P;, from (9) and (11). For the required packet
overflow probability P,

e if P, > P,, we increase the value of r, by a predefined value A(> 0), i.e., r, = 7, + A.
Forl <i< K,weseti =i+ 1and go to step 6. For i = K, go to step 5. For i = 0,
we stop the procedure and declare the infeasibility of our problem.

e Otherwise, i.e., if P, < P,, we stop the procedure.

Remark 3. In step 1, the initial average PER value should be sufficiently small enough to guarantee
that the resulting packet overflow probability with the initial set of transmission modes is greater than
the required packet overflow probability. Otherwise, step 8 will not work.

Remark 4. The reference boundary values {v™} in step 2 are the same as in [1]. That is, if transmis-
sion mode n is used for Range Ry, ™ is the minimum SNR value such that the corresponding PER,
Tk,n(k) i less than the initial PER value r,. Since we use transmission mode n(k) = m for Range Ry,
with lower boundary value y, satisfying v™ <~y < 4(™*+1) in step 3, the resulting average PER with
the initial set of transmission modes {n(k)} is always less than the initial PER value ry. In addition, it
is obvious that n(0) = 0 for Range Ro.
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Remark 5. In step 5, condition ii) is not an exact but a coarse condition for the increase in the EBF
of the packet service process by the transmission mode change. Recall that the region of 8 for which the
EBF of the packet service process increases by the transmission mode change, is 0 < 8(< o) < 0. The
reason why we use condition i) instead of the exact condition that @ is large enough, is that we do not
have any closed-form formula of 8 and accordingly more numerical computations are needed to get the
value of §. However, we see that condition i) is satisfied in most numerical studies and considering
condition ii) does not limit the applicability of our procedure severely.

Condition iv) is considered because of the validity of the new transmission mode after the change.
That is, as seen in (3) transmission modes have their own minimum boundaries {%,}, and if the SNR
is below the boundary of transmission mode 1, 7, the PER is 1 when transmission mode l is used. If
a range contains a boundary 7, of transmission mode 1, we should not use transmission mode | for the
range due to the severe PER.

Condition iii) is considered to guarantee that there exists at least one range for each transmission
mode. So, this condition may be removed, but in that case there should be a modification on the update
procedure of determining the boundary ranges.

Remark 6. As we increase the value of r,, our procedure naturally results in the increase of the EBF
of the packet service process and accordingly the decrease of the packet overflow probability. Hence, if it
is not declared to be infeasible, the final resulting set of transmission modes obtained in step 8 satisfies
the objective of our cross-layer design problem. That is, it guarantees the required packet overflow
probability while maintaining the average PER as low as possible.

Remark 7. In our cross-layer design procedure, we compute the packet overflow probability when the
resulting PER r is greater than the updated value of r,, for the first time. However, if we use a suffi-
ciently small value of A in the update procedure, we compute the packet overflow probability and the
PER whenever we change the transmission mode, i.e., whenever we visit step 6. Note that there is a
trade-off between the computational complexity and the value of A. That is, the smaller the value of A
is, the more computational complexity we have in the procedure.

Remark 8. In our cross-layer design procedure, we change the transmission modes of ranges subse-
quently, i.e., we change Ry, ,Ry,,- - , RL, in turn. However, there are a number of different orders of
changing transmission modes which can increase the EBF of the packet service process. Note that, the
decay rate 6* in (10) of the queueing system depends on the arrival process as well as the packet service
process. So, the effect of the increase in the EBF on the packet overflow probability also depends on the
arrival process. Accordingly, it is difficult to determine the best order of changing transmission modes
which results in the optimal performance over all possible arrival processes in practice. Instead, we
consider the above simple but efficient procedure for our cross-layer design in this paper. Even though
our framework does not consider the global optimality over all possible cases, our study can provide a
benchmark for future advanced cross-layer design frameworks.

5 Numerical Example

In this section, we provide a numerical example where our cross-layer design procedure is
applied. For simplicity, we assume that the wireless channel is modelled by a Rayleigh fading
model, that is, the Nakagami parameter m is equal to 1. Then, the probability density function

p+(7) is given by
(v) = 1 exp <_'_7.)
P gl 3/

We start with how to divide the whole SNR range to construct a FSMC which can well
describe the wireless channel. Regarding this issue, there are a number of works in the open
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Figure 1: The behavior of the effective bandwidth function

literature, e.g. [10, 11, 12, 13, 14], but in this section we use the method proposed by [12] where
the boundaries {v;}}, of ranges satisfy the following equations:

Y /.70 T _det1
e"p( 7) e"p( 7 )
27 Y e [ 2741 k41
= exp( 7)-{— 5 exp( 7)

for k = 0,1,2,--- ,M — 1. In this study, we use M = 35 and c is approximated equal to
3.003 which is in the region that [12] recommends. Our cross-layer design framework does not
depend on the selection of the FSMC which describes the wireless channel, but note that the
better the FSMC describes the wireless channel, the more meaningful our result is in practice.
The construction of a suitable FSMC for the wireless channel is beyond the scope of this study.

For the other parameters of the Rayleigh fading channel, we use the following parameters
in the numerical example.

C =

o the frame length Ty = 2 ms

e the sequence {d,} of service rates for AMC modes: d, =2n,0<n< N
e the average SNR 4 = 10 dB

¢ the Doppler frequency f; = 10 Hz

For the arrival process, we consider an ON and OFF process with the following parameters:
The transition probability from the ON state (resp. OFF state) to the OFF state (resp. ON state)
is 0.35 (resp. 0.55), and the number of packets arriving in unit time with ON state (resp. OFF
state) is 5 (resp. 0). We assume that the reference buffer size is 1000 and the required packet
overflow probability is 10~3.

Fig. 1 shows how the EBF of the packet service process is updated in our cross-layer design
procedure. In the figure, we see that the EBF of the packet service process increases and that
the EBF of the packet service process for the final assignment is greater than that for the initial
assignment.

Table 3 shows the initial and final assignments of transmission modes for ranges. During
the procedure we see the following observations:
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Table 3: The transmission mode assignment

Mode Initial Final
Assignment Assignment

Regions 0 to 2 Regions 0 to 1
Region 3 Region 2
Region 4 Region 3

Regions 5t010 | Regions4to6
Regions 11 to 20 | Regions7 to 18
Regions 21 to 35 | Regions 19 to 35

Gt W N = O

e AsseeninFig. 1 our system with the AMC scheme based on the initial set of transmission
modes is an unstable system because there is no solution of (10) in this case. However,
for the other cases in Fig. 1 our system is stable.

¢ As we change the transmission modes of ranges, the effect on the increase in the EBF of
the packet service process becomes less significant. For instance, there is a big difference
between the first two EBFs (of the initial assignment and case 1) in Fig. 1, but for the other
EBFs there is a relatively small difference between two consecutive EBFs. However, if we
consider the region of § near 0, we still have meaningful differences among EBFs.

e When we change the transmission mode at least greater than or equal to 3 to higher,
the increase in the EBF of the packet service process is significant. On the other hand,
the change of transmission mode less than 3 results in a small change in the EBF of the
packet service process.

¢ The violation of the conditions i) and ii) in step 5 does not happen in our numerical
example, which means that the EBF increases by the transmission mode change in the
regions of interest.

e We can not change the initial transmission mode of Range R; because the condition of
iv) in step 5 is not satisfied. That is, since the SNR in Range R; is very low, we can not
apply transmission mode 1 for Range R;.

Obviously, the above observations are based on our numerical example and should not be
generalized to other examples, but we think most of them are still true for other examples and
accordingly should bear in mind.

Next, to see the performance improvement with respect to the packet overflow probability
we give Fig. 2 which shows the corresponding packet overflow probabilities (9) to the EBFs (of
case 1, case 2 and the final assignment) shown in Fig. 1. Note that we can not get the packet
overflow probability for our system with the AMC scheme based on the initial assignment.
As seen in Fig. 2, as the EBF is increasing, the packet overflow probability is decreasing. In
addition, we see that the AMC with our final assignment satisfies the required packet overflow
probability 10=3 (or log(10~3) = --6.908). The corresponding packet overflow probabilities
are changed from 0.00614 to 0.000657 and the corresponding average PERs are changed from
0.00062 to 0.0222. From Fig. 1 and Fig. 2, we can check the validity of our cross-layer design
procedure and the characteristics of our cross-layer design framework.
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6 Conclusions

In this paper, we provide a cross-layer design framework to support QoS for wireless commu-
nication services. In our framework, we consider the joint effect of the queueing at the MAC
layer and the AMC at the PHY layer and provide a procedure of selecting a suitable AMC
scheme, with which we can achieve our cross-layer design objective. The effective bandwidth
theory plays an important role in our study. The main contribution of this paper is that we pro-
vide a theoretical analysis on the behavior of the effective bandwidth function of the packet
service process at the MAC layer and the proposed framework is based on our theoretical anal-
ysis. A numerical example is provided to see the validity and characteristics of the proposed
framework.

Appendix

A.1. The proof of Lemma 4.2

Proof: When we change the transmission mode from n(k) to n(k) + 1, the element ¢y (1) (—9)
is replaced by @y, n(k)+1(—0) in the matrix C(—-60). When ¢y o) (—=0) > b nk)+1(—0) for 6 >
0, then the resulting Perron-Frobenius eigenvalue dc(—8) of the matrix C(—6) decreases for
each 8 > 0 because C(—0) is a nonnegative and irreducible matrix [15, 16]. Since —logz is
a decreasing function in z, the resulting EBF of the packet service process, i.e., —log d.(—8)/6
increases for each § > 0. Similarly, we can also prove the remaining part of our lemma.

A.2. The proof of Lemma 4.3

Proof: For simplicity, we use 7, dn, Tn+1 and dp 1 instead of 7y k), Tngiys T nie)+1 a0 drgiy41/
respectively. Let

F1(8) = (1 —rn)e™? +r5]%, £2(0) = [(1 — Tns1)e™8 + rpypr]rr.
It suffices to show that f;(6) < f2(@) for > 0. Observe that
log f1(6) — log f2(8) = dn log[(1 — rn)e"e + 75} — dny1 log[(1 — rn+1)e_0 + 1)
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From the fact that (1 — 7,)dr > (1 — Tp41)dn+1, We get

1 —7rpiy
> d
d'n =1 T n+1
and
1 —rpy1

dy log[(1 — Tn)e—g +7a] < dn11og[(1 — Tn)e_e + 7n)

—I'n
for log[(1 — n)e™® + 4] < 0. Note here that n(= n(k)) is not equal to 0 due to the condition
dn(1—7y) > (1 — rp41)dn+1. Hence,

1—7, _ _
log f1(6) ~ log f2(6) < ~7—">dn110g[(1 ~ Tn)e™? + ] — dns1 log[(1 = 7ns1)e ™ +7npa]

n
Multiplying ¢="2(> 0) on both sides, we get

== log f1(6) ~ log /2(9)]
n+1
< (1 —rpt1)log[(1 — rn)e_a +7rn) = (1 —70) log[(1 — rn+1)e_9 + Tnt1).

If we can show that the right hand side of the above inequality is negative for § > 0, the
proof is completed. To do this, let z = 1 — r, and y = 1 — 741. Then the right hand side is

ylog[ze™® +1 — z] — zloglye™® +1 —y]

and 0 < y < = < 1. We will show that
1 i 1 »
Elog[a:e +1-2]< El—log[ye +1-yl.
For0 <t < 1and @ > 0, define g(t,0) by

g(t,0) = %—log[te‘e +1—1t.

Observe that
8 1 6_0—1 —9
1 1
= 21— _loglte? + 1t
t2{ 1o osleT ]}

Using the fact that h(a) =1 —1/a —log(a) < 0 for0 < a < 1, we get gzg(t, ) <0forO<t<1.
This yields g(t,0) is strictly decreasing in ¢t for each § > 0. Since 0 < y < z < 1, we get
g(z,0) < g(y,0) and we complete the proof.

A.3. The proof of Theorem 4.1
Proof: If (1— 7 nek))dn(k) = (1= Tkn(k)+1)dn(k)+1 for 6 > 0, we have ¢y n(y (—0) < bk n(x)4+1(—0)

by Lemma 4.3. Then, by Lemma 4.2 the EBF of the packet service process decreases by the
transmission mode change. This completes the proof.
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A 4. The proof of Theorem 4.4

Proof: For simplicity, we use rn, dn, Tt1, dnt1 and fn(0) instead of 7 n(ky, dn(rys Tk n(k)+15 Gn(k)+1
and fy n(c)(6), respectively, in the proof. First observe that f,(0) = 0 and

—dn(1 - ?‘n)e-e dn—}-l(l - rn+1)5M9
(1 - ?"n)e*e + Ty (1 - "‘n-'r-l)e-(;j + Tnt1 '

F2(6)

Thenusingz =1—r, and y = 1 — 7441, we have, for 6 > 0

dpy1(l = Tny1) > dn(l ~75)
(1—rni)e®+mne1 - (L—rp)ef+m,
iff dny1 (1 =rny1) > (1=7n)
dn (1—rpp1)e 47y~ (L—ro)e® 4+,
: d’n+1 Y T
iff dn yef+1-—y > ze ¥ +1-—zx
dn+1:ce‘8+1—m > yel+1-y

fr(6) >0 iff

iff

dn z Yy
o dntl, g 9, 1-y
iff + >e "+ —
dn o ) Y
. dnt1 8 dn+1 1-— 1-y
iff ( i e ™ + R ” >0
iff (d’hLl -1e %+ 4, > 0.
dn

Now consider the case where A,, > 0. In this case, we have f}(8) > 0 for all § > 0. Since
fn(0) = 0, we see that f,(f) > 0 forall § > 0.

Consider the case where A, < 0. Note that f,(0) = —dn(1 — 75) + dny1(1 — rppq) > 0.
Define h(t) = (d-—’?‘ifi — 1)t + A, for 0 < ¢t < 1by letting t = e for § > 0. Then we have
h(1) = 5&% > 0,h(0) = A, < 0. Since h(t) is a linear function in ¢, there exists a unique
solution t5 = 5'74“"{ satisfying h(tg) = 0. Then for 6y = —log(to)(> 0) it follows that
f1(60) =0, f1(6) > 0for0 < 8 < §p and f,(0) < 0 for § > 6y. Hence, f,(8) is strictly increasing
for 0 < 6 < 6 and strictly decreasing for § > 6. Since f,,(0) = 0, there exists a unique solution
fn(é*) = 0 with § > 6y and consequently we have f,(4) > 0 for 0 < 8 < § and f,(6) < 0 for
8 > 8. Then by using Lemma 4.2, we complete the proof.
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Abstract

Bandwidth-sharing networks as considered by Massoulié & Roberts provide a nat-
ural modeling framework for describing the dynamic flow-level interaction among
elastic data transfers. Although valuable stability results have been obtained, cru-
cial performance metrics such as flow-level delays and throughputs in these mod-
els have remained intractable in all but a few special cases. In particular, it is not
well understood to what extent flow-level delays and throughputs achieved by
standard bandwidth-sharing mechanisms such as a-fair strategies leave potential
room for improvement.

In order to gain a better understanding of the latter issue, we set out to deter-
mine the scheduling policies that minimize the mean delay in some simple linear
bandwidth-sharing networks. While admittedly simple, linear networks provide a
useful model for flows that traverse several links and experience bandwidth con-
tention from independent cross-traffic. We compare the performance of the opti-
mal policy with that of various a-fair strategies so as to assess the efficacy of the
latter and gauge the potential room for improvement. The results indicate that the
optimal policy achieves only modest improvements, even when the value of « is
simply fixed, provided it is not too small. This suggests that (optimization within)
the family of a-fair strategies is likely to be adequate for most practical purposes.

1 Introduction

Over the past several years, the processor-sharing discipline has emerged as a useful paradigm
for evaluating the flow-level performance of elastic data transfers competing for bandwidth on
a single bottle-neck link, see for instance [2, 14]. Bandwidth-sharing networks as considered
by Massoulié & Roberts [12] provide a natural extension for modeling the dynamic interaction
among competing elastic flows that traverse several links along their source-destination paths.
Bonald & Massoulié [3] showed that a wide class of a-fair bandwidth-sharing policies as intro-
duced by Mo & Walrand [13] achieve stability in such networks under the simple (and neces-
sary) condition that no individual link is overloaded, see also [19] for instance. While stability
is arguably the most fundamental performance criterion, flow-level delays and throughputs
are obviously crucial metrics too. Although useful approximations, bounds [4] and heavy-
traffic limits [10] have been obtained, the latter performance metrics have largely remained
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intractable in all but a few special cases. In particular, it is not well understood to what extent
the flow-level delays and throughputs achieved by common bandwidth-sharing mechanisms
leave potential room for improvement. ;

The scope for improving flow-level delays and throughputs has been the focus of intense
efforts in a somewhat distinct strand of research on size-based scheduling strategies. The ratio-
nale for size-based scheduling has been greatly amplified by empirical findings indicating that
file sizes in the Internet show huge variability and commonly have infinite variance [7]. Sev-
eral studies have demonstrated that the Shortest Remaining Processing Time first (SRPT) disci-
pline can achieve significant performance improvements for heavy-tailed service requirements
compared to First-Come First-Served or Processor Sharing. The SRPT discipline has therefore
been adopted as an effective mechanism for improving the performance of web servers [5, 9].
To some extent, the huge variability in flow sizes also alleviates the long-standing concerns
that have surrounded SRPT regarding the perceived unfairness towards extremely large jobs
[1, 8,22]. It turns out that in case of heavy-tailed distributions only an exceedingly small frac-
tion of the jobs is worse off than under Processor Sharing as the prototype of perfect fairness.
A critical issue associated with size-based scheduling in general and SRPT in particular, is that
it relies on (partial) knowledge of (remaining) service requirements. While such information is
usually available in web servers, it is impractical to obtain in Internet routers. An alternative
strategy which has hence been advocated for scheduling data flows is the Least Attained Ser-
vice first (LAS) discipline also known as Foreground-Background Processor Sharing [11, 15].
In case the service requirement distribution has a decreasing failure rate, it has been shown
that LAS stochastically minimizes the number of jobs in the system among all strategies that
use no knowledge of the remaining job sizes [16].

Nearly all studies on the performance gains from size-based scheduling strategies such as
SRPT and LAS have considered single-server settings. Single-server systems provide reason-
able models for web servers, but they do not accurately capture scenarios where users require
service from several resources simultaneously. Such concurrent resource possession arises in
the above-mentioned bandwidth-sharing networks, where data flows traverse several links be-
tween their source-destination pairs and consume bandwidth on each of them for the duration
of the transfer. (Even though individual packets travel across the network on a hop-by-hop
basis, on a somewhat longer time scale a data flow claims roughly equal bandwidth on each of
the links along its path since the amount of buffering at intermediate nodes is typically quite
limited.)

While single-server systems provide tractable results and useful insights, they do not ex-
hibit the potential non-work-conserving behavior that may occur in scenarios with concurrent
resource possession. There are various indications that priority mechanisms in such scenar-
ios may cause starvation effects with possibly severe consequences. For example, Yang & de
Veciana [23, 24] demonstrated that SRPT scheduling in network scenarios may yield consider-
able performance improvements in terms of mean delays and throughputs, but also observed
that flows on long routes with large sizes may sustain a marked performance degradation. Re-
cently, it was shown that size-based scheduling strategies such as SRPT and LAS may in fact
unnecessarily fail to achieve stability in network settings, even at arbitrarily low loads [21].

In conclusion, the results for size-based scheduling in single-server models do not provide
a good indication for the scope for improvement over common bandwidth-sharing mecha-
nisms in network scenarios. In order to gain better insight into the latter issue, we will set
out to determine scheduling policies that minimize the mean delay in bandwidth-sharing
networks with a linear topology. While admittedly simple, linear networks provide a useful
model for flows that traverse several links and experience bandwidth contention from inde-
pendent cross-traffic. Armed with the knowledge of the optimal policy, we then compare its
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performance with various a-fair strategies so as to assess the efficacy of the latter and gauge
the potential room for improvement. Qur results indicate that the optimal policy achieves only
modest improvements over an o-fair strategy when the value of « is optimized. In its turn, an
optimized a-fair strategy yields only marginal improvements compared to virtually any fixed
value of o, as long as this value is not too small. This is particularly so for the important special
cases o = 1 (proportional fair strategy) and o = 2 (which is a modeling abstraction of TCP). In
fact, virtually any a-fair strategy shows fairly robust performance over a wide range of traffic
parameters, as long as the value of o is not too small. This suggests that (optimization within)
the family of a-fair strategies is likely to be adequate for most practical purposes.

The remainder of the paper is organized as follows. In Section 2 we provide a detailed
model description and discuss some preliminaries. In Section 3 we derive some sample-path
comparisons for the workload processes under various scheduling policies. We use these
sample-path inequalities in Section 4 to show that in certain cases with exponential service
requirements relatively simple priority-type policies minimize the mean number of users in
the system. In Section 5 we examine cases where the optimal policy does not have a simple
priority-type structure, and use dynamic programming techniques to prove that in these cases
the optimal policy is characterized by a switching curve. Section 6 presents the numerical
experiments that we conducted. We summarize our results in Section 7.

2 Model description and preliminary results

We consider a linear network with L nodes. For convenience, we assume each of the nodes
to have a unit service rate. In order to present the results in the simplest possible setting, we
focus on a traffic scenario with L + 1 classes, where class ¢ requires service at node i only,
i = 1,..., L, while class 0 requires service at all L nodes simultaneously. The above ‘toy” sce-
nario appears already sufficiently rich to exhibit many of the qualitative phenomena that may
occur for general network topologies and route structures. Class-¢ users arrive according to in-
dependent Poisson processes of rate A;, and have generally distributed service requirements B;
withmean 5;,¢1=0,...,L.

Define the traffic load of class ¢ as p; := A\;5;. Thus theload atnodeiis pg + p;,i=1,..., L.
The obviously necessary conditions for stability pg + p; < 1, fori =1,..., L, are known [3] to
be sufficient as well for a-fair bandwidth-sharing policies. (For conciseness, these conditions
will be referred to as the ‘standard’ conditions.) In order to examine the effectiveness of a-fair
policies we seek policies that in some appropriate sense minimize the total number of active
users in the above-described system. We only allow (possibly preemptive) policies that have
no knowledge available of the remaining service requirements and denote this class of policies
by II. The following policies will play a central role.

e Policy 7* gives preemptive priority to class 0 whenever it is non-empty and, otherwise,
serves any other class with at least one user.

e Policy 7** simultaneously serves all classes ¢ = 1,..., L whenever at least one user of
each class is present. Otherwise class 0 is served. When class 0 is empty, any other class
with at least one user present is served.

For both these policies the system is stable under the standard conditions, since policies 7*
and 7** ensure that each node operates at full rate when it is non-empty.

For a given policy 7, denote by N[ (t) the number of class-i users at time ¢ and by W/ (1)
their total residual work. N7(t) is defined as >, N7 (t). We further define N7, W7 and N™
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as random variables with the corresponding time-average distributions (when they exist). For
brevity, we use the superscripts * and ** for random variables corresponding to 7* and 7**.

Note that class 0 does not notice the presence of other classes under policy 7*. The mean
amount of class-0 work is therefore given by the Pollaczek-Khintchine formula:

_ ME(Bo?)
T 2(1-po)

With policy 7*, any class i # 0 sees its service being interrupted by busy periods of class 0 so
that [18]:

E(Ws)

XE(Bo®) + ME(Bi®)  AoE(Bo?)

2(1 = po — pi) 2(1 - po)’
Note that these formulas hold for any service requirement distribution and scheduling disci-
pline within classes.

In the special case of exponentially distributed service requirements, scheduling within
a class (without knowledge of the actual size of jobs) does not affect the distribution of the
number of users. Letting u; = 1/8; (and thus E(B;%) = 2/u?)), the mean number of users can
then simply be obtained from E(N}*) = p;E(W}) for all classes i. In particular

E(W;) =

* Po
E(N3) = ,
(%) = 72
and
* Pi Hq £o P20
E(N) = —i 4 L - )
(M) 1—po—p; uo(1~po—m 1-po
so that L R
AL 2
. Po s Po T+ P i
E{(N*) = —fm + . 1
) 1—po Z((l—ﬂo)(l“m"ﬁé) 1_90) M

i=1
For policy 7** there is no closed-form expression available for the mean workloads. For

L = 2, determining these is equivalent to solving a boundary-value problem [6]: the service
rate allocated to any class i depends on the workloads of all other classes.

3 Workload

In this section we allow for general service requirement distributions and compare (sample-
path wise) the workloads of the various classes under different policies.

Let #* be a policy that is work-conserving in node 4, i.e., the capacity of node i is fully used
whenever that node is non-empty. Obviously, such a policy minimizes the total workload in
node i at all times. More specifically, if W§ (0) + W (0) <4 W (0) + W/ (0) for some arbitrary
policy 7, then

WE (1) + W (1) <ot WE(t) + WI(1), V2 0. @

Here <,; denotes the usual stochastic ordering. Note that both policies 7* and 7** are work-
conserving in each node, so inequality (2) holds for all i = 1,..., L, if #* € {n*,7**}. We call

§k(8) = WE(t) + WI(t) + W{(¢) the aggregate workload in nodes j and k. Besides mini-
mizing the workload in one node, at any point in time, policy 7** also minimizes the aggregate
workload in at least one pair of nodes (these need not always be the same) as is formalized in
the following lemma. This result will be useful for the analysis in the next sections.
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Lemma 3.1. If for t = O there exist nodes j and k with j # k, such that

WS k() <ot WE,(0), )

then, for any t > 0, there exist j and k (not necessarily the same as at time t = 0) with j # k such
that (3) holds.

Hence, if L = 2, the lemma states that policy 7** stochastically minimizes the total work-
load in the system. We note that there is no policy that achieves the same for L > 2.
Proof of Lemma 3.1 By assuming the same sequence of arrivals and service requests, we can
compare the two policies, 7** and 7, in the same sample space. Let

u=inf{t > 0: W53 o(t) > W7, (),V4,k #0,5 #k}.

We show by contradiction that u cannot be finite. Let us suppose u < oo. Inequality (3) can only
be violated for all pairs j and k immediately after time w, if it holds with equality at time u for
some j and k, which we fix for the remainder of the proof. In addition, for the equality to cease
to be valid, policy 7** should not be serving both nodes j and & at full rate, so that W§*(u) = 0
and W;*(u) = 0 for either ¢ = j or s = k. From (2) we have W*(u) < W (u) + W[ (u) for all
1 # 0, ! # i; we fix such an [ and observe that this inequality is preserved until the next arrival
from either class 0 or class 7 (in the mean time, 7** works at full rate in node [ and 7 can not do
better than that). Note that Wi*(¢) = 0 and W;**(t) = 0 until such an arrival occurs and, hence,

or1(t) < W{, (¢), which contradicts the definition of u. a

4 Small class-0 users

In the remainder of the paper we focus on exponentially distributed service requirements and
write u; = 1/;. For relatively ‘large’ values of i, i.e., when class-0 users are relatively small,
we show that either 7* or 7** stochastically minimizes the number of users at every point in
time. More precisely: this is so when pio > >°,;5; ;. pi forall j # 0. In Section 4.1 we first show
that the results of the previous section allow us to readily prove that 7* and 7** minimize the
mean number of users in the above-mentioned cases. Because of Little’s law, such a policy
automatically minimizes the mean overall sojourn time as well. We briefly comment on the
stochastic optimality in Section 4.2.

To put our results in context, we recall that the p-rule is known to stochastically minimize
the number of users [17] in a single-server system. The rationale behind this rule is that it max-
imizes the output rate at all times. In the network we discuss, this can only be accomplished
for certain parameter values. Besides trying to maximize the total output rate of the system,
we must take into account that when serving class i # 0 while another class j # 0 is empty
may leave node j underutilized if there are users of class 0. For example, if p; > o for all
i=1,..., L, then giving priority to classes 1, .. ., L, myopically maximizes the total output rate
of the system but such a discipline unnecessarily causes instability [21] when H]I.;l(l« p;j) < po.
In general, there can be a trade-off between maximizing the output rate and using the full ca-
pacity in each node whenever that node is non-empty. Itis precisely in those cases where these
two objectives are compatible, that we can identify the policies that minimize the total number
of users.

4.1 Minimizing the mean number of users

The next lemma, together with the results for the workload obtained in Section 3, can be used
to prove that, in certain cases, policy 7* or 7** minimizes the mean total number of users at
every point in time.
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Lemma 4.1. Let w, ® € Il and assume the service requiremen ts of class i are exponentially distributed
with mean B; = 1/p;. If for some I C{0,..., L}, 3 c; WT () <ot 351 W/ (1), Yt 2 0, then

S Le@vE() <> ]E(N”(t

ier H ier P
Proof Because of the memoryless property of the exponential distribution and the fact that
policies 7 and 7 have no knowledge of the remaining service requirements, the workload,

W;(t), is distributed as ") Ei. Here Ei are i.i.d. random variables from an exponential
distribution with mean 1/u;. Hence,

N () NE(8)
Y. ) Ei stZZEk, V>0, )
i€l k=1 iel k=1
and the lemma is proved after taking expectations. O

This lemma paves the way for the following two propositions, which state that, in certain
cases, m* or 7** is optimal.

Proposition 4.2. Assume Wi*(0) <o W (0), forall i. If S5, i < o, then E(N* () < E(N™(2)),
Yr e lMand Vi > 0.

Proof By (2), policy 7* minimizes the workload in each node, which implies by Lemma 4.1
thatvVi=1,...,L,

1 * 1 * “1_ T i f"
BN () + TEWNC(0) < TB(NF(©) + TE(NT(0), ®

Combining Lemma 4.1 with the fact that giving preemptive priority to class i minimizes the
workload of class ¢, we have:
E(No*(8)) < E(Ng (8))- (6)

these L + 1 inequalities gives % | E(N;*(t)) < S5 E(NF (1)) a

Multiplying (5) by s > 0, foralli = 1,..., L, multiplying (6) by “=%i=i# > 0 and summing

Proposition 4.3. Assume W;**(0) <5 W[ (0), for all i. If Zf;l i > po > Ef=1,¢¢j wiforall j #0,
then E(N**(t)) < E(N7(t)), Vr € ITand ¥t > 0.

Proof As in the previous proof we have by (2) and Lemma 4.1 that
1 . 1 o 1 m
E(No™ () + —E(N™ (1)) < —E(Ng (£)) + - E(N(t))- )
Ho Hi Ho

Similarly, we can conclude from Lemmas 3.1 and 4.1 that at time ¢ there are classes j and k,
j# ke {l,...,L}, such that

1 1 1
—E(Ng** (1)) + ~—E(N; () + —E(N ™ (¢
po(o()) pj(’()) M(k())
1 1 1
< —=E(NJ (@) + —E(NT{)) + —E(N](t)). 8
TENG () + 2 E(NT (1) + S E(VE(2) ®
Now multiply (7) by po — Zz}::x,z;ee w > 0, fori = j k and by p; for all i # 0, j, k; multiply
mequahty (8) by Zf;l pi— o 2 0and sum these L 41 inequalities to obtain Zf’:o E(N**(t)) <
Lo E(NF(t)). g
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4.2 Stochastic optimality

It is worth noting that despite the stochastic inequality (4) the above arguments can not be
strengthened to prove that 7* and 7** in fact stochastically minimize the number of users for
the given parameter values. This can, however, be accomplished using a dynamic program-
ming (DP) approach similar to that in Section 5 below. For the case L = 2 the following two
results are proved in [20]:

Proposition 4.4. If py + pa < po, then policy n* stochastically minimizes the total number of users.

Proposition 4.5. If pu1, ue < po and jiy + po > o, then policy m* stochastically minimizes the total
number of users.

5 Large class-0 users

Again assuming exponential service requirements, we now explore the uncovered case when
there exists an j = 1,..., L, such that ZiL:l#j pi > po- Since a stochastically optimal policy
may in general not exist, we focus instead on the average-optimal policy, i.e., the policy that
minimizes E(NT) over all policies 7 € IL

We again focus on the case of two nodes and hence consider service rates such that pp < p;
for at least one ¢ = 1, 2. Intuitively it is clear that when there are users of both classes 1 and 2
present, serving them will be optimal. When there are only users of classes 0 and 1 present and
p1 < po, serving class 0 seems appropriate, since it is work-conserving in both nodes and it
maximizes the total output rate. However, when pig < p;, there is no obvious rule which class
to serve. The next proposition states that in such situations, there exists a switching curve that
determines which class is optimal to serve, i.e. there exists a function h(-) such that it is optimal
to serve class 0 at full rate if N1(t) < h(No(t)) and to serve class 1 at full rate otherwise.

Proposition 5.1. Assume that py > po. If both classes 1 and 2 are non-empty, then the expected
average-optimal stationary policy serves these simultaneously. While class 2 is empty, the optimal pol-
icy is characterized by a switching curve (class 1 is only served if there are sufficient class-1 users). If,
in addition, po > pg, then class 0 is served while class 1 is empty.

In the remainder of this section we outline the proof of this proposition. We denote by 4,
J and k the numbers of class-0, class-1 and class-2 users, respectively. It will be convenient to
focus on the uniformized Markov chain. That is, transition epochs (possibly ‘dummy’ tran-
sitions that do not alter the system state) are generated by a Poisson process of uniform rate
v = Ao+ A1+ Mg+ o+ pi1 + pi2. We assume v = 1 without loss of generality. Using DP, we min-
imize the mean number of users for the embedded uniformized process, which is equivalent
to minimizing that of the original process.

The direct costs that are incurred each time state (3,7, k) is visited, are i + j + k, which
implies that the objective is to find a policy = that minimizes E(N ™). The DP equation can be
written as:

Vor(i,5,k) =i+j+k

+ Vot + 1,7,k) + MVa(t,5 + 1,k) + AV (i, j,k + 1)
+ min{ppVo((i — 1)*, 5, k) + (u1 + p2)Va (4,5, k),

1oV (6,5, k) + mVa(, (G — F, R) + p2Va (i, 4, (k — 1))},
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with Vo(4,5,k) =i +j + k.

The existence of an optimal switching curve when there are no class-2 users present is
equivalent to the value function, V (3, j, k), satisfying Properties 1 and 2 below. By symmetry,
similar properties need to hold for the existence of a switching curve when there are no class-1
users.

Property 1: If it is optimal to serve class 1 in state (i, j,0), then this is optimal in state (3, j +1,0)
as well, or equivalently, if

.U'OV(iaj1 0) + ,U,]_V(i,] - 110) + .U'QV(ivj’ 0)
< /‘LOV('L - 1)j> 0) + /‘le(i’ja 0) + ,U'2V(ia j’ O),

then
< poV(i— 1,7 +1,0) + (uy + p2)V (G, j + 1,0).
Note that this property is implied by the following inequality:

,LL()V(l,] + 110) + UOV(i - 11j1 0) + ZNIV(iaja 0)
< ,U'OV(iajv 0) + UOV(i - 11j + 1a0)
+H1V(iaj - 1)0) + UIV(iaj + 110)

Property 2: If it is optimal to serve class 0 in state (3, 7, 0), then this is optimal in state (i +1, 7, 0)
as well, or equivalently, if

/‘LOV('L - 1:j, 0) + ﬂlv(i;ja 0) + /‘L2V(iaja O)
S NOV(iaj1 O) + /J'IV(%] - 1) 0) + /'L2V(iaj> O),

then
ﬂov(i:j7 O) + NIV('L + 11ja O) + “2V('L + 1’j’ O)
< (UO +,LL2)V(1’ + 17.7.’ 0) + ,ulV(z + 1).7 - 1)0)
This property is implied by

2NOV(iaj’ 0) +/‘L1V('L + 1,7, O) + ,LL1V(7«,] - laO)
+,LL1V(7, + 1,.7 - 110) + ,U,1V(i,j, O)

These properties can be established for V (4,4, k) by proving them for all V,,(3, j, k) using
induction on the time index n, see [20] for details.

6 Numerical experiments

We now compare the performance of the optimal policy with that of o-fair bandwidth-sharing

policies. We denote by Ni(a) the mean number of class-i users as function of . In the linear
network, the a-fair allocation is

S 3
0=
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where s; is the rate allocated to class j, see [3].
For the proportional fair allocation (& = 1), the mean number of users is given by

L

END) =2 1+ — 2
(No”) 1—/00( Zl“PO’“Pi)

i=1

and E(Ni(l)) = 1—_—%_—;;, i =1,...,L, see [12]. For general a-fair allocations (o # 1) we con-
ducted simulations in order to estimate the mean number of users. In our experiments we
chose a € A = {0,1,2,4,6,8,10,00}. Besides o = 1, the case o = 2 will receive particular
attention as well, because it is a common abstraction for TCP’s bandwidth allocation.
Comparing the mean number of users for the proportional fair allocation and policy 7*

already provides important insight. For L = 2 we have that E(N*) — E(N())) equals

Po ( P1 (M ) P2 (Mz ))
— 1)+ ——(=-1)).
1—po\l —po—p1\o 1—po—p2\po

Note that for pg < jg := ;\,igzzg:ﬁ ;;I::g:gg:z:)) (relatively large class-0 users), the propor-

tional fair allocation does better than 7*, and that the difference is unbounded as g — 0. For
po > [ (relatively small class-0 users), it is better to prioritize class 0. In fact, 7* achieves
the minimum mean number of users among all strategies in IT, if pg > p1 and pg > po. Still,

the difference is limited by — 5 ﬁ‘;,o ( - p’:;_ o+ 1= p’:f_ = ) Thus, the proportional fair allocation
performs well over a wide range of parameter values.

We now proceed to numerically investigate whether the latter finding holds in greater gen-
erality. The optimal policy is computed by DP after truncating the state space. In cases where
the optimal policy is known explicitly, we verified that the results from DP are accurate. We ex-
amined a wide range of scenarios in terms of the values of the parameters A; and y;, 7 =0, 1, 2.
Since the results were qualitatively similar in the various scenarios, we only present the results
for the cases with pg = 0.3, p2 = 0.3, p1 = 0.5, uz = 1, with either (A) py = 0.2 or (B) p; = 0.5,
and varying po.

In Figures 1 and 2 we plot the total mean number of users under different policies as a
function of p for cases A and B, respectively. The smallest mean number of users among all
o-fair policies (minge (E(N(®)))) is labeled with “opt « fair”, the mean number of users for
the optimal policy in each point is indicated by “dp”, and the curve “7*”, corresponds to the
function in (1). The other curves correspond to proportional fairness (¢ = 1) and an abstraction
of TCP (o = 2).

From Figures 1 and 2 we see that the performance of a-fair policies compares well with
that of the optimal policy. The gap does not exceed 20%. Apparently, a-fair policies succeed in
dynamically adjusting the rate allocation in an efficient manner, without any knowledge of the
service rate parameters. It is also striking that the differences within the class of a-fair policies
are small, and that the mean total number of users is fairly insensitive to the value of uo (for
fixed pp). In all cases, the optimal value of « is either 0 (for small values of x¢) or oo (for large
values of pp). The transition point occurs approximately at pg = fo.

In Figures 3 and 4 we plot the total mean number of users as a function of o for two values
of po, for cases A and B, respectively. Again, the results agree with what could be expected: for
large o it is optimal to prioritize class 0, while for small p it is better to achieve a large degree
of parallelization. The difference between the best and the worst a-fair allocations is roughly
5% and 10% in cases A and B, respectively.
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Figure 1: Total mean number of users in case A.
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Figure 2: Total mean number of users in case B.

7 Summary and conclusions

In order to investigate the efficiency of standard allocation mechanisms such as o-fair poli-
cies, we have determined the delay-optimal allocation policies in a simple linear network with
exponential service requirements. The optimal scheduling policies require a high degree of co-
ordination within the network as well as knowledge of the service requirement distributions,
which may prohibit actual implementation. As a benchmark, though, they are extremely use-
ful to assess the effectiveness of other bandwidth-sharing strategies. In all our experiments we
observed that (i) the differences within the class of a-fair allocations are not significant, and (ii)
these allocations compare well with the optimal strategies.

The above-mentioned results concern rate allocation across flow classes (corresponding to
flows sharing a common route), and do not account for scheduling within classes. As men-
tioned in the introduction, it was shown in {21] that standard size-based scheduling strategies
such as SRPT and LAS applied across all flows can cause instability effects. However, size-
based scheduling within flow classes may still produce substantial performance benefits, pro-
vided the rate allocation across flow classes is carefully arbitrated to avoid the above instability
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Figure 3: Total mean number of users in case A.
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Figure 4: Total mean number of users in case B.

phenomena. Exactly how to combine size-based scheduling within classes with a stable rate
arbitration across classes, and what the potential gains might be, is non-trivial and remains as
a challenging topic for further research.
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