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Abstract

```
In this report we first discuss the implementation of a Fano decoder
using the tree structure of the class I I 
codes. Simulation results indicate that considerable reduction of
the computational complexity can be obtained.
Secondly, we give a software as well as a hardware implementation
for a restricted Viterbi decoder. This decoder has a complexity
proportional to the number of estimates, m, stored in the decoder.
For a representative value of the Binary Symmetric Channel (BSC)
transition probability p (BSC of 0.045, the decoding bit error pro-
bability P P decreases negative exponential with log(m). Hence,
P
can be obtained for small values of m, and utilization of the class
L
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I. Introduction


#### Abstract

In communication systems, channel coding can be used to protect information against transmission errors. One of the major problems is to develop: codes with low undetected error rates at a moderate complexity of the decoder. It is the aim of this report to introduce a class of codes that can be used to reduce decoder complexity.


In channel coding literature, one distinguishes between block and convolutional codes. A rate $k / n$ block code can be generated with a combinatorial network. The n-output digits of this network at time $t$, only depend on the $k$-input digits at the same time instant. A convolutional code is generated with a sequential network. The n-output digits at time $t$ depend on the $k$-input digits at time $t$, and on the input digits at time $t-1, t-2, \ldots$. In the remainder of this report we assume that binary digits are to be transmitted over a binary symmetric channel (BSC) with a transition probability $p_{\text {BSC }}$ and a rate $1 / 2$ convolutional code. Fig. 1 gives a specific example of a


Fig. 1. A rate $1 / 2$ convolutional encoder
binary rate $1 / 2$ convolutional encoder. Formally, using the delay operator notation [1], the input/output relations can be written as

$$
\begin{align*}
& C_{1}(D)=I(D) g_{1}(D) \\
& C_{2}(D)=I(D) g_{2}(D) \tag{1}
\end{align*}
$$

where for the example of Fig, $1, g_{1}(D)=1+D+D^{2}$ and $g_{2}(D)=1+D$, respectively. The number of memory elements, $v$, of an encoder of the type as given in Fig. 1, is called the constraint length of the code. It indicates the maximum number of output pairs influenced by the memory of the encoder. From the shift register viewpoint, a convolutional code is the collection of all possible output streams of a particular encoder. A way of representing the encoder output as a function of its input and memory contents is by means of a tree. The tree associated with the encoder of Fig. 1, is given in Fig. 2.


Fig. 2. Tree representation for the encoder of Fig. 1.


#### Abstract

Each node in the tree is labeled with the information sequence leading to a particular node, or as the encoder has memory length, the last $v$ digits suffice as a label. Going from a node to a particular successor, the encoder outputs are placed along the branches, see Fig. 2. Note that the output of the encoder at a certain depth in the tree only depends on the node label and the present input. Hence, two nodes at a certain depth, with the same last $v$ digits of the respective labels, have the same encoded sequences following either node. Viterbi used this fact to develop a Maximum Likelihood (ML) decoder [2]. Note also, that the tree has 2xtt nodes at depth $t$. Hence, decoders that make use of the tree structure of convolutional codes are forced to do this in a clever way, in order to avoid exponential complexity growth. Fano [3], gave a solution to this problem for the class of random tree codes.


Let a binary information source generate independent digits with $\operatorname{Pr}(0)=\operatorname{Pr}(1)=1 / 2$. The information is to be encoded with a rate $1 / 2$ tree code. The binary code digits along the branches of the tree are also independently generated with $\operatorname{Pr}(0)=\operatorname{Pr}(1)=1 / 2$. The probability that the encoder follows a path from the origin to some specific node at depth $j$ is thus equal to $2 \star \pm(-j)$. Then, given a received sequence $\underline{y}$ of length $2 j$, define as a quality measure for the encoded path $\subset$ to the node at level $j$

$$
\begin{align*}
& \mathrm{L}_{\mathrm{f}}(\underline{\mathrm{c}}) \triangleq \log \operatorname{Pr}(\underline{\mathrm{c}} / \underline{\mathrm{y}}) \\
&=\log \frac{\operatorname{Pr}(\underline{\mathrm{y}} / \underline{\mathrm{c}}) \cdot \operatorname{Pr}(\underline{\mathrm{c}})}{\operatorname{Pr}(\underline{\mathrm{y}})} \\
&=\log \operatorname{Pr}(\underline{\mathrm{y}} / \underline{\mathrm{c}})  \tag{2}\\
& \operatorname{Pr}(\underline{y})
\end{align*} \log \operatorname{Pr}(\underline{\mathrm{c}}) .
$$

Since our channel is memoryless, and the code is random, we have

$$
\begin{align*}
L_{f}(\subsetneq) & =\sum_{i=0}^{2 j-1} \cdot\left[\frac{\log \operatorname{Pr}\left(y_{i} / c_{i}\right)}{\operatorname{Pr}\left(y_{i}\right)}\right]+\log 2^{-j} \\
& =\sum_{i=0}^{2 j-1} \quad\left[\log \operatorname{Pr}\left(y_{i} / c_{i}\right)+1 / 2\right] \tag{3}
\end{align*}
$$

Massey [4], who ten years after Fano introduced this metric, shows that (3) is optimal. Thus, if we extend the node with greatest metric, and continue this process until we reach the end of the tree, we can be reasonable sure that we will have found the same path that an ML decoder would have found. Although the tree generated by a convolutional encoder is not random, it is random enough to use (3). Note that the metric as dexived in (3) is additive. For example, when $P_{B S C}=0.02$, one finds from (3), that

$$
\begin{aligned}
\log \operatorname{Pr}\left(y_{i} / c_{i}\right)+1 / 2 & =\log (1 .-0.02)+1 / 2 \\
& =0.47 \simeq 0.5
\end{aligned}
$$

when $y_{i}=c_{i}$, whereas

$$
\begin{aligned}
\log \operatorname{Pr}\left(y_{i} / c_{i}\right)+1 / 2 & =\log (0.02)+1 / 2 \\
& =-5.14 \simeq-5 .
\end{aligned}
$$

when $y_{i} \neq c_{i}$. In practice, one scales the metrics so that all metric values can be closely approximated by integers. In this case, we scale with a factor of two. Note that if only paths of equal length are considered, the constant term $1 / 2$, can be omitted. To illustrate the above described decoding strategy, consider the example of Fig. 3 .

The encoder connection polynomials are $1+D+D^{2}$ and $1+D^{2}$, respectively. The encoder output and corresponding Fano metrics are indicated along the branches. The increments in the Fano metric are easily calculated from the distance between a received pair and the branch transition pair. We have scaled the values of the respective Fano metrics to integer values.


Fig. 3. Example of the operations of a tree decoder.

We now describe a class of convolutional codes with a special tree structure. This tree structure can be shown $[5,6]$ to reduce the computational complexity of sequential decoding procedures. Let $g_{1}(D)$ and $g_{2}(D)$ represent the connection polynomials of a rate $1 / 2$ convolutional encoder. This encoder is said to generate a code in the class $L_{2, v, \ell}$ of convolutional codes, iff
1). the constraint length of the encoder is equal to $v$, and

```
2). the connection polynomials are pairwise equal for the first &
terms and unequal for the \ell+1 th term. To end up with non delayed
versions of other codes, both connection polynomials must have a
constant term. As an example, the encoder of Fig. 1 generates a
code in the class L L,2,2
L 2,v,\ell' iff
```

    \(\max\) degree \(\left[g_{1}(D), g_{2}(D)\right]=v\)
    delay \(\quad\left[g_{1}(D) \oplus g_{2}(D)\right]=\ell\)
    gcd
        \(\left[g_{1}(D), g_{2}(D)\right]=1\)
    Condition (4c) means that both connection polynomials have no common divisor unequal to 1 , or that the code is non catastrophic. That is, infinite degree nonzero information sequences cannot produce finite degree code sequences. Furthermore, if (4c) is fulfilled, an instantaneous inverse to the code sequence can be derived, using Euclid's [1] algorithm. The 0 sign means mod-2 addition of the polynomials.

At this moment we restrict ourselves to describe how the above defined class of codes influences the tree structure of the general class of binary rate $1 / 2$ convolutional codes.

Following Massey [7], the information and corresponding code vector sequence from time $u$ up to time $v$, are given as

$$
\begin{aligned}
& { }_{i_{[u, v)}}=\left(i_{u}, i_{u+1}, \ldots, i_{v-1}\right), \text { and } \\
& c_{[u, v)}=\left(c_{u}, c_{u+1}, \ldots, s_{v-1}\right),
\end{aligned}
$$

respectively. For example, for the tree in Fig. 2 the information input sequence $i_{[0,2)}=(1,1)$, gives rise to a corresponding code vector sequence $\underline{c}_{[0,2)}=((11),(00))$. Furthermore, we can split up the information sequence ${ }^{i}[u, v)$ into a concatenation of substrings, as $i_{[0, v)}=i_{[0, u)}{ }^{* i}[u, v)$. The same can be done for the code vector sequence $\varrho_{[0, v)}$. We are now ready to describe some important properties of the class $L_{2, v, \ell}$ of convolutional codes as given in (4).

Suppose we fully developed a code tree up to depth v. Then, this code tree can be divided into subtrees, by taking together all paths with the same path history up to time ( $\mathrm{v}-\ell$ ), $0<\ell \leq v$. In the following lemma we proof that given an information and a corresponding code vector sequence from a particular subtree, we can find back or derive the whole subtree again.

Lemma 1: Given an information sequence, and hence the corresponding code vector sequence, up to time v , then $2^{\ell}-1$ other code vector sequences can be derived from the given one.

Proof: Let

$$
\begin{aligned}
& i_{[0, j+l)}=i_{[0, j)} * i_{[j, j+\ell)} \text {, and } \\
& i_{[0, j+l)}=i_{[0, j)} * i_{[j, j+l)}^{1}
\end{aligned}
$$

be two information sequences diverging at depth $j$ in the tree. The two corresponding code vector sequences are

$$
\begin{aligned}
& \frac{c}{c}(0, j+l)=\frac{c}{[0, j)} * \frac{c}{-j, j+l)}, \text { and } \\
& \underline{c}^{1}(0, j+l)=\frac{c}{-}(0, j) * \underline{c}^{1}[j, j+\ell)
\end{aligned}
$$

respectively. As $i^{1}[0, j)=i_{[0, j)}$, the code vector substrings $\underline{c}^{1}[0, j)$ and $\underset{[0, j)}{ }$ must also be equal. Hence, the two code vector sequences $\underset{[ }{c}[0, j+\ell)$ and ${\underset{C}{1}}^{1}[0, j+\ell)$ only differ in the last $\ell$ stages. As the first $\ell$ coefficients of $g_{1}(D)$ and $g_{2}(D)$ of a code in $L_{2, V, \ell}$ are equal, the differences, $\underset{[j+i, j+i+1)}{\oplus} \underset{(j+i, j+i+1)}{c}$, are elements of $\{(00),(11)\}$ for all $i, 0 \leqslant i \leqslant \ell-1$.

Property 1: Due to the structure of the class $L_{2, v, l}$ we can find an information sequence $i^{\Delta}[0, j+\ell)$, that leads to a code vector sequence $\underline{c}^{\Delta}[0, j+\ell)$ with the property that

$$
{\stackrel{c}{C_{[i, i+1)}^{\Delta}}=} \begin{array}{ll}
\left(\begin{array}{ll}
0 & 0
\end{array}\right) & i \neq j, 0 \leqslant i \leqslant j+\ell-1 \\
\left(\begin{array}{ll}
1 & 1
\end{array}\right) & i=j
\end{array}
$$

The first nonzero component of $i^{\Delta}[0, j+\ell)$ is the component $i^{\Delta}[j, j+1) \cdot$ For the tree of Fig. $2, i^{\Delta}{ }_{[0, j+\ell)}=i_{[0, j+2)}^{\Delta}=\emptyset_{[0, j)} \pm(1,1)$, where $\emptyset_{[0, j)}$ is the all zero sequence up to time $j$.

Let $i_{[0, j+\ell)}$ be some information sequence representing a path up to depth $(j+\ell)$ in the tree. From Lemma 1 we saw that we can derive
$2^{\ell}-1$ other information sequences and code vector sequences from this path. Pick the special path $i^{1}[0, j+\ell)=i_{[0, j+\ell)} \operatorname{in}_{[0, j+\ell)}^{\Delta}$, and compare the respective code vector sequences. According to property $1, \frac{c}{[0, j+\ell)}$ and $£[0, j+\ell)$ only differ at depth $j$, with a component equal to (1 1). The remaining components of the respective code vector sequences are equal. Thus, if according to Lemma 1 , ${ }^{i}[0, j+\ell)$ represents a class of $2^{\ell}$ paths, then, this class can be split up into two subclasses of $2^{\ell-1}$ paths. One subclass can be represented by the path $i_{[0, j+\ell)}$, whereas the other may be represented by a path $\left.i^{1} 0, j+l\right)=i_{[0, j+\ell)} \oplus i^{\Delta}{ }_{[0, j+l)}$. Note that if the information estimate $i_{[0, j+l)}$ is the best estimate within its subclass, then $i^{1}[0, j+\ell)$ is also the best estimate within its subclass. If we define the metric $L_{f}\left[\underline{c}_{[0, j+\ell)}\right]$ to equal the Fano metric corresponding with an information sequence estimate ${ }^{i}[0, j+\ell)$, then the Fano metric $L_{f}\left[\underline{c}^{1}[0, j+\ell)\right]$ corresponding with the estimate $i^{1}[0, j+\ell)$ $=i_{[0, j+\ell)} \oplus i_{[0, j+\ell)}^{\Delta}$ follows easily from the metric $L_{f}\left[c_{[0, j+\ell)}\right]$. To wit

$$
L_{f}\left[\underline{c}^{1}[0, j+\ell)\right]=L_{f}[\underline{c}[0, j+\ell)]+d\left[\left(\begin{array}{ll}
1 & 1
\end{array}\right): \underline{n}_{[j, j+1}\right]
$$

where

$$
a\left[\left(\begin{array}{ll}
1 & 1
\end{array}\right): \underline{n}_{[j, j+1)}\right]=\left\{\begin{array}{ll}
2 \log (1-p) / p, & \text { if } \underline{n}[j, j+1)=\left(\begin{array}{ll}
0 & 0
\end{array}\right)  \tag{5}\\
-2 \log (1-p) / p, & \text { if } \underline{n}[j, j+1) \\
0 & \text { otherwise }
\end{array}=\left(\begin{array}{ll}
1 & 1
\end{array}\right)\right.
$$

This is an important property for the decoding algorithms to be described. We will now show how the above can be used in a decoding algorithm that uses the Fano metric.

Let $i_{[0, j+1)}$ be the common part of a subclass of $2^{\ell-1}$ sequences represented by the best, or one of the best, estimate $i_{[0, j+\ell)}$. We extend the representative sequence $i_{[0, j+\ell)}$ to $i_{[0, j+\ell+1)}=$
$i_{[0, j+\ell)} * i_{[j+\ell, j+\ell+1)}$ such that $\underline{n}_{[j+\ell, j+\ell+1)}=\frac{c}{[j+\ell, j+\ell+1)}$, $\oplus \underline{r}_{[j+\ell, j+\ell+1)} \varepsilon((00),(10))$. As both connection polynomials have a constant term, this is always possible. Because of (4b), all other possible extensions of sequences of this particular subclass give rise to a difference of (0 0), or (1 1) with $\underline{n}[j+\ell, j+\ell+1)$. Hence, if $i_{[0, j+\ell)}$ is the best estimate within the subclass of $2^{\ell-1}$ paths, the extension ${ }^{i}[0, j+\ell+1)$ is the best estimate within a class of $2^{\ell}$ paths. Fig. 4 gives a flowchart of the above method.


Fig. 4. Flowchart of the extension of a class of $2^{\ell}$ paths.

One of the important things about coding is the undetected decoding error rate. For convolutional codes, the minimum Hamming distance between any two code vector sequences to a large extent determines the undetected error rate. This minimum Hamming distance is called the free distance, or $d_{\text {free }}$. Table $I$ shows some values of $d_{\text {free }}$ for several codes in the class $L_{2, v, \nu-1}$. This class of codes can be seen as a mirrored version of the QLI [8] codes, that permit easy data recovery from the received data stream. This is also possible for codes in $L_{2, v, v-1}$.

Table I

List of $d_{\text {free }}$ for some codes in $L_{2, v, v-1}$

| $v$ | Type | $g_{1}$ | $g_{2}$ | $g_{1}^{-1}$ | $\mathrm{g}_{2}^{-1}$ | $d_{\text {free }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $\mathrm{L}_{2,2,1}$ | 5 | 7 | 3 | 2 | 5 |
| 4 | $L_{2,4,3}$ | 31 | . 33 | 10 | 17 | 7 |
| 6 | $\mathrm{L}_{2,6,5}$ | 113 | 153 | 75 | 52 | 9 |
| 11 | $\mathrm{L}_{2,11,10}$ | 4253 | 6253 | 2264 | 3403 | 12 |
| 12 | $\mathrm{L}_{2,12,11}$ | 14253 | 10253 | 7415 | 4272 | 13 |
| 15 | $\mathrm{L}_{2,15,14}$ | 104253 | 144253 | 66166 | 45701 | 14 |
| 16 | $\mathrm{L}_{2,16,15}$ | 204253 | 304253 | 127333 | 144554 | 14 |
| 22 | $\mathrm{L}_{2,22,21}$ | 23604253 | 33604253 | 16556734 | 13535153 | 19 |
| 31 | $\mathrm{L}_{2,31,30}$ | 32642356253 | 22642356253 | 16274741142 | 11520660725 | 23 |

The code generators $g_{1}$ and $g_{2}$ are given in octal notation. In sequential decoding, the most important parameter is the column distance function [9]. It is defined as

$$
d_{c}(r) \triangleq \min _{0}^{i j \neq 0} \sum_{s=0}^{r-1} d_{s}^{i j}
$$

where $d_{s}^{i j}$ denotes the Hamming distance between the $s$ branches of two encoder output vector sequences. A large value of $d_{c}(r)$ for values between 0 and 15 garantees a good distribution in the number of computations for a decoding job to be performed. Johannesson [9] shows that rapid column distance growth minimizes the decoding effort, and therefore the probability of decoding failure. For the $v=31$ code in Table $I$, the column distance grows as $2^{30}, 3,4,5,5,6,7,7,8,8,9,9$, 10,10,11,11. Johannesson [9] also gives codes with a rapid column distance growth. For instance for the code with encoder polynomials $g_{1}=103745$, and $g_{2}=164133$ the column distance grows as $2,3,3,4,4,5,5$, $6,6,6,7,7, \ldots$. This distance growth is much different from that of the codes in Table I, and hence, it is somewhat surprising that they yield such good performance in conjunction with sequential decoding algorithms. This is the subject of the next chapters.

The last part of this introduction is to show how a decoder can make use of the received data vector sequence in order to give an estimate of the encoded information sequence. If we omit the delay operator notation, the input/output relation of the encoder can be written as

$$
\begin{aligned}
\underline{c} & =\left(c_{1}, c_{2}\right) \\
& =I G \\
& =\left(I g_{1}, I g_{2}\right) .
\end{aligned}
$$

After transmission over a BSC the code vector sequence $c$ is received as

$$
\begin{aligned}
\underline{r} & =\left(r_{1}, r_{2}\right)=\underline{c} \oplus \underline{n}, \\
& =\left(I g_{1} \oplus n_{1}, I g_{2} \oplus n_{2}\right),
\end{aligned}
$$

As $g_{1}$ and $g_{2}$ have no common factor, we can find a matrix $G^{-1}=$ $\left(g_{1}^{-1}, g_{2}^{-1}\right)$ such that $g_{1} g_{1}^{-1} \oplus g_{2} g_{2}^{-1}=1$. Then, the inverse to the received data vector sequence is defined as

$$
\begin{aligned}
I \oplus e & =\underline{r}\left(g_{1}^{-1} ; g_{2}^{-1}\right)^{T} \\
& =I \oplus n_{1} g_{1}^{-1} \oplus n_{2} g_{2}^{-1} .
\end{aligned}
$$

We define the syndrome sequence $z$ as

$$
\begin{aligned}
z & =\underline{r}\left(g_{2} ; g_{1}\right)^{T} \\
& =n_{1} g_{2} \oplus n_{2} g_{1}
\end{aligned}
$$

The task of the convolutional decoder is to find an error vector sequence $\underline{n}$, according to some metric criterion, that may be a possible cause of the syndrome sequence $z$. The inverse to this estimate is defined as

$$
\hat{\mathrm{e}} \triangleq \hat{\mathrm{n}}_{1} \mathrm{~g}_{1}^{-1} \oplus \hat{\mathrm{n}}_{2} \mathrm{~g}_{2}^{-1}
$$

and must be added to ( $I \oplus$ e), to give an estimate of the information sequence. Another possibility is to compare a possible code sequence IG, with the received data stream $\underline{r}$. As

$$
\begin{aligned}
\left(n_{1}, n_{2}\right) & =\left(n_{1}, n_{2}\right)\left(\begin{array}{ll}
g_{1}^{-1} & g_{2} \\
g_{2}^{-1} & g_{1}
\end{array}\right)\left(\begin{array}{ll}
g_{1} & g_{2} \\
g_{2}^{-1} & g_{1}^{-1}
\end{array}\right) \\
& \triangleq(e, z)\left(\begin{array}{cc}
g_{1} & g_{2} \\
g_{2}^{-1} & g_{1}^{-1}
\end{array}\right)
\end{aligned}
$$

one could also compare a possible code vector sequence $\hat{e} \boldsymbol{G}$ with the vector sequence $z\left(g_{2}^{-1}, g_{1}^{-1}\right)$, in order to find the sequence $\hat{e}$ that leads to the information sequence $\hat{I}$ directly.

For an additive white Gaussian noise channel (AWGN) with hard quantization at the matched filter output, the previously mentioned encoding and syndrome forming circuits, together with the invertor $\mathrm{G}^{-1}$, are used as indicated in Fig. 5.


Fig. 5. Schematic use of a convolutional code/decoder

## II. Fano decoding


#### Abstract

In this chapter we first shortly explain the operations of the Fano decoding algorithm. Then, we investigate the influence of the class $L_{2, v, \ell}$ of convolutional codes on the decoder complexity.


Fano decoding is a method to decode convolutional codes sequentially. That is, a search along a possible path through the code tree is done one branch at a time. If we connect the Fano metric with each node in the tree, the decoder may move forward from a particular node to a successor node, iff the Fano metric $T$ for the successor node exceeds or equals a certain threshold $T_{0}$. If the decoder cannot move forward without violating the threshold $T_{0}$, it has to return to a preceding node, in order to try an alternate path. If the backward move is also impossible, the decoder lowers the threshold $T_{0}$ with a fixed value $\tau$. If the threshold is lowered, then the decoder tries to move forward again. The threshold $T_{0}$ is forced to move upward in discrete steps of size $\tau$ to be as close to $T$ as possible, iff a node is visited for the first time. This is to avoid looping of the algorithm. The decoder continues in the above way until the end of the tree is reached. The case where the tree has both a starting and an end point is referred to as frame decoding. In frame decoding the last encoded information digit is followed by $v$ all zero digits, thus resetting the encoder in the all zero state. As the Fano decoder can give a decision before searching through all possible paths, the algorithm is suboptimal with respect to the decoding error probability of an ML decoder. However,
the loss is very small. The main advantage of the Fano decoder is the small memory necessity of the decoder, while the number of investigated paths is small compared to the number of paths an ML decoder investigates.

The description of the Fano decoding algorithm is given in comprehensive form in Jelinek [10]. We only give the flowchart, see Fig. 6, where the value of $T\left[{ }_{[0, j)}\right]$ is defined as

$$
\left.T_{[i}^{[0, j)}\right] \triangleq\left\lfloor L_{f}\left[c_{[(0, j)}\right]\right\rfloor
$$

and the values of the label $c_{j}^{*}$ and the inverse labelling function $s\left(c_{j}^{*}\right)$ can be found in Tables II and III, respectively.


TABLE III
Values for $s\left(c_{j}^{*}\right)$.



Fig. 6. Flowchart of the Fano decoding algorithm.

Encoder $G=\left[1+D+D^{2},+D^{2}\right]$

| Information | 1 | 0 | 1 | 0 | 0 |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Transmitted | 11 | 10 | 00 | 10 | 11 |
| Received | 01 | 10 | 01 | 10 | 11 |



Fig. 7. Fano metrics for a specific received sequence.

Table IV traces the steps of the Fano decoder in decoding a specific data vector sequence. The example is taken from [11]. In Fig. 7 we represent the various values of the Fano metrics in a tree, and we indicated along the branches the value of the estimated noise, followed by the branch labels, respectively. A dashed line indicates that a path leading to a specific node is extended
with an information digit equal to zero.

## TABLE IV

Decoder actions for tree of Fig. 7 .

| location | action | $\begin{gathered} \text { violate } \\ \mathrm{T}_{0} \end{gathered}$ | action | $\begin{gathered} \text { violate } \\ T_{0} \\ \hline \end{gathered}$ | action | T ${ }_{0}$ | j | $c^{*}$ | arrow |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| root | $\begin{aligned} & \text { look } \\ & \text { at a } \end{aligned}$ | YES |  |  | decrement To | -4 | 1 | 0 | B |
| root | $\begin{aligned} & \text { look } \\ & \text { at a } \end{aligned}$ | YES | $\rangle$ |  | $\begin{gathered} \text { decrement } \\ T \end{gathered}$ | -8 | 1 | 0 | B |
| root | look <br> at a | NO | $\lambda$ | $\rangle$ | go to a | -8 | 2 | 0 | D |
| a | look <br> at b | NO |  |  | go to | -8 | 3 | 0 | C |
| b | look <br> at c | YES | look at a | NO | go to a | -8 | 1 | 1 | A |
| a | look at d | YES | $\begin{aligned} & \text { look } \\ & \text { at root } \end{aligned}$ | NO | go to root | -8 | 2 | 1 | A |
| root | look at e | NO | - |  | go to | -8 | 2 | 0 | C |
| e | look at f | YES | $\begin{aligned} & \text { look } \\ & \text { at root } \end{aligned}$ | NO | go to root | -8 | 1 | 2 | A |
| root | * |  |  |  | $\begin{gathered} \text { decrement } \\ T_{0} \end{gathered}$ | -12 | 1 | 0 | B |
| root | $\begin{aligned} & \text { look } \\ & \text { at a } \end{aligned}$ | NO |  | $0 .$ | go to a | -12 | 2 | 0 | D |
| a | look at b | NO | $\rangle$ | $\rangle$ | $\begin{gathered} \text { go to } \\ b \end{gathered}$ | -12 | 3 | 0 | D |
| b | $\begin{aligned} & \text { look } \\ & \text { at } \end{aligned}$ | NO |  |  | go to $\mathrm{c}$ | -12 | 4 | 0 | D |
| c | $\begin{aligned} & \text { look } \\ & \text { at } g \end{aligned}$ | YES | look at b | NO | go to $\mathrm{b}$ | -12 | 3 | 1 | A |
| b | look at h | NO |  |  | $\begin{gathered} \text { go to } \\ \mathrm{h} \end{gathered}$ | -12 | 4 | 0 | C |
| h | look at i | NO |  |  | go to i | -12 | 5 | 0 | C |
| i | look <br> at j | NO |  |  | $\begin{gathered} \text { go to } \\ j \end{gathered}$ | -8 | 6 | 0 | C |

As was explained before, given a received vector sequence $\underline{\underline{y}}$, the Fano decoding algorithm is a search along a possible path through the code tree, one branch at a time. If we use the tree structure of the class $L_{2, v, \ell}$, then, from each node in the tree we can derive a class of 2 ** $\ell$ possible paths. Now, let us represent each node in the tree by the node that follows from the best possible path within its class. Then, this tree can be seen as a contraction of the original tree. The extension of a node can be summarized as follows.


and

$$
\begin{align*}
& L_{f}\left[\underline{c}_{[0, j+\ell+1)}\right]=\left\{\begin{array}{l}
L_{f}\left[\underline{c}_{[0, j+\ell)}\right]+2 \log (1-p)+1 \text { if } \underline{n}=(00) \\
L_{f}\left[\underline{c}_{[0, j+\ell)}\right]+\log p(1-p)+1 \text { if } \underline{n}=(01) \\
L_{f}\left[\underline{c}^{1}[0, j+\ell+1)\right]= \begin{cases}L_{f}\left[\underline{c}_{[0, j+\ell+1)}\right]+2 \log (1-p) / p \text { if } \underline{n}_{[j, j+1)}=(00) \\
L_{f}\left[c_{[0, j+\ell+1)}\right] & \text { otherwise }\end{cases}
\end{array} \begin{array}{l}
\text { (6b) }
\end{array}\right. \tag{6a}
\end{align*}
$$

In Table $V$ and Fig. 8 we trace the actions of the Fano decoder for the example of Fig. 7 for the modified Fano decoder. $\qquad$ ...
table v
Decoder actions corresponding to Fig. 8 .



Fig. 8. Path followed by the modified Fano decoder for the example of Fig. 7.

We have indicated the last two digits leading to the respective nodes. Between parentheses are the estimated noise digits, followed by $c_{j}^{*}$

According to (6b), a negative contribution is added to the Fano metric of a representative path, if $\underline{n}_{[j, j+1)}^{1}=(11)$. This, however, is done $\ell$ time units later than the estimated noise occurs. This phenomenon might cause additional decoding errors. For, there could be a path with higher overall threshold function, see Fig. 9.


Fig. 9. Metric progress for incorrect path $B C D$, and $B F D$ in the classical and the modified Fano decoder, respectively.

[^0]III. Simulations for the Fano decoding algorithm

Simulations were carried out for the Fano decoder using the class $L_{2, v, \ell}$, and for ODP codes without using symmetries. For ODP codes the first $(\nu+1)$ terms of the column distance function are best. We divided the information into frames of 256 digits followed by $v$ all zero digits. These $(256+v)$ digits were encoded and transmitted over a BSC with transition probability of $0.033,0.045$ and 0.057 , respectively. A particular simulation run consists of 25.000 frames each. The decoding delay was set equal to the frame length, unless stated otherwise. In Table VI, we give the contributions for the Fano metric for various noise pair estimates and

Table VI. Metric contributions.

| $\underline{n}[j, j+1)$ | 0.033 | 0.045 | 0.057 |
| :---: | :---: | :---: | :---: |
| 0 | 1 | 2 | 1 |
| 0 |  |  |  |
| 1 | -4 | -7 | -3 |
| 1 |  |  |  |
| 0 | -4 | -7 | -3 |
| 1 | -9 | -16 | -7 |

channel transition probabilities. The values of the threshold step size $\tau$ are given in the figures.

In Fig. 10 we plot the distribution of the normalized number of forward backward and nonsteps, numbered as $2,3,4$, respectively. The total number of steps is numbered 1. As can be seen, the non steps are of minor importance for the complexity of the decoder. Therefore, we define a computation to be a forward or a backward move of the decoder.

The ODP [9] is an important parameter in sequential decoding. Hence, our initial simulation runs apply to ODP codes. The results are given in Figs. 10 through 16. Observe that the distribution of the number of computations does not change appreciable if we increase $v$ beyond the value $v=15$. The dependance of the results for smaller values of $v$ is a result of the trellis structure of convolutional codes. If we neglect the influence on the computational distribution, then the advantage that accrues from using long constaint length codes is an improvement in the undetected error rate. In the same figures one can also note the influence of the decoding length. The influence of the threshold step size $\tau$, see Fig. 15, is given for one specific $v=15$ ODP code. Figs. 17,18 and 19 summarize the results for the class $L_{2, v, \ell}$, using the tree structure discussed previously. For these codes, we optimized the column distance function. At $p_{B S C}=0.045$, we compare some $L_{2, v, v-1}$ codes with the $\nu=23$ ODP code, see Fig. 20. In order to see the influence of the tree structure of the class $L_{2, v, v-1}$, we simulated a code from $L_{2, v, v-1}$ with optimized column distance function, see Fig. 21, under various circumstances. Line 1 gives the performance when these codes are used without using the tree structure. Line 2 are the simulation results when only classes with equal metrics are


Fig. 10. Total-, forward-, backward- and non-step computational distribution for $\nu=10$ ODP code.


Fig. 11 Various ODP codes for decoding length 256.


Fig. 12 Various ODP codes for decoding length 128.


Fig. 13 Various ODP codes for decoding length 64.


Fig. 14 Various ODP codes for $p_{B S C}=0.033$.


Fig. 15 Various ODP codes for $p_{B S C}=0.057$.


Fig. 16 Two ODP codes for some values of $\tau$.


Fig. 17 Various $L_{2, v, v-1}$ codes for $p_{B S C}=0.033$.


Fig. 18 various $L_{2, v, v-1}$ codes for $p_{B S C}=0.045$.


Fig. 19 Various $L_{2, v, v-1}$ codes for $p_{B S C}=0.057$.


Fig. 20 Comparison between some $L_{2, v, v-1}$ codes and a $v=23$ ODP code.


Fig. $21 \mathrm{~L}_{2,15,14}$ code under different circumstances.
considered. Lines 3 and 4 are the optimal results for the $v=15$ ODP code and the $v=15$ code from $L_{2,15,14}$, respectively.

In Tables VII and VIII, we compare several $L_{2, V, \ell}$ codes with ODP codes. We define an erasure to be the event where $N / L>500$. Furthermore, a frame is in error if it contains decoding errors. Observe a slight increased frame error probability for the codes in $L_{2, v, v-1}$. If we decode these codes according to "metric equivalence" classes, then this error probability decreases at the cost of an increased erasure probability. However, for long codes, with a large $\mathrm{d}_{\text {free' }}$ the measurements were error free. From Tables VII and VIII, one can conclude that there is a reduction in erasure probability with a factor of 10 , and a factor of about 2.5 in the average number of computations when for instance the $v=23$ ODP and the $v=31, L_{2,31,30}$ code are compared.

Table VII
Comparison of several ODP and $L_{2, v, v-1}$ codes for $p_{B S C}=0.033$

| $p_{\text {BSC }}=0.033$ dec.length $=256 \quad \tau=3$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| v | type | $\mathrm{d}_{\text {free }}$ | erased <br> frames | frames <br> in error | bit errors | N/L |
| 6 | ODP | 10 | 0 | 564 | 3839 | 2.2 |
| 10 | ODP | 14 | 0 | 22 | 160 | 2.5 |
| 15 | ODP | 18 | 2 | 0 | 0 | 2.6 |
| 23 | ODP | 25 | 2 | 0 | 0 | 2.6 |
| 6 | $L_{2,6,5}$ | 9 | 0 | 1051 | 5489 | 1.7 |
| 16 | $\mathrm{L}_{2,16,15}$ | 14 | 0 | 69 | 597 | 1.9 |
| 22 | $L_{2,22,21}$ | 19 | 0 | 2 | 31 | 1.9 |
| 31 | $\mathrm{L}_{2,31,30}$ | 23 | 0 | 0 | 0 | 2.0 |

## Table VIII

Comparison of several. ODP and $L_{2, v, v-1}$ codes for $p_{B S C}=0.045$

$$
\mathrm{p}_{\mathrm{BSC}}=0.045 \text { dec. length }=256
$$

| $\nu$ | type | $\mathrm{d}_{\text {free }}$ | $\tau$ | erased <br> frames | frames <br> in error | bit-errors | N/L |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | ODP | 10 | 4 | 0 | 2468 | 20817 | 4.1 |
| 10 | ) |  | 2 | 58 | 121 | 1411 | 10.7 |
| 10 | \} ODP | 14 | 4 | 19 | 159 | 2023 | 7.1 |
| 10 | , |  | 6 | 17 | 167 | 2324 | 6.1 |
| 15 | ODP | 18 | 4 | 53 | 2 | 100 | 8.1 |
| 23 | ODP | 25 | 4 | 75 | 0 | 0 | 8.3 |
| 6 | $\mathrm{L}_{2,6,5}$ | 9 | 4 | 0 | 3732 | 24132 | 2.6 |
| 16 |  |  | 2 | 0 | - 368 | 4749 | 4.8 |
| 16 | $L_{2,16,15}$ | 14 | 4 | 0 | 411 | 5279 | 3.1 |
| 16 |  |  | 6 | 0 | 451 | 5829 | 2.6 |
| 22 | $\mathrm{L}_{2,22,21}$ | 19 | 4 | 4 | 15 | 323 | 3.4 |
| 31 | $\mathrm{L}_{2,31,30}$ | 23 | 4 | 8 | 0 | 0 | 3.5 |

In Table IX, we compare the number of additional computations in order to decode a frame with the indicated noise vector sequence starting from position 128. Both codes are $\nu=6$ codes with an optimized distance profile, and a free distance of 9 for the $L_{2,6,5}$ code and a $d_{\text {free }}$ of 10 for the ODP code. The code generators are $\mathrm{g} 1=113$, $\mathrm{g} 2=153$ and $\mathrm{g} 1=135, \mathrm{~g} 2=163$, for the $\mathrm{L}_{2,6,5}$ and the ODP code, respectively. In Table $X$, the instances are given where the decoder gives decoding errors. Accidentally, both codes give the same Table. In Table $X I$, we compare two $\nu=15$ codes. Again, one is an ODP code, whereas the other is a code from $\mathrm{L}_{2,15,14}$. Both codes were error free. For the ODP code $g 1=103745$, and $g 2=164133$. For the $L_{2,15,14}$ code, $g 1=104253$ and $g 2=144253$.

Table IX
Comparison between, two $v=6$ codes in decoding a
specific noise vector sequence, for an ODP, and an $L_{2,6,5}$ code.

| $n_{2}$ | 000 | 001 | 010 | 011 | 100 | 101 | 110 | 111 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 000 | 0 | 8 | 4 | 32 | 8 | 26 | 22 | 80 |
| 001 | 8 | 384 | 32 | 662 | 26 | 520 | 80 | 1124 |
| 010 | 4 | 32 | 324 | 782 | 22 | 80 | 892 | 1200 |
| 011 | 32 | 662 | 782 | 2740 | 80 | 1140 | 1192 | 4438 |
| 100 | 8 | 26 | 22 | 80 | 384 | 498 | 1038 | 1580 |
| 101 | 26 | 520 | 80 | 1116 | 498 | 4678 | 1476 | 3148 |
| 110 | 22 | 80 | 892 | 1180 | 1038 | 1552 | 2074 | 3854 |
| 111 | 80 | 1116 | 1180 | 4438 | 1572 | 3148 | 3854 | 2698 |
| 000 | 0 | 8 | 4 | 28 | 8 | 22 | 20 | 76 |
| 001 | 8 | 32 | 28 | 84 | 22 | 66 | 76 | 120 |
| 010 | 4 | 28 | 42 | 84 | 20 | 86 | 64 | 118 |
| 011 | 28 | 84 | 84 | 174 | 78 | 120 | 118 | 428 |
| 100 | 8 | 22 | 20 | 74 | 32 | 98 | 116 | 284 |
| 101 | 22 | 66 | 74 | 120 | 98 | 248 | 258 | 298 |
| 110 | 20 | 74 | 64 | 118 | 116 | 264 | 222 | 370 |
| 111 | 74 | 120 | 118 | 428 | 290 | 298 | 370 | 274 |

Table $x$
Decoding errors for the patterns of Table IX

| $n_{1}$ | 000 | 001 | 010 | 011 | 100 | 101 | 110 | 111 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 000 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 001 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 010 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 011 | 0 | 0 | 0 | 4 | 0 | 0 | 0 | 3 |
| 100 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 101 | 0 | 0 | 0 | 0 | 0 | 4 | 0 | 3 |
| 110 | 0 | 0 | 0 | 0 | 0 | 0 | 4 | 3 |
| 111 | 0 | 0 | 0 | 3 | 0 | 3 | 3 | 3 |

Table XI
Comparison between $v=15$ codes in decoding a specific noise sequence for $O D P$ and $L_{2,15,14}$ code.

IV. Restricted Viterbi Decoding

The application of the Viterbi decoding algorithm [2] for convolutional codes is limited to short constraint length codes. The reason for this is the exponentional growth in the number of different path- and metric memory registers connected with encoder states. In this Chapter we give a decoding scheme with reduced memory necessity, and hence, in this respect, decoder complexity. We are able to use the memory in such a way that also the computing complexity can be kept low.


#### Abstract

Every decoding step, the Viterbi decoder for a memory length $v$ encoder extends $2 * * v$ paths, or information sequence estimates. These estimates differ at least in the last $v$ stages. The metrics of the extended paths depend on the Hamming distance between a received vector sequence and an estimated code vector sequence. For rate $1 / 2$ codes, there are $2 \star *(\nu+1)$ successors, from which the best, i.e. lowest metric, of each two estimates ending in the same encoder state are retained. For short constraint lengths $v<8$, the implementation is feasible. For longer constraint lengths the obtainable free distance increases, and thus, the undetected error rate can be decreased. Hence, one would like to implement decoders for $v>7$. One solution is found in sequential decoding algorithms like Fano or Stack decoding. However, the disadvantages of these decoding algorithms are the variable amount of the number of computations, and the need for a feedback link. Another solution can be found if we sacrifice the optimality of the Viterbi decoding algorithm.


Suppose, we make the following restrictions on the Viterbi decoding algorithm. 1). Extend a maximum of $m<2 \star * v$ paths. After each extension procedure, retain the m best, i.e. with lowest metric. This restriction directly influences the decoding complexity, and a few remarks must be made. As the information sequence may take on every value with equal probability, all encoder states have the same probability of occurance. This forces the last $v$ digits of the extended sequences not to be fixed. For, if they were, for values of $\mathrm{m}<2 \star * \nu$, certain encoder states can never be reached, resulting in a useless decoder. Now, we need a sorting algorithm that selects the best m paths from a list of 2 tm candidates. This sorting algorithm strongly influences the decoding complexity, and might be of a complexity proportional to m**2. Hence, only practical for very small values of $m$. However, the metric values of the paths are known to be positive, and take on values close to zero. We might therefore be able to profit from this knowledge, as will be shown later. 2). The second restriction is that only those paths are extended that differ from the minimum metric path in the last $v$-positions. This restriction could lead to paths ending in the same state to be present in the decoder. Upon extension, these paths again give rise to paths ending in the same state. This effects the maximum number of different paths that can be extended, and hence, could increase the undetected error rate. However, by leaving out the requirement that all paths must be different in the last $v$ stages, we greatly influence the computational complexity of the decoder. 3). The last restriction is that we only extend paths for which the metric is smaller than some fixed value, say 20 or 25 . Again this may increase the undetected error rate.

For, a path with a temporarily high metric could be the path to be decoded later on. As we are dealing with codes with a free distance of about 20 , the influence is kept small.

We will see that there is an implementation for the restricted Viterbi decoder for which the complexity is proportional to m. One of the interesting questions arises how the undetected error rate behaves as a function of $m$. We now give a description of the restricted algorithm, for a software as well as for a hardware realization. In the decoding algorithm we use two memories. One of them is the transmitting memory, whereas the other plays the role of a receiving meomory. The estimates present at one memory on a certain time instant are extended and transferred to the receiving memory. The locations where the successors are stored are calculated in such a way that the computational complexity can be kept proportional to $I$. The following time instant, the process goes in the opposite direction.

Suppose we have the availability of two addressable memories $M^{\circ}$ and $M^{e}$, respectively, with a certain word length. This word length can be taken equal to the decoding length. Each memory can be divided into buckets $B_{0}^{\circ}, B_{1}^{O}, B_{2}^{O}, \ldots$, and $B_{0}^{e}, B_{1}^{e}, B_{2}^{e}, \ldots$, of variable size. On odd time instants bucket $B_{j}^{0}$ contains the estimates with a metric value equal to $j$. The same can be said for bucket $B_{j}^{e}$ on even time instants. The bucket which contains the estimate with a metric value equal to the minimum value is called $B_{m i n}$, whereas the estimates with maximum metric are stored in $B_{\max }$. On odd time instants,
the successors of an estimate from $B_{j}^{O}$ are stored in memory $M^{e}$ in a bucket corresponding with the metric value of the successor. For even time instants, the operations go the other way around. For binary $1 / 2$ codes, there are two possible successors for each estimate, see Figs. 1 and 2. The metric value of the successors is equal to the old metric plus the Hamming distance between a received pair of digits and the code pair estimate corresponding with the respective transitions. It is easily verified that for a code with generators $g_{1}$ and $g_{2}$ that have a constant term, these distances are equal to 0 and 2, or both equal to 1 . Hence, an estimate from $M^{\circ}$ in bucket $B_{j}^{O}$ can give rise to a successor in buckets $B_{j}^{e}$ and $B_{j+2}^{e}$, or two successors in bucket $B_{j+1}^{e}$. If we subtract the minimum metric value, min, of the metrics of the estimates of $\mathrm{m}^{\circ}$, then an estimate of $B_{j}^{\circ}$ can give rise to a successor to be stored in $B_{j-\min }^{e}, B_{j+2-m i n}^{e}$, or $B_{j+1-m i n}^{e}$. Note that the minimum metric is found easily by searching for the first non empty bucket. Based on the above considerations, we can calculate the starting addresses $P_{j}^{o}$ and $P_{j}^{e}$ of the buckets of the receiving memory. For, the pointer $\mathrm{P}_{j}^{e}$ of bucket $\mathrm{B}_{j}^{e}$ must be greater or equal to pointer $P_{j-1}^{e}$ plus the maximum number of successors that can be stored in bucket $B_{j-1}^{e}$. Hence,

$$
\begin{equation*}
P_{j}^{e}=P_{j-1}^{e}+\left|B_{j-1+\min }^{\circ}\right|+2\left|B_{j-2+\min }^{\circ}\right|+\left|B_{j-3+\min }^{\circ}\right|, \tag{7}
\end{equation*}
$$

for the odd time instants. The indexes $e$ and $o$ interchange for the even time instants. In (7) $\left|B_{j}^{O}\right|$ denotes the initial number of estimates stored in bucket $B_{j}^{\circ}$. Note that if $m$ paths are stored in $M^{\circ}$, the maximum size of memory $M^{e}$ that can be declared using the above
pointer technique is equal to $4 * \mathrm{~m}$. In Fig. 22 we give a flowchart of the decoding algorithm using the memory organization from above.


Fig. 22 Flowchart of the restricted decoding algorithm.

In Fig. 23 we give the value of the relevant pointers and the number of paths stored in each bucket, for the example of Fig. 3. We have taken $m=3$. If there are more than 3 estimates available in the memory, we correct the number of paths available in the buckets to equal m .


Fig. 23 Example of the operations of the decoder.

We have also implemented the restricted decoding algorithm using the structure of the class $L_{2, v, \ell}$. As in the restricted decoder all paths have equal length, we have to recalculate (5). We therefore define $M\left[{ }_{C}^{C}[0, j+\ell)\right]$ to equal the Hamming distance between a code sequence $\underset{C}{c}[0, j+\ell)$ and a received sequence $\underline{r}[0, j+\ell)$. The metric $M\left[\underline{C}^{\prime}[0, j+\ell)\right]$ corresponding with the estimate $i^{\prime}[0, j+\ell)=i^{i}[0, j+\ell)$ $\oplus i^{\Delta}[0, j+\ell)$ follows easily from the metric $M[\underline{c}[0, j+\ell)]$. To wit

$$
\begin{equation*}
M\left[\underline{c}^{\prime}[0, j+\ell)\right]=M[\underline{c}[0, j+\ell)]+d_{H}[(11): \underline{n}[j, j+1)] \tag{8}
\end{equation*}
$$

where

$$
d_{H}\left[(11): \underline{n}_{[j, j+1)}\right]=\left\{\begin{array}{rl}
+2 & \text { if } \underline{n}[j \cdot j+1)=(00) \\
-2 & \text { if } \frac{n}{[j, j+1)} \\
0 & \text { otherwise }
\end{array}=\right.\text { (11) }
$$

The extension of an estimate to two successors is done in the same way as described in Chapter I. From the representative of a class of 2 ** $\boldsymbol{k}$ paths, two representatives for two classes of $2 * *(\ell-1)$ are derived. The metric of the altered representative must be calculated according to (8). Again, as in Chapter I, we extend each representative with a noise estimate that is an element from $\{(00),(01)\}$. If the noise estimate corresponding with a transition to a successor of a respective representative equals (00), then the noise estimate following from the extension of the other representative equals (01). The reason for this is the complementarity of the ( $\ell+1$ ) th connections of the generator polynomials. As the component $i^{\Delta}[j, j+1)$
is unequal to zero, the transitions resulting from both representatives must differ by a component equal to (01). Using (8), we can calculate the overall metric increments for a particular successor. These increments are equal to 0 and 3,0 and 1 , or 1 and 2 , respectively. Using these values, the pointers for the receiving memory are set according to

$$
\begin{equation*}
P_{j}^{\mathrm{e}}=P_{j-1}^{\mathrm{e}}+\left|B_{j-1+\min }^{0}\right|+\left|B_{j-2+\min }^{0}\right|+\left|B_{j-3+\min }^{O}\right|+\left|B_{j-4+\min }^{O}\right| \tag{9}
\end{equation*}
$$

Again, the size of the declared memory is equal to $4 * \mathrm{~m}$.

Before presenting simulation results for the decoding algorithm, we compare a $v=15$ ODP code with a code from $L_{2,15,14}$. In Table IX we give the Hamming weight distribution of paths diverging from the

Table IX. Weight distribution over the unmerged code word span, $v=15$, ODP code.

| length | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| distance |  | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 |
| 3 |  |  | 1 |  |  |  |  |  |  |  |  |  |  |  | 3 |
| 4 |  |  | 2 | 3 | 2 |  |  |  |  |  |  |  |  |  | 7 |
| 5 |  |  | 1 | 3 | 3 | 6 | 3 |  |  |  |  |  |  |  | 16 |
| 6 |  |  |  | 1 | 6 | 6 | 9 | 11 | 6 | 1 |  |  |  |  | 40 |
| 7 |  |  |  | 1 | 4 | 8 | 13 | 18 | 18 | 21 | 12 | 5 |  |  | 100 |
| 8 |  |  |  |  |  | 8 | 15 | 18 | 35 | 36 | 42 | 36 | 29 | 12 | 231 |
| 9 |  |  |  |  | 1 | 2 | 13 | 30 | 42 | 58 | 73 | 84 | 83 | 80 | 466 |
| 10 |  |  |  |  |  | 2 | 7 | 28 | 50 | 90 | 116 | 147 | 164 | 171 | 775 |

all zero path in the code tree of an ODP code as a function of the length. In Table $X$ we give the same distribution for a code in $L_{2,15,14}$ with an optimized distance profile. For the last code, we used the tree structure of $L_{2, v, \ell}$. Note that not only the distance profiles are quite different, but also the total number of paths or representatives at a certain Hamming distance over the unmerged span with the all zero sequence. This latter property makes the class $L_{2, V, \ell}$, attractable to implement in the restricted decoding algorithm, as this algorithm only keeps a small number of paths in consideration.

Table X. Weight distribution over the unmerged code word span, $\nu=15, L_{2,15,14}$

| length | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| distance |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 0 |
| 3 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 |
| 4 |  | 1 |  |  |  |  |  |  |  |  |  |  |  |  | 1 |
| 5 |  | 1 | 2 | 1 |  |  |  |  |  |  |  |  |  |  | 4 |
| 6 |  |  | 1 | 1 | 1 |  |  |  |  |  |  |  |  |  | 3 |
| 7 |  |  |  | 2 | 4 | 3 | 1 |  |  |  |  |  |  |  | 10 |
| 8 |  |  |  | 1 | 3 | 3 | 5 | 4 | 3 | 2 |  |  |  |  | 21 |
| 9 |  |  |  |  | 1 | 4 | 8 | 8 | 4 | 5 | 2 |  |  |  | 32 |
| 10 |  |  |  |  | 3 | 5 | 9 | 10 | 11 | 9 | 8 | 6 | 1 |  | 62 |

In Figs. 24 and 25 we compare several codes from $L_{2, v, v-1}$, with some ODP codes. We have plotted the bit error probability as a function of $m$, for both the BSC transition probabilities 0.045 and 0.033. In Fig. 26 we give the performance of a code from $L_{2,16,15}$ for several values of $m$.


Fig. 24. Bit error probability as a function of m, for $p_{B S C}=0.045$.


Fig. 25. Bit error probability as a function of $m$, for $P_{B S C}=0.033$.


Fig. 26. Bit error probability as a function of $\mathrm{p}_{\mathrm{BSC}}$.

In the last part of this chapter we partly describe an implementation of a restricted Viterbi decoder employing a code from $L_{2,7,6}$. The value of $m$ is taken equal to 8 . The core parts in the hardware decoder are the sorting- and extension modules, which we first shortly describe.

As in the software implementation, we want to avoid complicated storing and sorting routines. Therefore, we store the paths, generated by the extension module (EXTD), on an address determined by the metric value of this path and the number $\#$ of paths already stored with the same metric value. More specifically:
write address $=8 \times M+\neq+1$,
where we suppose that the memory has been split up into $M$ domains of size 8. As we want to read out or write in different paths every time instant the decoder needs to, we have to update the number after each read or write cycle. Using this strategy, sorting speed depends on the time we need to find a specific metric domain and the appropiate value of $\not \neq$.

From simulation results, it followed that $M=10$ was sufficient for the specific code to be implemented. So, if we define $M_{c}$ to equal the current value of the metric, and $\# M_{C}$ the current number of stored paths with metric $M_{c}$, then the read and write addresses are calculated as

```
write address \(=8 \times M_{c}+\# M_{C}+1\)
read address \(=8 \times M_{c}+\# M_{c}\).
```

For every value of $M_{c}$, we have a memory that contains $\# M_{c}$. In practice, every write instruction of a path with metric $M_{c}, \# M_{c}$ increases by one. For each reading operation $\nRightarrow M_{c}$ is decreased. For speed reasons, the required search for a path of lowest current metric should be done asynchronously. The "address available" moment, however, is controlled by the decoder. We now give an explanation for the address calculating module as given in Fig. 27.

```
i). The write cycle. The extension module generates a path with
corresponding metric. The write address is generated as follows.
```

1. The metric value is switched on the BCD/DEC decoder which enables the corresponding counter / 3-state-latch doublet.
2. U/D high; EC pulsed:
$\nRightarrow M_{C}:=\neq M_{C}+1$
3. EI pulsed:
$\not \mathrm{Mm}_{\mathrm{c}}$ is read into the latch and available at its output.

Meanwhile the metric value has been multiplied by 8 (shifted 3 positions to the left, hard
wired) and passed to the adder.
4. The address is read from the output.
ii). The read cycle. The decoding computer asks for the address of a path having the smallest metric. This is easily found. Suppose at the current time, no paths with metrical value of zero are stored: $\nRightarrow M_{o}=0$.

The carry output of counter $0=0$. Suppose we have stored a number of paths with metric 1 so $\not \not \mathrm{M}_{1} \neq 0$. Therefore, the carry output of counter $1=1$. The carry outputs of all other counters are don't cares to the priority encoder that thus generates a binary one at its output. This value is the wanted smallest metric. The value is also fed to the BCD/DEC decoder which enables the corresponding counter/3-state-latch doublet.

In time order:
0. U/ $\overline{\mathrm{D}}$ is low.

1. The switch is set in top position.
2. EI is pulsed: The latch is set to the $\nRightarrow M_{1}$ value which is available on the bus line.
3. EC is pulsed: the counter is decremented by one.
4. If this leads to $\not \not \mathrm{M}_{1}=0$; the priority encoder output changes to the smallest non zero counter.

2a. Meanwhile the metric value has been fed to the multiplier and adder.

3a. The read address and the metric of a path of smallest metric value are available.


Fig. 27. Address computation.

In the EXTD module, we calculate the successors to a representative and the corresponding metrics, see Fig. 28.


Fig. 28. Extension module (EXTD)

The extensions are done according to noise estimates from
\{(00),(01)\}. If an extension with a digit equal to zero is invalid according to this criterion, then the zero is inverted to be a one. The determination of $\underline{n}[j, j+1$ ) according to ( 8 ) can be done easily by using a delayed version of $r_{1} \oplus r_{2}$, and the properties of $L_{2,7,6}$, see Fig. 28. The sorting- and extension modules are the core parts in a hardware decoder that is to be described. The use of a code from $L_{2,7,6}$ is sufficient to demonstrate decoding feasibility. However, without changing the structure of the decoder, a
more powerful code could be used. To decrease decoding time, we employ "pipe-lining" of the respective data-streams. From Fig. 29 the circuit and the dataflow will be explained.


Fig. 29. Block diagram of the decoder.

One sub-cycle from a collection of eight consists of:

1. Locate the stored representative of
current lowest metric:
Proceeding according to the above the -OMET module emits both the number $\nexists$ and the current lowest metric OMET. From these the read address is computed.

2. Read a representative from the memory.

3. The EXTD module extends one representative into two, Both have to be stored.

4. A store address is found from
$\triangle$ METRIC (from EXTD module)
METRIC (from $\Delta$ module)

NMET is fed to the right $\#$-OMET module to find the adjusted number $\nexists$ of stored representatives with a metric equal to NMET.
$\left.\begin{array}{l}\text { NMET } \\ \#\end{array}\right\} \Rightarrow \quad$ store address

5. The representative is stored.


If eight representatives have been read from the memory, extended and stored, the decoder input changes. At this time also the $\neq O M E T$ modules interchange roles. By means of "pipe-lining", parallel processing according to Fig. 30 takes place.
$123 \quad 3 \quad 4 \quad 5$

12345
12345 $1 \begin{array}{llll}1 & 2 & 3 & 4\end{array}$

Fig. 30. "Pipe-lining".

By this scheme, bus conflicts and double use of modules are avoided. To avoid the parallelogram like structure of $\operatorname{Fig} .30$ which is nuissance to the control signal generation, we reset the $\#-$ OMET module, used to find the store addresses, to zero just before the first address of a cycle is to be found.

## Conclusions

In this report we give two decoder implementations for convolutional codes, for which the class $L_{2, v, v-1}$ gives a significant gain in computational complexity. Both applications can be extended to the case of soft decisions. It is shown that for $p_{B S C}=0.045$ the bit error probability $P_{B} \simeq c .2^{-\log (m)}$. These results are in agreement with theoretical results as given in [11]. For small values of $\mathrm{p}_{\text {BSC }}$, a very low decoder complexity can be obtained.
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[^0]:    No additional errors are made if the incorrect path remains unmerged with the correct one, like for pure tree codes. As convolutional codes are linear trellis codes, paths can merge. The influence on the decoding error probability will be discussed in Chapter III.

