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The Security of an RSA-based Cut-and-choose Protocol 

Thijs Veugen * 

December 21, 1995 

Abstract 

We investigate the security of an RSA-based cut-and~choose protocol (see Fig
ure 1) that is used in untraceable electronic cash systems (e.g. [3, 8, 9, 10]) and 
credential systems (e.g. [2]). It is a protocol between a user and the signature au
thorithy. Only the latter is able to compute RSA-signatures. The protocol enables 
the user to obtain a special RSA-signature that represents money (in case of an elec
tronic cash system) or a credential (in case of a credential mechanism). We describe 
all possibilities of cheating by a single user that participates in the protocol once, 
and prove under certain assumptions that there are no other cheating strategies in 
that case. 

Key words RSA, RSA-scheme, RSA-signature, Payment system, Credential mech
anism, Cryptographic protocol. 

1 Introduction 

Several complicated cryptographic protocols use as a building block simple signature pro
tocols in which only one party, called the signature authority, can create signatures and 
issue them to the other parties, called the individuals. Some of these protocols are based 
on the cut-and-choose principle to protect the privacy of the user. They are used, for 
instance, in payment systems (e.g., [3,8, 9, 10]) and credential systems (e.g., [2]) in which 
a signature represents money or a credentiaL In this paper we take as an example the 
withdrawal protocol of the coin system of [3]. An abstracted version of this protocol is 
depicted in Figure 1. The abstraction mainly is due to the user's choice of the numbers 
ai that actually are the results of complicated computations involving one-way functions. 
Also the blinding factors are eliminated. In the coin system the signature authority is the 
bank and the individuals are the users of the payment system. Due to the cut-and-choose 
principle it is possible for a user to cheat during the protocol without getting caught by 

*Group on Information and Communication Theory, Department of Electrical Engineering, Eind
hoven University of Technology, PO Box 513, 5600 MB Eindhoven, The Netherlands; email 
P . J . M. VeugenClele. tue . nl. The research was done at the Centre for Mathematics and Computer Science, 
Amsterdam, The Netherlands. 
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User 

Choose k different numbers ai(l ~ i ~ k) 
that contain ID 
Compute fi = F(ai)(l i ~ k) 
Send fi(l ~ i < k) to the bank 

Send ai(i E R) to the bank 

Bank 

Choose randomly set R C {I, ... , k} 
Send R to the user 

Check "ai contains user's ID?" (i E R) 
Check ai =F aj(i,j E R, i =F j) 
Check fi = F(ai)(i E R) 
Compute 9 = IIi~R fi (mod n) 
Send gd to the user 

Figure 1: The withdrawal protocol of the coin system in [3]. 

the bank (with nonnegligeable probability). The security of the system depends on the 
kind of signatures a cheating user could obtain. This is investigated in this paper. 

Consider the following situation: Let n be an RSA-modulus [11], e and d integers such 
that e . d = 1 (mod <p( n)) and C a set of numbers coprime with n. The numbers e and 
n are public. The number d and the factorization of n are only known by the signature 
authorithy. The elements of C are images of a one-way function F. The sentence "Choose 
an element a from the domain of F and compute the image x = F(a)" is for convenience 
abbreviated to "Let x E C". Similarly with subsets of C. 

We investigate the following problem: 

Let I ;::: 1. Let Xi and l'i be subsets of C (i = 1, ... ,1). 
Is it feasible to compute, without knowing the factorization of n, 

a number z coprime with n such that for each 1 ~ i ~ I it is feasible 
to compute the eth root of IIyEYi y from 

the eth root of z . IIxExi x modulo n? 

The goal is to characterize, for each 1 ;::: 1, the relation between the Xi and l'i (1 i ~ 1), 
such that it is feasible to compute such a number z. For instance for l = 1 the number 
z = (IIYEYl Y)'(IIxEXl x)-l (mod n) can be computed satisfying (Z·IIXEXI x)d = (IIYEYI y)d 

(mod n). Hence it is more interesting to look at cases where 1 > 1. 
Evertse and van Heyst [5] considered a related problem. They show that computing an 

RSA-signature of a particular type, from given RSA-signatures of other types, is polynomial 
time reducible to computing RSA-roots x 1/ d for random x and some positive integer d. The 
main reason that these results can not be applied here is that they deal with uniformly 
chosen numbers and not with numbers manipulatable by the individual. In a follow-up 
paper [6] they consider a specific interactive protocol and discuss the computability of 
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some RSA signatures, but the lacking of the cut-and-choose property makes their results 
unsuitable for our problem. 

The second section shows how our main problem relates to cheating strategies. The 
third section contains the statements of the theorems, followed by their proofs. In the final 
section some open problems are mentioned. 

2 Cheating strategies 

In this section it is shown how the results of Section 3 can be applied to the withdrawal 
protocol of the coin system in [3] (see Figure 1). This is a protocol between a user and the 
bank based on the RSA-system, where only the bank knows the factorization of the used 
RSA-modulus n. In this protocol, F is a one-way function, k is an even security parameter 
and ID is the user's identification number. If one of the verifications performed by the 
bank fails, the protocol is aborted. In the electronic payment system the number gd will 
have a value of, say, one dollar. Each time the user executes the withdrawal protocol with 
the bank, one dollar is withdrawn from the user's bank account. If the withdrawal protocol 
is executed correctly, the user obtains a one-dollar-coin (the number gd). This coin can 
be used to spend one dollar at a shop. The numbers ai should contain the identity of the 
user so if the coin is spent more than once, the identity of the user is revealed with high 
probability. We ~all gd a valid coin if 9 is the product of k/2 images under F which do 
not need to contain the valid ID. Only valid coins can be spent at a shop. Suppose the 
user obtains a valid coin of which exactly v (0 ::; v ::; k/2) images contain the correct ID, 
then the probability that the user can spend this coin at least t + 1 (t ~ 0) times without 
getting caught is 2-vt [3]. It is therefore important for the bank to know what kind of valid 
coins a (cheating) user could obtain from executing the withdrawal protocol. 

An honest user chooses k different numbers ai(1 ::; i ::; k) that contain the user's 
identification number and computes Ii = F(ai)(1 ::; i ::; k). Since F is a one-way function 
it is assumed that Ii =1= Ii for I'::; i =1= j ::; k. A cheating user chooses for at least one Ii 
(j E {1, ... ,k}) some number z E {1, ... ,n} instead of Ii = F(aj) with aj containing the 
correct ID. Such a cheating user is caught by the bank if the bank chooses R such that 
j E R. Since the cardinality of R is equal to k/2 in [3], the probability that a cheating user 
is caught is k. It is assumed w.l.o.g. that the user forms exactly one Ii (j E {I, ... , k}) 
not correctly. To see that nothing is gained by forming two of them, consider user A who 
cheats by forming II and h incorrectly. Say user A provides the bank with Ir(1 ::; i ::; k), 
where Ii = BADll and 12 = BAD2 • Now consider a more clever user B who cheats by 
only forming II incorrectly. User B chooses It = Ir, for 3 ::; i ::; k. User B also chooses I~ 
correctly, and computes If = BAD!· BADd I~ (mod n). Comparing user A with user B, 
we see that if both users are not caught, they will obtain exactly the same root. On the 
other hand, user A is more likely to be caught than user B. However, it is generally true 
that if only user A is caught (and user B not), then user B does not obtain a valid coin. 

We show that the kind of valid coins a cheating user could obtain from executing the 
withdrawal protocol is determined by the results of Section 3. Suppose, a cheating user 
participates in the withdrawal protocol and is not caught by the bank. For example, 
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take k = 4, and assume the user chose h, fa, and h correctly, but II = z for some 
z E {I,; .. , n}. The signature obtained by the user will depend on the bank's choice of R. 
E.g. if R = {2, 3}, the user obtains (z . h)d. From the received signature the user will try 
to compute a valid coin. A possible cheating strategy could be: try to compute (b . f4)d 
if the bank choses R = {2,3}, (b· fa)d if R = {2,4} is chosen, and (b· h)d if the bank's 
choice is R = {3,4}, where b is some incorrectly formed image under F. This is of course 
a feasible cheating strategy, since the user can choose z = b. Another cheating strategy 
could be: try to compute (bl . b2)d if R = {2,3} is chosen by the bank, where bi and b2 are 
incorrectly formed images under P, and not obtain a valid coin if the bank chose either 
R = {2, 4} or R = {3,4}. This is also a feasible cheating strategy since the user can choose 
z = bi . bd h (mod n). Using the latter strategy, the user obtains a completely false coin 
with probability * but is caught during the withdrawal protocol with probability!. The 
formal description of our main problem from the first Section coincides with the problem 
of deciding which cheating strategies are feasible and which are not. Take for example the 
above described second cheating strategy. Let RI = {2, 3}, R2 = {2, 4}, and Ra = {3, 4} be 
the possible choices for the bank. Then Xl = {h}, X 2 = {fa}, and Xa = {h} correspond 
with the signatures (z . IIxExi x)d the user could obtain. The valid coins the user would 
like to compute from these are described by Yi = {bb b2 }, Y2 = 0, and Ya = 0 i.e. no valid 
coins if the bank chooses R2 or Ra. It would be interesting to know whether, for example, 
it is feasible for the user to obtain a completely false coin if the bank happens to choose RI , 

and simultaneously some valid coin if the bank choses R2 , but no valid coin if Ra is chosen. 
From THEOREM 2 of Section 3 it follows that this cheating strategy with Y1 {bI, b2 }, 

Y2 = {bl , fa} (for example), and 13 = 0, is infeasible. To see this, first observe that we 
can assume w.Lo.g. that the sets Yi are non-empty. Secondly, following the terminology of 
THEOREM 2, U = Xl U X 2 = {fa,h}, I = Xl n X 2 = 0, and Y = Yi n Y2 = {bI}' So, 
according to THEOREM 2, the only feasible choices for YI and 1'2 with this intersection 
are (Yi = {fa, btl and Y2 = {h, btl) or (Yi = {h, bI } and Y2 = {fa, bl }). 

It is also interesting to know whether a user is able to obtain more than one valid coin 
for some choice R. This possibility is excluded by Lemma 8. 

In general, the best feasible cheating strategies for the user are to try to obtain a 
valid coin with exactly v (0 ::; v < k/2) correctly formed numbers. Then the user should 
choose k-l correctly formed numbers h ... A, k/2-v numbers bI ... bk / 2- v not containing 
the user's ID, and compute II = (bi .... bk/2-v)/(J2 .... A/2-v) (mod n). This strategy 
succeeds if the bank choses R such that R ~ {k/2 - v + 1, ... , k} which occurs with 
probability equal to (k/2)!~~~v~2+v)!. For all these strategies, the user is caught during the 
protocol with probability!. Since the probability that a coin with v correctly formed 
numbers can be spent at least t + 1 (t 2 0) times without getting caught is equal to 2-vt , 

the optimal strategy is to try to obtain a completely false coin, since other coins are not 
likely to be spent more than once. 

3 Statements of the theorems 

First some notation and terminology is introduced. 

4 



n 
71.* n 
C 

cp(n) 
e 
d 

u 
n 
c 
\ 
+ 
o 

not subset-related 

the RSA-modulus [11] 
the set {x 11:::; x:::; n,gcd(x,n) = I} 
a subset of 71.: consisting of the images of a one
way function F 
Euler's Totient function: cp(n) = 171.~1 
a public integer coprime with cp(n) 
the multiplicative inverse of e modulo cp(n): e· 
d = 1 (mod cp(n)) 
the eth RSA-root of x modulo n [11]: the unique 
number y modulo n such that ye = x (mod n). 
the product of the elements of the set X modulo 
n 
the sequence X 1X 2 ••• Xl 
a predicate that has the value true if and only if it 
is feasible to compute a number z E 71.~ such that 
for each i E {I, ... , I}, it is feasible to compute 
O:il from (z . Xi)d modulo n, without knowing 
the factorization of n. The predicate is defined 
for Xi(I :::; i ~ l), and 'Yi(I ~ i ~ I) subsets of 
C. 
the union of sets 
the intersection of sets 
subset 
setminus 
the union of disjunct sets 
the empty set 
the symmetrical difference of sets defined as A + 
B = (A \ B) U (B \ A) 
the sets 81 to 8k are not subset-related if there 
are no two sets 8i and 8j (i,j E {I, ... , k}, i # j) 
such that 8i ~ 8j • 

for all 

In this paper the following three assumptions are made (their interpretation follows 
below): 

1. Prime assumption: The integer e is a fixed prime, at least 5. 

2. Rootcomputabilityassumption: Let x, y E 71.~. If it is feasible to compute xd from 
yd modulo n, then it is feasible to compute a number r E {O, ... ,e -I} and a number 
s E 71.~ such that x _ yrse (mod n). 

3. Rootinfeasibility assumption: Let k ~ I and let Xl to Xk be k different elements of 
C. Then it is infeasible to compute numbers rl,"" rk E {O, ... , e - I} not all zero, 
and a number s E 71.: such that IIi=1, ... ,k X~i = se (mod n). 
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The rootcomputability assumption means that if an RSA-root is computable from an
other RSA-root, this computation can be done using only multiplications, divisions and 
exponentiations. It seems natural to analyse RSA-based protocols by considering attacks 
based only on the multiplicative property of RSA since as yet it is not clear if there is any 
other structure in the RSA-scheme which could be useful in cheating in the protocol. In 
any case, as the complexity theoretic problem of reducing everything to the intractability 
of RSA seems difficult, it makes sense to simplify this problem by making some stronger 
assumption. The rootinfeasibility assumption means that it is infeasible to compute eth 

roots on (non-trivial) products of elements of C. The essential restriction on the rb"" rk 

is that at least one is not zero. Realizing that the numbers in the set C are images of 
a one-way function makes this assumption reasonable. Note that the rootinfeasibility as
sumption implies that it is not feasible to find numbers ao, ... ,ak such that Xo = Xl ... Xk 

(mod n), where Xi = F(ai) (0 ~ i ~ k). The reason is that otherwise XO-IXI ••• Xk = Xo 

(mod n). These three assumptions are used throughout the entire paper. The problem 
that is analysed is: 

Let I :?: 2. Let Xi(I ~ i ~ l) be subsets of C that are not subset-related. 
Let X(I ~ i ~ l) be non-empty subsets of C. 

Is RC(XI, yl) true? 

The answer to this problem is given by three theorems. Note that only THEOREM 2 
is important when applying the results to the withdrawal protocol of the coin system in [3] 
because the cardinality of R is fixed in this system. There might be other applications where 
the cardinality of R is not fixed. For these systems and for mathematical completeness we 
also state THEOREM 1 and THEOREM 3. 

From THEOREM 1 it follows that if such a number z is computable, the X(I ~ i ~ l) 
are related in only two possible ways. The first possibility is that the X(I ~ i < I) are not 
subset-related. This is treated in THEOREM 2. The second possibility is that one 1j(j E 

{I, ... , I}) is subset of all the other X(I ~ i ~ 1, i =1= j) and these other X(I < i ~ I, i =1= j) 
are not subset-related. This second possibility is treated in THEOREM 3 (w.l.o.g. j = 1). 

THEOREM 1 Let 1 :?: 2. Let Xi(l ~ i ~ 1) be subsets of C that are not subset-related. 
Let X(I < i ::;1) be non-empty subsets ofC. If RC(X' , yl), then 

1. the sets YI to Yl are not subset-related or 

2. there is a j E {I, ... ,I} such that the X for i =1= j are not subset-related and 1j ~ X 
for every i. 

THEOREM 2 Let 1 2. Let Xi(I < i ~ l) be subsets of C that are not subset-related. 
Let X(I ::; i ::; l) be subsets of C that are not subset-related. Define U := Ui=l, ... ,l Xi, 
1:= ni=l, ... ,l Xi and Y := ni=l ..... l X. Then 

RC(XI, yl) 
if and only if 

VI~i~z[X = (U \ Xi) + Y] or V19~I[X = (Xi \ I) + Y]. 
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From the + operators in Theorem 2 it follows implicitly that if such a number z can 
be computed, we have Vl$i$d(U \ Xi) n Y = 0] or V1$i$l[(Xi \ I) n Y = 0] which are both 
equivalent to Y nUl. 

THEOREM 3 Let I >2. Let X i (1 < i < 1) be subsets of C that are not subset-related. 
Let Vi(2 ~ i < 1) be subsets of C that are not subset-related. Let YI be a non-empty 
subset of C such that Yi ~ Vi(1 ~ i ~ 1). Define U := Ui=2,. .. ,1 Xi, I := ni=2, ... ,1 Xi and 
Y := ni=2, ... ,1 Vi· Then 

RC(XI, yl) 
if and only if 

(V2$i$l[Vi = (U \ Xi) + Y] and Y = (Xl -;- U) and Yi = (U \ Xl») 
or 

(V2$i$l[Vi = (Xi \ I) + Y] and Y = (Xl -;- I) and Yi = (Xl \ I)). 

Similarly as in Theorem 2, it follows implicitly from the + operators in Theorem 3 
that if such a number z can be computed, Y n U ~ I. The extra restriction on the set 
Y (Y = (Xl -;- U) or Y = (Xl -;- I)) reduces this assertion to U ~ Xl U I respectively 
XlnU~ I. 

4 Proofs 

We need some lemmas to prove the main results. The first lemma, which follows also 
from results of Evertse and van Heyst [5], shows that coprime exponents in roots can be 
'removed'. This result was, among others, also found by Amos Fiat [7]. 

Lemma 4 Let x E Z~ and a E Z:. Then it is feasible to compute xd from (Xa)d modulo 
n without knowing the factorization of n. 

Proof. Since gcd(a, e) = 1, one can compute (using Euclid's algorithm [4]) a E {O, ... , e
I} and e E {-a, ... , O} such that a· a + e . e = 1. Then xd = (xa.d)'iixe (mod n) thus 
xd can be computed from (Xa)d by raising (Xa)d to the power a and multiplying the result 
with xe. 
(End of Proof) 

Lemma 5 shows that sometimes the rootcomputation can be reversed. 

Lemma 5 Let x E Z~. Let Y be a non-empty subset of C. If it is feasible to compute 
(y)d from xd modulo n, then it is feasible to compute xd from (y)d modulo n. 

Proof. Suppose that it is feasible to compute (y)d from xd modulo n. According to 
the rootcomputability assumption r E {O, ... , e - I}, and s E Z~ can be computed such 
that Y = xrse (mod n). If r = 0 (mod e) the eth root of Y can be computed, which 
is in contradiction with the root infeasibility assumption. Therefore gcd(r, e) = 1, due 
to the prime assumption. This means that integers "if and e can be computed such that 
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r· r + e' e = 1 with the algorithm of Euclid [4]. Thus xd is computable from (y)d, because 
xd = (ydyrxeji'e (mod n). 
(End of Proof) 

Lemma 6 is a consequence of the root infeasibility assumption. It is an important 
lemma for the proof of Theorem 7. 

Lemma 6 Let XI,X2' Yi, Y2 ~ C,a,b E Z:. Suppose that XI,X2::1 0,XlnX2 = YinY2 = 
0. If it is feasible to compute (Xl' X 2 -1. YIG. Y2b)d modulo n, then {Xl,X2} = {Yi, Y2}. 

Proof. Suppose it is feasible to compute an integer s E Z~ such that XI ,X2 -l'Yia 'Y2b = 8e 

(mod n). Due to the rootinfeasibility assumption the left side ~this equation must 
somehow reduce to a trivial product. Therefore from Xl n X 2 = 0 can be concluded that 
(Xl U X 2) ~ (Yi u 112). E.g. suppose that there is an x E Xl such that x ~ YI U Y2 , then 
Xl' -1. Yi a

• Y2b can be written as X' IIYEXIUX2UYIUYa,y;i:xyrll for some numbers ry which 
contradicts the rootinfeasibility-assumption. Similarly from YI n Y2 = 0, and a, b E Z: can 
be concluded that (YI UY2) ~ (Xl UX2). If Yi nXI 0 and Yi nX2 ::I 0 one obtains, using 
again the rootinfeasibility assumption, a + 1 = a 1 = 0 (mod e) so 2 = 0 (mod e) 
which is a contradiction. For reasons of symmetry (Yi ~ X 2 or YI ~ Xl) and (Y2 ~ X 2 or 
Y2 ~ Xl)' Thus {Xl, X 2} = {YI ) Y2} since Xl and X 2 are not empty. 
(End of Proof) 

The case 1 = 2 is solved in the following theorem. 

Theorem 7 Let Xl and X 2 be subsets of C that are not subset-related. Let Yi and 112 be 
non-empty subsets of C. Then RC(X2, y2) if and only if {YI, Y2} = {Xl + X 2, Xl \ X 2 } 

or {Yi, Y2} = {Xl + X 2, X 2 \ Xl} or {YI \ 112, 112 \ Yi} = {Xl \ X2, X 2 \ Xd· 

Proof. Define al := Xl \X2, a2 := X 2 \XI , f31 := Yl \112, f32 := 112 \Y1 and Y := Y1nY2. First 
the "only if" part is proved. Suppose RC(X2, y2) holds. According to the definition of RC, 
Lemma 5, and the rootcomputability assumption, numbers z E Z~, rI, r2 E {O, ... , e -I}, 
and 8b S2 E Z~ are computed such that z' Xl = y{l . 81 (mod n), and z· X 2 = y2

r 2 . 82 
(mod n). From these two equalities the numbe-;-8 = 81 \S2 (mod n) can be computed 

that satisfies se = Xl . X 2 -1 . Yi -rl • y{2 = at . a2 -1 , f31-r1 
• f32 r2 • y r

2-
r

l (mod n). If 
rl 0 the relatio~ . Xl si (mod n) holds-. Thiscontradicts the root infeasibility 
assumption because RC(X2, y2) implied that OJ)d can be computed from (z' XI)d. The 
conclusion is that rl E Z:, and for reasons of symmetry r2 E Z:. Two cases are considered: 

1. If rt = r2 the relation se = at . a2 -1 . f31- r1 
• f32 r2 holds so {all a2} = {f3I, f32} by 

Lemma 6. - - - -

2. If rl ::I r2 the numbers r2 - rl and e are coprime. Applying the rootinfeasibility 
assumption provides Y ~ al U a2 and (rl - r2 = ±1 (mod e) or Y = 0). Similarly 
it follows that (r2 = ±I (mod e) or /32 = 0) and (rt = ±1 (mod e) or f31 = 0). If 
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{3I, {32 and Yare not empty one obtains Tl = ±1 (mod e), T2 = ±1 (mod e) and 
Tl - T2 = ±1 (mod e) which contradicts the prime assumption (e > 3). So three 
cases can be considered: 

• If {31 = 0 the relation se = al . a2-1 • (hT2 • y r
2-

r
l (mod n) holds so {aI, a2} = 

{{32, Y} by Lemma 6. Therefore Y;- {32 + Y = al + a2 = Xl + X 2 and 
Y1 = Y E {ab a2}. 

• If {32 = 0 the set YI is equal to Xl + X 2 and 1'2 E {aI, a2} for reasons of 
symmetry. 

• If Y = 0 the relation se = al . a2 -1. {3l-r1 
• {32T2 (mod n) holds thus {aI, fi2} = 

{{311 {32} according to Lemma 6. - -

N ow the "if" part is proved . 

• If (YI, 1'2) = (Xl \ X2, Xl + X 2) or (Yi,1'2) = (Xl + X2, X 2 \ Xl) or (Yi \ 1'2, Y2 \ 
Yi) = (Xl \ X2, X 2 \ Xd one can compute numbers a, b E {I, ... , e - I} such that 
Xl' 1'2b = X 2· Yia (mod n), namely (a, b) = (2,1), (1,2) and (1,1) respectively. In 
these cases z = Xl-I, YI a (mod n) is computed that satisfies z· Xl = Yi a (mod n) 
and z· X2 = 1'2b (mod n). Therefore RC(X2, y2) by Lemma 4 . 

• If (Yi, 1'2) = (X2 \ XI, Xl + X 2) or (YI, Y2) = (Xl + X 2, Xl \ X 2) OL (Y1 \ 1'2,1'2 \ 
Yi) = (X2 \ Xl! Xl \ X2) one can compute numbers a, b E {I, ... , e - I} such that 
Xl . Yia = X 2 . 1'2b (mod n), namely (a, b) = (2,1), (1,2) and (1,1) respectively. 
In these cases z = Xl-I, Yi -a (mod n) is computed that satisfies z . Xl = yl -

a 

(mod n) and z,X2 = y2=ti" (mod n). Therefore RC(X2, y2) by Lemma 4 and the 
fact that it is easy to compute the multiplicative inverse modulo n. 

(End of Proof) " 

A counterexample of Theorem 7 for e = 3 is Xl = {XbX3}, X2 = {X2}, Yi = {XI,X2}, 
Y2 = {X2' X3} and z = xd X3 (mod n). A consequence of Theorem 7 is that in the general 
case (l > 2) the Yi must be all different. Before Theorem 7 is generalized to l > 2, we 
show that a user is not able to obtain more than one valid coin with one execution of the 
withdrawal protocol. 

Lemma 8 Let X be a non-empty subset of C. Let z E Z~. Let YI and 1'2 be non-empty 
subsets of C. If it is feasible to compute Qjl and Q::l)d from (z . X)d modulo n, then 
Yi = 1'2. 

Proof. From Lemma 5 follows that (z· X)d can be computed from (yl)d and from (1'2)d 
modulo n. From the rootcomputability-assumption follows then that it is feasible to com
pute Tl and T2, 0 < TIl T2 < e, and SI, S2 E Z~ such that zX = (1jyls~ (mod n) and 
zX = (Y2Y2 si (mod n). Note that when TI = 0 the number (X)d could be computed 
which contradicts the rootinfeasibility-assumption. We obtain that Q:iYl Q:l)-r2 = (S2/ SlY 
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Figure 2: The five possible graphs up to isomorphism for three different sets. 

(mod n). From the rootinfeasibility-assumption can be concluded that rl 
Yi = 1'2. 
(End of Proof) 

N ext three lemmas are presented to extend Theorem 7 to the case I = 3. These three 
lemmas describe the (im)possible subset-relations for the "ti(l :5 i :5 3). In Figure 2 are all 
possible subset-relations for three different sets up to isomorphism. In this figure an arrow 
means "is subset of". 

The following lemma shows that graph (a) of Figure 2 can never occur as subset-relation 
graph of Yi 1 Y2 and Y3. 

Lemma 9 Let Xi(l :5 i :5 3) be subsets of C that are not subset-related. Let "ti(l :5 i :5 3) 
be non-empty subsets of C. If RC(X3, y3), it is impossible that Yi Y2 ~ Y3. 

Proof. Suppose that Yi ~ 1'2 ~ Y3 and RC(X3, y3). From Theorem 7 it follows that 
1'2 = Xl + X2, Yi E {Xl \ X21 X 2 \ Xl}, Y3 = X 2 + X3 and 1'2 E {X2 \ X3, X3 \ X 2}. From 
1'2 E {X2 \X3,X3 \X2} and 1'2 = Xl +X2' it is concluded that Xl \X2 = 0 or X2 \XI = 0, 
which contradicts the fact that Xl and X 2 are not subset-related. 
(End of Proof) 

The following lemma shows that graph (b) of Figure 2 can never occur as subset-relation 
graph of Yi, Y2 and Y3. 

Lemma 10 Let Xi(l < i :5 3) be subsets ofC that are not subset-related. Let "ti(l < i < 3) 
be non-empty subsets of C. If RC(X3, y3), it is impossible that simultaneously Yi ~ 1'2, 
Yi ct. Y3, Y3 ct. Y1, 1'2 ct. Y3 and Y3 ct. Y2· 

Proof. Suppose that Y1 ~ 1'2, Yi ct. Y31 Y3 ct. Y1, Y2 ct. Y31 Y3 ct.1'2, and RC(X3
, y3). From 

Theorem 7 it follows that Y2 = Xl + X2, YI E {Xl \ X2,X2 \ Xd, {YI \ Y3, Y3 \ Yd = 
{Xl \X3,X3 \XI } and {1'2 \ Y3,Y3 \ 1'2} = {X2 \X3,X3 \X2}. 

1. If YI = Xl \ X2 and 1'2 \ Y3 = X 2 \ X3 the set Yi n (Y2 \ Y3) is empty. Therefore 
Xl \ X3 = YI \ Y3 = 0 since Yi ~ Y21 which contradicts the fact that Xl and X3 are 
not subset-related. 

2. If Yi = Xl \ X2 and 1'2 \ Y3 = Xa \ X2 the equality X2 \ (Xl U Xa) = (Xl + X 2) n 
(X2 \ X3) = Y2 n (Y3 \ 1'2) = 0 holds and (Xl n X 2) \ X3 = (Xl \ X3) n (X2 \ X3) = 
(Yi \ 'Va) n (Y3 \ 1'2) = 0. So X 2 \ X3 = 0, which contradicts the fact that X 2 and Xa 
are not subset-related. 
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3. If Yi = X 2 \ Xl and Y2 \ t3 = X2 \ X3 the equality (Xl n X3) \ X2 = (Xl -;- X2) n 
(X3 \ X2) = Y2 n (t3 \ Y2) = 0 holds and X3 \ (Xl U X2) = (X3 \ Xl) n (X3 \ X 2) = 
(YI \ t3) n (Y3 \ Y2) = 0 . So X3 \ X2 = 0 which contradicts the fact that X 2 and X3 
are not subset-related. 

4. If YI = X2 \ Xl and Y2 \ Y3 = X3 \ X2 the set YI n (Y2 \ t3) is empty. Therefore 
X3 \ Xl = YI \ Y3 = 0 since YI ~ Y2, which contradicts the fact that Xl and X3 are 
not subset-related. 

(End of Proof) 

The following lemma shows that graph (c) of Figure 2 can never occur as su bset-relation 
graph of Yi, Y2 and t3. 

Lemma 11 Let Xi(I ::; i ::; 3) be subsets ofC that are not subset-related. Let Yi(I ::; i ::; 3) 
be non-empty subsets of C. If RC(X3, y3), it is impossible that simultaneously Y2 ~ YI , 

Y3 ~ Yi, Y2 ¢. Y3 , and t3 ¢. Y2. 

Proof. Suppose that Y2 ~ YI , t3 ~ YI , Y2 ¢. t3, Y3 ¢. Y2, and RC(X3, y3). From 
Theorem 7 it follows that Yi = Xl -;- X2, Y2 E {Xl \ X2, X2 \ Xd, Yi = Xl -;- X3, 
t3 E {Xl \X3,X3 \Xd and {Y2 \ t3, t3 \ Y2} = {X2 \X3,X3 \X2}. So Xl \X2 = Xl \X3 
and X2 \ Xl = X3 \ Xl since Xl -;- X2 = Xl -;- X3. 

1. If Y2 = Xl \ X2 the set t3 is equal to X3 \ Xl so {Xl \ X2, X3 \ Xl} = {Y2, t3} = 
{Y2 \ t3, Y3 \ Y2} = {X2 \ X3, X3 \ X2}' Therefore Y2 = 0 or Y3 = 0 because 
(X2 \ X3) n (Xl \ X 2) = (X2 \ X3) n (X3 \ Xl) = 0. Contradiction. 

2. If Y2 = X2 \ Xl the set t3 is equal to Xl \ X3 so {X2 \ XI, Xl \ X3} = {Y2, t3} = 
{Y2 \ Y3, t3 \ Y2} = {X2 \ X3, X3 \ X2}. Therefore Y2 = 0 or t3 = 0 because 
(X3 \ X2) n (X2 \ Xl) = (X3 \ X2) n (Xl \ X3) = 0. Contradiction. 

(End of Proof) 

We first prove Theorem 1 using the last three lemmas, and then Theorems 2 and 3. 

Proof of THEOREM 1. The proof goes by induction on l. For 1 = 2 the statement 
is trivial. Suppose the statement holds for certain 1 2:: 2. It is proved that the statement 
holds for 1 + 1 by considering two cases: 

1. If the sets Yi to Yi are not subset-related three sub cases are considered . 

• If Yi+1 ~ YI the set Yi+1 is a subset of Yi for each i E {I, ... , l} otherwise graph 
(a) or (b) of Figure 2 will occur as subgraph in the subset-relation-graph of 
Yi,I ::; i ::; 1 + 1. 

• If Yi+1 ;2 Yi, graph (a), (b) or (c) of Figure 2 will occur as subgraph in the 
subset-relation-graph of Yi, 1 ::; i ::; 1 + 1. Contradiction. 
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• If Yl+l and Y1 are not subset-related, Yi to Yl+l are not subset-related otherwise 
graph (b) of Figure 2 will occur as subgraph in the subset-relation-graph of 
Yi, 1 ~ i ~ 1 + 1. 

2. If the sets 1"2 to Yl are not subset-related and Y1 is contained in each of them 
(w.l.o.g. j = 1), three subcases are considered. 

• If YI+l Yi graph (a) of Figure 2 will occur as subgraph in the subset-relation
graph of Yi, 1 ~ i ~ 1 + 1. Contradiction. 

• If YI+l ~ Y1 the sets 1"2 to YI+l are not subset-related otherwise graph (a) of 
Figure 2 will occur as subgraph in the subset-relation-graph of Yi, 1 < i ~ 1 + 1. 

• If YI+l and Y1 are not subset-related graph (b) or (c) of Figure 2 will occur as 
subgraph in the subset-relation-graph of Yi, 1 :5 i ~ 1 + 1. Contradiction. 

So the statement holds for 1 + 1. 
(End of Proof) 

Proof of THEOREM 2. First the "only if" part is proved. From Theorem 7 it follows 
that V'l$i.j$d{Yi \ Yj, Yj \ Yi} = {Xi \ Xj, Xj \ Xd]. Let i E {I, ... , I}. Suppose there are 
jl and i2 such that jll j2 and i are distinct, Yi \ YjI = Xi \ XjI and Yi \ Yj2 = Xh \ Xi 
then Xi \ (XiI U Xh ) = (Xi \ X jI ) n (Xi \ Xh ) (Yi \ YjI) n (Yj2 \ Yi) = 0. Two cases are 
considered: 

• If Yjl \ Yj2 = Xii \Xh the equality (XjI nXi ) \Xh = (XiI \Xh ) n (Xi \ Xi:!) = (YjI \ 
Yj2) n (Yj2 \ Yi) 0 holds. So Xi ~ Xh because Xi ~ XiI U Xh and XjI n Xi ~ Xh , 
which contradicts the fact that Xi and Xh are not subset-related. 

• IfYjI \Yj2 =Xh \ Xii the equality (XhnXi)\Xj1 = (Xj2 \XjJn(Xi\xit ) = (YjI \ 
Yj2) n (Yj2 \ Yi) = 0 holds. So Xi ~ XjI because Xi ~ Xii U Xh and Xh n Xi ~ Xii' 
which contradicts the fact that Xi and XjI are not subset-related. 

So V'1$j:s;l[Yi \ Yj = Xi \ Xj] or V'l$j$I[Yi \ Yj = Xj \ Xi]' This holds for each i E {I, ... , l} 
so V'l$i.j:s;l[Yi \ Yj = Xi \ Xj] or V'l:s;iJ:s;l[Yi \ Yj = Xj \ Xi]' These two cases are considered: 

• V'l$i.j$I[Yi \ Yj = Xj \ Xi] 
Choose an arbitrary i from {I, ... 1 l}. From V'l$j$l(Xj \ Xi) ~ Yi] it follows that 
U \ Xi = Uj=l,. .. ,I(Xj \ Xi) ~ Yi. Define Zi such that Yi = (U \ Xi) + Zi. Since 
Zi n (Xi \ Xj) ~ Yi n (Yj \ Yi) = 0 for every j E {I, ... , I} one obtains Zi n (Xi \ J) = 
ZinUj=l .... ,I(Xi \Xj) = 0. Also Zin(U\Xi) = 0 by definition of Zil so Zin(U\J) = 0. 
Letj E {I, ... ,l}. FromZi ~ Yi (Yi\Yj)uYj = (Xj\Xi)u(U\Xj)UZj ~ (U\J)UZj 
and Zi n (U \ J) = 0 it follows that Zi ~ Zj. This holds for every i and j so all Zi 
are the same. 
Let i E {I, ... , l}. Because Zi n (U \ J) = 0 one derives Zi = Zi + nj=l, ... iU \ Xj) = 
nj=l ..... I«U \ Xj) + Zi) = nj=l .... ,1 Yj = Y. 
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• \i1~i,j~I[J:i \ Y; = Xi \ Xj] 
Choose an arbitrary i from {I, ... , l}. From \i1~j~d(Xi \ Xj) ~ J:il it follows that 
Xi \ I = Uj=I, ... ,I(Xi \ Xj) ~ J:i. Define Zi such that J:i = (Xi \ 1) + Zi. Since 
Zi n (Xj \ Xi) ~ J:i n (Y; \ J:i) = 0 for every j E {I, ... , l} one obtains Zi n (U\ Xi) = 
ZinUj=I, ... ,I(Xj \Xi) = 0. Also Zin(Xi \1) = 0 by definition of Zi, so Zin(U\I) = 0. 
Let j E {I, ... , l}. From Zi ~ J:i ~ (J:i\Yj)UYj = (Xi \Xj)U(Xj \1)UZj ~ (U\I)UZj 
and Zi n (U \ I) = 0 it follows that Zi ~ Zj. This holds for every i and j so all Zi 
are the same. 
Let i E {I, ... , l}. Because Zi n (U \ I) = 0 one derives Zi = Zi + nj=I, ... ,I(Xj \ I) = 

n· I l«X, \ I) + Z·) = n· 1 I Y. = Y J= , ... , J 'J= ,.... J . 

Now the "if" part is proved by considering the two cases: 

• If \i1~i~I[J:i = (U \ Xi) + Y] the number z = (U . y)-l (mod n) is computed. This 
choice for z realizes RC(X' , yl) because z· Xi = J:i-l (mod n) for each 1 :5 i :5 l. 

• If \i19~dJ:i (Xi \ I) + Y] the number z = I-I. Y (mod n) is computed. This 
choice for z realizes RC(X' , yl) because z· Xi = J:i (mod n) for each I :5 i :5 l. 

(End of Proof) 

Proof of THEOREM 3. First the "only if" is proved. From Theorem 7 it follows 
that Yi E {Xl \ Xi, Xi \ Xl} and J:i Xl + Xi for 2 :5 i :5 l. Considering the sets Y2 to Y, 
induces two possibilities according to Theorem 2: 

• If \i2~i~I[J:i = (U \ Xi) + Yj the set (U \ Xi) + Y is equal to Xl + Xi so (Xi \ Xl) Y 
for 2 :5 i :5 1 thus (U \ Xl) ~ Y. Two cases are considered: 

1. If YI = (X2 \ Xl) the set YI is equal to (Xi \ Xt) for 2 :5 i :5 1 so Y = 
J:i \ (U \ Xi) (Xl + Xi) \ (U \ Xi) = (Xl \ U) + (Xi \ Xl) = Xl + U. 

2. If Yi = (Xl \ X 2) the set Yi is equal to (Xl \ Xi) for 2 < i :5 1 so U = 
(U \ Xl) + (Xl n U) ~ Y U I. Therefore U ~ I since (U \ I) n Y = 0. Due to 
the definitions of U and I this is only possible if 1 = 2 so Y = Y2 Xl + I and 
Yi = (Xl \ I). 

• If\i2~i~z[J:i = (Xi \1)+Y] the set (Xi \1)+Y is equal to Xl +Xi so (Xi \1) ~ (Xi \XI ) 

for 2 :5 i :5 1 thus (U \ I) ~ (U \ Xl)' Two cases are considered: 

L If Yi = (Xl \X2) the set Y1 is equal to (Xl \Xi ) for 2 :5 i :5 1 so Y = J:i \ (Xi \1) 
(Xl + Xi) \ (Xi \ I) = (Xl \ Xi) + (I \ Xl) = Xl + I. 

2. If YI = (X2 \ Xl) the set Yi is equal to (Xi \ Xd for 2 :5 i :5 1 so (U \ 1) ~ 
(U \ Xd = (I \ Xd. Therefore U ~ I so 1 = 2 and Y = Y2 = Xl + U and 
YI = (U\ Xl)' 

Now the "if" part is proved by considering the two possibilities. 
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• If ('v'2SiSZ[Yi = (U \ Xi) + Y] and Y = (Xl + U) and YI (U \ Xl))' the number 
Z = (U . y)-l (mod n) is computed. This choice for z realizes RC(Xl , yl) because 
z . Xi = Yi- I (mod n) for 2 :::; i :::; I, and z· Xl = Yl-2 (mod n) (Lemma 4). 

• If ('v'2sisl[Yi = (Xi \ J) + Y] and Y = (Xl + I) and Yi = (Xl \ J)), the number 
z _ I-I. Y (mod n) is computed. This choice for z realizes RC(XI , yl) because 
z· Xi = Yi (mod n) for 2 :::; i :::; 1, and z· Xl = Yi 2 (mod n) (Lemma 4). 

(End of Proof) 

5 Open problems and discussion 

We investigated the case of a single user participating in the withdrawal protocol once. At 
least two other attacks are possible. The first one is a single user executing the withdrawal 
protocol several times and thereafter trying to combine the received signatures to obtain 
one or more valid coins. The second possible attack is several colluding users executing the 
withdrawal protocol attempting to combine their signatures. Formally these two attacks 
can be described as follows: Let m be the number of colluding users. Let l ~ 1. Let Xij 
(i = 1, ... , m, j = 1, ... , l) and lj(j = 1, .. . ,1) be subsets of C. Is it feasible to compute, 
without knowing the factorization of n, numbers zi(1 :::; i :::; m) coprime with n such that 
for each 1 :::; j :::; l it is feasible to compute (lj)d from the numbers (Zi . Xij)d(l :::; i :::; m) 
modulo n? - --

It would also be interesting to know whether the rootcomputability assumption can be 
weakened so that the three main theorems still hold. At best one would only need the 
assumption that RSA is secure. 

Note that we do not claim that the considered withdrawal protocol is the most efficient 
protocol for issuing blinded RSA signatures. In fact, a more efficient protocol exists [1] 
that is provably equally secure as the Schnorr scheme [12]. From a mathematical point 
of view, our results remain interesting and could also be useful in other areas due to the 
abstraction from the actual protocoL 
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