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Abstract 
This paper on Active Noise Control (ANC) presents the modelling and digital control of a 
BOSE @headset. This headset is equipped with a microphone in fiont of the speaker inside the 
earcup. With the use of this speaker and microphone, a feedback loop can be constructed. In 
order to design a feedback controller, models of the system dynamics and the noise filter are 
derived. Using a controller relevant modelling step, the performance of the initially designed 
feedback controller is improved. The adjustability of the noise reducing area is investigated by 
varying one of the weighting filters used. This results in a digital controller that is capable of 
reducing noise in specific frequency areas. Finally, experiments have shown that the system 
dynamics are dependent on the person wearing the headset, possibly resulting in stability prob- 
lems. 



1. Introduction 
For many years people have been trying to reduce sound and vibration noises generated by a 
variety of different sources, like engines [I], fans or other devices. This can be done passively 
or actively, where the passive reduction of noise is generally realised by inserting sound isolat- 
ing materials. The more complex, active method - known as active noise cancellation (ANC) - 
requires sensors, control circuitry and actuators. The advantage of the active approach is that 
the same noise reduction can be achieved with lighter constructions, and is more adjustable and 
px-zcticz~ use. ExaKiples of SUZZ233&j irl;.12mZz~2~Z-n3 Of A>Jc caz be fcGEd in heficz.p 
terlairplane headsets, MRI scamers [2], ducts in for example air-conditioning systems [3], eic. 
The effort of noise reduction can be made at both the noise generating side and at the noise 
receiving side, i.e. the human ear. Aifnough a lot of research is currently being done to reduce 
noise production of many machines and devices, there are still many environments that have 
high noise levels, for example in construction work area's, helicopters and airplanes, but also in 
spaces with lower background noises - for example inside cars - human concentration is re- 
duced because of this noise. In this respect, the 'hearing side' is an effective position to attempt 
noise reduction. 
Active noise cancellation has been studied for many years, using many different control tech- 
niques. Feedfonvard [4] as well as feedback [S] and hybrid techniques have proven their val- 
ues. Synthesis techniques applicable to ANC include LQG [3], Hz and H, [6]. Recently, the 
audio equipment company BOSE@ has released a headset featuring anaIogue filtering circuitry 
to achieve active noise reduction [1 I]. 
In this project, H2 feedback control techniques were applied to this commercial headset, realis- 
ing relative silence inside the ear cups by cancelling outside noises. However, instead of using 
analogue circuitry, a digital controller is used. 
Generally, control or filter design has been based on physical models of the regarding systems, 
as shown in [7], where many simplifications are made that are potentially harmful to the con- 
troIler performance. In this project, controller relevant system identification is done to obtain 
the transfer functions of dynamical systems on which the controller is to be based. This way, a 
relatively low order model was found to be rich enough to be used to design a controller with 
sufficient noise reduction. 
Due to advances in computing power, it has become possible to use digital techniques to im- 
plement the designed controllers. Despite the theoretical advantages of analogue filters, their 
digital counterparts are much better suited for research applications. They are much easier to 
adjust or change and can still be commercially viable when using fast DSP-chips [8]. In order 
to exploit this advantage to the fullest, an attempt is also made to create a controller that can 
achieve noise reduction over an easily adjustable, but limited frequency range. 

In the course of this paper, first the experimental set-up will be discussed, followed by the syn- 
thesis of the models necessary for controller synthesis. On the basis of these resuits a controiier 
wi!! ther, be comnlltet! Y -' a d  implimellted into the red system. The controller can now be evalu- 
ated and the measured sensitivity function can be compared to the calculated sensitivity func- 
tion. Using the difference between these functions, the controller can be improved in an itera- 
tive process, called 'controller relevant modelling'. 
Next, effort will be made to use weighting functions to place the effective bandwidth in a de- 
sired area; thus moving the effective noise reduction zone over the frequency axis. Depending 
on the results, an adjustable controller may then be parameterised. 
Before a final conclusion will be drawn, the results of transfer function measurements on real 
people will be shown and their implications discussed. 



2. Experimental set-up and approach 

21.  BOSE@ active headset 
A modified BOSE@ active headset, that was originally 
designed for noise reduction purposes makes up the ba- 
sis of the experimental set-up used in this project. A bose-headset. Note 
picture of the inside of the ear cups of this headset can that the microphone 
be found in figure 2-1. This headset already has a mi- is positioned cen- 
crophone inside the ear shell, generating a signai suit- 
able for feedback-control. However, in order for the 
headset to be usable for noise cancellation research, the 
analogue circuitry responsible for the noise cancellation 
had to be removed whereas an external amplifier was 
added to adjust the amplitude of the incoming and out- 
going signals to be compatible with the required DIA 
and A/D converters. 
In order to get the best consistent results, the headset is placed on a dummy head inside a 
sound-isolated box. This way, the measurements are least disturbed with environment noise. 
Environment noise can then be generated - if needed - by an external speaker, and measured 
by an external microphone. A schematic of the experimental set-up can be seen in figure 2-2. 

figure 2-2: A schematic 
representation of the 
experimental set-up. 

dummy head ear cup with micro- external external speaker 
phone (top) and speaker microphone 

(bottom) 

2.2. Schematics 
A schematic of the experimental set-up can be made as depicted in figure 2-3. The plant G 
represents the dynamical system acting between the speaker and the microphone inside the ear 
cup. The noise filter H represents the dynamical system made up by the ear cup acting between 
the environment and a listener's ear. The noise 5'l:ie~ K is t h s  the psssive noise re&;ct;ion 
achieved by the ear cups of the headset. The signals u, dandy are the input of the system G, the 
noise disturbance and the output of fhe system respectiveiy. 

figure 2-3: The schematic structure of the system. 



2.3. Data acquisition 
In order to be able to estimate the plant and noise model, G, and H, respectively, two experi- 
ments have been conducted. First, the plant G was measured by injecting (band limited) white 
noise into the speaker inside the ear cup - thus exciting the plant G - and measuring the re- 
sponse-signal of the microphone inside the ear cup to this signal. From these two measured 
signals, an empirical transfer function estimate can be calculated. 
The second relevant system is the noise filter H. In order to obtain measurements of this filter, 
the following experiment was conducted: the external speaker, attached to an amplifier was 
used to create noise. Because the noise from the noise generator is fed through an amplifier and 
a speaker - both dynamical systems acting on fhe signal - fne sound outside ihe ear cup is dif- 
ferent fi-om the generated noise signal. In order to exclude the amplifier- and (external) 
speaker-dynamics from the measured noise filter H, the noise outside the ear cup is measured 
with an external microphone (see figure 2-2) while the microphone inside the ear cup measures 
the noise inside the ear cup. From the two measured signals an empirical transfer function esti- 
mate can be calculated. 

2.4. Approach to ANC 
The first step in designing a feedback controller for Active Noise Control is the estimation of 
the headset dynamics, i.e. estimation of the plant G, and estimation of the noise model dynam- 
ics, i.e. estimation of the noise filter H. Both models are estimated using curve fitting tech- 
niques and are described in sections 3.2 and 3.3 respectively. Once these models have been 
found, an Hz optimal controller is computed in a process that is described in section 4. Once 
this controller is computed, it is used in a controller relevant modelling design step, in which 
the model of the plant G is improved. This design step is described in the sections 3.4 and 5.1. 
Finally a new Hz optimal controller is computed, using the new model of the plant G. Using 
this controller, the sensitivity function S, which shows the amount and frequency domain of 
noise reduction, is evaluated, as described in section 5.2. Because the model of the noise filter 
H has a lot of influence on the shape of the controller (see section 4.4), it is used to adjust the 
controller, with the result that the area of noise reduction changes. This is described in section 
6. Finally, section 7 discusses issues of applying the headset to real people. 



3. Model estimation 

In this section an explanation of the model-synthesis techniques used is described, as well as 
the estimated models for the dynamical systems as measured in section 2.3, i.e. G and H. 

3.1. Curve fitting 
The parameterisation technique used for model synthesis is called 'curve fitting'. This tech- 
nique fits a continuous time transfer function of arbitrary order to a given set of measurement 
data. The fit-criterion used is the minimization of the weighted 2-norm of the estimation error. 
Let the measurement data to be parameterised be 

G = (G(w) I G(w) E CIXN) 

where the frequency response data is evaluated along a frequency grid 

w E Q : = ( ~ ,  fork=1,2, ... N )  

at N frequency points. 
In the case of this project, the dynamical systems to be parameterised 

(3-1) 

(3-2) 

are both Single-Input 
Single-Output (SISO) systems, so that the model P(w,B) can be written in transfer function 
format as the fraction of two polynomials A (monic) and B: 

where 

s= jw 

and 

7a27...7a,1a ,btJ7bl ,--.>bll&I]i (3-5) 

is the unknown parameter to be estimated, and nu and nb are the number of parameters in the 
A- and B-polynomial respectively. 
The curve-fit is calculated by minimizing the 2-norm of the estimation error over the frequency 
grid w: 

where W(w) is a weighting function and G(w) is the measured frequency response data of the 
plant 6. The weighting function is very important, because it specifies where the measurement 
data should be fitted accurately. AIthough the absolute minimum of the 2-norm is always 0 and 
lies where the model P equais the measurement data G, this minimum will practically never be 
reached. Moreover, because of its logarithmic character, many details of a transfer functions 
exist in small magnitudes, thus requiring some kind of relative error weighting in order to be 
fitted sufficiently. This can be achieved by choosing 

W(w) = G-I (w). (3-7) 

3.2. Estimation of headset dynamics 
First, low (6th) order models have been estimated upon the measurement data using a weighting 
function based on the inverse of the measurement data (see equation 3-7). In subsequent steps, 



adjusting the weighting function and/or supplying more freedom by increasing the number of 
model-parameters to be estimated enhanced these model estimates. 
However, since it is at this point not yet known which resonance modes will prove to be impor- 
tant for performance or closed loop stability, only a generally accurate model can be estimated. 
After a controller has been implemented, closed loop measurements provide better ways to es- 
timate the plant model G,, as described in section 3.4 and 5.1. 
The initial estimate of G used for controller synthesis is a loth order fit, plotted together with 
the measurement data in figure 3- 1. 

Plant G(s) 

1 02 lo3 1 o4 
Frequency [Hz] 

Jigure 3-1: Amplitude and phase plot of the plant measurement G (thin 
line) together with the estimated ldh  order model G, (thick line). 

3.3. Noise model dynamics 
The purpose of the model estimation of the noise model H, is quite different than for the plant 
G. For G, an accurate fit is essential to performance and closed-loop stability. However, since 
H i s  not part of the closed loop, it has a different effect on the closed loop system. 
The noise filter H more or less defines where noise to be suppressed exists. Because H i s  pre- 
sent in the augmented plant, it acts as a weighting function and therefore it shapes the resulting 
controller. 
As a result of this, it is useless to estimate an accurate (high order) model for H; doing so would 
only result in a high order and therefore complex controller. Instead, several other methods to 
derive an appropriate noise filter H have been used. 

1. A low order estimate, acquired by reducing a high order estimate. 
th By using the same estimation routine as for the plant G, a 10 order estimate was ob- 

tained. Using model-state-reduction techniques, it has been reduced to a 4th order filter. 
The 4~ (reduced) order fit ~f H b m d  wit!! this m&od will be u e d  in the next section 
for controller synthesis. A plot of both models can be found in figure 3-2, together with 
the measurement data of the noise filter H. 

2. A pole-placement procedure, creating a hat shaped noise filter with the same maximum 
magnitude as the measurement data of H. This method of creating custom filters will be 
used in section 6, when the peak in the noise filter is moved along the frequency axis. 



Noisefilter H(s) 
lo0 7 

- .  

.- 

5 1 j - Measurement data 

I/ - - loth order model 
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figure 3-2: Amplitude and phase plot of the noise filter measurement H 
(thin line) together with the loth (dotted line) and reduced 4th (thick line) 
order models. Note the measured magnitude tends to increase for high 
frequencies as a result of measurement noise, while in fact it should de- 
crease. 

3.4. Controller relevant modeling 
The second step in the estimation of the model Gm of the plant G is controller relevant model- 
ing. Once a controller has been computed, which is based on the initial model of the plant G, 
this controller can be used to improve Gm in an iterative process. With the use of this improved 
model, a new controller can be computed which, after implementing, will lead to a model sensi- 
tivity that looks more like the measured sensitivity. 
In order to improve Gm, a second fit of the plant G is made, using the same techniques as de- 
scribed in section 3.1, but with a different weighting function. This weighting function consists 
of two parts. The first part is the model Hm of the noise filter H, 

since this model plays an important role in the calculation of the controller (see section 4.4) md 
therefore in the calculation of the resulting sensitivity function. The second part of the weight- 
ing function comes from the fact that the sensitivities computed from the model Gm and the 
measurement data of the plant G, are desired to be the same. To make the difference between 
these two sensitivities as low as possible, its 2-norm is minimized: 

In equation (3-9), G,(w) represents the new model of the plant G, but since this model is not 
known yet, the initial model is used, assuming that the difference between these models is 
small. The used weighting function for the improvement of the model of the plant G(w) is 
shown in equation (3- 10): 



The results of this controller relevant modeling technique are discussed in section 5.1. 



4. Control design 

This section shows the design proces of the Hz controller K, the way of discretizing the 
controller and the resulting noise reduction based on the fits of the plant G and the noise filter 
H. 

4.1. The general H2 control problem configuration 
The block diagram depicted in figure 4-1 is the genera1 configuration of an H-2 controi problem. 
In this block diagram, P is the augmented plant and K is the controiler. Furthermore, w is the 
vector with exogenous input signals and z is the vector with the so-called 'error' signals to be 
minimized to meet the control objectives. g is the vector with control variables and y is the vec- 
tor with measured outputs. 

Jigure 4-1: The standard block diagram. 

The system of figure 4-1 is described by the following matrix equations: 

u=K.y  (4-2) 

These matrix equations are valid for both the continuous as the discrete time case. In this pro- 
ject, controller design has been done in continuous time because of the simplicity of the equa- 
tions. When the controller has to be implemented into the system, it will be converted to dis- 
crete time (see section 4.6). 
The state-space realization of the transfer matrix P I )  is taken to be of the following form: 

It can be seen that D has a special off-diagonal structure. Dl] is assumed to be zero in order to 
guarantee that the H2 problem is properly posed. That means that under the assumption Dl] = 0, 

I )  Considering the continuous time case, the matrices used are af2mction of s, but for simplicity the s is left out. 



the transfer function PI1 is strictly proper2). D22 is assumed to be zero so that Pz2 is strictly 
proper and the formulas in the H2 algorithm are simplified. 
For the output feedback control Hz problem, four assumptions are made (see also [9]): 

(A, B2) is stabilizable and (C2, A) is detectable. The first part of this assumption implies 
that the matrix [A -/U B,] has full row rank for all R e i  t 0. The second part implies 

A-a1 
that the matrix [ i; ] has full column rank for all R e i  2 0. 

has full column rank for all w. 

has full row rank for all w. 

The first assumption (i) is required for the stabilizability of P by output feedback. The rank 
assumptions (ii) guarantee that the H2 optimal control problem is nonsingular. In other words, 
they ensure that the controllers are proper and hence realizable. The unitary assumptions are 
made for the simplicity of the final solution, but they are not restrictions. Assumptions (i), to- 
gether with (iii) and (iv), guarantee that the two Hamiltonian matrices associated with the Hz 
problem, HZ and JZ, belong to dom(Ric) (see also section 4.5). They ensure that the optimal 
controller K does not try to cancel poles or zeros on the imaginary axis, which would result in 
closed-loop instability. 

4.2. The augmented plant 
In order to write the system in the format specified by figure 4-1, an augmented plant P has to 
be built fkom the blockdiagram in figure 2-3. The first step in building the augmented plant is 
identifying the elements of the vectors w, z, y and g described in section 4.1. Since no reference 
signal or setpoint is used in this project, the only exogeneous input of the system, and therefore 
the only element of the vector w is the disturbance d. The vector z with 'error' signals has two 
elements of which the first one is the weighted control effort u" . By weighing the control effort 
u with a weighting filter W,, the weighted control effort u" can be forced to have a high value at 
the frequencies of the disturbances to be suppressed and a low value at other frequencies. The 
second element of the vector z is the weighted output signal y". The output signal y has to be 
weighed by a weighting filter W2 that has no throughput term, i.e. the D matrix in the state 
space notation of W2 has to be zero, in order to hifill assumption (lij of section 4.1. The vectors 
y and g both only have one element, which are the output signal y and the control effort u 
respectively. 
Now that all signals and weighting filters have been identified, the augmented plant can be 
constructed and is shown in figure 4-2. 

') A system P(sj is strictly proper when P(.) + 0 for s + m. 



>figure 4-2: The augmentedplant of the system 

4.3. Choice of the weighting filters Wz and W, 

4.3.1. The weightingJilter W2 

As already mentioned in section 4.2 the filter W2 is not allowed to have a 'chroug'nput tern in 
order to fulfill assumption (ii) of section 4.1. Therefore W2 is chosen to be a first order lowpass 
filter with a cut-off frequency of 40.10~ [Hz] and a static gain of 0 [dB]. The choice for a first 
order filter is made in order keep the final order of the controller K, which is the sum of the 
orders of all subsystems in the augmented plant, as low as possible. The cut-off frequency is 
chosen to be large so that it does not influence the shape of the controller for frequencies where 
noise has to be suppressed. The weighting filter W2 is depicted in figure 4-3. 

Bode plot filter W2 

! I !  I / / I  11 I  I I  I 1 . 1 ;  I  ~ ~ l l l l l  . I 
I o2 1 o3 1 o4 I o5 

Frequency [Hz] 

j'6g~re 4-33: A~pli tude andphase p b t  o,f the Is' ovder weighting jylter F2. 



4.3.2. The weightingfilter Wu 
As already mentioned in section 4.2, the weighting filter W, can be used to force the control 
effort to have a high value at the frequencies of the disturbances to be suppressed and a low 
value at other frequencies. However, this filter cannot be used to adjust the controller to cancel 
disturbances at different frequencies (see also section 6.2). Because the controller has to roll off 
at high frequencies, the shape of Wu is chosen to be a high pass filter with three zeros at 160 
[Hz], three poles at 12.10' [Hz] and a high frequency gain of 3.5 [-I, as can be seen in figure 4- 
4. The order of the filter W, is chosen to be low to keep the eventual order of the controller K as 
Ic.-? -" -?."AI.lc, 
I U W  a3 pii3aiUib. 

Bode plot filter Wu 

10' I o2 l o 3  I o4 I o5 
Frequency [Hz] 

figure 4-4: Amplitude plot (top) and phase plot (bottom) of the 3 f h  order 
weightingfilter Ww 

4.4. The H2 norm of the system 
As outlined in section 4.1 the system P is strictly proper because DI1 and D22 are assumed to be 
zero. Then for the calculation of the H2 norm of F(s) the Frobenius norm3) is used and integra- 
tion takes place over the frequencies, as shown in equation (4-4). 

From this equation it can be seen that P(s) has to be strictly proper, otherwise the Hz norm is 

infinite. Tne factor 116 is only introduced to get consistency with the 2-nom of the corre- 
sponding impulse response (see [lo!). When the Frobenius norm is written in terms of singular 
values, which tell something about the gain of the system, the fi norm of the system P(s) can 
also be written in terms of these singular values, as shown in equation (4-5). 

3, The ,frobenius matrix norm (or Euclidean norm) is the square root of the sum of the squared element magnitudes 



From this equation it can be seen that minimizing the HZ norm corresponds to minimizing the 
sum of the square of all the singular values ('gains') over all Erequencies. Applying the Hz 
norm to the standard block diagram of figure 4-1, where the augmented plant P is given by 
figure 4-2, it can be seen that for the computation of the controller K the HZ norm of the transfer 
function matrix T,, (see equation 4-6) of the vector z to the vector w has to be minimized: 

This transfer function matrix shows that in the design of the controller the weighting filter Wu 
will have a limited contribution, since it only appears in one of the two transfer functions. The 
noise filter H, on the contrary, appears in both transfer functions in the matrix and therefore has 
a significant influence on the shape of the controller. 

4.5. Computing the unique optimal controller 
Once the assumptions described in section 4.1 have been satisfied, an optimal H2 controller K 
can be computed. First the solutions to two Riccati equations are computed. These two Riccati 
equations can be derived from the Hamiltonian matrices given by equation (4-7) and (4-8). 

The derivation of the two Riccati equations is discussed in [9] and they are given by equation 
(4-9) and (4-10). 

(A-B,D:,c,)Y+Y(A~ -c:D,,B:)+Y(-c;c,)Y+ B,B: -B,DF,D,,B: = O  (4- 1 0) 

The solutions to equations (4-9) and (4-1 0) are X and Y respectively, and they are denoted by X 
= Ric(&) and Y = Ric(J2). The matrices H2 and J2 for which X and Y are defined, belong to 
dorn(Ric), which is the domain of the Riccati operator. 
With the obtained solutions X and Y, the rrniqtie optimal cor,t:o!!er K can be csmp"tec? as 
shown in [9]. Because the fit of the plant G is of loth order, the fit of the noise filter H i s  of 4fi 
order, W2 a 1'' order lowpass filter and w, is a Yd order highpass filter, the compiited st&iliz;lng 
controller is of lgth order. To avoid numerical problems with the discretization described in 
section 4.6 the controller is reduced to loth order using a closed loop balanced model reduction 
technique [12]. 

4.6. Discretizing the controller 
To implement the computed controller into the system, it first has to be discretized. The sam- 
pling frequency f is chosen to be 45.10~ [Hz], because at this frequency the loth order controller 



can easily be cornp~ited iz real time. To avoid as mcch high freque~cy phase shd3 as possible, 
since this phase shift may cause instability of the closed-loop system, the discrete time control- 
ler is not allowed to have a throughput term (see section 9: appendix 1). In order to achieve 
this, first the continuous time controller is written as a transfer function, shown in equation (4- 
1 l), where the zeros and poles are given by zi anpi, respectively. 

Next the poles, thus the denominator of the continuous time controller, are converted to discrete 
time, using the equation (4-12): 

Pdf = e ~ I %  (4- 12) 

The discrete time transfer function of the controller is shown in equation (4-i3j, where the pa- 
rameters bi have to be determined. 

Since the controller is not allowed io have a throughput tern, one step time delay is introduced 
into the controller. Therefore one zero is lost and the order of the polynomial in the numerator 
is one degree lower than the order of the polynomial in de denominator. The numerator of the 
discrete time transfer function of the controller is now estimated using a Ieast squares tech- 
nique, in which the 2-norm of the difference between the discrete and continuous time control- 
ler is minimized: 

with 

In equation (4-141, num(ei'",8,) is the numerator of the discrete time controller to be fitted to 
K(u)dea(ei'",8,) and R(u) is the first of two weighting functions used. Since it is built from de 
denominator of the transfer function of the discrete time controller, it is already known. 
Eventually the sensitivity functions computed with both the continuous and discrete time con- 
trollers are desired to be the same, because these functions reflect the noise reduction achieved. 
Therefore a second weighting function is introduced, which is computed from the difference 
between these sensitivity functions: 

=w2 (w)(K(m)-~(e")) 

Since K(ei") is not known yet, it is assumed that K(u) = K(ei"), and the weighting function 
W2(u) is shown in equation (4-17). 



Using the weighting hnctions Wr(m) and W2(cr)), the numerator of the discrete time controller is 
estimated with a discrete time least squares estimation technique. The resulting loth order dis- 
crete time controller is depicted in figure 4-5, together with the original continuous time con- 
troller. 

Bodeplot Controller 

Frequency [Hz] 

Jigure 4-5: Amplitude and phase plot of ldh  ordev continuous time con- 
troller (thick line) and resulting ldh  order discrete time controller (thin 
line). 

From this figure it can be seen that for high frequencies the discrete time controller does not 
roll off as much as the continuous time controller and that some phase shift occurs because of 
the discretization. This is due to the fact that the discrete time controller has one zero less than 
the continuous time controller and therefore a perfect fit can never be obtained. 

4.7. Implementation results 
When the designed and discretized controller is implemented into the real system, extra phase 
shift occurs because of sampling (see section 9: appendix 1). This extra phase shift, however, 
does not destabilize the closed loop system, as can be seen fi-om 
figure 4-6. In the Nyquist plot depicted, it can be seen that the phase margin resulting fi-om the 
computed controller and the measurement data of the plant G is approximately 60 [deg]. The 
phase margin computed from the closed loop measurement of the senstivity function S is a little 
smaller, but still large enough to guarantee stability: about 50 [deg]. 



Nvquist plot 

-4 ' 
-1 0 1 2 3 4 5 

Real [-] 

figure 4-6: Nyquistplot of loopgain L(w) for L(w)=- (1  -1 . /S(u))  (thin 
line) and L(c$=G(ojK(e'W) (thick h e ) ,  where S(u) is the nzeasurzd sensi- 
tivity function, ~ ( w )  = (&) and K(dW) is the 1 ofh order discretized feed- 
back controller. 

The above mentioned measured sensitivity function 

is depicted in figure 4-7, together with the sensitivity function computed from the model G,, 
and the discretized loth order controller from section 4.6. The measured sensitivity function 
shows that noise reduction takes places in the frequency range of 30 - 2.1 0) [Hz]. The peak in 
the sensitivity function at f = 600 [Hz] can be explained from the dip in the model H, at f = 

600 [Hz] (see aIso section 3.3). From figure 4-7 it can also be seen that the measured sensitivity 
differs significantly from the model sensitivity until 300 [Hz] and that not all high frequent 
resonance modes are fitted exactly. This can be explained by the fact that the model G, differs 
from the plant G. 



Frequency [Hz] 

figure 4-7: Measured sensitivity function (thin line) and sensitivity function 
computedfrom the model G,, of the plant G and the discretized 10'" order 
feedback controiier (thick line). 

Figure 4-8 shows the original frequency response data of the (open loop) noise filter H, to- 
gether with the process sensitivity function: 

which indicates the noise reduction achieved using the controller ~(e '") .  Also from 
can be seen that noise cancellation takes place in the frequency range of 30 - 2.10~. 

Noise cancellation in the frequency domain 
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Jigure 4-8: Noise cancellation in the frequency domain. The thin line 
shows the closed loop transfer function Hd = H(I-GK).' with loth order 
discrete time feedback controller. The thick line shows the case without 
control, i.e. Hcl=H. 



5. Controller relevant modeling for ANC 

5.1. Controller relevant modeling 
Now that the controller K(w) is known, controller relevant modeling, as it is described in sec- 
tion 3.4, can be applied. The used weighting function is shown in 
figure 5-1, together with the frequency response data of the plant G and the weighting function 
relative to uniform weighting: 

From the relative weighting function in this figure it can be seen that weighing low fkequencies 
is important, as well as weighing the resonance peaks around f = 4.1 o3 [Hz]. On the other hand, 
the high frequency area (f > 6.1 0' [Hz]) is not important at all. 

Weightmg funct~on for controller relevant modelling 
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figure 5-1: Amplitude plot of thejkquency response data of the plant G 
(thick line), the weighting function W (thin line) and the relative weighting 
function (dotted line). 

Using the weighting function from equation (3-3), a 12& order fit of the plant G is obtained 
which is shown in 
figure 5-2, together with the initial fit and the frequency response data of the plant G. This fig- 
fire shows thzt icdeed the fit is improved 2t !nw freque~cies and deteriorated in the high fre- 
quency area. 
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Jigure 5-2: Amplitude andphaseplot of the frequency response data of the 
plant G (thin line), the original nzode! (dotted line) and tkeJitted model 
a@ one iteration step (thick line). 

5.2. Control design and implementation 
Once the new model of the plant G is obtained, a new controller can be computed, using the 
same weighting filters as described in section 4.3. The obtained continuous time controlIer is 
reduced to llth order, again using the closed loop balanced model reduction technique 1121 
mentioned in section 4.5 and it is shown in 
figure 5-3, together with the initial lofi order controller. This figure shows that the controllers 
are more or less the same at high frequencies, but at low frequencies the gain of the controller 
after the iteration step is much bigger than the gain of the initial controller. This is the result of 
the fact that for low frequencies the gain of the second model G, is much lower than that of the 
initial model. 



Continuous time controllers 
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Jigure 5-3: Amplitude andphase plot of the initial loth order continuous 
time controller (thin line) and the I lth order contimous time controller 
ajier the iteration step (thick line). 

After computing the continuous time controller, it is discretized as described in section 4.6. 
After implementing the controller, a sensitivity function is measured which is compared with 
the model sensitivity function in figure 5-4. 

Sensitiuty functions 
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jgure 5-4: Measured sensitivity function (thin line) and sensitiv- 
ity function computed from the model G, after the iteration step 
and the discretized 11'~ order controller (thick line). 

From this figure it can be seen that also for low frequencies the sensitivity based on the model 
resembles the measured sensitivity qde well. Note h t  the measwed d2t2 Se!=w f = 20 [Hz] 
cannot be trusted, since the coherence function between input and output was very low. In 
figure 5-5 the measured sensitivity based on the initial model of the plant a d  the one based on 
the model after the iteration step are compared. It can be seen that after the iteration step more 
noise reduction takes place in the frequency domain between 15 and 200 [Hz]. 



Frequency [Hz] 

figure 5-5: Measured sensitivity fknctions based on initial model Gm and 
resulting initial controller (thin line) together with model Gm after itera- 
tion step and resulting controller (thick line). 



6. Adjustability of the controller 

6 . 1  Goals of adjustability 
As mentioned before, the use of digital controllers comes with some disadvantages, but also 
with many advantages. In this section, the ease of adjustment of software parameters of digital 
controllers is exploited. Since it is relatively easy to change filter coefficients 'on line', the user 
of the headset could be given the ability to adjust the controller to suit his or her needs. For 
example, the headset could be equipped wifh a dial to let f ie user choose the frequency range in 
which the controller shouId reduce environmental noise. 
In this section, an attempt is made to parameterise the controller, so its effective noise reduction 
frequency range becomes dependent on one parameter - in this case 6. 

6.2. Application of parameterisation to the augmented plant 
In section 4.4 it was shown that the shape of the controller is much more dependent on the 
shape of the noise filter H than on the shape of the weighting filter W,. In fact, the noise model 
H i s  nothing more than just another weighting function in the augmented plant of the H2 control 
problem. Because of this sensitivity, it is a logical place to start when examining the possibility 
of parameterizing the controller. 

6.3. Construction of a suitable noise filter H 

6.3.1. Basic shape of the noise filter 

Since the noise model H actually defines the frequency shape of the present noise, in a fie- 
quency range where its amplitude response is high, the Hz control problem would try to put 
more control effort in reducing the noise, thus letting the amplitude response of the controller 
become higher. Some experiments showed that a suitable shape for H is a hat-like shape, made 
up by a 4'" order transfer function as depicted in figure 6-1. This 'hat' will then be moved along 
the frequency axis, in order to force control effort to be mainly inside the 'hat'. 
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jgure 6-1: Amplitude plot ofthe hat-like shape ofthe proposed noisejlter H 



6.3.2. Restrictions 

When moving the hat-like shape of Hm along the frequency axis, some properties of the system 
have to be considered. Because the speakerlmicrophone combination inside the ear cups of the 
headset cannot produce or pick up frequencies below 100 [Hz], it would be useless to create a 
weighting filter Hm that has a high gain in this range. 
An upper bound for the high-gain frequency range of Hm comes from non-minimum phase ze- 
ros in the plant G. Since every model of G has one real and two complex conjugate non- 
minimum phase zeros at about 12 [kHz], they are likely to be a property of the real system. 
From properties of the Bode-sensitivity integral, it follows that these zeros restrict the maxi- 
mum achievable bandwidih to a frequency well beioiii the n o f i - m  phase zems. Trying to 
push the maximum of the weighting filter Hm too close to this freq~ency would cause high 
peaks in the sensitivity, eventually letting the closed loop system become practically unstable. 
Since the goal of the investigation of a possibie parameterisation of the controiier is nor to 
achieve noise reduction for frequencies as high as possible, the upper frequency of the maxi- 
mum gain of the weighting filter H will be limited accordingly. 

6.3.3. Application 

First, a transfer fimction is created, showing a E-at-like shape in the amplitude-plot. In order to 
move this hat-like shape, this 4& order transfer function has to be parameterised, dependent on 
the parameter 6: 

In equation 6-2,P,. . .P, are the damping coefficients, in this case all fixed at 0.45 [-I. When 
parameterised like this, the frequency range where the magnitude of H, is high will move along 
the frequency axis linearly, keeping the maximum at a constant value. The width of this eleva- 
tion will be constant only on a linear scale; on a logarithmic scale it will seem to become nar- 
rower for larger values of S: This will help to prevent the controller to push too high against the 
bandwidth-limiting, non-minimum phase zeros, avoiding sudden changes in the shape of the 
controller due to stability problems. Moreover, it will keep the frequency parameterisation fair, 
as the effective badwidth is x t  widemd. -As ilmpilimde-piot of the filter for 8 s  between 0 and 
1 with increments of 0.1 can be seen in figure 6-2. 



The parameterised noise filter H(s) 
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figure 6-2: Amplitude plot of the parameterized weighingfilter H 

6.4. Calculating the controllers 
With the above parameterisation for the filter H, the initial 10" order model G, and the weight- 
ing filters W2 and Wu, as they are described in section 4.3, a number of controllers have been 
calculated for 6 t [O . . .I] with increments of 5 [-I. Since the discretization method dis- 
cussed in section 4.6 requires the controller to be reduced in order, and also changes the posi- 
tion of the zeros of the controller, only continuous time controllers are evaluated here. Bode 
plots of the resulting 18" order continuous time controllers are depicted in 
figure 6-3. As can be seen from this figure, only the low-frequency part of the controller K(co) 
changes. In the high-frequency range, neither the amplitude nor the phase response of the con- 
troller changes significantly. This could imply that there are also but few poles and zeros that 
significantly depend on 6. 

Bodeplot Controller for 6 = [0:0.1:1] 
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figure 6-3: Amplitude andphase plot of the controllers for 6= [0:0.1 



This can be investigated by looking at a plot of the poles and zeros in the complex plane. How- 
ever, since it is not clear from this kind of plot what the dependency of the poles and zeros on 
the parameter 6 is, the absolute values of the poles and zeros are plotted versus 6 in figure 6-4 
and figure 6-5 respectively. From these plots it becomes clear that there are only a few poles 
and zeros that change significantly with 6, while most of the poles and zeros do not change at 
all. Note that since the controller changes only significantly in its low-frequency range, it can 
be expected that mainly the slower poles/zeros move. This effect can also be clearly seen in the 
figures below. 

Absolute values ofthe pales ofthe continuous time controller 
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Absolute values ofthe zeros ofthe continuous time controller 
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figure 6-4: Absolute values of thepoles of the conti- figure 6-5: Absolute values of the zeros of the continuous 
nuous time controller versus the parameter6 time controller versus the parameter 6 

In figure 6-6 the effect of the changing controller on the sensitivity function - computed from 
the frequency response function of the plant G and the 18& order continuous time controller - 
can be seen, whereas in figure 6-7 the Nyquist plots of the loopgain computed from the model 
G, of the plant and the 18& order continuous time controller can be found to have sufficient 
gainlphase margins. 

SensitMty plot for g = [0:0.1:1] Nyquist plot for 8 10-0.1:1] 
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Jigure 6-6: Sensitivi@&nctions S=(I- G(w)K(w) where figure 6-7: Nyquistplot of loopgain L(w)=G(o)K(uj 
G(w)= ( w) and K(w) is the 18'~ order continuous time where G(wj = G,,,(u) and K(w) is the 18" order continu- 
controller, for 6=[0:0.1:1] ous time controller, for 6=[0:0.1:1] 

6.5, Evaluation 
As was demonstrated in the previous sections, a dependency of the poles and zeros of the con- 
troller on the parameter 6 can be found. In future research, this dependency could be fitted with 
a low order polynomial in order to be able to position the frequency range of noise reduction 



continuously. However, this is not trivial, for as the absolute value of the poles and zeros 
moves smoothly with the parameter 8, this is not the case for their position in the complex 
plane. Particularly the zeros tend to switch between real and complex conjugate positions with- 
out much coherence. 
Moreover, the examination of the dependency on 6 was done entirely in continuous time. In 
order to implement an adjustable controller, the parameterised controller has to be discretized, 
which is not a trivial conversion, for - as explained in section 4.6 - no throughput term should 
be present after discretization. Elimination of this throughput term requires the introduction of 
one step time-delay at the cost of one zero. As the zeros are then estimated with a non-linear 
least s y a r e s  o p ~ ~ m i s a ~ ~ o n  2 bzcGmes &i21z.~lt to see a coherer,+, course of ch2nge in the z e r ~ s  of 
the discrete time controller. 
Besides discretization problems, further effort should be made to gain controller performance 
by not oniy parameterizing tne noise fiiter H, but also the effort weighting filter Wu. In iElis 
study, the effort weighting was not adjusted, whereas it is reasonable to assume that it would be 
of influence, since it weighs the control effort over the desired frequency range. 

6.6. Implementation 
Irr order to be able to show some results of the parmeterisation, ccnkol!ers for 6=[0,0.5,!] 
have been implemented on the real system. Measured sensitivity plots can be found in 
figure 6-8. From this figure it can be seen that for 6 = 0 there is more noise reduction at low 
frequencies, whereas for 6 = 1 noise reduction takes place in the high frequency-area. 

Measured sens~tlvltles of implemented controllers wlth 6 = [0 0 5 I] 
I 

Jigure 6-8: Measured sensitivity functions for implemented controllers 
with 6=0 (thick line, 6=0.5 (dotted line) and 6=1 (thin line). 



7. Issues of application to people 
During the entire process from model synthesis to controller calculation, use has been made of 
measurements in the experimental set-up. However, this set-up was based upon a dummy-head, 
made of styrofoam and plastics. A real head could possibly change the frequency response of 
the plant G significantly. 
Because of the feedback techniques used, changes in the plant G will cause changes in the Ny- 
quist-plot of the loop gain and in the sensitivity plot, and could have negative influence on the 
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7 . 1  The plant G 
From practical experience it shows that the position of the headset on the head has a lot of in- 
fluence on the transfer function of the plant G. It can also be safely stated, that the makeup of 
materials in the head, as well as its shape and the shape of the ear will also have influence on 
the frequency response of the plant G. In order to be able to make a statement on the robust- 
ness, experiments need to be done, applying the headset to the heads of people. 
Measm-eme~ts wi!l be carried out in the same way as discussed i~ section 2.3, with the excep- 
tion that the sound-isolated box will not be present, causing more disturbance to the measure- 
ments due to environmental noises. Three test-persons have worn the headset and the results of 
the conducted measurements are shown in figure 7-1. These measurements have made clear 
that the magnitude of the frequency response function of the plant G changes significantly in 
frequency areas that are important to closed loop stability, particularly in the 5 - 15 [kHz] 
range. The phase plots, however, are quite similar. 

The plant G measured on real people 
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figure 7-1: Amplitude and phase plot of the plant G, measured on 3 per- 
sons (thin lines), compared to the dummy head (thick line). In the lower 
frequency range, measurements should not be trusted due to low cohev- 
ence. However, above 200 [Hz] coherence is high enough to state that the 
frequency response of the plant G changes signpcanty in areas relevant to 
closed-loop stability, i. e. approximately 5 .. .15 [kHz]. 



7.2. Stability 
The significant changes in the frequency response of the plant G will also affect the closed loop 
stability. In the figures below, a plot of the calculated sensitivity, next to a nyquist plot of the 
loop-gain are depicted. For these plots, the controller as obtained in section 5.2 was used. As 
can be seen in the sensitivity-plot in figure 7-2, the deviation of the fkequency response of the 
plant G around 8 [kHz] results in high spikes, proving this deviation to be significant and a pos- 
sible threat to stability. 
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Jigure 7-2: Sensitivity-plots using the originalplant- 
measurements (thick line) and measurements on real 
persons (thin lines), based on the same loopgain as 
Jigure 7-3 . High spikes in high-frequent a m s  indicate 
large deviations to original measurements andpossible 
threats to stability. 
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Jigure 7-3: Nyquistplots of the Ioopgain 
L(u) =G(u)K(elO) where G(u) = ( u) based on the 
measurements on realpersons (thin lines) and K(eLW) is 
the discretized controller as obtained in section 5.2. 
Stability could be compromised for certain persons, but 
little weight should be applied to lowfrequency data, 
due to low coherence in measurements. 

The sensitivity-plots in figure 7-2 show little change in performance above approximately 600 
[Hz], but significant changes below this frequency. However, from the Nyquist plot of the 
loop-gain depicted in 
figure 7-3 it can be seen that the stability is not compromised in this high-frequency range, but 
- if at all - in the low frequency range. However, low frequency values in these plots cannot be 
trusted due to low coherence functions of the measurement data. The reason for this kick of 
coherence compared to previous measurements is twofold: the sound-isolated box, shielding 
the set-up from environment noises can not be used with test-persons, and in order to make the 
measurement not too unpleasant for the test-persons, the volume of the sound has been kept 
lower. Hence, no conclusions can be drawn to whether or not this compromises closed loop 
stability based on these plots, but in practice the controlled system proved to remain stable. It 
does point out however, that serious effort should be made to investigate where robustness is 
necessary and where peak-performance can be reached. 



8. Conclusions and Recommendations 

The results from this research project have shown that discrete time (digital) control techniques 
are suitable to be used for active noise control (ANC) purposes. Moreover, the model based H2- 
approach has proven to provide stable controllers with adequate performance, comparable to 
the analogue commercial headset used. A controller relevant modelling step was also found to 
have a positive effect on noise reduction performance. 
However, as has been sh0w-a in s&iofi 7, ';Ere plant G &2Eges qzi:e signifis2ztb \#hen .qplie& 

to different persons. This calls for more research to provide information about the robustmss 
necessary to create stable controllers for a wide public. 
Secondly, fhe highest peaks in the sensitivity lie in an audible frequency range (around 5 
[kHz]), resulting in a soft hissing sound. In commercial applications, this can of course not be 
permitted, but removing this hissing sound would reduce noise reduction performance. More- 
over, in a commercial product, a reference signal would also be necessary - requiring for ex- 
ample system inversion techniques - that were beyond the scope of this research. 
In section 6, it was shown that it could be possible to create a continuous time controller that 
has noise reduction, adjustable over a certain frequency range. As mentioned, creating a con- 
troller that is adjustable in discrete time would require overcoming a few major obstacles. 
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9. Appendix 1: Delays due to discretization 
As discussed in section 4.6, the controller needs to be discretized in order to be able to imple- 
ment it onto the real system. However, because of this discretization, the implemented discrete 
time controller will be inherently different from the continuous time controller. 
Besides small changes in the overall shape of the frequency response of the controller, a phase 
delay is inherently introduced when the controller is implemented. This delay cannot be seen in 
a bode-plot of the discretized controller (unless it is compensated), and is composed of two 
eleEienis. In this those ~ ~ ~ ~ p ' o r , ~ ~ ~ s  be exp12ified in more det2il, 

9.1. Introduction 
A digital controller keeps repeating the following steps for each sample: data acquisition (AID 
conversion), calculation and voltage output (DIA conversion). Every step takes a small amount 
of time to complete, and - with some exceptions - they have to be completed sequentially. This 
is explained in figure 9- 1. Let to be the time at which the AID conversion is started. Then tl is 
the time when this is complete and calculations can begin. At tz the calculations are finished 
aml at tj the resulting voltzge v d ~ e  wil! be sutput to the D!A cowerter. This last adion takes 
until t4, when the cycle is complete. 

figure 9-1: Time-line of a cycle of an implemented discrete time contvoller. 

In the case of this active noise control project, the calculation step takes up almost a11 of the 
time between two samples (T,), because of limited computing power and high sampling rates. 
The moment at which the result of a calculation will be sent to the DIA converter will therefore 
be timed so that the D/A conversion will be finished when the next sample is due. Idle time will 
therefore exist between t~ and t3, and if the DIA conversion is timed right, t4 will match to for 
the next sample. 
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9.2. Throughput terms 

Calculations 

A problem occurs with the implementation of a discrete time controller that has a throughput 
term, i.e. a non-zero D-matrix in state-space notation. In this case, a measured state should be 
accounted for in calculations and made available to the output at exactly the time at which the 
measurement was done. However, since calculations and both AID and D/A conversions take 
time, this cannot be practically realised. Implementing a controller with a throughput term 
would cause serious deformation of fhe frequency response of the controiier. Since the through- 
put tern carmot be accounted for easlier than the time it takes for the calculations and both the 
AID and D/A conversions to complete, this will be the delay to be introduced on implementa- 
tion. If no changes are made to the way in which AID and DIA conversions are timed (i.e. the 
D/A conversion finishes when a new sample is due), the phase delay introduced by the 
throughput term will reach 360" at the sampling frequency and therefore 180" at the Nyquist 
frequency. 



9.3. Quantization in the time-domain 
The second component in the extra phase-delay is caused by the discretization itself. If a con- 
trol signal becomes available only at fixed time-intervals, and is held unchanged during the 
intervals (zero order hold), then the signal has an effective time-delay of half this time-interval. 
This is clarified in figure 9-2. 

Time-delay due to time-domain quantization 
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jigure 9-2: Delay introduced by quantization in time-domain. Ifthe output 
value is only known atjixed intervals, it lags behind evelywhere but on 
those intervals, causing an effective delay of halfthe time-internal. 

9.4. The total time-delay 
Summarizing, the time-delay AT introduced by implementation of a discrete time controller 
with sample time T, can be expressed as: 

Without throughput term 

T' Ts AT=-+TA,, +T,, +T,,, =?+TP With a toughput term 
2 

Written as a function of the frequencyf; the introduced phase-delay becomes: 

A 9 = f l s  Without throughput term 

A9 = $(TS + qP ) With a throughput term 


