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Foreword

Seduce them. That is what we asked from our students at TU/e who wanted to organise the
fifth Student Interaction Design Research (SIDeR) conference for the community of interaction
designers. Seduce them. Entice the current generation of interaction design researchers both in
academia and industry to astray from what they think is the right behavior in interaction design
research.

SIDeR’09 is a conference by and for the next generation of interaction designers. The themes
and topics are defined in the language of the next generation and focus on their motivations
and inspirations. It is a conference organised by the future for the future. This is the way to
challenge the current status quo of research and industry. It seems easy to critique current
frameworks of interaction or complain about how current products do not respect the user, but
the best critiques and complaints are those that are complemented with something different,
something better, something more beautiful.

In our work as educators of interaction design students we see that our fellow researchers, our
industrial clients and we are attracted by the fresh approach students demonstrate. They have
an original vision on the opportunities of future technology for today’s users. They propose a
fresh vision on what today’s users want from future technology. These visions are not just em
bodied in words or images. The current generation of students has the skills to prototype these
visions to the level where they can be experienced, valued and validated. It is these prototyped
visions that entice our generation to astray from what we thought was the right behavior.

We would like to thank the previous organisers in Sønderborg, Denmark (2005, 2008), Ronneby,
Sweden (2007) and Goteborg, Sweden (2006) for starting the SIDeR conference. We thank them
for entrusting us with this mission. Furthermore, we fully acknowledge the current generation
of designer/researchers for their constructive reviewing of the flirtations.

Stephan Wensveen and Kees Overbeeke
Eindhoven, April 2009
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About SIDeR

The fifth Student Interaction Design Research (SIDeR) conference 2009 is hosted in Eindhoven,
the Netherlands. The conference enables students to participate in and contribute to the emerg
ing discipline of designing (for) interaction. Students (especially: graduate and post-graduate
students) are invited to challenge the state of art of the current design world by submitting their
‘interactions’.

SIDeR generates a dialogue between students with different educational and cultural back
grounds; enabling them to expand their horizon, share perspectives on design and critically
evaluate the future trends.

The SIDeR conference is a three day event, with a mixture of keynote lectures, interaction pre
sentations, demonstrations, workshops, interactive sessions and social events.

Workshop sessions are an important part of the conference as well: small groups of people
work together while creating interactive systems. This encourages coherence, discussion and
cooperation, while increasing the understanding of different stages of the design process from
different perspectives.

Background of SIDeR

This is the fifth Student Interaction Design Research (SIDeR) conference. This conference series
was inaugurated in 2005 in Sønderborg as a means of enabling interaction design students to
participate in and contribute to research in the emerging discipline of interaction design. It has
since been hosted by Chalmers University of Technology in Goteborg (2006), Blekinge Institute
of Technology in Ronneby (2007) and Mads Clausen Institute in Sønderborg (2008).

SI DeRO5 in Sønderborg - http: I Iwww. it-products. sdu . dkl designresearch I

SIDeRO6 in Goteborg - http: I Iwww.cs.chalmers.selidclsider06l

SI DeRO7 in Ronneby - http: I Iwww. akademisydost. selteklsider07. nsf!

SIDeRO8 in Sønderborg - http: I /www.it-products.sdu.dk/events/sider08/

SIDeRO9 in Eindhoven - http://www.sider09.com
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Flirting with the Future
Prototyped Visions by the Next Generation

We, humans, interact. We interact with other people, we respond to stimuli, and we adapt our
behaviour to each other. We also interact with our environment: with the ground, the trees,
and everything around us. Since long, some people have been changing existing objects into
products: products that people can use, that make a task easier, that help them. People’s move
ments, and thus their behaviour, have been influenced by these products: the affordance of a
chair, or the required actions for driving a car, they both guide the movements of the user.
In a way, we, as designers, have designed the users their movements: through our products, we
have designed the interaction that is required with these products.

This traditional process, of determining the fixed behaviour on forehand, has ended. Products
nowadays start to influence the behaviour they elicit: products adapt themselves to their envi
ronment, instead of waiting for users to change them. Products even start behaving for them
selves, interacting with us, their environment, and with other products. What can and should
we, as designers, decide and design about that?

Besides this, products are transforming into platforms. Take modern mobile phones as an ex
ample: the physical phone is only the first step; the real use and experience is created by the
content and the services. How does one design such intangible experiences?

We often see our products as guides for people’s movements, through affordances, feed-forward
and feed-back. Can we really design users their movements? Are we not creating patterns of
required movements, that we force the user to follow?

Additionally, recent products can no longer be totally finished by us designers. Community-based
design, open-source, but also simply content-sharing creates the experience of a product, just
as much as the original design does.

Finally, if we forget the question about what to design regarding these new products, we can
ask ourselves ‘how’. We clearly can no longer design with just pencils and paper. What tools do
we need then? Who creates these tools, and how does one learn and master them? How do these
tools influence the future products?

All these questions have to be answered in the very near future. This is impossible to do in just
words: prototypes, experiences and visions are necessary. We need to interact: with our users,
with our products, with each other, and with the world.

SIDeRO9 is about this interaction: this vision on the future, experienced and evaluated by the
next generation of designers.
We challenge you, the designer of the future, to interact. We invite you,
to Flirt with the Future!

Rob Tieben
Ivo Wouters
Hugo Nagtzaam
Floris Kimman
Serge Offermans
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Tobie Kerridge

Tobie is a researcher and PhD candidate at Goldsmiths University and a visiting Lecturer at the
Royal College of Art. His research explores how design methods can be extended to provide in
dividuals with creative ownership of technology. His thesis reflects upon the novel contributions
of speculative design as a method for public engagement with science and technology.

His keynote is about one of his research projects: Material Beliefs. This project takes emerging
biomedical and cybernetic technology out of (abs and into public spaces. The project focuses on
technologies which blur the boundaries between our bodies and materials, and how design as a
tool for public engagement can be used to stimulate discussion about the value of these forms
of hybridity.

www.tobiekerridge.co.uk - www.materialbeliefs.com

Marianne Graves Petersen

Marianne Graves Petersen is associate professor at the Computer Science Department at the
University of Aarhus in Denmark. In addition, she is project manager of a number of projects
conducting research into future homes. She is interested in pushing the limits of interaction de
sign all the time with a focus on designing to improve the quality of life of people. Throughout
her research career she has worked in close collaboration with industrial partners such as Bang
& O(ufsen and Danfoss. Recently she received an award from Microsoft Research in Cambridge
funding research into ways of Supporting Playful Experiences in Everyday Life at Home. In ad
dition, she works as an independent consultant advising companies on innovation, user experi
ence, user-centered design and interaction design.

Her talk ‘Pushing the Limits of Interaction Design’ discusses how interactive technology is be
coming an integral part of more and more aspects of our everyday life. We stage ourselves
through the technology we use, we flirt through technology, we live with and through technology
in many ways. We spend endless hours in settings shaped by interaction designers. As interaction
designers we heavily influence the conditions of work, home life, creativity and flirt - how do we
take on this responsibility now and in the future?

http: //www.daimi.au.dk/-mgraves/
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Peter-Paul Verbeek

Peter-Paul Verbeek (1970) is professor of philosophy of technology at the Department of Philoso
phy, University of Twente, Enschede, The Netherlands, and director of the international mas
ter program Philosophy of Science, Technology and Society. He is also an editor of the journal
Techné: Research in Philosophy and Technology and a member of the board of the Society for
Philosophy and Technology. As from 2009, Verbeek is a member of the ‘Young Academy’, which
is part of the Royal Netherlands Academy of Arts and Sciences.

Verbeeks research focuses on the social and cultural roles of technology and the ethical and
anthropological aspects of human-technology relations. He recently published the book What
Things Do: Philosophical Reflections on Technology, Agency, and Design (Penn State University
Press, 2005), in which he elaborates an analysis of how technologies mediate human actions and
experiences, with applications to industrial design. He also co-edited the volume User Behavior
and Technology Design - Shaping Sustainable Relations between Consumers and Technologies
(Springer, 2006) about the interaction between technology and behaviour, and its relevance to
technology design and environmental policy (utwente.nl).

His talk is about ‘Moralizing Technology: Understanding and Designing the Morality of Things’;
which will also be the title of his latest book that he is finishing at this moment.
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Interactive Persepolis: A Study on Role of
Interaction Design in Cultural Heritage

Tourism
Mahmoud Keshavarz, Ali Dehghanpour, Mahsa Ranjbarian

VIXD: Virtual Institute of Interaction Design
+98 917 716 0471

{m.keshavarz, dali, m.ranjbarian}@vixd.org
www.vixd.org

Abstract
Interactive Persepolis is an interactive tourism information sys-
tem (TIS) for the Persepolis historical site, based on a “loca-
tion-aware system.” Interactive Persepolis interprets informa-
tion through involving tourist experiences. There is a missing 
connection between cultural heritage tourism planners and in-
formation technologists for designing a state of the art interac-
tive TIS. One  role  of  interaction design is to develop usable 
and meaningful information systems. We connect these two 
fi elds by applying interaction design factors to reach a design 
process. Finally we present an example based on the extracted 
process and evaluate it with an imaginary personae.

Keywords
Cultural heritage tourism, interpretive planning, tourism infor-
mation system, user experience 

Abbreviations
TIS: Tourism Information System
IxD: Interaction Design 
CH: Cultural Heritage 
VR: Virtual Reality 
AR: Augmented Reality 
LBS: Location Based System 
HDM: Head Mounted Display
UX: User Experience;

Introduction
There is a gap between cultural heritage tourism planners and 
information technologists. Tourism managers and planers and 
information technologist working in the fi eld of interpretive 
planning separately, use their own method of transferring in-
formation to tourists regardless of other possible ways. Accord-
ing to the “National Trust for Historic Preservation Organiza-
tion”, cultural heritage tourism is: “Traveling to experience the 
places, artifacts and activities that authentically represent the 
stories and people of the past and present, it includes cultural, 
historic and natural resources.”[1] By this defi nition the most 
important thing to cultural heritage tourists is “experience,” and 
interaction design is the most suitable solution for designing 
experiences for cultural heritage tourists. We try to connect TIS 
and IT and depict a process for designing an interactive tourism 
information system. This process focuses on user experiences 
as a main structure for technology users and also interpretive 
planning as a main structure of cultural heritage tourism. By 
means of our process we can develop cultural heritage tourism 
throughinclusive, state-of-the-art designs and systems.

Role of IxD in Cultural Heritage Tourism
One of the most important factors for attracting tourists to 
countries with rich cultural heritages is providing various 
ways of presenting and interpreting information about muse-
ums, heritage sites or special places. Using IxD principles and 
factors will help to transform cultural heritage data into easily 
understood, tangible and memorable information for tourists.

Interpretive Planning
The planning of information interpretation is called in-
terpretive planning in the tourism industry and accord-
ing to studies in thisfi eld: “To attract visitors, the ex-
perience that you offer must be compelling and should 
engage the visitor’s fi ve senses as much as possible.”[1]

Studies have shown that visitors remember:
- 10% of what they hear
- 30% of what they read
- 50% of what they see
- 90% of what they do

Today’s travelers are looking for experiences that
• Engage all fi ve senses: at a minimum, these experiences pro-
vide opportunities for visitors to ask questions and make com-
ments about their own knowledge and experiences.
• Reveal what happens “behind the scenes”: who is the artist, 
and how do they create their art?
• Relate to their own personal experiences: when experiencing 
historic homes or areas, how does this compare to the ways we 
live today?
• Relate to a larger historical context: how does a heritage experi-
ence fi t into the larger context of local, regional or even national 
history?
 
John Veverka in his book “Interpretive Master Planning” men-
tions this defi nition of interpretation:
“Interpretation is a communication process, designed to reveal 
meanings and relationships of our cultural and natural heritage, 
through involvement with objects, artifacts, landscapes and 
sites.” It continues: “It should be stressed that interpretive com-
munications is not simply presenting information, but a specifi c 
communication strategy that is used to translate that informa-
tion for people, fromthe technical language of the expert, to 
the everyday language of the visitor.”[6] If we want to see the 
interpretation process as a system, we should consider some is-
sues which are similar across design processes, like whom are 
we interpreting for? What are we interpreting? What messages 
do we want to communicate? What are our specifi c objects? 
What media will we use and how will it be evaluated?
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Tourism Information System (TIS)
“Tourism information system is a collection of knowledge 
and data about attractive destination.”[2] Based on this defi -
nition, TIS is involved with methods of receiving information 
about a specifi c place in offi cial or non-offi cial ways. TIS is 
a tool for transmitting information about a historical site to 
visitors. Our focus is on transmitting the information to visi-
tors in such a way that they also participate in it interactively.

Figure 1. Role of IxD in cultural heritage tourism

Current view
Developing new technologies has brought new possibilities 
to challenge the implementation of innovative interactive sys-
tems to promote the relationship between technology, culture, 
heritage and the public. Emerging technological concepts like 
ubiquitous computing, micro geography and augmented reality 
offer a brand new approach to cultural institutions in general, 
museums, monuments and heritage sites in particular. These 
systems enable visitors to access contextual information offer-
ing multimedia content to the public that can now have a more 
personal and customized visit.[5] These technologies are “vir-
tual reality” (VR), augmented reality (AR); location based sys-
tems (LBS), location aware systems, head-mounted displays 
(HDM) GIS, GPS and Wi-Fi.

Design Methodology
In this section, the focus is on defi ning a process based on user 
experience (UX) and interpretive planning principles.The main 
process structure is based on the authors’ design-centered ap-
proach to bridge the gap between interpretive planning and 
IxD; some similarities to other processes which are currently 
used by IxD designers are expected. There were four steps to 
the development process:
• Investigation: our main structure process was inspired by 
IDEO’s ten step design process.[4]
• Assimilation: applying interpretive planning and UX prin-
ciples to extract the existing overlaps
•  Reviewing the previous steps.
• Finalization: depicting the project via workfl ows and di-
grams. 

Our design process is shaped to meet the requirements of 
an interactive TIS project and includes the following steps:

Data package
Gathering and collecting the information is the fi rst and main 
step in any process.The information package is a term we use 
for all project inputs as follows: site information, client require-
ments, users’ information and statistics.

Figure 2. data package parts

Analyzing
Main activities of this section are studying and categorizing the 
information package, highlighting the important parts, fi nding 
the gaps and fi lling them

Transforming into design language
Converting multidisciplinary information (historical informa-
tion, cultural heritage management concerns, interpretive plan-
ning factors, etc) into a design language will help the design 
team to come up with a better understanding of project require-
ments.
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Classifi cation
The next step is classifying our outputs based on four interpre-
tive objectives, emotional objects (E.O), promotional objects 
(P.O), learning objects (L.O) and behavioral objects (B.O).
- Emotional objects: what you want your visitors to feel.
- Promotional objects: how you want to present your organiza-
tion.
- Learning objects: what you want your visitors to know.
- Behavioral objects: what you want your visitors to do.

Conception
As with any other design process, conception is the beginning 
of synthesizing information by the design team. In fact, con-
ception is an idea generation stage which can contain ideas in 
a variety of formats.

Envisioning
By envisioning we materialized the ideas. Ideas are like dreams 
until they are visualized into some concrete representation. The 
representation can be any sort of description of the design, 
whether visual or behavioral, or a combination. [4]

Selection
Now it’s time to choose. We have a number of concepts with 
various advantages and disadvantages; we select those concepts 
that are close to our former framework.

Prototyping
Here we are going to realize the selected visual concepts by 
making prototypes. Prototypes are practical models that we use 
for testing usage.

User testing
As our approach was highly dependent upon the quality of the 
specifi c user experience, we incorporated signifi cant user feed-
back in our prototype design process. In addition, for assess-
ing the tangible interaction abilities of the prototype, we tested 
over the full range of human sensory perception.

Figure 3. Extracetd interaction design process for TIS

Framing
Framing focuses on addressing tangible interactions for ap-
plying the most effective connection between the user and the 
interface, and increasing the ability to remember site informa-
tion. The most effective way to remember information sorted 
by priority can be portrayed as:
Do > See > Read > Hear

Verifi cation
To confi rm that design results match client requests, we present 
the document and visual results to clients. Clients may offer 
feedback about the extracted result and the designs which best 
fi t their needs. We now move to fi nalizing the concepts.

Evaluation
By reviewing and criticizing all the project outputs, we can sort 
them in an organized process. Then, using key criteria which 
are obtained in this section, our process comes near to the fi nal 
steps. This is called evaluation.

Visualization
After we have shaped the design scheme, we should fi nalize 
the design by detail designing. This can be achieved through 
technical design, 3D modeling, etc.

Launching
Preparing and motivating the market to accept the fi nal 
designed or redesigned system is the fi nal step of the process, 
and is called Launching.

Interactive Persepolis

Site information
Persepolis located in 57 km north-east of Shiraz, Iran. About 
518 B.C, Darius the Great (522-486 B.C.), who ruled over a 
world empire with solid cultural institutions and containing 
many of the civilized nations of the ancient world, decided to 
found Persepolis in the heart of his empire, to serve as a symbol 
of his power and also as a magnifi cent setting for celebrating 
the great national and religious festival of “Nowruz” (“New 
Year’s Day”), which normally coincided with the Spring equi-
nox (around 21st March).

Problem defi nition
One of the most important principles of interpretive planning 
of cultural heritage tourism is to provide the visitors with com-
piled and accessible information.Despite the different methods 
to inform CH visitors around the globe, still there is a need for 
an interactive system that can transfer the information to them 
through their own experiences.There is also a need to offer an 
interactive information system for Persepolis. Currently infor-
mation is transferred by info stands, brochures and tour guides, 
but they cannot satisfy the visitors of the site. Considering this 
defi ciency and the author’s personal experience and knowledge 
about the site, we have found a good potential for offering an 
appropriate solution to promote the current situation through 
our predefi ned process.



This paper is the design argument of a submission to the SIDeR 
‘09 Conference. The full submission, including an elaborate 
explanation can be found on www.sider09.com
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Figure 3. Extracted process for Interactive Persepolis

Figure 3. Extracted interaction design process for TIS

Design solution (More in Explanation File)
To give tourists a unique experience in their visits we designed a 
package which consists of a smart T-shirt as a gift and a portable 
device which will guide them through their visits in “Persepolis”.

Smart T-Shirt
The T-shirt is an interactive medium, with the site map on 
it and the ability to record the path which a user passed 
by in his visit using O-LED and GPS technology. There-
fore he can remember his journey to Persepolis. He can 
also show his friends the path that he went through dur-
ing his visit and explain to them his personal experiences.

Persepolis Device
The portable device is an intelligent guide which can help, in-
form, entertain and interact with the user during his visit. It 
is a multifunctional guide helping the user to be interactively 
informed using “progressive disclosure”. “Progressive disclo-
sure” is a strategy for managing information complexity in 
which only necessary and requested information is displayed at 
any time given by separating information into multiplies layers 
and only presenting the layers that are relevant or necessary.” 
[3]

Conclusion
The device we have designed is quite innovative, and encour-
ages tourists to have their own personal experience at the Perse-
polis historical site. Based on our research during this project 
we consider there to be vast potential for working on similar 
projects on Iranian historical sites. It can be developed through 
future technologies and is offering more tangible experiences. 
For future work we suggest more detailed focus on involving 
user experience by engaging their fi ve senses.
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Abstract
Interaction with computers is in most cases predefi ned. Com-
puter systems are not learning and thus are not adapting to situ-
ations. As a result the effectiveness of today’s interaction inter-
faces is limited, users are often not enabled to optimize work 
fl ow, or even worse, tasks cannot be accomplished at all. By 
the lack of contextual understanding of the underlying system, 
the elements of interfaces become generalized, so they fi t in 
as many situations as possible. This again leads to confusion 
on the user side and results in a longer learning curve. Simply 
stated, an adaptive system lets the user concentrate on the task 
and fi nally the clutter of interfaces vanishes. In building adap-
tive system, we face different problems. The key problem of 
making an intelligent application is: how will the application 
evaluate the situation? How will it choose the best action? To 
solve these questions, and to fi nd out more about how “natu-
ral” interaction between humans and machines happens, we 
built the intelligent room. Before the actual implementation of 
a learning system started, we decided to test our assumptions 
with a faked system. By this we came to the conclusion that 
many methods can be used to interact between humans and 
computers and second that learning by a system can help the 
user accomplish the tasks.

Keywords
intelligent room, machine learning, adaptive system, human 
computer interaction.  

Research question
How can an adaptive system improve interaction between hu-
mans and computers?

To whom is it relevant
The intelligent room example is used as a proof of concept. 
An intelligent application that adapts the computer’s behavior 
to the context can be relevant for everyday life. As a result an 
implementation of these concepts could run on modern cell 
phones or PDA’s, which have sensors like accelerometer and 
GPS. These devices would adapt their behavior according to 
the context of its environment.

Despite numerous projects [1,2,3] in the domain of intelligent 
rooms, interaction in the living room has not changed signifi -
cantly, since the invention of the remote control. If successful, 
our work could help taking the domain to the next level.

Evaluation and implementation

How do humans interact with systems that claims to be intel-
ligent 

In the fi eld of human-computer interaction, a Wizard of Oz ex-
periment is a research experiment in which subjects interact 
with a computer system that subjects believe to be autonomous, 
but which is actually being operated or partially operated by an 
unseen human being [4].

In our case the Wizard of Oz aims to fi nd the best relation-
ship between user movements and the system. The re-
sults help modeling the system’s behavior. In our ex-
periment we instructed the users to interact with the 
room as a master, considering the room as their slave.

The numbers of participants in the experiment were six. There 
were two 22 year old German students with a computer science 
background, a 25 year old Cameroonian student with an infor-
mation technology background, a 22 years old German woman 
studying history, a 21 years old French women studying Ger-
man language and a 40 year old teacher assistant.

Instructions for the experiment were provided in advance. The 
users were asked to play a simple game:
1. Projector is on standby. Please activate!
2. Follow the instructions on the presentation slide
3. Select any music track to play and relax
4. Maybe you would like to turn on the fan and refresh your-
self
5. Thank you! Please turn off the lights and kindly leave the 
room 

We then observed the spontaneous interaction between the users 
and the fake system. Our setup for a potential intelligent room 
contained a projector, a fan, a table, a chair, a lamp, speakers 
and a camera to record user’s actions. The users had to fulfi ll 
simple tasks like playing music with a media player, scrolling 
up and down slides of a presentation, turning the projector on, 
turning the light on and off and turning the fan on and off. The 
users were informed that the system is capable of understand-
ing what they want.

The analysis of the experiment gave new ideas to design the 
system. The experiment showed “dimension of movements” 
(distance to screen, movements of limbs, different gestures) 
that work easily and can be easily picked by users. 
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Figure 1

Observations:
• Free interaction of users with the system meaning users 
choose their own way of interaction. The user has not to give 
his attention to the interface. The user feels independent of the 
technology running in the background.
• Users provide natural language or other unscripted input to 
interact with the system.
• Some Users were uncomfortable doing hand gestures.
• If users are given the freedom to invent their own gestures, 
then they use complex and absurd gestures.
• Users expect system to be smart enough to take their feedback 
and implement it.
• Users became happy and satisfi ed if the system works smartly 
with minimum of effort from user.
• Users use mental model concepts to adapt to the new system.
• Users get surprised and confused if the system behaves auto-
matically and it makes the user to think, how it happened?
• Computer science background people adapt easily to 
the system. Users who took time to adapt got frustrated.

How can feedback from the user be evaluated? 
Modeling as system that adapts to people’s changing usage 
patterns adds new interaction capabilities. 

Our system consists of four main subsystems: action detection 
system, world model, critic system and actuation system. The 
subsystems when integrated, work as an intelligent system. The 
world model of our intelligent room basically consists of all 
possible states occurring in the environment along with associ-
ated actions and events which are likely to take place at each 
state in an period of time. Along with a critic system the world 
model is considered the core system of our intelligent envi-
ronment. It generates all possible states and instances, along 
with the possible actions for every state. Being at a state “x”, 
the user has a limited number of possible actions to take as 
well as possible events which will take place at that point. The 
feedback of the user is very important for the adaptive system.

Moreover, at each level, the system compares the set of ac-
tions at that state with the implemented action by the user and 
analyses which action should be taken for future simulations. 
In other words, the World Model has a method which calculates 
the distance between the current and the given state, and checks 
if the distance is reasonable, thus choosing the best reasonable 
action to be taken among the set of output actions provided by 
the world model. In addition, the world model connects with the 

critic system through an XML infrastructure; it calculates the 
reasonable states according to a given state (provided by the crit-
ic system), and informs the critic system about possible actions 
at this given state as well. The critic system assigns rewards for 
such actions and sends feedback to the world model which itself 
will update the set of actions specifying any new modifi cation 
to the appropriate set of actions associated with the given state. 

What are the parts of ou adaptive system?
As mentioned earlier our system is divided into different parts 
which integrate into a pluggable subsystem. Communication 
takes place with XML-formed messages. One part of the sys-
tem refl ects the current state of the environment, it is an in-
stance of our surrounding world. To be able to catch changes 
in the environment the room has sensors built in that detect the 
actions of the user or variances of the setting like temperature 
and light level. As a result movements of the user from one 
part to another of the room, gestures (with the help of acceler-
ometers) and other inputs are noticed by the action detection. 
The world model holds the current state of the environment and 
communicates with the critic system to enable rewarding of ac-
tions and to give a list of reasonable system actions as an input 
to the critic system. The main function of the critic system is to 
assign a value to each possible action computed by the world 
model. This value is based on a specifi c algorithm to select the 
best action to be taken among a set of actions. This selected ac-
tion is then executed by the actuation system. This includes the 
facilities that enable the room to take actions like turning the 
projector on or off, switching the light or playing some music.

Conclusion
The architecture for the intelligent room has been designed. We 
are working on the integration of the four subsystems. Basic 
features of the intelligent room are working already. To im-
prove our system, we have planned to test our system after each 
iteration of development. After each iteration, we would be do-
ing the Wizard of Oz experiment, for testing our real subsystem 
and by faking only unfi nished parts.

When ready, our system can be translated to other environ-
ments. One way to do this would be to built small instances 
of parts of the environment. This could be applied to mobile 
devices enabling adaptive and context aware systems.
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Background
In an era when life is increasingly regulated by gadgets and ma-
chines there is a drive towards the miniaturisation of electron-
ics for the purpose of portability on and around the body. With 
modern technology there is no reason why the functionality of 
a mobile phone could not now be included on the surface of 
body. Current trends towards a post-desktop model of comput-
er interaction suggests that information processing will become 
more integrated into everyday objects and activities.

The concept of printing electronics onto the body or using the 
skin as a substrate for transferring information, fi ts with this 
model. It would allow an individual to engage with compu-
tational devices and systems through gesture, movement and 
touch, in an intuitive fashion. It would also allow the creation 
of new methods of human-computer interaction and the aug-
menting of the body with new functionality.

Figure 1

Description of Interactive System
Bare is a conductive ink that is applied directly onto the skin to 
bridge the gap between electronics and the body. It is the result 
of an experimental graduate project at the RCA, which started 
with the concept of ‘Parasitic Technology’. The material allows 
users to create custom electronics and interact with technol-
ogy through intuitive gesture. It also allows information to be 
sent on the surface of the skin from person to person or person 
to object. Bare is skin-safe and non-invasive. The formulation 
is carbon based and water-soluble and may be washed off the 
skin and reclaimed as a sustainable product. It may be applied 
in a number of ways including brushing on, stamping or spray-
ing and has future potential for use with conventional printing 
processes on the body.

Through experimentation, the following potential application 
areas have been identifi ed: dance, music, expression, computer 
interfaces, audio/visual communication and medical devices. 
Currently, skin-safe conductive ink is best suited to low power, 
information-lean applications. Throughout the project a series 
of experiments were conducted to explore the capability of the 
ink.

Figure 2

The video attached details one such demonstration, The Music 
Box, which involves combining sound and music with music 
and touch. This was a creative space constructed to test the con-
ductive ink and interactions with the body. The functionality 
of a midi keyboard was mapped onto the surfaces of the space 
with a matrix of resistance switches that input signals to a com-
puter. A professional dancer was invited to interactive with the 
space and the conductive ink was applied to different parts of 
her skin in an iterative process. As different parts of her body 
touched the surfaces different switches were closed as electri-
cal signals passed over her skin, creating musical notes and pat-
terns. The auditory and visual performance resulting from this 
‘reverse choreography’ is emotionally captivating. It is antici-
pated that by covering larger surfaces and with the interaction 
of several dancers, more interesting cumulative effects may be 
established.

Figure 3
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Future Potential Applications
The ability to transfer data and electrical signals on the body 
provides some exciting opportunities for future product and 
interaction design. Some of the applications currently being in-
vestigated are as follows:

Communication: new way to access/ transfer data from person 
to person, person to computer or vice versa.

Security: affording access to restricted areas in the form of a 
temporary RFID stamp, for example, to create new form of 
passport or Oyster card.

Design for disability: as a sign language aid to provide ‘sign’ 
to voice translation by interfacing ink applied to hands with a 
computer.

Sustainable energy: harvesting human body power in conjunc-
tion with micro power-generators to provide energy to hand 
held electronics, eliminating batteries.

Medical: networking sensors onto the body for monitoring vi-
tals.

Military: dematerialising devices onto the body in order allow 
soldiers to move more freely, for example antenna that can be 
painted on the body or buildings.

Fashion: a form of interactive body decoration using jewellery-
type interfaces with the computer.

Non-skin applications: the ink may be applied to other surfaces 
to replace conventional wiring of building.
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Introduction
Several studies indicate a growing increase in the number of 
people that are overweight. Along with psychological stigmas, 
these people have increased risk for heart diseases, high blood 
pressure, diabetes, arthritis-related disabilities, and some can-
cers [1]. Sedentary lifestyles and consumption of energy dense
foods are the main factors leading to these conditions. A change 
in lifestyle through an increase of physical activity is common-
ly known to aid combating obesity. Additionally, regular physi-
cal activities reduce risks and provide therapeutic benefi ts for 
people that suffer from several health conditions.

Motivating an increase in physical activity is a known chal-
lenge, as there are several barriers that prevent people from 
having a healthier lifestyle. The use of persuasive technology 
has been proven effective in many cases. In the past, most stud-
ies relied on self-monitoring, by using, for example, diaries to 
asses people’s physical activity level [2]. More recently, how-
ever, devices such as pedometers are used to unobtrusively 
measure physical activity [3]. In addition, we see that moti-
vational strategies from psychology are employed, to increase 
persuasiveness of the intervention. In this area, a well-known 
approach is that of goal setting. These goals are usually deter-
mined by a system, and can be altered by the users themselves 
[4]. Goals can be individual or collaborative, in which each user 
must fulfi ll part of the goal. According to Weldon and Weingart 
[5], group goals motivate users to improve the personal perfor-
mance, because they recognize that group success depends on 
the performance of the individual users, and because users tend 
to work together more effectively.

As group goals imply, persuasive systems can be built on top 
of social networks, so users can interact with each other. This 
allows for the benefi ts provided by social dynamics [6]. For our 
approach, we propose ActivityShare; a service application that 
combines selfawareness with social goal setting. We provide 
self-awareness to the user by unobtrusively measuring physi-
cal activity through a small accelerometer device, which mea-
sures movements in three dimensions. This device is the Philips 
Activity Monitor, which converts all movements into calorie 
expenditure. In line with the currently growing trend of shar-
ing digital information, we propose a novel approach to goal 
setting: social goal setting. We enable users to share goals by 
proposing activity challenges to others. These challenges are 
posed to all users, and everyone is free to accept/ignore the 
challenges. Once accepted, the challenge becomes a new goal 
to achieve.

Initial Requirements
We performed an extensive literature survey on physical ac-
tivity and persuasive technology. This led to an overview of 
existing technologies and solutions, pointing out their benefi ts 
and drawbacks. The overview inspired a rough concept. We 
employed a user-centered design approach to come to a fi nal 
design. The design approach consisted of several iterations; we 
involved end-users in each iteration. 

After the initial concept, we started with interviewing sedentary 
people about their current lifestyle and about their thoughts on 
our initial concept. The results of the interview led to a further 
specifi cation of the concept. This concept was prototyped and 
put to the test in a real user environment. The results inspired a 
next iteration of the concept. At this point, we created a video 
prototype. This prototype was extensively discussed in a focus 
group. The results of the focus group were used to defi ne the 
fully functional prototype, which we intend to use in a fi nal 
user test. Below we describe each design iteration in detail. We 
report the method as well as a summary of the fi ndings.

Initial Interviews
Initial interviews were conducted in order to make a fi rst step 
towards people with sedentary lifestyles. The interviews ad-
dressed their opinions about their physical activities and our 
initial concept. All participants (n=6, 2 females) were students 
who considered themselves to have sedentary lifestyles. Ques-
tions addressed their current lifestyle and habits, opinions on 
activity monitoring, activity sharing within a social group, and 
about the possibility of sharing challenges. 

Most interviewees understood the importance of a healthier 
lifestyle and were interested in making positive changes. They 
liked activity monitoring, and preferred to see progress through 
real data such as body weight and blood pressure. Most of 
them preferred an expert or a friend to motivate them, instead 
ofstrangers. They suggested a system that would be linked to 
their schedule, so it could remind them to do activities when-
ever there was an empty time slot. On the topic of sharing, they 
reported that they had no reservations about sharing informa-
tion with close friends. On the topic of feedback, they indicated 
that they  would prefer positive encouraging feedback rather 
than negative.

These results refl ected an agreement towards our initial design 
concept, further specifying features like the presence of an ex-
pert and the preference of interacting with closer friends rather 
than strangers.
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Concept Test
After the interviews, we designed a web application that imple-
mented the main features of our concept. This prototype was 
used in order to further specify requirements, and to see how 
users would respond to our concept of social goal setting. We 
invited participants (n=8, 2 female) to work with the applica-
tion for one week. We targeted sedentary people that worked 
in the same offi ce; however, they were not all sedentary, as we 
observed later.

The features implemented in this application were: activity log-
ging, setting and accepting challenges, sending and receiving 
comments, and the presence of an expert. This expert, which 
was actually controlled by one of our group members, was seen 
as a virtual coach by the users. He proposed some challenges, 
reminded users of their goals and gave feedback on their ac-
tions. We tested the challenge setting in two ways. Initially, by
proposing all kinds of different challenges through the virtual 
coach, and then, by observing what kind of challenges the us-
ers themselves came up with. The challenges set by the coach 
ranged from individual to group challenges, and from very easy 
opportunistic activities (taking the stairs), to real sports (going 
for a run). At this stage, we did not use the mentioned activity 
monitors. We relied on users’ input in the web application as to 
what challenges they managed to complete.

After one week of testing, we interviewed each of the users to 
gather feedback on the application. In addition, we analyzed 
the data recorded in the system’s database. We found that most 
users asked for more feedback and information about the other 
participating users, such as: who is doing what, who completed 
the most challenges, which ones did they accept, total calories 
burned, total kilometers walked, etc. Users pointed out that they 
preferred to accept challenges that were easy to accomplish. As 
for the rejected challenges, most users said that those challeng-
es were unrealistic, boring, or too diffi cult. The real sedentary 
users reported that they preferred opportunistic activities.

Most users liked the system and thought it would work well. 
Most appreciated characteristics were the social aspect that al-
lowed interacting with friends, and the coach, who was per-
ceived to be a real expert. Most importantly, they reported that 
it really stimulated them and made them think more about their 
activities. In addition, all users reported diffi culties with check-
ing the system during weekends, because they were almost 
never at a computer. Therefore, most users suggested a mobile 
implementation.

Video Prototype and Focus Group
Next, we designed a 4-minute video prototype to illustrate all 
functionalities of our concept [7]. A focus group was carried 
out to get feedback on this prototype. This was done to as-
sess people’s attitudes towards the concept of activity sharing 
and monitoring with a challenge setting approach. All invited 
participants (n=6, 2 females) were offi ce workers. As a start, 
questions were asked regarding healthy lifestyles and how they 
defi ned their own lifestyles. Then, the video prototype was 
shown, followed by an extensive discussion.

Contrary to the previous concept test, users showed resistance 
towards the challenge setting approach, fearing peer pressure. 
They suggested that for the system to be more fun and fair, 
the person who sends a challenge should also have to complete 

it. In accordance with the other interviews, challenges should 
preferably be sent by friends or an expert. Participants appreci-
ated most the idea of inviting friends to perform group activities 
with them. Participants disliked the alerts and reminders be-
cause they could turn out to be annoying. They also suggested 
integration with their daily schedule.

Most participants agreed that the most important thing on the 
system would be selfawareness, and that they would like to see 
their improvement over time. Participants wanted the activity 
recognition to be reliable and aware of possible cheating. Par-
ticipants were open to sharing activity information with each 
other. Regarding the technology, the group thought that the use 
of a cell phone based system would make the application more
accessible during weekends.

Final Concept
We thoroughly analyzed the results from all user-centered de-
sign iterations, and extracted a long list of requirements for the 
concept. Most requirements were already met by the concept, 
but several requirements demanded some changes. We list the 
most important changes here.

Overall:
• Users can only be in the same group if they have the same 
level of physical activity.
• Users in the same group are preferably friends or close col-
leagues.
• The system provides easy access on a PC (i.e. tray icon, or 
popup reminder, not only a website).

Challenges
• Challenges will be more structured (what, how long, when, 
where).
• Accepted challenges will be displayed as such.
• Users will be able to mark a challenge if they do not want to 
do it, and it will appear as such.
• The system will focus on group challenges and on opportu-
nistic activities.
• The system will launch challenges that fi t into users’ current 
activities (level, time, location, required equipment).
• The user who sets a challenge automatically accepts it as 
well.
• There will be a limited number of challenges per day.

Displayed Information
• The system will provide self-awareness through overviews of 
user’s achievements, like burned calories, etc.
• The system will provide self-awareness through predictions 
of future status when current activities are continued.
• The system will show group information about how many 
people did a challenge, how many did not, etc.

Feedback
• The virtual coach will send immediate real time feedback to 
the user, after fulfi lling a challenge.
• Feedback will be grouped per challenge.

Reminders
• The system will persuade users more to send/accept chal-
lenges.
• The system will send as few reminders as possible (only when 
the user is inactive for too long).
• The system will have the capability to be



This paper is the design argument of a submission to the SIDeR 
‘09 Conference. The full submission, including an elaborate 
explanation can be found on www.sider09.com

29

turned on silent mode, so it will not send
reminders.

Using all these insights, we created a highly detailed descrip-
tion plus a UML use case diagram of our fi nal concept. A small 
version of this UML model is displayed in Figure 1. To do a 
solid evaluation, we are planning to build a fully functional 
prototype of our design concept. This will include user access 
through a PC and through a mobile device, fully automatic 
measurement of physical activities, and all other aspects of the 
fi nal concept.

Figure 1

Evaluation
For the evaluation of our fi nal concept, we are planning to invite 
two groups of sedentary users, where each group consists of at 
least fi ve close colleagues. Before participating, they will be 
requested to fi ll out a short questionnaire (International Physi-
cal Activity Questionnaires, IPAQ) [8] to obtain comparable 
estimates of their physical activity. The results will make sure 
that the groups will be composed of people with low levels of 
physical activity. The concept will be tested in a six-week trial, 
using fully functional prototypes. The fi rst two weeks, we will 
measure the physical activity of all users, to get a baseline of 
their activity. The next two weeks, one group will use our fi nal 
concept, whereas the second group will use a stripped version, 
with self-monitoring and without social challenge setting. After 
these two weeks, the groups will switch concepts, so group one 
will use the stripped version, and group two will use the full 
fi nal concept. The scheme of our evaluation tests is shown in
fi gure 2.

The stripped version will only have the following three fea-
tures:
• Overview: The possibility to see the total amount of physical 
activity done by the user.
• Self-monitoring: A graph displaying the activity done in 

terms of calorie expenditure in distinct zoom levels (week, day, 
hour).
• Shared activity: The possibility to see the total amount of ac-
tivity performed by the other users of the system.

To assess the physical activity increase, we will compare the 
activity results of the interventions with the baseline measure-
ments. In particular, we will compare the activity increase (with 
respect to baseline activity) separately for the weeks in which 
they used the full version and the weeks in which they used the 
stripped version, to see whether our concept motivates people 
more than only selfmonitoring.
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Abstract
Scrum is a new approach to project management. Instead of 
having a lengthy plan-driven project you work in small 15-30 
day iterations with daily stand-up Scrum meetings where you 
use some simple visual tools to create a team feeling of prog-
ress. We have developed a specially designed Scrum tool. In 
this paper we show that this tool improves the way an architec-
tural fi rm, Arkitema, uses Scrum.
  
First we observed Scrum in daily practice and interviewed the 
users at Arkitema and later on in other companies as well. As 
a result we identifi ed a need for a better tool to visualise the 
different user stories, with high accessibility and where project 
history and overview are the main elements. To address that 
need we undertook an iterative and participatory design process 
including a number of usability tests.
 
Our conclusion from the tests is that Arkitema’s use of Scrum 
improved with the help of the Scrum tool that we designed. In 
this paper we present our development process and describe the 
design of our tool. Finally, we discuss whether the Scrum tool 
we developed will be useful outside the context of Arkitema 
and reach the conclusion that the tool can be used for other 
companies as well 

Introduction
Two main positions exist in project management: Classic plan-
driven management and more contemporary agile project man-
agement [1]. One of the most well known methods in plan-
driven project management is the waterfall model, where each 
phase of the project is planned in advance and there are clearly 
delineated interfaces between phases often called “gates”. Re-
cently project management methods have gone through a de-
velopment resulting in alternative methods: The agile project 
management methods, to which Scrum belongs. As the word 
“agile” indicates, this method is able to respond to frequent and 
unforeseen changes in the project.

Scrum is an iterative design method. The word Scrum origi-
nates from rugby, and refers to the situation where the team is 
gathered to plan the following part of the game[9]. This also de-
scribes the essence of Scrum where the team gathers each day 
and informs the others of their current work situation (the daily 
Scrum). This meeting should last no more than 15 minutes and 
be conducted with all team members standing up.

Scrum runs in short sprints varying from two to four weeks. 
Before each sprint, a sprint-planning meeting is conducted, 
where the work for the upcoming sprint is determined and con-

verted into user stories. After each sprint all product related 
work should be in a state ready for release. This distinguishes 
Scrum from plan-driven project management, in that you get 
visible and tangible results that the customer can relate to[8].

Besides the Scrum team there are two important roles: Scrum 
Master and Product Owner. The Scrum Master facilitates the 
project and works to protect the team from external interrup-
tions. He or she also runs the daily Scrum meeting. The Prod-
uct Owner represents the customer’s needs and commands and 
is also the person who writes and prioritises the user stories.  
Finally you have the team, which is the working force respon-
sible for the delivery of the product under the facilitation of the 
Scrum Master.

Delimitation
The main purpose of the project was to design a tool to visual-
ize and assist project management with Scrum. In this study 
we have focused on the interest of the Scrum team as a group 
and on the individual’s interests, and not on the interests of the 
organisation, whose interests are not necessarily equivalent to 
the interests of the team. We do however believe that the main 
interest of the organisation should in most cases be the same as 
that of the team.

This study has been conducted based on the acknowledgement 
that Scrum, for most users, is a theoretical underlying base from 
where their own processes are devised [4]. Also we support a 
constructivist paradigm, not believing in eternal requirements 
and theories outside a current time and space [1]. In light of 
this, we have overall chosen an inductive method rejecting the 
design goal of developing a universal tool for all Scrum man-
aged projects.

Gathering of empirical data
Following a literature study of the ‘theoretical’ usage of Scrum, 
the design phase was based on two qualitative interviews with 
two Scrum masters: Joos Jerne and Morten Stahlsmidth both 
from the company Arkitema, not working on the same proj-
ect. Subsequently an observation of a daily Scrum meeting at 
Arkitema was conducted. We experienced a problematic usage 
of Scrum, one of the main deviations being a lack of effi ciency, 
which resulted in the Scrum meeting lasting 32 minutes instead 
of the 15 minutes that Scrum prescribes. This was mainly due 
to the 11 team members not following the Scrum guidelines, as 
they went into discussions about details. We then decided to un-
dertake an extra interview and observation with another project 
leader Karin Hansen and her Scrum team at the company Dan-
ske Spil. This was mainly done to create a better understanding 
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of how Scrum is used in different companies.
With the knowledge that Scrum is rarely being utilised as the 
theory prescribes, we chose to uncover the “real” users of 
Scrum. We further participated in a one day conference for or-
ganisations and companies, where they shared their experiences 
using the agile methods. We found that many companies’ usage 
of Scrum was working far better than that of Arkitema, this 
knowledge was highly applicable for optimising Arkitema’s 
Scrum usage. It was also our experience that Arkitema was not 
the only company lacking rigor in their usage of Scrum, which 
was confi rmed by adviser Kristian Haugård from goAgile who 
works with helping organisations to use Scrum better.

Specifi cation requirement
The design focused on assisting the daily Scrum meeting. Based 
on the gathered data mentioned above we constructed a list of 
design requirement based on the needs described by the future 
users and experiences gathered from further Scrum users and 
experts. Four overall requirements were established:

1. Intuitive user interface: The major strength of 
Arkitema’s current solution is its simplicity and intuitive na-
ture. No major introduction to the system was needed. This 
requirement seemed particularly important in an agile perspec-
tive with a goal of “Individuals and interactions over processes 
and tools” [10].

2. High accessibility: In the often very busy days, the 
company did not possess time for technical breakdowns or long 
boot times. At the same time the result of such problems would 
be a change of focus from the meeting to the tools, confl icting 
with the agile idea.

3. Commitment to Scrum: Poor physical surroundings, 
lack of Scrum literacy and less interest in the overall common 
project goals all resulted in a lack of commitment to the Scrum 
process and Scrum meetings.

4. Project history: The current tools used at Arkitema 
lack the possibility of looking further back into history than the 
current week. This resulted in time wasted on discussing previ-

ously performed (or not performed) tasks.

Design description
The result of this study is the application that we have called 
Scrummer. Based on the idea of a normal bulletin board, 
Scrummer allows the user to move ‘post it’ notes freely within 
the interface[6]. Each ‘post it’ represents a user story, making it 
possible to switch a user story’s status, and change the person 
accountable. When double “clicking” a ‘post it’, a pop up win-
dow comes up with information about the user story, which can 
be modifi ed. To create a new user story, the user simply drags 
their fi nger downwards.

Figure 1. Screen dump of Scrummer during a test

When the daily Scrum is held, Scrummer runs a ‘wizard’ here-
by guiding and supporting the process .

Design methods
The fi nal design was reached through three iterations: The 
mental design iteration establishing the concept and overall de-
sign, the physical implementation iteration where ideas were 
turned into code, and the adaptation iteration where the design 
was modifi ed according to user needs. The three iterations were 
then each separated into a design phase, a test phase and an 
evaluation phase. The type, goal and time for the tests were 
specifi ed by normatively using the Pries-Heje et al. strategic 
framework [7]. All design phases made use of several different 
methods and combinations of these. At the mental design itera-
tion De Bonos ‘Six Thinking Hats’ [2] were combined with a 
brainstorm method inspired by the American company IDEO 
[3]. Also a preliminary analysis of technical possibilities and 
problems were conducted to help in determining the further ap-
proach. The ideas produced using these methods were after-
wards communicated and tested by use of paper prototypes and 
storyboards. 

The physical implementation made use of a lot of open source 
code found of the Internet. The adaptation of this code did con-
sume some time but the overall time saved using pre existing 
code was still signifi cant. The design was in the end reviewed 
through a think-aloud technique assisted by a project leader 
from Arkitema. At the adaptation stage two major naturalis-
tic tests were conducted during two daily Scrum meetings at 
Arkitema. The fact that we had two naturalistic tests gave us 
the opportunity to solve some of the problems found at the fi rst 
test, so the application worked even better in the second test.

Flirting with the future
Scrummer is our response to what the future might bring within 
the fi eld of project management. The fi nal product is a direct re-
sult of the requirements found through our research, described 
earlier in this paper. To meet these requirements, the solution 
has been to take on the technology of tangible interaction ef-
fectuated by use of a smart board as the main user interface. 
The smart board gives the user the ability to interact with a 
large scale board, similar to a traditional bulletin board, by use 
of their fi ngers.
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Making the application tangible brings a new dimension to the 
design, making it possible to break down the barriers between 
the computer interface and real life. In our context this is done 
by working the metaphor [5]. An example could be the use of 
the ‘post it’ note as a metaphor throughout the design hereby in-
creasing the accessibility of the design and enhancing the gen-
eral interaction. In this way Scrummer stays highly accessible 
by using the metaphors of the old and low tech project manage-
ment tool used by Arkitema and yet brings a new dimension, 
such as history, commitment et cetera, by making it tangible. 

Conclusion
We have designed an application that is compatible with and 
supports Scrum as a project management method. Instead of 
making a very advanced and highly complicated design, we 
have focused on developing an intuitive user interface and an 
application that is easy to handle.

Furthermore we have with our application seen how Scrummer 
can help Arkitema to be more true to the Scrum theory and thus 
optimise their usage of Scrum. Our ex post tests show that the 
Scrum team at Arkitema was more active and committed and 
they showed a greater respect for the Scrum master, the Scrum 
board and hereby also the Scrum rules. With Scrummer we also 
added a (to Arkitema) completely new function: The ability to 
see earlier user stories and thereby add history to their project. 
This function now saves unnecessary discussion since they just 
have to check the archive. 

The future for this application seems bright. In only three weeks 
Scrummer was designed and the application did contribute to a 
better Scrum process at Arkitema’s. The tangible interface has 
helped the application to obtain both intuition and high accessi-
bility. The archive function adds the history to the project with-
out having to do a time consuming documentation of each user 
story, and thereby still respect the agile manifest which states: 
“working software over comprehensive documentation” [10].

We believe that this application, in spite of its simplicity, or 
maybe because of it, can be very useful for many organisations 
like Arkitema, who seek a tool that provides the necessary op-
tions and yet retains the intuitive user interface and high acces-
sibility. Based on the enthusiasm of the team, we also conclude 
that using Scrummer in similar organisations could be an excit-
ing alternative to more simplistic traditional tools.
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Abstract
This project proposes a new way of visualizing the necessary 
information for operating a Harvester Machine. The fi nal aim 
is to demonstrate how the arrangement of the information to 
be handled while operating the machine and the way this is 
visualized, make easier the control of the machine and reduce 
the stress loads for the operator.  The Harvester machines are 
used for felling, delimbing and cutting trees into predetermined 
lengths.  The control layout in the cabin comprises computer 
displays, traditional control panels and two joysticks for con-
trolling the crane arm and the cutting head. Contextual inquiry 
and interviews were done during the research stage of the proj-
ect in order to fi nd the main causing factors of the stress situ-
ation while making decisions as a harvester machine operator.  
The operator needs to compare numerical values on the screen 
and check information on the forest at the same time before 
making a decision. Technologies such as head-up display [10] 
and eyes tracking system [11] take part in the fi nal solution, for 
supporting the fi nal concept and make the new way of human-
computer interaction possible and effective. All the content and 
the information is divided and prioritized in levels according to 
the importance and frequency of use. 

Keywords
Harvester Machine, visualization of the information, head-up 
displays, human machine interaction, eyes tracking system.

Introduction
The Komatsu project has been done by the fi rst year’s students 
of the Master Program in Interaction Design at the Umeå In-
stitute of Design as part of the work requested during the fi rst 
semester of this programme, fall 2008. The time available for 
carrying out the project was 10 weeks.

Figure 1. Harvester Machine Valmet 941.1 Komatsu Forest.

The harvester machine on matter is the Valmet 941.1 (fi gure 
1), which utilizes the MaxiXplorer software as an interface be-
tween the operator and the system. For operating specialized 
commercial vehicles it is necessary to combine driving and 
maneuvering with other tasks such as excavating, moving logs 
or forestry work [1]. Today, the operator is also responsible for 
handling and increasing the amount of information while driv-
ing and maneuvering the machine. These additional tasks de-
mand a high cognitive work load and extensive training is often 
required to master the complex modes of interaction. 

 This project focuses on the study of man-machine interaction 
in forestry logging harvesters and the approach of the research 
work on this project is user centered. By means of this specifi c 
type of research, the aim is to prove that the way of visualizing 
the information necessary while working it is really important 
and it is directly proportional to the time the operator spends 
in making a decision. Since the operator has to make several 
decisions in the process of logging a tree, if the fi nal proposal 
make this process easier can reduce considerably the time for 
performing the mentioned task.

Several design research methods were used in order to fi nd and 
identify the design opportunity to work on. Relevant aspects 
were considered for being included in the research stage in or-
der to cover the majority of the necessary information for the 
development of the project. Information about different topics 
such as cognitive ergonomics, learning process, perception, 
task analysis and anthropometrics resulted very valuable for 
the project.

Research Methods
According to Dan Saffer, design research has many methods, 
drawn from other disciplines or created by designers over the 
years. These methods can be roughly divided into three catego-
ries: observations, interviews, and activities [2]. The kind of 
observation method that was used in this project was the one 
known as “Contextual Inquiry”, which involves going to the 
subject’s location and asking questions about their behaviors, 
asking opinions about the machine functionality and previous 
experiences with it. Afterwards, I was able to make interviews 
to some of the operators I visited in a different place outside the 
machine (fi gure 2).
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Figure 2.Contextual Inquiry with Dennis the operator.

These research activities represented the most valuable stage 
in the research phase, since the approach of the project is to 
apply the concepts of User Centered Design and Participatory 
design based on the work carried out by Buur & Bødker [3]. 
Different techniques were used for collecting the information 
of these visits. The observations and interviews were recorded 
in order to have all the possible details [4,5,6]. Later on the 
ideation stage, all the data collected in videos was reviewed and 
analyzed again to fi nd the design opportunities.

Other complementary techniques were carried out during the 
observations such as taking still pictures, observing context is-
sues that cannot be recorded on the video (vibrations, odors, 
weather) and taking fi eld notes [2].

Conceptualization
Since the aim of the objective is to bring a benefi t for the op-
erator and improve the interaction with the machine he oper-
ates, a very important part of the project was the analysis of 
the observations and interviews to better understand how the 
user behaves while working with the machine and how the user 
manage and process the content. These results led us to defi ne 
the areas to work on.

1. Arrangement of the information
The sources of visual input are too far from each other, this rep-
resents that the operator have to look at different points while 
performing a task (e.g. looking at the forest and screen at the 
same time).

These changes of focusing provoke problems in concentration 
and a delay in making decisions. The operator has to check the 
assortment on the screen almost at the same time he is looking 
for damages on the tree. It is diffi cult for the operator to check 
the quality of the tree in a normal situation because of the tree’s 
shape, but it is even more diffi cult if they have to check data on 
the screen simultaneously. If the operator fi nds damages on the 
tree, he has to change the quality immediately; otherwise the 
log to cut is going to be useless because it doesn’t correspond 
to the quality set it in the price list. The toughest part is that he 
has to check again the tree and the screen just to be sure that the 
length and the assortment suggested by the system, are going to 
fi t in the quality area on the tree.

2. Prioritizing the information

Prioritize the information displayed on the screen is defi nitely 
important to propose the new arrangement of the information. 
This arrangement must be based in the frequency of use as 
well as the level of importance of each data displayed on the 
screen.

3. Overload of information on the screen
It is not necessary to have a lot of information always visible, it 
is better just have the information when it is need it.
Avoiding extra information on the screen represents less dis-
tractions for the operator and produces a high level of concen-
tration while performing a task.

4. Diffi culty to read numbers and process them
The fact that all the data displayed on the screen is showed in 
numbers represents more diffi culty for the operator to under-
stand it and it takes more time to read in comparison with more 
graphic visualization [9].

5. Lack of differentiation of elements in the graphic user 
interface
The elements on the graphic interface look like the same. They 
all are based in the same box outline and they all use numerical 
values [7]. The only data is presented graphically is the length 
of the log and the tree species (different colors according to the 
specie).

Analysis of the content 
A more detailed analysis was done to break down all the infor-
mation displayed on the screen and defi ne exactly, what are the 
elements that should be available for the operator and in what 
situations. 

The information was classifi ed by dividing it in four main 
groups, according to the frequency of use and the level of im-
portance for the working process: 

1. High frequency of use and high level of importance. Main 
information.
2. Few times used and high level of importance. Information 
about the status of the machine
3. Frequently used and low level of importance. GPS, commu-
nication devices, etc.
4. Seldom used and low level of importance. Settings menu

Final result 
On the fi nal proposal, the interface of the machine is complete-
ly changed. The previous screen for displaying the informa-
tion was replaced for a Head-Up display for presenting the data 
without requiring the user to look away from his or her usual 
viewpoint [10]. A new dashboard for showing the content in 
different levels to the operator was designed (fi gure 4).

Since the information is now split up in different areas, the fi nal 
result proposes the use of an eyes tracking system for control-
ling the moment when the information needs to be displayed.  
If the system knows where the operator is looking at, the infor-
mation only will be showed when the operator needs it.
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According to the analysis of the content done previously, the 
information was divided in four groups. Each group of infor-
mation has different designed areas either on the HDU or on the 
dashboard, as well different behaviors and features.

Main information / Level one of information
The group number one, which contains all the main informa-
tion necessary for executing the tasks of logging the trees, is the 
only one that is visible all the time while doing this task. The 
information is showed in the same visual fi eld of the operator 
(HDU). This means that he does not to look in two different 
places. On the other hand all the information showed in the 
interface is displayed in a graphic way instead of numerical 
values. This fact makes the operator executes the comparisons 
of the values in a faster way and requiring less mental effort 
(fi g. 3).

 

Figure 3. Visualization of the main information on the head-up 
display.

According to the research the previous values were showed in 
numbers on the previous interface. In this proposal, instead of 
comparing numbers the operator just compare graphics placed 
on his main visual work area.

As we can see in the fi gure 3, the operator just see the informa-
tion he needs at the moment. All the information that belongs 
to another group of information is hidden to avoid distracting 
visual noise. 

For visualizing the information in the groups number two, three 
and four; the operator has to press the assigned button for ac-
tivating the menus on the joysticks and then look at the area 
where the specifi c group of information is placed. It is impor-
tant to mention that, if the operator does not press the button for 
visualize the hidden information, it does not matter if he looks 
at this area in the windshield, the menu will not show up. This 
information is not visible unless the operator wants to see it. 

Status of the machine information / Level two of information
Since the previous screen is no longer in the cabin, there is an 
available space on the same place for situating the information 
belonging to level two and an eyes reader, an important element 
of the eyes tracking system [11] . 

The proposed dashboard (fi gure 4) apart of containing the eyes 
reader, it contains the indicators of the status of the machine. 
Such indicators as fuel engage, temperature engage, oil en-
gage, engine temperature engage are located here. The indi-
cators about the driving direction, speed, door open, leveling 
system, ladder out, parking brake, etc., are also located on the 
dashboard.

 Figure 4. Final proposal of the dashboard. It integrates several elements such 
as on-off button, contrast controls of the head-up display and indicators of the 
status of the machine.

All the information on the dashboard is situated a little closer 
than the information in group three and four. If an alert occurs 
the operator’s eyes will perceive it faster because is situated in 
the middle vision fi eld of the operator glance when he is look-
ing at the front while working [8].

Frequent functions / Level three of information
This menu contains the functions the user needs to check fre-
quently while he is not cutting the logs. These menus include 
shift timer, level of productivity of the day, matrix, cellphone, 
e-mail and gps function.

This menu is located in the top part of the windshield, what 
means that if the operator is cutting logs, he is receiving infor-
mation in the central part of the windshield (central vision of 
the operator) and the hidden menu remains hidden (fi gure 5).

In case there is a notifi cation about  a special event in one of 
these functions, a visual and auditory alarm will occur on the 
peripheral vision.

Depending on the level of importance of each alarm such as-
pects as the time, sound, level of movement and intensity will 
change.For example, an alarm about the gps map will be more 
intense than a notifi cation of receiving an e-mail.
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Figure 5. Visualization of the machine information (group 3) on the head-up 
display.

Settings menu / Level four of information
Information about the settings menu such as machine settings, 
head settings, report, portal, tools, detailed status of the levels, 
calibration and administration belong to this category (fi gure 
6).

The frequency of use of these elements is much less than the in-
formation in the previous groups. Because of this, the location 
where this information was placed is further from the central 
vision than the others.

Even though the previous group and the settings menu are in 
the same visual area, the treatment of each icons is very dif-
ferent. The icons on the setting menu are monocromatic and 
drawed with outlines. The ones in the level three are colorful 
and dynamics.

Fig. 6. Monocromatic icons for the settings menu.
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Abstract
Learning from the multiplayer interaction in sports, we describe 
our project TacTower; a fl exible system for professional elite 
handball players to train game perception and kinesthetic em-
pathy. The design is founded in ideas of Collective Interaction 
and qualities that is inherent in sport and is based on consid-
erations about paralanguage, kinesthetic emphatic interaction, 
physical positioning of players and collaborative interaction.

Keywords
Multiplayer interaction, kinesthetic empathetic interaction, co-
located, face to face, sportyfi ed interaction, project work.

Introduction
By studying multiplayer interaction in a sports context we 
found a potential for improving multiplayer interaction, espe-
cially in an interactive sports appliance. Having the parameters 
that constitute interaction sport in mind: physical, social, vi-
sual, verbal, and mental contact, we examined some examples 
of existing interactive sports equipment. We found that they do 
not fully embrace the physicality and co-located collaboration 
that is so characteristic of sport interaction. In this paper we 
present a design solution TacTower, a new appliance for train-
ing kinesthetic empathic ability. The kinesthetic empathic abil-
ity is in short the ability to read body movement. This ability 
is founded in bodyawareness, empathy in interaction, freedom 
in movements, and micro-tactics [3]. In our design we seek to 
employ physical abilities by incorporating a tangible user in-
terface [7].

Sports qualities gone missing in interac-
tive sports equipment
What often distinguishes a good athlete from a great athlete 
in motoractive sports is the athlete’s capability to accurately 
perceive and acting upon the constant supply of information 
from the environment while performing complex movements 
[11]. Perception and action can be trained by either focusing on 
the physiological dimension: psychomotor abilities and partly 
refl ex actions, or focusing on the cognitive dimension: in-game 
decisions and kinesthetic empathy [3].

In the following section we take a look at two existing pieces of 
interactive training equipment that aims to train perception- and 
action ability; the Octopus trainer [9] which train the athlete’s 
psychomotor abilities and IntelliGym [5] which train in-game 
decisions.

Octopus trainer consists of a computer and 8 light stations, 
which can either be mounted vertically on a rack or placed 

horizontally on the fl oor. Lights turn on and the player has to 
turn them off, by waving a hand or foot in front of the light at 
an approximate distance of 30 cm. Octopus trainer allows the 
athlete to train speed, strength, concentration and reaction in 
an isolated context removed from the interactivity of the game. 
Even though it utilises the sports inherent movement patterns 
the interaction is stripped of visual cues from other players. In-
telliGym focuses on tactical aspects of basketball; the objective 
is to train the ingame skills of decoding other players’ move-
ments on the court, and determining the optimal action in a 
given situation. IntelliGym is a screenbased computer game, 
where a basketball court is viewed from above. Players and ball 
is shown as coloured circles on the screen. The circles move 
around the court in movement patterns similar to the sport, and 
from this the player has to choose a suitable strategy. Intelli-
Gym allows the users to train game perception individually in 
an isolated context. As it is a PC game it is a passive  raining, 
for improving court sense and enhancing concentration [5]. 

The training of the in-game decoding skills is removed from 
the physicality of the game, both in IntelliGym, as well as in 
Octopus trainer. Because the psychomotor abilities and the tac-
tical in-game decision-making are closely linked, IntelliGym 
and Octopus trainer are not adequate. Therefore we aim with 
our project TacTower to combine in-game decoding skills with 
physicality.

Sport possesses qualities like physical, verbal and mental con-
tact. What otherwise extinguishes sport is the importance of 
social collaboration between team mates. Collaboration is af-
fected by many factors, both internal and external [4]. When 
designing interactive artefacts for sport it is therefore important 
to create a colocated interaction [8,10] which enables human-
human interaction.

Paralanguage in human-human interac-
tion
A pure human-human interaction can be describes as an on-
going negotiation between the people involved and their sur-
roundings. The interaction does not only contain what is clearly 
stated in the actual conversation, but also the paralanguage1   
that the participants express consciously or unconsciously. 

1Paralanguage is identifi ed as “features of written language 
which are used outside of formal grammar and syntax and oth-
er features, related to but not part of written language which 
through varieties of visual and interpretive contrast provide 
additional enhanced, redundant or new meanings to the mes-
sage” (Asteroff, 1987).
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Paralanguage greatly depends on visual contact, in order to 
convey the full extent of what is being stated in the negotiation 
[2]. In order to enable a human-human interaction that incorpo-
rates paralingual cues it is vital that the players are collocated 
and positioned in a way which allows them to see each other. 
--Understanding paralanguage and visual cues is an essential 
element in sport on elite level. The object of our project, Tac-
Tower has been to incorporate paralingual cues into an inter-
active appliance for training handball. With the TacTower we 
aim to create an appliance that facilitates the handball player’s 
training of kinesthetic emphatic interaction [3] in a sport con-
text.

Learning from Collective Interaction
Sport possesses some of the same qualities as described in the 
Collective Interaction framework proposed by [8], from which 
the following is excerpt:

The interaction invites for human-human interaction beyond what is in the 
interface […] The spatial organization of people induces expectations of use. 
[…] the interaction may be assymetrical, in the sense people take on different 
roles […]

In sport the ball is the “interface”. In itself the ball is an inani-
mate object, but through imagination, play and collective inter-
action it invites to an interaction beyond it’s physical interface. 
Sport allows for a collective interaction were the participants 
often have  symmetric roles; the referee, goalkeeper, try line 
player etc. In sport as in collective work the proximity of the 
participants and interfaces plays an important role in the inter-
action [4].

Physical positioning of players in multi-
player games
Communication, proximity and spatial organisation plays an 
important role in collective interactions. In order to include all 
these aspects in a design we have to consider the physical posi-
tioning of the players. 

Looking at some examples of how players are positioned in 
different types of multiplayer games with sport relations, we 
fi nd some clear differences on how multiplayer interaction is 
played in the digital version compared to how it is played in the 
actual sport. The Nintendo Wii ™ can be defi ned as a Single 
Display Groupware (SDG) [10], that enables co-located play-
ers to play on a shared display and simultaneously use multiple 
input-devices . Players using a Nintendo Wii ™ are positioned 
side by side while playing a multiplayer sports game.

Figure 1

The illustration shows how the players’ focus is projected onto 
the screen instead of on each other, thus loosing the possibil-
ity to perceive the paralanguage. However the game tries to 
convey the physical positioning of the actual sport by digitally 
positioning the players face to face. Most likely the players ac-

tually exhibit paralingual cues, but because of their physical 
positioning, they are not able to pick them up. Instead the play-
ers are limited to watching the digital representations, which is 
a poor substitute compared to actually seeing ones opponent.

If we compare the screenbased Nintendo Wii™ interaction e.g. 
with the kind of interaction that would take place during a real 
handball match, the positioning of the players and their visual 
focus is quite different. In a real handball match, visual contact, 
focus on opponents and teammates are vital. Face to face po-
sitioning enables the players to use their kinesthetic empathic 
ability to read their opponent’s paralingual cues.

The drawing below shows a setup where players using Octopus 
trainer are positioned face to face. The positioning enables the 
players to have visual contact and to read the paralingual cues. 
But there is no direct interaction between them, as they only 
have to react on the basis of the system and not on the other 
player. In a real match the players are not acting upon random 
digital cues from a system, but instead acting on the paralingual 
bombardment of the match. So the ability to react on a systemic 
output is only valid as a way of training the reaction ability.
 

Figure 2

When designing for a sportyfi ed context, it is important both to 
have the players positioned opposite each other and to create a 
setting where it is possible and necessary for them to interact 
directly. But positioning the players opposite each other raises 
a problem: How to create an interactive interface that is posi-
tioned between two players and still allows them to see each 
other and physically interact with each other?

TacTower – training kinesthetic empathy
We answer the question above by designing a tangible interface 
distributed on four pillars, TacTower. The design allows for vi-
sual and physical contact between the players.

The TacTower is an interactive appliance for handball training 
which positions the players face to face and enables players to 
train their kinesthetic empathic ability and thereby  developing 
the players’ in-game micro-tactics. Micro-tactics in games like 
handball concentrate on decoding the opponent’s actions and 
reacting upon them, e.g. by feinting or by preventing an attack. 
This particular ability is not only important in handball, but in 
many other branches of sport, where players are directly con-
fronting their opponents.
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TacTower is a modular system that consists of four TacTower 
which defi ne the playing fi eld. Each pillar consists of eight 
spherical units; each unit is illuminated from the inside by mul-
ticolored LEDs, and can be operated by striking or hitting the 
unit. Each unit can be affected from six directions; from four 
hitzones distributed at 90 degrees around the center and one 
from the top and one from the bottom. The user interacts with 
TacTower by hitting the hitzones, thus turning on the light in 
the unit or pushing the light signal in the direction of the hit. 
The direction of the hit is registered by an accelerometer placed 
inside each unit. By hitting the zones the player is able to shoot 
the light signals from one unit to another  both horizontally and 
vertically. The TacTower can either be placed in a line or in a 
spatial grid, according to the gameplay.

Figure 3

One person cannot play a game on TacTower alone, as it re-
quires an opponent to play, because the game’s main focus is 
the ability to create a powerful micro-tactic from reading the 
other person’s movements.

Learning from sports - TacTower collab-
orative interaction
In sports there is a difference between acting and reacting, as 
the players have an opportunity to intercept and prevent an ac-
tion by using their kinesthetic emphatic ability. But in a screen-
based interaction the players are limited to reacting, as there 
are no hints of the next action, as the screenbased interaction is 
striped from paralingual cues.

A signifi cant aspect of sport is the physical proximity of the 
players that creates a closeness which intensifi es the interaction 
between them. We tried with TacTower to centre the interaction 
on the possibility to act on the opponents physical cues before 
the actual event occurs. This gives the player the opportunity 
to prevent an action as the visual cues are available. With Tac-
Tower we deliberately worked on increasing the players’ prox-
imity in order to maintain the sportslike qualities in the interac-
tion. By positioning the player face to face we created a space 
to explore the potential of a physical paralingual interaction.

Future work
We are currently working on creating a working prototype, and 
setting up tests with handball players in order to see how ef-
fectively the TacTower train the empathic part of the bodily 
intelligence. We are aware of the diffi culty in measuring the 
player’s  progression, as the game always depends on the oppo-
nent, which make it diffi cult to create a constant factor in order 
to compare each result. Instead we intend to collect data em-
pirically through a prolonged test setup and evaluate by qualita-
tive interviews from both players and trainers.
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Abstract 
Information work is a demanding activity caused by the in-
creasing complexity of today’s information spaces. Besides, 
information workers are acting correspondingly to their cre-
ative workfl ow, which involves multifaceted characteristics 
like diverse activities, locations and environments. Although it 
is important to fi nd solutions to specifi c aspects of information 
work (information-seeking, information-management, media-
warehousing, etc.) our design approach – MedioVis 2.0 – tries 
to support the entire workfl ow in one coalescing Knowledge 
Media Workbench, showcased in the context of digital librar-
ies. To achieve this goal, we apply the concept of zoomable 
user interfaces, different visualization techniques and investi-
gate additional considerations to provide a satisfying user ex-
perience.

Keywords
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Introduction
Nowadays, accessing digital information spaces such as per-
sonal data, online databases or the World Wide Web is a daily 
activity of nearly every individual. However, information work 
like “writing a scientifi c paper” or “investigating for a news 
article” is a very demanding task. One reason for this is the con-
tinuously growing complexity of information spaces, resulting 
from the increasing quantity and heterogenity of information 
objects and relations between them. Another cause is the dif-
fi culty in execution within a multifaceted individual creative 
workfl ow [1] [2] within today’s digital information-systems. 
Such a workfl ow contains diverse activities like information-
seeking, information-management or archiving of information 
objects. The majority of tools focus on assisting in single as-
pects of such a workfl ow like the very important task of in-
formation-seeking (e.g. MedioVis, http://hci.uni-konstanz.de/
research/projects/MedioVis ). Nevertheless, most of them are 
isolated applications that are hard to integrate into a creative 
workfl ow of a person. Content and functionalities are scattered 
over dozens of applications, websites, storage formats, inter-
action models and devices –  challenging the user’s cognitive 
skills respectively. This often leads to the necessity for work-
arounds, resulting in a destructive degree of complexity and 
“information fragmentation” [3].

Design Arguments
Based on these requirements for creative information work, we 
designed a “Knowledge Media Workbench” that supports the 
entire workfl ow in one unifying workspace [4]. Our approach, 
called MedioVis 2.0, tries to offer comprehensive visual sup-
port for all activities of creative work with digital libraries 
such as searching and browsing different information spaces 
(e.g. digital libraries, the web) or keeping and managing of in-
formation objects and knowledge artifacts for later use. As a 
data source we use the media specifi c part of the library of the 
University of Konstanz, consisting primarily of DVDs or VHS 
tapes. Additionally, we augmented this database with different 
online services like Google Maps (http://maps.google.com/)  or 
the IMDb (http://www.imdb.com/).

MedioVis 2.0 relies primarily on the paradigm of zoomable 
user interfaces and object-orientation. In consequence, no win-
dows, icons, menus, fi les or dialogs are used. To accommodate 
the various activities of information workers, we integrated dif-
ferent techniques to search and explore the information space 
via different visualizations. To keep and manage information 
objects, MedioVis 2.0 offers personalization functionalities. Fi-
nally, the concept has been designed to work on various devices 
like PCs, mobile devices or multitouch tables, presented with 
one consistent user experience.

Zoomable Object-Oriented Information Landscape (ZOIL)
The fundamental visualization and interaction paradigm of Me-
dioVis 2.0 is the idea of a Zoomable Object-Oriented Informa-
tion Landscape (ZOIL) [5]. Within this paradigm, an informa-
tion landscape of virtually infi nite size serves as basic starting 
point for exploration of the information space (see fi g. 1a). 
MedioVis 2.0 arranges each media object, corresponding to its 
primary genre on the landscape. Users are able to navigate in 
this landscape with zooming and panning operations [6]. This 
navigation technique takes advantage of the human abilities of 
visual-spatial orientation and remembering visual “landmarks” 
[7]. By employing this concept, users are able to utilize natural 
and intuitive operations as search strategy in media collections 
(see fi g. 1a-c).

The more the user zooms into the content, the more details and 
functionalities are revealed by a “semantic zooming” approach 
(see fi g. 1a-c), following the visual information-seeking man-
tra of Shneiderman [8]: “Overview fi rst, zoom and fi lter, then 
details-on-demand”. Thus, the available functionalities such as 
playing a video (see fi g. 1c) or accessing a website (see fi g. 2a) 
are always coupled with the information object itself, as it is 
proposed by object-oriented user interfaces [9].
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Figure 1. (a) Initial screen of MedioVis 2.0 (b) Zoomed into the action region 
(c) Most detailed semantic zoom level of a movie object (d) Query “batman 
begins” entered into the search fi eld on the upper right.

Search, Filter and Explore
Analytical search methods are supported by MedioVis 2.0 as 
another way to formulate  information needs. Users are able to 
enter text queries into a search fi eld on the upper right corner of 
the screen (see fi g. 1d). With each key press, the visual repre-
sentation of matching objects expands. We applied the concept 
of Dynamic Queries and Sensitivity [10] for direct highlight-
ing of objects, which still match the current query instead of 
removing all non matching objects. With this technique, the 
attention of the user is automatically directed towards media 
objects of current interest. 

 
Figure 2. Portal containing all action movies. The user can choose between 
(a) the HyperGrid, (b) the HyperScatter and (c) a rapid serial visual presen-
tation inspired by Apple’s Cover Flow (http://www.apple.com/itunes/) .

Portals and Visualizations 
Portals [7] provide a supplementary way of exploration. By 
selecting an arbitrary region of the information landscape via 
a bounding box, the user creates a portal, providing a special 
view on the underlying media objects. Within portals, Medio-
Vis 2.0 offers multiple visualization techniques – for under-
standing, fi ltering and querying – ranging from a rapid serial 
visual presentation (see fi g. 2c) [11] over a scatter plot visual-
ization called HyperScatter (see fi g. 2b) [12] to a table-based 
visualization called HyperGrid (see fi g. 2a) [13]. 

The HyperGrid is a novel visualization integrating zooming 
concepts and an internet browser into the well-known spread-
sheet visualization. Every row, representing one media object, 
can be zoomed to access further information. By integrating 
the hyperlink-concept and an embedded internet browser, users 
can immerge into the information space without losing their 
context.

Furthermore, portals provide visualization-independent fi l-
ter mechanisms. These fi lters are preserved even if the user 
switches the visualization. By moving and scaling portals in the 
landscape, MedioVis 2.0 allows to visually formulate complex 
queries in a direct-manipulative manner [10] as proposes with 
the concept of magic lenses [14].

Personalization
To retain the state of a portal – with its fi lters and visualiza-
tions – for later use, MedioVis 2.0 provides the possibility to 
“lock” and assign a name to portals. Furthermore, users can 
reach their personal region of the information landscape (see 
fi g. 3) by logging in via the circular region at the center of the 
landscape, revealing space to store and manage individual in-
formation artifacts. Drag & drop operations allow adding pre-
viously “locked” portals or copies of single media objects into 
this region. A search task is therefore no longer a transient ac-
tion that is often diffi cult to repeat but rather a persistent object 
of a creative work process. Furthermore, the personal region 
can be organized individually by annotating, labeling and ar-
ranging artifacts the way that fi ts best to the user’s needs.
 

Figure 3. Users reach their personal region of the information landscape by 
loggin in via the circular region at the center of the landscape. The portals 
are represented in different semantic stages, depending on the zoom level of 
the landscape.

2.5 Multiple Environments and Devices
Creative information work is a complex activity, usually ex-
ecuted in varying physical and social situations and environ-
ments. Therefore, one goal of MedioVis 2.0 is to develop an 
interface concept suitable for many different devices, which 
unifi es all kinds of content and functionality with one consis-
tent interaction model, while leaving the user the possibilities 
to establish own workfl ows, data structures or views on the in-
formation space.

Due to the nature of zoomable user interfaces, information 
presentation scales implicitly to a certain extent to different 
display sizes and is therefore applicable on very different hard-
ware platforms. We currently run MedioVis 2.0 on standard 
desktop PCs as single user workstations, on large high resolu-
tion displays which are used as public walls to enable the work 
in groups or project teams and on multitouch tables to further 
improve simultaneous multiuser interaction (see fi g. 4).
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Figure 4. MedioVis 2.0 on different devices: (a) large high resolution display 
(3840x1080 pixel) (b) Microsoft Surface (http://www.microsoft.com/SUR-
FACE)  multitouch table.

User Experience
An additional design goal of MedioVis 2.0 is to unite all tech-
niques and features described above in one consistent and posi-
tive user experience [15]. Besides a satisfying usability we also 
considered several soft factors like joy of use or attractive vi-
sual design.

As every visual design communicates associations of values and 
functionalities [16], we used a semi-transparent background for 
portals, so that contained objects are still perceptible. We also 
placed premeditatedly sized halos behind the genre clusters to 
generate visual landmarks. To improve the joy of use we chose 
animated zooming as interaction technique, using a sinusoidal 
instead of linear animation, to imitate a real world movement. 
The transition between different stages within semantic zoom-
ing is accomplished by a cross-fading morphing animation. 
Furthermore, a parallax background layer is placed behind 
the information landscape that zooms with a smaller factor to 
arouse the feeling of depth and speed. 

Eventually, the design of MedioVis 2.0 encourages the explor-
ative and playful discovery of information objects or novel 
functionalities during the overall navigation process in the in-
formation landscape.

Outlook and Conclusion
MedioVis 2.0 represents a novel perspective on how to imple-
ment a comprehensive Knowledge Media Workbench through 
the use of the zoomable user interface paradigm and object-ori-
ented user interfaces. Thereby, information workers are able to 
accomplish activities within one consistent system. MedioVis 
2.0 provides an unifi ed user experience, not only on a desktop 
PC, but also on different devices such as multitouch tables and 
large high resolution displays. To further evaluate the poten-
tial of the concept, we will also transfer MedioVis 2.0 to other 
complementary devices like mobile gadgets (e.g. smart phones, 
netbooks), which already play an increasing role in creative 
workfl ows of many information workers. Reality based inter-
action [17] and the combination or “blending” of real world ar-
tifacts with digital information objects will also be of particular 
importance in our future research.

The evaluation of MedioVis 2.0’s user experience will be a fur-
ther important component of the development. Therefore, we 
intend to organize focus groups and employ empirical studies 
to measure aspects such as hedonic quality and appeal. 
Despite of open issues regarding the creation of knowledge 
artifacts or collaboration, which we want to approach in fu-
ture work, we believe that our Knowledge Media Workbench 
– MedioVis 2.0 – offers reasonable possibilites to support an 
individual creative workfl ow.
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Abstract
The Sono is a sound installation that allows people to experi-
ence and create music in a new and unique way without the 
traditional musical background. The focus is on creating music 
with an expressive interaction without touching the instrument. 
People can record their own speech or other random sounds 
and modulate the sound by moving their hand within a three 
dimensional fi eld above the goblet. The installation makes use 
of ultrasonic sensors to detect the movement of the hand. The 
sensor data is linked to various sound modulation effects.

Keywords
music, touchless interaction, sensors, lights

Introduction
The development of innovative music and musical instruments 
is increasing rapidly [1, 2]. Where musical instruments used 
to express the emotions of the musician, it is time for musical 
instruments to be able to translate musical expressions into mu-
sic. This vision lies within the philosophy of the Klankspeel-
tuin; the client at the start of this project. [3]

In this paper there is a new interactive sound installation pre-
sented designed to explore new expressive ways of making mu-
sic. First the aim of the project will be presented in the objec-
tive, next the interaction will be showed, thisrd the technology 
behind the interaction will be explained and fi nally there will 
be made a conclusion from the investigation and development.

Objective
The Klankspeeltuin aims on educating children between 7-11 
years old in music. They want to make children aware of mu-
sic, motivate them to listen more carefully to each other, to 
stimulate team working and let the kids experiment and play 
with music. Studies also prove the benefi ts of music training 
for children [4, 5]. The Klankspeeltuin has four installations 
but is aiming on increasing their collection resulting in a co-
operation with the TU/e and the project objective: “Design a 
new installation for the Klankspeeltuin that allows children to 
create music in a non-traditional and playful way and which 
stimulates teamwork”

After half a year of development the result was a musical instal-
lation based on an interaction without physical contact using an 
arrangement of ultrasonic sensors to track the position of the 
hand within a 3-dimensional fi eld. Unfortunately the Klank-
speeltuin wasn’t able anymore to fi nancially support the project 
because of loss of subsidizing.

The Department of Industrial Design supported the project for 
further development resulting in a new project aim: to develop 
the concept to a high quality prototype to be presented at exhi-
bitions as a promotional object for the Department.

Figure 1. Klankspeeltuin Concept

Figure 2. Final TU/e concept

Interaction
Aim was to create a new way of making music. Orientation 
within the market of interactive musical installations resulted 
in the conclusion that most designs focus on screens and tables 
and interaction through physical contact. The inspiration and 
room for development were found in the opposite style of in-
teraction not relying on screens and physical contact. The Ther-
emin [6] which makes use of a touchless interaction proved to 
be a strong inspiration.
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Second aim was to make the interaction very open for various 
ways of creative input instead of pushing the user to a spe-
cifi c action. Creating music is a form of expression and people 
should be free in their way of expressing themselves. There 
shouldn’t be a wrong way to use the installation.

Sound modulation
The main interaction consists of moving your hand freely with-
in a three-dimensional fi eld to modulate predefi ned samples or 
recorded sounds played in a continuous loop. The technique 
makes it able to program a large range of interaction possibili-
ties relating specifi c movements to particular sounds in various 
ways.

Figure 3 Creating sound effects with hand movement

For example simple interaction, like moving your hand up and 
down to change the pitch or a complicated one using more 
expression, like creating wild effects with wild gestures and 
subtle effects using elegant moves. For the fi nal model there 
was chosen for a range of three different interactions with a 
variety in complexity.

Feedback
Only making use of the sound effects as feedback, didn’t 
prove to provide enough information for a clear interaction.
The choice was made for additional visual feedback to pro-
vide information of the position of your hand consisting of a 
ring with a light that follows your hand.

Figure 4. Lights following the position of the hand 3

Light feedback was selected because it provides a clear and 
basic level of information and has room for a large range of 
feedback possibilities combining colour, intensity and posi-
tion.

Record function
The record function is based on the link with an echoing well. 
The principle of an echoing well is that you yell inside the well 
and hear your voice echo. Just like an echoing well you bend 
over the edge of the Sono and yell your message or make a ran-
dom sound. After leaning back you hear your recorded sound 
echoing from the Sono.

For controlling the record function the use of a physical inter-
action couldn’t be avoided, because a non-physical interaction 
with hand position tracking confl icted with the sound modula-
tion interaction.

Figure 5. Switching on record function

Aiming on a subtle control related to the echoing well meta-
phor resulted in touching the ring while bending over to record 
your sound. Making use of coloured light in the touch sensitive 
area and the ring inside the goblet confi rms switching on the 
record function

Technology

Sensors
SRF10 Ultrasonic Sensors measure the distance to an object 
by sending out ultrasonic sound waves and calculating the time 
between sending and the return of the refl ection.

With the positioning of the sensors a three dimensional fi eld 
can be created. This fi eld is converted form XYZ fi eld to a polar 
coordinate system where:
r = (x2 + y 2) ½
θ = tan-1 (y/x)
z = z

Figure 6. Cylindrical coordinates
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With the polar coordinate system the sound can be changed 
with three values. These values can be adapted by moving your 
hand further away or closer to the center (θ), by changing the 
height (z) of your hand or by changing the angle (r) in the imag-
inary cylinder. These values are used in Max MSP to change 
the values of a patch.

Arduino
The Arduino is a microcontroller directly connected to the sen-
sors. The data from the sensors is received and processed by the 
Arduino. The processed data is send form the Arduino to the 
computer through a USB connection. On the computer the data 
is being received by program called Max MSP.

Max MSP
The data from the Arduino can be translated into sound modu-
lation effects using Max MSP, a program specifi cally designed 
for sound and musical purposes. The team was supported by 
Gustaaf Milzink, a student from the HKU, who designed the 
sound modulation programs (patches).

Sensor Positioning
Multiple tests with the sensors positioned in the three dimen-
sional fi eld resulted in the conclusion that registering the hand 
position didn’t work stable enough. Tests were conducted to 
determine the range of the sensor beam. Main conclusion was 
that the range of the sensor beam covered a very narrow area 
between 0cm and 15 cm and covered a wide fi eld form 15 cm.

Figure 7. Sensor beam with maximum angle

Figure 8. Sensor positioning in a ring

The options for having a single transmitter with multiple re-
ceivers were investigated resulting in a successful positioning, 
having one sensor including both a transmitter and receiver in 
the center with a circle of four receiving sensors around.

Recording
Two infrared sensors are implemented in the ring to register 
a person touching or nearly touching the ring to switch on the 
record mode.

Conclusion
Main conclusion is that the technology is thoroughly investi-
gated and successfully implemented in such way that it pro-
vides the opportunity to create a very broad range of interaction 
styles. The creation of interaction options relies on program-
ming, which makes it open for countless opportunities to be 
tested and implemented in the fi nal stage of development.

The result is a sound installation which fi ts the demand of ex-
periencing music in a non-traditional and playful way and also 
provides new chances for further exploration.
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Abstract
The following text is largely based on an academic project that 
was realized between November 2008 and January 2009. The 
theme of the overall project was “Complex interactions in a 
specialized environment” and it was conducted in partnership 
with Komatsu Forest AB and IDEO Munich. The goal of the 
project was to rethink the (very numerous) interactions that are 
happening between a wood-logging harvester, it’s operator and 
the forest. Through extensive research and a total of three days 
spent on the fi eld, I chose to mainly work on the operators’ 
visual cognition.

Keywords
simplicity, low-tech, hardware sketching.

The illusion of designing interaction
As much fun as technology is, I think we should of course in-
tegrate it throughout the whole design process. However, if we 
do not want to risk being ourselves drowned in this sea of tech-
nology, it is mandatory that it should not be our main focus.

In an era where progress is often measured rather than appreci-
ated—or in other words, judged by the quantity added features 
versus the quality of the experience—, it is my belief that as 
interaction designers, we should thrive for easing people’s dia-
logue with technology. This, as I understand it, has much to do 
with the illusion of designing interaction.

Visualizing strategy—the project
The working environment of wood-logging harvester operators 
is one that can be qualifi ed as complex if not complicated. As 
an example that demonstrates that complexity, let’s only men-
tion that these operators have in each hand a joystick (on which 
lie numerous buttons and knobs) that triggers an astounding 35 
different functions! And not only are they constantly manipu-
lating these, but within only a few seconds, they have to take 
an impressive amount of very important decisions concerning 
numerous things that are not even close to be related to the 
process of cutting a tree. An experienced operator can cut about 
three trees per minute; in other words, everything goes fast, 
extremely fast. In the context of a project concerning a person 
that works in such an intense environment—namely a wood-
logging harvester—, and knowing that the main priority of the 
whole forestry industry (including the operators), is to increase 
productivity, one of the interaction designer’s duties is to obvi-
ously allow that, but furthermore creating a more effi cient if not 
more enjoyable working environment for these operators.

 

Figure 1. In a Valmet  941.1 wood-logging harvester, the operator looks at 
two things: the forest and his computer screen. On the computer screen is dis-
played all sorts of information concerning, amongst others, the trees (length, 
specie, assortment, etc.), price lists, maps, and machine settings.

The basic idea behind the ‘Visualizing strategy’ project is to 
get as much tree-related information into the forest—therefore 
away from the screen so that the operators can truly focus on 
their subject: the forest.

Before going into further detail regarding the actual concept, 
one has to bear in mind that due to limitations in time I have only 
developed in depth the micro aspects of the project: namely, 
an ‘interface-in-action’ that allows the operators to constantly 
keep their eyes in the forest (whereas actually, they constantly 
look at their screen to verify, amongst others, measurements, 
tree quality and specie).

Also, a critical aspect of the development of the project was to 
thrive for simplicity—which was in fact a self-imposed modus 
operandi. I tried to apply these “principles of simplicity” in: the 
interaction effectiveness, the visual language and the technolo-
gies I used.

Reducing by augmenting
Even if the above statement seems contradictory, while I was 
developing my project, it made perfect sense to me. Indeed, I 
fi gured that with my simple, low-tech approach that made use 
of lasers as a means of displaying information, I was if fact 
truly—even if crudely—augmenting reality. 

I was also reducing the quantity of displayed information to the 
essential: the information regarding the tree specie, quality as 
well as a number of dots that would indicate (if there would be 
fi ve of these dots) fi ve different options to cut a log to length. 
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All of the above information would be displayed directly on 
the tree trunks, with a very low-tech technology —the laser—
hence my concept of interface-in-action.

Discreet choice
Another interesting thing to mention with the use of true aug-
mented reality by means of projecting lasers beams directly 
onto the tree trunks (namely, having fi ve ‘dots’ and a line dis-
played on the tree trunk) is that, contrary to the actual system 
which consists in the operator having to move the cutting head 
of his harvester approximatively to the desired location (with 
a pressure-sensitve knob), the operator is now discreetly indi-
cating the exact location where the saw will cut the tree. This 
approximation is completely absent with my approach, for the 
operators need only to be pressing a single button (x number of 
times) depending to which ‘dot’ they want to move the cutting 
head to, hence providing a discreet input to their machine.

Furthermore, all the information needed to cut the logs to length 
is, as previously mentioned, displayed directly on the tree. In 
other words, this means that the operator, once he has set his 
personal preferences (e.g. the spacing between the dots that are 
displayed on the tree, the number of dots, etc.) would been able 
to constantly keep his eyes in the forest. Another interesting 
aspect of using such a ‘low-tech’ technology is that while lasers 
are being projected into the forest and onto the tree trunks, it 
means by implication that these very lasers are in fact (crudely) 
augmenting reality. In other words, a rather nice feature (that 
allows the interface to be displayed where it should be) that is 
often perceived as futuristic effect is achieved in a very simple 
manner.

 

Adding content does not necessarily add 
meaning

Simplicity… in prototyping
The term sketching, since Bill Buxton published his book , 
seems to have taken a much broader and more holistic mean-
ing. It does not solely mean sketching with a pencil on a white 
sheet of paper anymore and that is especially true —and quite 
recomforting—in interaction design. Sketching, according to 
Buxton is, simply said, prototyping (traditional sketches, pho-
tographs, sculpture, simple electronics, etc.) numerous ideas 
rapidly in order to give the designer a broad range of possibili-
ties to choose from.

As interaction designers, if we wish to not only design an illu-
sion of interaction, but actually prototype it, it then becomes 
relevant to dive into the process of programming. 

“Code has a major infl uence on design, and I think it is too 
important to anonymous engineers” 

Building crude physical prototypes that (can) involve program-
ming and electronics proves to indeed be an utmost hands-
on method and approach to try out ideas in a relatively rapid 
manner. Hardware sketching—as opposed to CAD modeling 
or video compositing—even for a total neophyte like myself, 
proves to be an utterly tangible way of truly experiencing a 
‘design’. Not only can one see, touch or hear a prototype of 
that design, but can also witness, and more importantly, feel the 
effects and behaviors of their design.

 
Figure 2. The fi nal prototype of my project. It was used to validate the concept 
of projecting lasers.

Final words
Interaction design, when considered the other way around—
that is, the design of interaction—then has an arguably differ-
ent meaning. In other words, it becomes more tangible—and 
intelligible! More intelligible because, at least from a linguistic 
standpoint, the ‘design of interaction’ is a more concrete con-
cept than the term ‘interaction design’. Moreover, the design of 
interaction(s) is more revealing as to what it is that an interac-
tion designer does: he or she designs interactions—or to use a 
more popular term, experiences.The interaction designer needs 
tools to verify, prototype, test out his or her ideas. It appears 
that hardware sketching is a great way to do so, partly because 
of it’s effi ciency in communicating a better idea and feeling—
to the end-user as well as the designer—of the fi nal ‘experi-
ence’ or interaction of what is being designed.
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Abstract
In this paper we discuss the design of the Junior Director: This 
is a portable device that enables a child to record its environ-
ment along with animations that can be added and controlled in 
real-time. The device is suitable for children of different ages 
and for both independent and social play: Younger children are 
more likely to record interactions between animations and the 
environment, while older children can use their friends as ac-
tors in their movies. Important aspects relating to design for 
children, such as storytelling and imagination are discussed. 
Apart from the device itself we also describe parts of the evalu-
ation. 

Keywords
animation, augmented reality, storytelling, design for children, 
interactive toys, imagination, embodied interaction

Introduction
The current range of video-editing and animation software of-
fers its users many possibilities for creating complex animated 
movies. This software is generally too complex for children, 
but moreover misses the spontaneity of play. Most animation 
software for children in essence does not differ much, and 
merely tries to make well-known slow animation methods such 
as frame-by-frame animation and key-framing more accessible 
and attractive. There are many opportunities for interaction 
designers for providing children with more playful animation 
methods. Many lie in improving software and input devices, 
but probably many more lie in bridging the gap between the 
virtual and the real world. The latter can be very inspirational, 
providing props, scenes and actors. Inspiration can be drawn 
here from fi elds such as embodied interaction [1], tangible in-
teraction [2], and augmented reality.

The opportunities regarding designing an embodied animation 
system for children were explored in a student project coached 
by the fi rst author. Four Bachelor students (the latter four au-
thors) conducted the project during the fi rst semester of their 
second year, in approximately nine project weeks (converted 
to fulltime). The physical result of this project is the Junior 
Director, a fully functional prototype of a portable device that 
enables a child to record its environment along with animations 
that can be added and controlled in real-time.

In the next section we will fi rst discuss related work. In section 
3 we will discuss the concept of the Junior Director, and in sec-
tion 4 we will discuss the evaluation of early prototypes and the 
fi nal prototype. We end with considerations for future work and 
our conclusions.

Related work
A classic example of software that uses a more playful approach 
to animation than frame-by-frame or key-frame animation is 
the game My Make Believe Castle [3]. In this game children 
have to draw paths in pre-illustrated scenery, drop objects on 
these paths, and fi nally place characters to start the animation. 
The children do not have to worry about a time-line, but mainly 
about the story that they want to be told. A child can for ex-
ample aim to make a character slip over a banana skin while 
it walks over the bridge. A more exotic example is MOOVL in 
which children draw vector shapes that can be playfully ani-
mated using elements of physics such as gravity, friction and 
springs [4].  A more spontaneous way of computer animation 
that is closer to our concept, is the recording of computer game 
characters that are controlled in real-time using computer input 
devices.  This is an important part of an art form generally re-
ferred to as Machinima [5].

For interaction designers there are many opportunities for cre-
ating new interfaces that allow animations to be used in a more 
embodied way. An example is the Puppet UI project in which 
on-screen characters can be controlled using hand gestures [6].  
Other interesting things can happen when the virtual and physi-
cal world are combined. Except from the fact that the body is 
a natural interface, it is also magical for children to see them-
selves in an animation. Different contemporary examples are 
Sony’s Eye-Toy games [7] and the Shadow Monsters project 
[8], which were preceded by the pioneering work of Krueger 
[9]. Our concept, the Junior Director, is not bound to a fi xed 
setup and therefore compatible with a multitude of play situa-
tions. Its portability allows children to use it in different play 
settings, drawing inspiration from parts of the environment 
such as toys, friends or even buildings. It also enables children 
to play in different roles: Actor or director. We will elaborate on 
the concept in the next section.

The Junior Director
The fi nal physical result of our project is a functional prototype 
called the ‘Junior Director’.  This is a portable device, includ-
ing a camera, a screen and several controls, that enables a child 
to record its environment along with animations that can be 
added and controlled in real-time (fi gure 1).  For example, a 
child can make a video of an animated dragon fl ying over the 
LEGO-castle that he or she has just built, or a video of King-
Kong hanging from the real church in the street. Our current 
focus is not on image recognition (e.g. King-Kong will not au-
tomatically hold on to the church). The child is in control: He or 
she controls the actions of the animated character.
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Also more complex play situations can arise: A child (the direc-
tor) can record movies that include one or more friends (actors) 
interacting with an animation. An example is a fi ght between 
a friend and an animated dragon. Since the system does not 
project graphics in the real world, the actor cannot see the ani-
mation. Therefore the director has to explain what is happen-
ing or what the actor should do. For example, the director can 
make the dragon spit out a ball of fi re and at the same time s/he 
can ask the actor to dodge. The fi rst time that the actor sees the 
recorded movie is very exciting, because now s/he can see his/
her interaction with the animation for the fi rst time. Actor and 
director can practice to become more skilled at making mov-
ies in which the interaction between animation and actor looks 
seamless.  Eventually this example can lead to online contests 
for the most realistic or funniest dragon-fi ght.

 

Figure 1. The fi nal Junior Director prototype being tested at an elementary 
school.  At the left of the device is a joystick for moving the animated charac-
ter. At the right are an action button, and a dial for choosing which animated 
character to use.

Ideation and evaluation
Ten illustrated ideas, ranging from magic mirrors to augmented 
puppetry systems, were developed into three concepts with il-
lustrated scenarios. From these concepts the Junior Director 
was selected based on a Must-Should-Might analysis using 
requirements that were partly defi ned in the project descrip-
tion and partly by the students. Examples of strong points of 
the Junior Director are that it still challenges the children to 
dress up and create their own props and environments, and that 
it supports different ways of play (social or independent) for 
children of different ages.

After this choice a range of explorative prototypes was made, 
including amongst others a device that has to be operated by 
two children together and a device operated like binoculars 
(fi gure 2). These prototypes were tested at an elementary school 
with 1st graders and gave a fi rst idea about the children’s un-
derstanding of the concept and ability to create simple stories, 
related to the specifi c ways of interacting with the prototypes. 
For these young children the director-actor interaction seemed 
to be too diffi cult, but they liked making (very) simple stories 
of the characters moving through the environment. Especially 
the binoculars were a success, since they really afforded aiming 
(and recording) to the children. The design of the binoculars 
was however not used in the fi nal concept because it can cause 
problems for the director in terms of moving around and com-
municating with the actor.

     

Figure 2. Explorative prototypes with paper characters that can move along 
translucent plastic instead of animations on a screen.

The fi nal prototype was later tested with 6th graders. First im-
pressions show that the children have lots of fun playing with 
the fi nal prototype.  There was much interaction between the 
actor(s) and director. They were actively discussing the play/
scene before, during and after recording.

Future work
Extensive usertests were not possible within the timeframe of 
the project. Longer tests with more participants has to be done 
to get more insight in the richness of stories and interactions 
that children of different ages create with the device. It is im-
portant to test the device in different play settings, such as so-
cial play at school or independent play in a child’s room. 

It will be necessary to investigate the different kinds of actions 
that the animations allow for, and how to improve the interface 
for controlling these actions. This is extra important because 
the director should not only be able to control the animations, 
but at the same time also fi lm the scene and communicate with 
the actor.

Finally, different kinds of animations can be developed allow-
ing for a wider range of interactions and stories. Eventually it 
can also be considered that children create their own animated 
or non-animated characters. 

Conclusion
An important learning point from this project is the inspiration 
that the real environment has to offer, not only for the chil-
dren for storytelling, but also for us as designers in coming up 
with innovative concepts. We encourage interaction designers 
in general to consider their designs within real-world contexts. 
When designing for children, their natural play settings, props 
and roles can be used as an important part of a design con-
cept.  By considering different scenarios that require different 
amounts of imagination and social interaction, a design can be 
made suitable for children of different ages. 

What surprised us was that it was hard to fi nd examples of 
closely related work. There are lots of examples of augmented 
reality applications (also for portable devices) in which anima-
tions adapt automatically based on detecting features or move-
ment in video images, but not of cases in which the ‘director’ 
has more precise control over what happens. We are defi nitely 
not arguing that children do not like animations that react au-
tomatically (we are sure they do), but do think that it can be 
worthwhile to explore more augmented video concepts that 
trade some system intelligence for more creative control.
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Abstract
People visiting theme parks intend to have a day of fun. Yet a 
larger part of the time is spent queuing for rides rather than in 
the actual rides, which does not contribute to the intended fun 
experience. Current efforts therefore either make the queue as 
bearable as possible or try to get rid of it altogether.

In this paper we propose a vision in which we see the queue as 
an opportunity to become part of the fun experience of visiting 
a theme park. To realize this vision, we propose the use of inter-
active gaming platforms interwoven in queue, on which people 
in line can play a game that is based on several psychological 
principles to shorten the perceived waiting time. We present a 
design-case; ‘the Dream Chamber’ as an example of our vision. 
Evaluations of this system indicate potential for this class of 
systems and our proposed vision.

Introduction
In amusement- and theme parks, visitors buy a ticket to spend a 
fun day with their family or friends. However in today’s crowd-
ed parks, a large part of the daytime is spent on queuing for the 
rides. Instead of the intended fun, this often results in annoy-
ance and frustration. 

General attempts have been made to overcome the problem of 
waiting in theme parks. Some projects aim to make the wait-
ing as effi cient as possible by the use of waiting management 
systems such as “Six Flags’ Q-bot” and “Disney’s Fast-Pass”. 
Others aim to make the waiting more bearable by providing en-
tertainment such as atmospheric environments, actors dressed 
as fantasy fi gures, videos, animatronics, etc. Some theme parks 
also use other entertainment to increase capacity and to take 
away pressure of the waiting lines, such as large theatre shows, 
restaurants and museums. 
Disadvantages to these approaches include: (1) that waiting 
management systems only relocate the waiting but do not tack-
le the waiting itself, (2) that the current entertainment provided 
is fi ne in principle, but is very passive and usually does not 
entertain people for the duration of the wait.

   

Figure 1. Two photographs of the queue for the ride ‘Droomvlucht’ the theme 
park ‘de Efteling’  

The conclusion we drew is that the problem of waiting in theme 
parks has not yet been solved in a satisfying manner. Further-
more we believe waiting in theme parks is inevitable. Theme 
parks have under-capacity by default, which naturally results 
in people waiting for rides (in whatever form). From a busi-
ness perspective queues are even considered desirable as they 
help theme parks to live up to their promise to provide visitors 
with a full day of fun. Finally, waiting in line contributes to in-
creased anticipation for the rides, especially when you can have 
sneak previews of the ride while waiting for example a roller 
coaster passing by over your head.

Proposal

Vision
We propose a new vision on queuing. We see an opportunity 
to extend and amplify the fun experience of visiting a theme 
park by making the wait part of this experience. This oppor-
tunity is created by the nature of the queue which consists of: 
(1) a large number of people that (2) are waiting for the same 
entertainment and who have (3) time to engage in an activity. 
Creating a fun activity, tailored towards the ride, can exploit 
this rare opportunity to achieve the extended and amplifi ed fun 
experience. Thereby the general visitor satisfaction of the park 
increases, resulting in better reviews of the park and more re-
turning visitors. 
  
Background theory
To realise our vision, we propose the implementation of several 
psychological principles in an interactive system in the queue 
area. We used three psychological principles described by Da-
vid Maister in his paper ‘The Psychology of Waiting Lines’ [3], 
that either increase the tolerance for waiting time or reduce the 
perceived waiting time. 
(1) Activity. When people have something to do, their perceived 
waiting time is shortened. 
- We aim to provide people with an activity related to the ser-
vice they are queuing for.
(2) Feeling of progress. When people feel they are progressing 
towards their goal, their tolerance for waiting time increases. 
When people feel the service has already started, this feeling of 
progress is further amplifi ed.
- We aim to provide people with a game that becomes harder 
and harder when people move forward in the queue to create a 
feeling of progress. We aim to amplify this feeling by designing 
the game in close relation to the ride people are queuing for.
(3) Group feeling. Waiting on your own seems longer than wait-
ing with a group of friends. When there is a feeling of ‘group’ 
the perceived waiting time is shortened.
- We aim to make people cooperate to create this feeling.
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Design Case
Here we present a design for the queue area of ride in the dark 
called ‘Droomvlucht’ (Dream-fl ight) in theme park the ‘Eftel-
ing’ in the Netherlands. In this fairy-theme ride people are taken 
through several dream-worlds in 2-3 person carriages.

Dream Chamber concept
For the queue area of this ride we propose to implement a col-
laborative tabletop game, played on interactive tables that are 
interwoven in the queue structure. On these tables the people in 
line can play a game that matches the ride’s theme of fairies and 
dream-worlds. We call this gaming-system ‘Dream Chamber’.

 

Figure 2. The tables interwoven in the queues snake-structure

The goal of the game is to ‘feed’ the ride’s dream-world with 
‘dreams’ in order to keep it alive. The people in line have to 
work together to accomplish this task by guiding ‘dreams’ 
with their hands from one end of the table (where they emerge 
from the ‘dream source’) to the other end of the table where 
the ‘dreams’ are collected by an elf in a crystal ball. When the 
crystal ball is fully charged the elf sends the dreams from his 
ball towards a typical scenery that represents the dream-worlds 
of the ride. The more dreams that reach it, the more vivid and 
lively it becomes, making it a representation of how well peo-
ple are playing. On a local level, the elf’s crystal ball supplies 
this representation.

 

Figure 3. An illustration of the queuing area as proposed for ‘Droomvlucht’

As people progress through the queue the game becomes more 
diffi cult. Each table presents them with increasingly challeng-
ing levels until they eventually reach the actual ride. When 
people enter the line, they start off with simple levels to explore 
the game. In later levels they have to avoid ‘dreams’ colliding 
with ‘nightmares’ that eliminate the dreams. To continue feed-
ing the dream-world they will have to work together to guide 
the dreams safely across the tables.

 

Figure 4. The game with the different elements; 1) Dreams; 2) Nightmares; 3) 
Dream source

Interaction
When entering the ‘Dream Chamber’ people receive a ring to 
put around their fi nger. This ring allows for recognition of the 
in- and outside of the hand by the system. Depending on the po-
sition of the visitor’s hand above the table’s surface, one of two 
types of interaction with the ‘dreams’ is used. With the palm 
of the hand facing up, the visitor can make an inviting gesture 
to attract the dreams. With the palm facing down, the visitor 
makes a blocking gesture to push the dreams away.

Each dream is in essence a particle which behaves according 
to the fl ocking principle [1]. This gives the dreams a natural 
emergent behaviour, similar to that of a fl ock of birds. When 
interacting with the dreams the people infl uence the ‘dream 
particles’ as a part of the fl ock but with a bigger force than the 
dreams have on each other. This gives people an infl uence on 
the dreams, but no control over the dreams. Cooperation with 
other people in line is therefore required to guide the dreams. 
The natural behaviour of the dreams and the two types of inter-
action create an intuitive way of playing the game and make it 
easily understandable for different users.

The wide variety of people in theme parks and their expecta-
tions requires the game to allow for a variable level of engage-
ment in the game. The setup of the tables creates a continuous 
interaction platform which allows people to decide whether or 
not to interact with the game at each point in the queue. This 
means that children may play intensively for the duration of 
the wait, their parents may help out every now and then and 
they may take a break to have something to eat whenever they 
please.

 

Figure 5. The Interaction possibilities with the game; pull (left) and push 
(right). In our prototype we used coloured stickers for hand-tracking instead 
of the proposed rings
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Evaluation and Conclusions

Setup
To evaluate our proposal we created a prototype of the Dream 
Chamber concept. This prototype consists of a two meter long 
table that represents a small part of the larger interactive table 
system interwoven in the queue structure.

The prototype uses a video projector to project the game and a 
webcam to track people’s hands. Instead of the infra-red ring 
described in the concept, we used coloured stickers to track 
hands.

Procedure
We evaluated the proposal in two qualitative user-tests at our 
department of Industrial Design at the Eindhoven University of 
Technology. One test was conducted with approximately 150 
high school students (divided over groups of 15-25 people). 
They were asked to play the game. Afterwards they fi lled in a 
questionnaire in which they were asked about the use of such a 
system in a theme park context.

The second test was performed with an expert panel that con-
sisted of eight staff-members and master students of our de-
partment. During this heuristic evaluation, the quality of more 
specifi c elements such as interaction, game-play, graphics and 
sound were discussed.

 
Figure 6 Photograph during the test with the expert panel

Findings
In general we can say that the concept triggered positive reac-
tions in both testing groups. We can however not draw rigid 
conclusions concerning a successful implementation of the 
psychological principles (activity, progress, group feeling), as 
we were only able to evaluate the system outside the actual 
context. Nevertheless, from the observations of the tests, we 
got indications that we have succeeded in making these prin-
ciples work. 

We observed that most people were actively involved in the 
game for the duration of the experiment. This indicates that we 
have been able to create an ‘activity’ for the people in line. 
We also observed that people who did not know each other co-
operated and communicated strategies to guide the dreams in 
the right direction. This may be and indication of a basic ‘group 
feeling’. 

Creating a ‘feeling of progress’ was hardest to assess outside 
the real context. We have however been able to observe in-
creasing skill of the participants over time as they reached the 
higher levels of the game. This increased skill may be felt as 

progress. People also indicated they saw a clear relation with 
the ride. This can make them feel the service has already started 
which also promotes the feeling of progress.

Considering the interactions, people were able to understand 
the interaction possibilities after a few moments of getting ac-
quainted with the system. The capability to use the possibilities 
effi ciently varied per person, but generally grew over time. 

Discussion

Future work
In order to draw validated conclusions, an in-context longitu-
dinal fi eld study should be performed to learn about the actual 
implications of the proposed system on the queue and the peo-
ple waiting in it. Only then can we answer relevant questions 
like: will waiting truly become part of the fun experience of 
visiting a theme park? Will the tolerance for waiting time be 
increased and the perceived waiting time be shortened? Will 
the same social rules still apply or does the design change the 
queuing ethics? [4] What will be the infl uence of people who 
interfere with the game’s goals?

Also the possibility of developing different games for differ-
ent rides needs to be investigated. This could be done both by 
exploring the implementation of the proposed interactive table 
platform for different rides and queues, as well as on other -yet 
to be developed- platforms. 

Future of waiting in theme parks 
It is likely that interactive entertainment will play an increas-
ingly important role in theme parks over the years to come [2]. 
Interactivity in the rides is an opportunity which is hard to leave 
aside, as new technologies emerge and are available at relative-
ly low costs. Visitors will become actively involved in the ride 
and help to shape their own, relatively unique experiences.

When the rides become increasingly interactive, interactivity in 
waiting areas is in our vision a logical next step. Actually, it is 
a step that may go prior to the shift in focus in the rides as the 
desire for a change is more urgent in this area. In our vision, a 
day in the theme park of the future is no longer one where a lot 
of time is spent waiting for pre-fab experiences; but rather one 
where a whole day is fi lled with fun activities.
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Abstract
This paper reports upon an ongoing investigation exploring a 
provoking concept in interpersonal interaction.  The origins of 
the concept of human conduits or cyranoids as a tool of de-
ception is outlined.   Informal exploration of the technique in 
social settings is described.  It was discovered that a participa-
tory unveiling of the illusion might accelerate the formation 
of positive new interpersonal relationships.  A follow up trial 
in a workplace setting probed if the technique had potential as 
a medium of business communication.  Refl ections upon the 
diffi culties of accurately relaying emotions through a human 
conduit conclude the paper.

Introduction
Cyranoids are people whose speech is being controlled by an-
other person (Milgram 1984).  People that converse with a cyr-
anoid may thus experience an illusion that they are interacting 
with the person in front of them whilst in a sense they are only 
interacting through that person.

It is hoped that an exploration of cyranoids can contribute to 
and provoke discussions in a range of theoretical and practical 
fi elds relating to interaction design, including the development 
of embodied agents, voice activated systems, humanoid robot-
ics, augmented cognition, remote collaboration, social media, 
cyber-ethics and telepresence.  

Researchers concerned with the methods of prototyping other 
complex devices and systems may also care to refl ect on how 
a cyranoid is a kind of subversion of the “Wizard of Oz” tech-
nique (Kelly 1983).  “Wizard of Oz-ing” uses a concealed ex-
perimenter as an inexpensive and rapid method to simulate the 
behaviour of an interactive application or device.   In contrast, 
a cyranoid can be seen as using a non-concealed person (who 
may or may not be experimenters) in a simulation of product 
behaviour for which we have widely available technology.   

Cyrano the fi rst cyranoid
The term comes from the character Cyrano de Bergerac in Ed-
mond Rostand’s 19th Century play (Rodstand 1898).  Cyrano, 
who is ugly but articulate, helps his handsome but inarticulate 
friend win the heart of Roxane by providing eloquent and witty 
prompts from the sidelines. The outcome is that  Roxane falls 
in love with Cyrano’s mind through interacting with the body 
of his friend. Although this intriguing plot has been explored 
in numerous plays and fi lms since the 19th Century, there has 
previously only been one attempt to explore this idea outside 
of fi ction. 

Stanley Milgram and 20th Century Cyranoids
Social psychologist Stanley Milgram coined the term cyranoid 
to describe  a person whose utterances were being controlled by 
a second person, the source, via  radio transmission (Milgram 
1984). The cyranoid wears a headset which receives input from 
a microphone in a different location. The source then speaks 
into the microphone, and the cyranoid just has to repeat to their 
interactants what they hear in their ear. So that the source knows 
what is going on, the cyranoid also wears a microphone which 
transmits everything it hears back to the source.  In this way 
one person can control the utterances of another unbeknownst 
to other people.    

Cyranoids in the age of ubiquitous computing
Since Milgram’s work, little has been done in this area1,  and yet, 
today with advances in technology the time is right to explore 
a more advanced version of the cyranoid. While the  headsets 
used by Milgram were conspicuous and limited to transmitting 
verbal data, now, it is possible to use incredibly inconspicu-
ous equipment to transmit both verbal instruction and for the 
source to also receive a video stream of what the cyranoid is 
seeing. Furthermore, the internet means that the cyranoid and 
the source can be separated by huge distances, with sources 
simply ‘logging in’ via the web to a given cyranoid, being able 
to see and hear what the cyranoid hears and sees, and then be-
ing able to transmit thoughts to, and through the living, breath-
ing avatar that is a cyranoid.

Experiments in Social Settings
To explore and verify Milgram’s claims, two trials of cyra-
noids were undertaken in the social setting of exhibition launch 
events at two different art galleries. In both cases there were 
three unannounced cyranoids mingling with the unknowing 
guests.  The trials took place in different towns, thus the guests 
attending the events were largely unfamiliar to all three cyra-
noids.

An obvious and two discrete cyranoids
One of the cyranoids wore their camera, microphone, transmit-
ters, receivers and power sources and all connecting wires on 
the exterior of incongruous headwear. 

1The focus of this ongoing inquiry is on the interpersonal ef-
fects of a single source in turn conversing through a cyranoid 
that is colocated in time and space.  Related explorations in-
clude democratically controlled tele-actors (Goldberg 2002) 
whereby many sources vote online to control the actions of  a 
tele-actor and artworks in which living avatars are remotely 
directed to interact with other living avatars (Butler 2007).
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Figure 1.  The obvious cyranoids from the two social settings trials 

In the fi rst trial this “obvious” cyranoid wore a straw hat and 
in the second trial, a skateboarding helmet (Fig. 1). The other 
cyranoids wore hidden video cameras and very discrete ear-
pieces similar to those used by secret service personnel.  

Procedure
In both experiments the cyranoids were controlled by an evolv-
ing cast of sources sitting in a hidden control room (Fig. 2). The 
initial sources that controlled the cyranoids were drawn from 
the staff of the venue. After interacting with one or more cyra-
noids, dozens of guests were discretely invited to the control 
room and given the opportunity to have their words relayed by 
a cyranoid themselves (some video and audio available).  The 
duration of the trials were 2.5 hours and 4 hours respectively.

 

Figure 2.  Control rooms where the sources sat in order to transmit words to 
the cyranoids 

What happened
In brief, the illusion in interaction reported by Milgram was 
very much found to be feasible.  These trials however went 
beyond Milgram’s use of deception. The revealing and rotat-
ing of interactional roles  allowed guests to participate in the 
creation of the illusion which enabled a much fuller range of 
observations as follows.  
                
It was startling, that despite the visible clues offered, almost no 
guests fi gured out that the cyranoids were repeating the words 
of hidden sources in the control room.  Particularly surprising 
was that the hat wearing cyranoid, although considered ec-
centric and/or socially clumsy was perceived as speaking their 
own thoughts just as much as the the subtle cyranoids were.  It 
appeared that interactants cannot independently conceive of a 
cyranoid as being anything other than a single speaking per-
son.  

The guests that experienced being a source, in general had a 
very enjoyable experience, isolated as they were from the con-
fusion and occassional anger of interactants and embarassment 
experienced by cyranoids.  It was anticipated that cyranoids 
might be utilised by sources as a means to say things to strang-
ers that they might normally feel restrained from doing. How-
ever, in both trials, sources overwhelmingly chose to interact 
with their friends through the cyranoid, rather than strangers.  
Indeed, sources were often tongue tied when talking to strang-
ers that they were unfamiliar with.  

When the interactants knew that they are talking to a source 
through the cyranoid, rather than just experiencing an odd in-
teraction, the interactants became much more relaxed and con-
versation was both more refl ective and playful.  

 

Figure 3. When interactants were aware that they were talking through, rather 
than to the cyranoid, they become much more relaxed. 

Groups of interactants conversing with a friend through a con-
sensual cyranoid appeared to much more succesful and happier 
experience for interactants than “one-on-one interaction”. For 
example, such interactants frequently enjoyed a shared joke 
concerning differences in physical appearance, gender, ac-
cent between the cyranoid and their friend in the control room.  
Groups of interactants engaged in consensual cyranoid interac-
tion with a friend  as source also brought unforeseen benefi ts 
of social inclusion for the cyranoids.  Even though it was often 
the fi rst time that they had encountered any given source and 
group of interactants, the cyranoid felt very rapidly to be part 
of their social group. 

If, a cyranoid could very rapidly have a sense of belonging to a 
social group, then this raises the possibility that the technique 
could also be used professionally to accelerate integrating 
workplace team members in, and between remote locations.  
In order to explore if a cyranoid meeting can be a productive 
meeting, an opportunity for a workplace study was pursued.

Workplace Experiment
An opportunity arose in connection with three academics who 
were due to meet to discuss the formulation of their unit’s re-
search strategy. However, the senior academic became unable 
to travel to the university for the scheduled meeting.  At short 
notice the cyranoid technique was deployed in the form of a 
masters student attending the meeting as his conduit.  

Audio & video set up
The source’s speech was transmitted to cyranoid by landline 
telephone. For this purpose the cyranoid wore a standard offi ce 
worker hands-free wired headset.  The audio of cyranoid and 
interactants was picked up by a quality table mounted micro-
phone and monitored by the source via a popular free VOIP 
service.

The built in camera on a netbook PC held in the lap of the 
cyranoid provided the source with a video feed of the two inter-
actants.   The source could not see the cyranoid and neither the 
cyranoid nor the interactants could see the source. The meeting 
was documented by a separate single video camera positioned 
to the side of the cyranoid and interactants (video available).  

What happened 
The meeting contained many moments of laughter from all 
parties, particularly in the early stages.  The relaying of the 
source’s laughter by the cyranoid appeared to create a ripple 
effect whereby it would infect the interactants with laughter.  
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As the meeting progressed, the source adapted their speech to 
suit the capabilities of the mediuam and the cyranoid acquired 
much greater fl uency relaying the source’s words.  One of the 
interactants made little eye contact with the cyranoid,  instead 
they looked at the microphone a great deal. 

 

Fig. 4  There was much laughter at the beginning of the meeting, before 
interactants (seated centre and right) became oriented to the medium of the 
cyranoid (seated left).  

Feedback from workplace setting
Following the meeting all four participants were semi-formally 
and separately interviewed about their experiences and obser-
vations during the encounter.

Interactants and sources ascribed their laughter during the trial 
to many different causes. These included “embarassment”, 
“unusual experience” and “humorous delays” - for instance the  
cyranoid “looked like they were taking a longtime to think for 
very simple and understated responses”. The cyranoid relaying 
the laughter of the source was reported to be a “very eerie” ef-
fect which also in itself provoked further laughter.  

As the source and one of the interectants reported, they “got 
used to” the unusual format of the meeting.  The source felt 
that the business of the meeting was accomplished as quickly 
as it may have been if via a standard  webcam link: “We got 
enough done”.  

The delay between the source transmitting words and the cyra-
noid relaying them was a source of great amusement initially 
but it was a phenomenon that over time, the interactants orien-
tated themselves to.  As one said:

“it was a bit like when you start teaching and you wait for 
students to respond to a question that is not addressed to any 
of them in particular. You get used to waiting longer than you 
think you should at fi rst”.

Several participants commented that for certain parts of the 
meeting the delay may have helped promote more refl ective 
and thoughtful viewpoints. In any case,  all parties commented 
upon how the interactants took a more active role and talked to 
each more than they may have if the source was present. 

One of the interactants felt that conversational turntaking fol-
lowed more natural patterns in comparision to a non-cyranoid 
webcam conference.  That the remote participants words were 
being relayed “as clear and as present as someone else’s voice 
in the room” rather than “tiny laptop speakers” was also re-
ported to be a positive feature by one of the interactants.

The cyranoid felt very involved with the unfamiliar topic of 
discussion and had a sense of belonging that went far beyond 
what they would have expected if they were merely an observer 
at a meeting.    
 

Discussion
The diffi culties experienced by the interactants in relation to the 
relaying of the source’s laugh during the workplace trial points 
to a somewhat counterintuitive  hypothesis:  namely, that on the 
basis of these limited explorations, a human relay may cause 
more disruption to human interaction than a machine relay. 

A ”basic building block” (Hatfi eld & Rapson 1998) of human 
interaction is emotional contagion – the means by which  peo-
ple subconciously mimic and synchronise each others’ non ver-
bal communication and aspects of their vocalization.  Studies 
have suggested that such cues may also be tranmitted through 
telephone and computer mediated communication (Hancock 
2008). However a human relay in the form of a cyranoid ap-
pears likely to block emotional convergence between source 
and interactant as the signals will be modifi ed by the cyranoid’s 
own emotions,  language and body.  

A cyranoid may attempt to faithfully relay the emotional quali-
ties that they hear in the source’s voice but it appears highly 
unfeasible that they may achieve this.  To wholly and reliably 
relay the emotions of the source would require the cyranoid 
either to completely remove their own emotions from the inter-
action and/or completely synchronise their own emotions with 
that of the source.  Outside of hypnosis, neither options appears 
remotely plausible.   Although other mediums may diminish 
emotional contagion, the diffi culty with a human relay is that 
the fi ltering, or indeed, amplifi cation of emotion, whether de-
liberate or unintentional, is much harder to identify.

Marshall Mcluhan wrote that ”every extension is an amputa-
tion” (Mcluhan 1962).  The explorations described above il-
lustrate this vividly: the cyranoid and source may have their 
mutual senses of empathy increased and the source may feel a 
degree of capability to act and interact at a distance,  but these 
”extensions” are at the expense of disrupting the emotional 
contagion experienced between most parties.

As an exercise in group formation,  the medium also involves 
trade-offs between advantages and disadvantages. The cyra-
noid and source combination may create for those participants, 
a sense of ”us”, but only by delineating a contrasting ”them” in 
the form of interactants.    The cyranoid and interactants may 
similarly experience a sense of ”us” by virtue of their having a 
co-located dialogue in contrast to the less present source. 

Mcluhan’s warning can also in a sense be applied to research-
ing technological attempts to improve interpersonal interac-
tion.  Each time a technology system is extended to involve 
an additional person, the complexities of evaluating the impact 
of the system are multiplied.  A cyranoid interaction involves 
novel and multi-locational forms of relating which can cause 
confusion even amongst participants that are very familiar with 
each other. 

However, such confusion also points to the value of cyranoid 
investigations as a means to explore interpersonal communica-
tion since unlike a telephone or an instant messaging service, 
a cyranoid may themselves deliberately infl uence, refl ect upon, 
question and discuss the interaction that they facilitate.
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Future Work
The possibility of a cyranoid enabled “speed dating” event is 
being explored with potential partners from the hospitality in-
dustry.  Opportunities to deploy cyranoids within a conference 
environments may prove revealing.  In addition to acting as a 
possible social catalyst between previously unnacquainted con-
ference attendees, cyranoids also have the potential to allow 
those unable to travel to a conference a sense of remote, but 
active participation. 

Conclusion
The positive interpersonal interactions and sensations generated 
by these limited trials are encouraging, but it is as yet unclear 
how much these positives are due to contextual factors such as 
the specifi c personnel and situations in which they have been 
deployed.  Further work with richer documentation, rigorously 
analysed may yield further understanding of what cyranoids 
can tell us about people and interpersonal interactions,  and of 
how such understanding can be applied.
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Abstract
This paper discusses the design and role of public toilets in 
today’s society. It shares the process of design for a hypotheti-
cal public toilet for the Efteling, Netherlands, for which two 
concepts have been proposed.

The concept focuses on a solution for claustrophobic toilets, 
which are a result of shortage of public space in cities and the 
social context. The concepts also touch upon the spatial nature 
of privacy and the community role of public toilets.

Keywords
Public toilets, Interaction Design, Privacy & Space, Commu-
nity Architecture.

Introduction
It is seen that with the shrinking of cities a general lack of space 
prevails. This also has its bearings on the design of public toi-
lets. This results in an inconvenienced experience for a toilet 
goer, weather it is in terms of claustrophobia, awkwardness 
with strangers in the toilet or issues of privacy and hygiene.

This project was initiated as a proposal to the Efteling (an at-
traction park in the Netherlands) for a redesigning of the toilet 
experience there. The design process started with research with 
a focused user group – children, and went on to examine the 
interaction with adults and visitors of the Efteling. The paper is 
divided into research, research fi ndings and the two fi nal con-
cepts.

Research
The initial stage of the design was started with a generative 
session with children aged 6 to 12 years. The exercises includ-
ed a sensitisation workbook that the children were to fi ll the 
week before the session. The start of the session had a ‘draw 
your dream loo’ exercise with discussion of the sensitization 
booklets intermittently. In the second half of the session the 
children were handed a bunch of ‘happy’ and ‘sad’ faces on 
post-its which they used to express their dislike or liking for 
objects/ spaces in the loo. Later, they refurbished the parts they 
had marked as being unhappy.
An example of the refurbished idea (fi g 1) was a ‘character 
based fl ush’, which the concerned boy said was like a friend in 
the loo. Another example was of a 6 year boy wanting a camera 
to see everyone entering the building.

The second stage of the research aimed at getting feedback on 
problems that people faced in general in the Efteling toilets, 
with an emphasis on their emotional experience (fi g 2).

Figure 1. Generative session with children and the refurbished fl ush.

Figure 2. Interviews in situation (Efteling). Use of emoticon based cards for 
interviews

This exercise gave a realistic picture of the habits of ‘people 
clusters’ visiting the Efteling. For example a group with 5 chil-
dren had to go to the loo most often as each child would want 
to go to the loo only at the last minute, the nursing mothers 
preferred to use the handicap loo as it was bigger and could 
fi t a pram, the younger boys used toilet cubicles instead of the 
urinals for ergonomic reasons, children often spoke to their par-
ents from inside the cubicles to assure them of their presence. 
Often people had to wait for a member if he/she had to go to 
the loo. All such factors were recorded and used in generate 
concept ideas.

Research fi ndings
The recorded sessions and interviews were made into tran-
scripts and additional fi eld observations added to them. The 
transcripts were divided amongst the researchers and statements 
and insights sorted individually (by way of statement cards); 
these were later brought together (triangulation exercise) and 
clustered into prominent subthemes. The resultant info graph-
ics was a map of relevant feelings, concerns and behaviors in 
the interaction between people and people, people and objects, 
people and environment in context of the Efteling loo (fi g 3). 
In addition, fi ve basic stereotypical visitor clusters of Efteling 
were identifi ed and represented as ‘group personas’.
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Figure 3. Info-graphics for the toilet interaction system.

Out of the interactions mapped, a few problem areas came out 
as being quite widespread, these were picked up to be worked 
on. The concerns chosen included the feeling of claustropho-
bia, fear and a feeling of insecurity (especially for children), 
awkwardness with strangers, waiting queues and the underly-
ing privacy issues.

Concepts

Concept 1: Permeable Space
The concept aims at removing the feeling of claustrophobia by 
proposing a virtual expansion of the space in the loo (fi g 4). The 
loo wall is sensitive to human presence and movement, and goes 
transparent (invisible) at the spot a person is standing. The more 
the number of people inside the loo, the more transparent its 
walls get (http://www.youtube.com/watch?v=jBzc9YoKB9Q). 
This results in a virtual expansion of space (arising from this 
permeable vision). An evaluation session indicated that giving 
a ‘real time’ transparency effect would compromise privacy. 
Rather, an element of play needed to be added to the concept so 
as to be perceived as simulated and not compromise the users’ 
sense of control over their surroundings. One of the concept 
iterations suggested in the sessions was the adding of sightings 
of Efteling creatures to this vision effect. But the characters 
that the users suggested were too stereotypically gender spe-
cifi c (the boys wanted dragons, the girls princesses and ponies). 
In the fi nal concept, to preserve the feeling of privacy the effect 
of transparency occurred with a seasonal time gap - if it was 
summer, it would show the scene outside as being winter.The 
footage seen outside by this effect is taken from the security 
camera archives of Efteling.

Figure 4. Concept – Permeable space.
 

Concept 2: Privacy gradient
The concept pin points the cause for the psychological discom-
fort and awkwardness of people in public loos as the infringe-
ment of their ‘concept of privacy’. An indication of which is the 
avoidance of eye contact and conversation between strangers 
in loos.

Figure 5. Concept – Privacy gradient.

The proposed loo creates a privacy gradient in the toilet space, 
such that the transition (human movement) from a public street 
to a private loo cubicle is gradual and not abrupt. This gradual 
change is brought about by social spaces (that encourage com-
munication, shared experience) and visual transparency (relat-
ing transparent spaces as public and opaque spaces as being 
private) as buffering agents to achieve this interaction. The 
social space is a semi-private area that you enter fi rst, where 
you can refer way-fi nding information, maps, read notices or 
just rest for a while. It follows from the pattern of the ‘central 
courtyards’ seen in multicultural community architecture. Apart 
from being a privacy buffer (like the drawing room in a home), 
it encourages a community feeling such that the occupants can 
feel more comfortable with others and themselves.

This central social hub (watch walkthrough moviehttp://www.
youtube.com/watch?v=Vn3OxBCxyfQ) also provides shelter 
for waiting queues and demarcates a safe zone for the children 
while their parents are in the loo.

Conclusion
At a home a toilet is considered as a private area, and is often 
decked with personal articles and accessories, similarly a pub-
lic loo can be philosophically considered as a private part of 
the city. The level of comfort that the people in a city feel in 
using a public loo has something to say about their community 
spirit. The concept of privacy depends on many factors includ-
ing culture, sex, age and other contexts. In a situation where 
people are comfortable with their own ‘dirt’ yet are repelled 
by a public toilet because it is used by many others. The issue 
of perceived hygiene can be useful to study further to design 
better public loos.

Through the two example solutions it is hoped that more atten-
tion would be invested in the design of public loos in future. 
Making them more comfortable and novel so as to become an 
important ‘shared’ experience in a community.
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Abstract 
This article discusses some challenges of prototyping haptic 
(touch) interfaces early on in the design process. It also show-
cases examples of prototyping activities for haptic interfaces 
that have strong “sketching qualities”. 

Introduction 
The benefi ts of prototyping activities are generally well ac-
cepted in the Design community [2][3]. Prototypes can be used 
to test and evaluate possible solutions (usability and require-
ment-oriented approaches), but they can also be seen as tools 
to stimulate refl ections, objects to frame, refi ne, and discover 
possibilities [6]. 

Over the last decades designers have developed their skills, 
tools and methods to build prototypes. Numerous tools and 
systems are currently available to aid, support and ease the 
prototyping of graphical user interfaces GUI (paper prototyp-
ing, screen mock-up, Flash simulator, etc). Outside the realm 
of the visual and auditory domains, there is limited knowledge 
and literature how to go about prototyping for the other senses 
(touch, smell and taste). Recent advances in tools and applica-
tions [4][8] have made it more accessible to build tangible and 
interactive systems that interact with the physical world. Can 
these tools help prototype and sketch non-traditional interfaces 
quickly and effi ciently?

Protyping haptic interfaces
The skin is a very complex, resilient and refi ned organ. It offers 
extreme sensitivity and tremendous capabilities as a medium 
between the external world (objects and environment) and us. 
The sense of touch is relatively well understood and document-
ed medically, but designing directly for it (or around it) is very 
uncommon. Braille and other assistive devices for visually im-
paired persons have been developed for some time now, but 
they usually address very specifi c needs and situations. 

Haptic interfaces are most commonly found today in game 
controllers (force feedback), training simulators and mobile de-
vices (simple vibration). These systems tend to be either very 
complex and expensive (fl ight simulator) or extremely trivial 
(simple vibration). Can designers dive into the subject of hap-
tic and fully explore its capabilities and limits throughout the 
design process? Is there room for rich, humane and natural-like 
sensorial experiences using the touch sense?

The sketching or prototyping of haptic interfaces brings inter-
esting challenges for designers:
• How do you create touch stimuli with simple and cheap hard-
ware?
• How do you communicate and document the perception of 
touch without building the whole system/apparatus? What kind 
of language or lexicon you need to use?
• How do you account for personal differences in the percep-
tion of touch?
• What is suffi ciently good or acceptable for haptic feedback? 
• What is “low-fi ” for haptic interfaces?

These points demonstrate the great diffi culties that one has to 
address in order to prototype haptic and generally other non-
traditional interfaces.
 

Examples of haptic prototypes
The following examples showcase results of recent design ac-
tivities related to the sketching of haptic interfaces. They were 
selected mostly for their “sketching qualities”, meaning that 
they are manifestation of early ideas, were quickly put together 
and have to clear intention of producing “fi nal quality” haptic 
feedback. They are haptic sketches with just enough informa-
tion or function to inform the current questions at hand. They 
try to adhere to The Principles of Prototyping proposed by Lim, 
Stolterman and Tenenberg [6]:

Fundamental prototyping principle:
Prototyping is an activity with the purpose of creating a mani-
festation that, in its simplest form, fi lters the qualities in which 
designers are interested, without distorting the understanding 
of the whole.

Economic principle of prototyping:
The best prototype is one that, in the simplest and the most ef-
fi cient way, makes the possibilities and limitations of a design 
idea visible and measurable.

The examples are briefl y described but the accompanying vid-
eo presents them in action or in use. The time factor (how long 
it took to build) is a major factor in prototyping activities. Even 
tough the domain of haptic interfaces in complex and demand-
ing technically, we believe that quick and dirty prototyping 
activities are totally possible and very desirable when framed 
properly in the design process.
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A group exercise to brainstorm and pro-
totype a haptic mp3 player (2 hours)

Figure 1. Manual testing and brainstorming of haptic features

The haptic “features” (various sequences or stroking gestures) 
were implemented using common-day items and the Wizard of 
Oz technique. One of the participants would actuate a miniature 
hammer (pipe cleaner and magnet) on the extension of the arm-
band, creating tactile stimulation on the user’s arm. Other alter-
natives were explored using small cases fi tted with “ribs” and 
small rocks, that would generate, when tilted steps and notches 
stimuli in the user’s hand. The quality of the haptic feedback 
was low, rough and not easily reproducible, but the prototypes 
and the process of building them led to unexpected explora-
tions and discussions among the group’s members. 

Haptic navigation grip (4 hours)

Figure 2. A grip with 7 vibrators, with manual control.

A prototype of a cylindrical grip fi tted with seven vibrators 
around its perimeter. The knob at the top controls the direction 
of the stimulus. The manual operation (via the know) acts as 
replacement for an eventual electronic compass that triggers 
the right vibrator to maintain a specifi c heading. The prototype 
showed that the vibration propagates very easily throughout 
the grip. A decoupling (soft) material or suspension mechanism 
should be added to properly isolate the source of vibration from 
the main body of the grip.
Poking grip (1 day) 

The prototype was build to test how it would feel if you one 
part of a handheld device would stick out and poke you palm. 
The interface was build quickly with servo motors cardboard 
and pins, controlled with an Arduino board (basic sequences 
only). The poking action was perceived adequately by users 
and the prototype was used a proof of concept to continue fur-
ther the development of this genre of haptic interface. 

Figure 3. Servo motors to poke the user’s hands.

Penta-grip, manual control (3 days)
 

Figure 4. Poking grip actuated via embedded electronics, no computer 
needed.

A handheld interface using vibration as stimulus. Five nodes 
can be triggered via a matching controller. No computer or soft-
ware was needed to activate this prototype. The natural inter-
action technique, like a puppeteer, allowed free exploration of 
interesting sequences by many users.  
HAPI grip with software (1 week)

 

Figure 5. Full prototype with advanced features and controlled via software.

This prototype adds computer control capabilities to the penta-
grip (described previously) and doubles the number of vibrator 
to allow left-right stimulation of the interface. The level of de-
velopment is higher in this prototype but it proved necessary to 
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obtain proper replicable sequences of vibration. The software 
controls offer recording and playback functions of the sequenc-
es. This implementation was useful to establish and determine 
valid timing values for sweeping and rolling stimulus [5][7]. 

Conclusion
Prototyping and sketching of non-traditional interfaces pose 
new challenges for designers[1]. Very few reference points 
(and guidelines) exist for exploring and working in these new 
areas like haptic interfaces. It demands a good refl ection about 
the nature of prototyping itself: how simple or low fi delity is 
appropriate, desirable and/or justifi able while developing for 
new (uncommon) senses. The diffi culties arise mostly from 
fi nding the right balance between complex technical develop-
ment and suffi cient outcomes/results to inform or ground de-
sign decisions[3][6]. 

We have presented various prototypes or sketches of haptic 
interfaces. They were selected to show that quick hardware 
sketching and prototyping activities are still possible and have 
their place, despite the unfamiliarity and complexity of projects 
involving the touch sense. 
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Abstract
In this paper I describe the possibilities and impossibilities on 
fi nding and extracting information. I will also discuss the style 
of writing in subjective manner in comparison with academic 
dispassionate  style of writing. 
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Introduction
In this paper I’m going to talk about the necessity of this paper 
and the diffi culty of fi nding relevant information to back my 
conclusions. I will also touch on the delicate subject on fi nding 
information on the internet, which I fi nd to be fast and effective 
way of fi nding reliable information and the paranoia that most 
scholars have on the reliability of that. Like for this paper I can 
fi nd many academic white papers, but cannot access them. For 
example, this text, “Why is it diffi cult to fi nd comprehensive 
information? Implications of information scatter for search and 
design: Research Articles”, by S.K. Bhavnani ,it took me al-
most 30 minutes to fi nd this through all sorts of portals. For this 
particular paper, I found the abstract on many journal portals, 
but none of them had the full text. Finally, I tried “googling” it, 
and found it immediately, by just using three keywords. Very 
discouraging. The whole system of writing should be reviewed 
by the scholars of the modern times. 

Even the text that I fi nally recovered from the depths of the 
internet, did not contain information I required. The text was 
entitled “Why is it diffi cult to fi nd comprehensive informa-
tion? Implications of information scatter for search and de-
sign: Research Articles.” The title is misleading however, what 
Bhavnani mostly discusses in this paper is how Bhavnani and 
Bhavnani et.al. in 2001, 2003 and 2005 researched people 
who were searching the internet or “googling” for information 
about melanoma.[1] However, I did fi nd several blog entries 
describing this exact problem that I will discuss. Which I will 
not use, since it is considered to not to have the same value of 
importance as a paper reviewed by an academic. I will however 
implement to this paper what these articles said, but not quote 
them. Most of this paper will be based in my own subjective 
opinions, in a style not conforming to the academic format. 

Finding wrong information and coping 
archaic systems
The main reason for writing  this particular piece is that I could 
be talking about my project. About how predictive text recog-
nition and sentence auto-completion would help people with 
cognitive disabilities to perhaps learn the language. But for this 
I can only fi nd a single paper to prove it might work, and it’s 
only theoretical and uses sources that are 15 years old, so tech-
nology in them is outdated. This I fi nd one of the most domi-
nant vulnerability of the academically proven text. When the 
technology and people’s habits are developing so fast, the texts 
written about them, are seriously lagging behind. At least I am 
much more comfortable with reading hyper-linked documenta-
tions that give you instant feeling of craving for more informa-
tion rather than old-fashioned method of browsing through the 
bibliography and then searching for books or text you cannot 
fi nd. The internet was created as a research tool and that’s what 
it’s good for. Trusting old information is just as bad as trusting 
false information. If I would use something that was written 
15 years ago, that would be something really out of date. How 
would that be any better than using a blog or a forum posting or 
any other kind of ‘untrusted’ source? Checking the sources and 
reviewing the data on these white papers, takes a lot of time and 
unless it is something truly revolutionary this data might get old 
even before it is published. For example searching the academ-
ic databases for “old information” you will fi nd a paper entitled 
“Old and new information about electroshock”, by a certain U. 
Cerletti and dated 1950. Now I can’t read the paper for a reason 
which I don’t understand, but even by looking at the title and 
the date, I just know that that information is very out-dated and 
irrelevant to anything. Shocking mental patients with electric-
ity has been proven ineffi cient ages ago, so the whole paper just 
exists still, because someone wrote it and a bunch of academics 
read and reviewed it. Update: it is actually the most effective 
way to cure a patient with a severe depression, I found this in-
formation on Wikipedia, which led me to fi nding a paper about 
it.[2] That just proves that without checking your facts fast, you 
can not be trusted. And we all know that Wikipedia can’t be 
trusted, because someone said that people can’t be trusted. But, 
imagine a better, more understanding world, where the scien-
tists check the information on Wikipedia and correct it. . The 
digital layout can be updated, and you don’t even have to write 
another paper to do it, just edit the text and you are good to 
go. The digital format, that is to say, the internet, usually is not 
reviewed by an academic person, but everyone even a scientist 
can leave a comment on the internet, thus validating the infor-
mation. Well, those things actually beginning to emerge from 
the ground. This is indeed good news. Now that the newspapers 
are predicted to even die, this style of writing is defi nitely los-
ing popularity and new methods to publish are required. Even 
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as I’m revising this text, MIT has announced that it will publish 
all it’s papers free and open.

INTUITION AND WRITING AS A DE-
SIGNER
Loanne Snavely, in her badly scanned paper discusses the value 
scientifi c writing and the peoples capabilities on reading infor-
mation literacy.[3] This type of literacy can only be learned and 
the on-going paranoia about the reliability of web resources can 
be avoided by looking at the text and thinking whether it is 
reliable or not. Would you trust that quote or not? I can’t fi nd 
any citations to prove whether that statement is correct or not, 
but even a child (can’t prove that either) can understand it to 
be true. Information literature, or as one of Snavely’s sugges-
tions for a new term for it is “Info’R’Ús”, is intuitive much like 
writing an article without citations. [3] Design is a fi eld that 
heavily uses intuition and does not rely on strict rules, although 
there are some that think design should have strict limitations.
[4] Therefore should the designers writing to be constricted to a 
format, where the designer feels uncomfortable? The academic 
formats restrict the writer’s freedom of expression a lot, the 
layout is predefi ned, although images can be added, they might 
not get published. Also having images extracted from the fl ow 
of the text and put in an appendix is hurting the appeal of read-
ing and writing. Also writing these to a strange formats, made 
me notice that without Microsoft Word or some kind real layout 
program, you are hopelessly lost trying to fi t the text into this 
format and several layout problems have occurred due to that, 
especially this Springer format that is using a template created 
specifi cally for Microsoft Word, this particular program is rare-
ly if ever a part of a designers program-arsenal. If a designer 
needs to write a text he or she usually uses InDesign or Quark 
or any other layout program. Or as is the case many design-
ers just open-source NeoOffi ce or OpenOffi ce, which are better 
suited for occasional writing than the costly Microsoft Offi ce.
Then what is a good format for designers to write in?  Well, I 
don’t think that it is to be found in the academic world. As de-
sign already balances somewhere between science, engineering 
and art, the balance for writing can be found from those areas 
as well. Artists usually don’t have to back up their work by 
research, so they only rely on the visual/experience/emotions. 
Engineers write papers, same with scientists. Now how to fi nd 
a balance? Interaction designers need to build a use for some-
thing the engineers have built. Usually this is done with scenar-
ios or stories to display how a product or a service is gradually 
changing over time. Many times it is agreed, that video is the 
best solution to portray this transformation. Scientists and en-
gineers rely on statistics to show the progress of time, because 
academic rarely relies on the emotional aspects of a product 
or a service, this sort of numerical storytelling is alright, but 
for a designer something else is needed. Designers should be 
learning storytelling as a part of their curriculum. Starting form 
making small comic-book kind of short stories for a product 
use, then moving on to video as a sketching tool and fi nally us-
ing animation to polish the effect of the story.

PASSIONATE ABOUT WRITING
Forced referencing, silly quotes and fi nding statistics to prove 
your point are also key elements of academic text. This is doing 
for the sake of doing it. Statistics prove nothing. Most people 
equipped with intelligence know it, they might not have the sta-
tistics to prove it, but somewhere in their heart they just know 
it. And now to prove my point. As I am writing this paper, half 

of the class is doing the same thing. This shows the lack of 
interest in writing dispassionate academic, boring text. Human 
being is constructed in such a way, that being passionate and 
enthusiastic keeps the motivation level high.

If something is reduced to a mere task, it will lead to poor 
performance. This paper being written the way it is written, 
because I feel passionate about the subject. I can’t write dispas-
sionate text about something that I feel strongly about.

What if you do get  passionate about academic text?  No pre-
mature closures of debates, please: A response to Ahrens, by 
Kakkuri-Knuuttila et.al. (2008), is a response paper to someone 
who wrote a response paper to their previous paper. And at the 
time of the writing of this paper  none of this has been pub-
lished, or is it? This sort of writing in the future is something 
that I accidentally discovered, and found it very confusing. Did 
these papers go through a time portal?

Kakkuri-Knuuttila et.al. give a snappy response to Ahrens, be-
cause he didn’t fully understand what their previous paper was 
about and made hasty assumptions. [5,6] This whole scientifi c 
cockfi ght is portraying the exact thing that could be avoided 
with the digital layout of information. Ahrens missed some key 
elements that Kakkuri-Knuuttila et.al. were trying to convey. 
Obviously accounting is something that has a questionable 
amount of interest to the normal person, but Kakkuri-Knuuttila 
et.al. seem to have a keen interest in making their point clear 
to everyone within the scientifi c community of their particular 
interest. Kakkuri-Knuuttila et.al. change their tone to an angry 
one, simply because someone didn’t understand their point. 
This debate also gives hints to whether this kind of language 
used in making these papers conveys the essence of the point 
of the author or authors to their audience. Perhaps using some-
what more informal style of writing, the core of the text could 
have been understood in the fi rst place, and there would have 
been no need to write another, just to correct someones misun-
derstanding. 

CONCLUSION
As a designer, I feel that it is important not to use a predefi ned 
format of writing. Much information or sub-information will 
get lost, if the designer is not able to write in a style that suits 
him. White papers are good have their place in the scientifi c 
world as something that gives us new information about the 
world, but the disregard of subjective and unverifi ed informa-
tion, will cripple the possibilities of revealing some areas that 
have not been explored yet. The language used in academic 
papers will also hurt the information given. Using diffi cult 
structures in sentences and including unfamiliar words make 
the text unreadable for some. This way the academic society 
does not seemingly want to share their knowledge with the or-
dinary people. It is as though the papers have been written for 
a few their friends who can decipher the meaning, and even 
then, some of it gets lost in translation. The internet however 
gives the power to the people, the academics can discuss mat-
ters in their own small circle, but once and a while someone 
can extract the information from them and make it legible to 
everyone. All the information can be edited right there and on 
the spot, there is no need for corrective writing that has to go 
through various reviews, the people review the information, 
and edit it if necessary. This kind of interactive information 
sharing, should improve the academic as well the public per-
sons knowledge base to a better and more understandable level, 
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while providing easy access.  In my experience, as a storyteller 
by motion graphic designer and now a storyteller by interaction 
designer it is my opinion that storytelling should be integrated 
into interaction design programmes. To envision a product or a 
service being used and then trying it out with people and then 
writing a paper about the experience makes the whole built up 
momentum that has gone in to the work fl op. A recent confer-
ence I was in, featured some of these design-fl ops. A few very 
interesting projects were let down in the end by presenting an 
academic paper written about it. Not the experience or the ser-
vice or the product, but the paper . This conference (TEI) is 
next year trying a new format, specifi cally made for designers, 
that do not rely on academic formats or references or anything 
else designers do not feel comfortable with. A lot of people in 
the conference opposed this change, but as a designer I actually 
feel less intimitated to submit something next year.

REFERENCES
1. Bhavnani S.K.Why is it diffi cult to fi nd comprehensive in-
formation? Implications of information scatter for search and 
design: Research Articles. J. Am. Soc. Inf. Sci. Technol. 56, 
9 (Jul. 2005), 989-1003. DOI= http://dx.doi.org/10.1002/asi.
v56:9 

2. W. Vaughn McCall, Joan Prudic, Mark Olfson and    Har-
old Sackeim, Health-related quality of life following  ECT in 
a large community sample, Journal of Affective DisordersVol-
ume 90, Issues 2-3, , February 2006, Pages 269-274.(http://
www.sciencedirect.com/science/article/B6T2X-4J2KT6B-2/2/
4a00fd21cac4d5f6addec8edc4b202d7)

3. Snavely L. and Cooper N., The information  literacy debate, 
The Journal of Academic LibrarianshipVolume 23, Issue 1, , 
January 1997, Pages 9-14.(http://www.sciencedirect.com/sci-
ence/article/B6W50-45S90WH-18/2/96e7240feace3dfa1dc

4. Tschichold J., Die neue Typographie, Ein Handbuch für 
zeitgemäss Schaffende, Verlag des Bildungsverbandes der 
Deutschen Buchdrucker, Berlin, Germany, 1928..

5. Marja-Liisa Kakkuri-Knuuttila, Kari Lukka and Jaakko 
Kuorikoski, No premature closures of debates, please: A re-
sponse to Ahrens, Accounting, Organizations and SocietyVol-
ume 33, Issues 2-3, , February-April 2008, Pages 298-301.
(http://www.sciencedirect.com/science/article/B6VCK-4-
P0N8VY-1/2/cf0fd63d95dd296f1cabececb64fcfa4)

6. Thomas Ahrens, Overcoming the subjective-objective divide 
in interpretive management accounting research, Accounting, 
Organizations and SocietyVolume 33, Issues 2-3, , February-
April 2008, Pages 292-297.(http://www.sciencedirect.com/sci-
ence/article/B6VCK-4PK8FXT-1/2/0b63ba70d0d81c0386013
b9b22763ad7)



  
In: Wouters, I.H.C.; Tieben, R; Kimman, F.P.F.; Offermans, S.A.M. and Nagtzaam, H.A.H. (Eds.)

’Flirting with the Future’, Proceedings of SIDeR ‘09, April 15-17 2009, Eindhoven University of Technology, the Netherlands.

69

Implication of haptic interface for complex 
interaction in specialized vehicles

Amid Moradganjeh
Umea Institute of Design, Sweden

Abstract
It is likely that the sense of touch will be playing an impor-
tant role in the evolution of the art of computing [1]. To the 
date, haptic interface has been considered to have limited ap-
plications for complex environments. In this paper, I use the 
screen based interface of a harvester machine as an example of 
a complex specialized interaction and explore the implication 
of a haptic interface in that environment. I design and propose 
a haptic control system which delivers the same functions in 
the absence of visual information and without using input but-
tons. Also, I argue how this system solves some of the prob-
lems associated with sole visual interfaces and provides new 
benefi cial characteristics to the interaction between man and 
the machine.

Introduction
The approaches in using the information technology in indus-
trial machinery operations remains a design task of adding 
graphical displays and digital buttons to the existing mecha-
nism. The limitations and disadvantages are revealed within 
complex interaction environments, where repetitive decision 
makings are based on the visually presented data and the inputs 
are still in the form of manual.

I use an example of a harvester machinery operation, where 
the whole process is being assisted with a computerized system 
and the operator is constantly monitoring, evaluating, confi rm-
ing and changing the outputs shown on the screen by using the 
buttons on two separated joysticks.

To evaluate the possibilities of improving the interface, a series 
of qualitative research was done by interviewing expert users, 
observations, and also reviewing the related literature and the 
technical data related to the machine. The problems identifi ed 
were categorized into two categories; issues related to the us-
ability of the interface and the ones around the processing of 
the visual information by the operator.

In the following sections, after analyzing the identifi ed prob-
lems, I develop the idea of having a special haptic interface 
that suits specialized machinery like the harvester. In the end, I 
argue the benefi ts of having this haptic control when it comes 
to learnability, fl exibility, adaptation and some other related ar-
eas.

In order to validate the concept and to be able to conduct user 
tests, I made a prototype which includes the main functions 
of the proposed concept. I also use the observations results to 
validate the arguments I make on the characteristics of such 
haptic interface.

Problem identifi cation – complex visual 
interfaces
In the early stages of research, it became clear that some of 
the problems are exacerbated with information technology. Be-
cause of the fact that the input interface is in the form of dis-
crete buttons, it is less likely that the operator can form a useful 
mental model for the whole system.

On the other hand, processing relatively comprehensive graphi-
cal information on the screen in a very short period of time de-
mands a heavy mental work from the operator. The heavy men-
tal work demand is due to the fact that the operator is to make 
frequent decisions based on the observations from the changing 
surrounding as well as the visual data constantly presented on 
the screen. This leads to overloaded visual information chan-
nels and most of the mistakes made by operators occur when 
they are not able to handle the heavy load of visual input. By 
utilizing additional sensory channels of the user, such as haptic, 
it is possible to lower the amount of visual information and al-
low the visual attention to be concentrated on the details of the 
environment.

Figure 1. Operator in the cabin using the screen-based interface.

Feedback level
As the operation situations constantly change, the level of con-
trol, also the type and the amount of feedback an intermediate 
operator needs is different from an expert one. An expert opera-
tor is not only more skillful in using the interface, but also there 
is a parallel skill development for work strategies. In operating 
a specialized vehicle, these two expertise do not develop at the 
same rate and the users normally become more profi cient in us-
ing the interface while they might be in the middle of learning 
curve of the operational skills. A complex interface like the one 
of the harvester machine does not meet the needs of both the 
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intermediate and the expert user at the same time. Moreover, 
the control interface is passive and its response contains little 
information pertinent to the state of the environment.

In addition, the screen and button based interface infl uences the 
strategy of the operation. This infl exibility is partly the result 
of the computer and control buttons that have been added into 
an originally mechanically controlled interface and without 
addressing the nature of the operation and the environment in 
which the user is using it.

Haptic feedback
Within possible alternative forms of exposing the information 
to physically driven type of interfaces, I fi nd haptic an impor-
tant new opportunity. Haptic interface has shown to be advanta-
geous as an interaction modality for specifi c tasks [2]. The re-
sults of utilizing haptic steering wheel have shown a signifi cant 
reduction in visual demand [3].

With the computerization of interactions which historically 
we carried out manually, the future will be to bring back the 
original feelings associated with mechanical age presentation. 
Besides, the haptic modality is the only modality that can be 
employed as a simultaneous input and output channel, to al-
low a more exact modulation of input to be achieved [4]. Hap-
tic feedback is also capable of providing the users with salient 
information when visual information channels are overloaded 
[5]. On the other hand, by combining haptic feedback and vi-
sualization, it is possible to increase the intuitive understanding 
of the operation [6] and reduce the energy in the action and 
response time [7].

One of the most important characteristics of haptic feedback is 
the possibility to have output in the form of input [8]. Consid-
ering the fact that the visual attention has originally been sup-
posed to be used to acquire information from the surroundings, 
being exposed to a constantly changing screen can involve a 
big portion of the short term memory of the user with the visual 
feedback which is not necessarily useful.

Device architecture
The choice of mechanism for a haptic interface is infl uenced 
by both the nature of the application and the part of the body 
interfaced with. Considering the number of degrees of freedom 
of each hand, the challenge is to develop a control architecture 
which includes a range of input gestures and meets the percep-
tion requirements of human being. In complex machinery, the 
operation involves both the spatial control and digital-analog 
input of commands. The big number of actions, the range of 
combinations, sequences and time dependency of tasks in op-
erating a specialized vehicle, makes it less practical to have an 
input-output control with the existing joysticks and necessitate 
a new confi guration of a hand control device for the interface.

Concept structure
My solution to create a wider range of distinctive input ges-
tures is to combine the two separated hand-controlled joysticks 
into one device with up to 24 degrees of freedom, allowing 
both translation and rotation in 3D for each component. This 
way the control device suits the control of the crane as well 
as accommodating a bigger number of actions. By using hand 
gestures instead of buttons, there is a more possibility to imple-

ment haptic feedback in the confi guration.
The concept control device is based on a main part with 6 de-
grees of freedom. There are two arms connected to the main 
part which could be rotated in three different directions. Each 
arm is connected to a grip which has 3 degrees of freedom. All 
of these joints and arms can have force and position sensing 
feedback. Also, by adding passive touch cues which are pre-
sented to the observer’s skin [9] the grip can be used for notifi -
cation of events and to create relatively nonintrusive, ambient 
background awareness [10].

Figure 2. A basic model of the concept showing the main part, arms and 
grips.

As the number of degrees of freedom goes up, the number of 
possibilities explodes. However, this can result in a device that 
could be harder to build or be used. Further expanding the de-
sign space, each joint can be controlled to be passive or active 
at different stages of operation. [11]. For example a joint could 
be fi xed during one part of the operation to make it possible for 
the mechanism to function in a specifi c direction assigned to 
that stage of the operation. The structure of this interface makes 
it possible to implement kinesthetic feedback to the most link-
ages as the main type of haptic feedback.

Figure 3. The prototype consists of more than 80 parts, 6 actuators and 8 sen-
sors which are all being controlled by an Arduino microcontroller.

Movements and mental models
The way operators are interacting with this interface structure 
can be categorized into three different mental model groups: 
One is when both hands apply forces in line with each other, 
for example pushing both hands to move the arms in the same 
direction. This allows the operator to use either hand to accom-
plish the same task. This brings the freedom to select either of 
hands depending on how the user prefers to divide the tasks 
between them. For instant in the test prototype, it was seen that 
the users tend to control the cutting length by their right hand 
while the left hand is used for positioning the crane; they learn 
to automatically use their right hand for positioning the crane 
once they need to perceive a specifi c haptic feedback on the 
other hand.
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Figure 4. Simulation of the operation in Processing environment.

The other group are the type of hand movements that are sup-
posed to apply opposite forces. This requires that both hands 
be involved at the same time. This is essential for the actions 
that need to be done as one task at the time and therefore it is 
essential that hands be involved together.

The other group of hand movements are the ones associated 
with a single arm and therefore are assigned to only the left or 
the right hand. This way, it is possible to have a specifi ed num-
ber of parallel tasks. As an example from the prototype I made, 
while activating the automatic cut button, it is barely possible, 
to activate the quality change on the right arm of the control 
device.

In this haptic system, tasks can be assigned to the interface 
components depending on their relations, possibility of being 
parallel to each other, sequences, timelines, frequency of usage 
and the possibility of error occurrence.

From the cognitive point of view, a complex task involves a 
mixture of controlled and automatic processes. Automatic pro-
cesses are not limited by working memory capacity and can 
coexist with other tasks as opposed to controlled processes 
which are slow, serial, effortful, and capacity limited. A skill 
component becomes automated when it’s triggering conditions 
and associated actions can be compiled into procedural form in 
the long term memory [12]. Therefore, an initial design con-
sideration for such haptic interfaces is to identify those compo-
nents of the user’s task which would benefi t from becoming an 
automated cognitive process and those components that should 
remain controlled. Here, the architecture of the proposed in-
terface makes is possible to assign the tasks accordingly and 
in order to make it more relevant to the mental process. In ad-
dition, harvester operators can benefi t from continues input of 
haptic control as continuous tasks become more natural when 
controlled with continuous input [13].

It is obvious that mastering this haptic interface demands more 
training. However, since the system is going to be used for a 
long time, the ease of use after a specifi c time period is more 
important. In fact, I consider this as a benefi t, as becoming skill-
ful in using the interface will be happening at a speed closer 
to the operational skills development. Expert users constantly 
seek to learn more and to see more connections between their 
actions and the interface behavior. Their mastery of the product 

prevents them from becoming disturbed by the added complex-
ity [14]. In the proposed fl exible haptic interface, for example, 
it is possible for the expert users to develop new ways of ma-
nipulating the interface while the intermediate users are still 
able to perform the same task but in a different way suitable for 
their experience level.

Figure 5: The haptic control being used by two hands.

Characteristics

Adaptation
One of the dilemmas of interaction and interface design is how 
to address the needs of both beginning users and expert users 
with a single, coherent interface [14]. While an intelligent inter-
face can be a solution for some of the adaptation problems, the 
desired degree of adaptation remains a factor of the operator’s 
need [12]. For this haptic control architecture the adaptation 
of the interface can be controlled directly by the operator. For 
example, as observed in the prototype test sessions, the partici-
pants learn to alter the orientation and adjust the compensating 
force on the left hand grip to control the amount of feedback 
they need to perceive for the next suggested cutting line. Us-
ers learn feedback compensation for the extrinsic dynamics and 
forces, with the potential for lower control effort [15]. As the 
level of operational skills increases, the role of feedback dimin-
ishes and there is a shift in attentional control from low level 
processes to more conceptual high level processes [16]. This 
means that too much of feedback for an expert user can have 
reverse effects on the performance. Depending on the experi-
ence of the user and also the task, I observed that users become 
aware that they are able to fi lter the type and control the amount 
of feedback they need to receive. At the beginner’s level, the 
haptic feedback can also offer clues as to what an operator’s 
options are, through constraints and gentle guidance.
Figure 6: The user trying to position the hand to feel the force 
feedback generated by the linear motor.

Flexibility
In the control of complex machines, the operation consists of a 
series of sequences of smaller tasks and their relations depend 
on the personal work strategy and the skills of the operator. For 
example in a semi-computerized process of cross cutting a tree, 
at the same time of felling a tree, operator is planning ahead the 
strategy of cross cutting the logs. In button based interface the 
operator can only activate the buttons at a certain time and or-
der; this affects the fl ow of the operator’s mental process, while 
in the proposed fl exible haptic control, the operator is able to 
orient and position his hands at anytime when he makes a deci-
sion and is waiting to perform it. As an example, the operator 
needs to change the suggested quality type of the tree, should 
he encounter a curve in the tree. In this case the operator has 
to push the assigned buttons at a certain time simply to avoid 
the interference with the other action buttons and sometims be-
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cause it is not ergonomically possible. In my observation of 
user tests on the prototype, I realized that the users are chang-
ing the quality of the tree as soon as they notice the need to do 
so by orienting the right hand at a different angle. Rotating the 
grip, in this case, is not going to affect the other parts of the 
operation. This results in a smooth fl ow of the process.

Replacing buttons with the hand gestures also give the fl exibil-
ity of performing a combination of tasks at the same time. From 
the user tests, I observed that the methods used to accomplish 
the same goal change by practice, whereas in the button based 
joystick, the order of actions remain the same for the users at 
different profi ciency levels and only the performance time de-
creases. As another benefi t, using hand movements has a posi-
tive infl uence in regard to the Fitts’ law.

Figure7. A scene of a prototype user test session.

Conclusion
Although the touch sense is generally used in conjunction with 
other sensory to have the best possible results [10], by using 
this prototype I show that the operation’s goal can be accom-
plished without the existence of any visual clue and without 
using buttons as means of input.

Reconfi gurability is an important advantage of the haptic in-
terfaces as they can change their feedback in response to the 
environment they control [13]. I observed this to some degrees 
in using the prototype with the available functions.

Haptic feedback can reduce motor or visual strain when the 
manipulation is exacting or prolonged. It can also offer selec-
tive, suggestive guidance with a cue that the user can smoothly 
and variably over-ride [13]. For long term operations like har-
vesting, continuous control of haptic has benefi ts over discrete 
input of buttons.

Human adaptation to dynamic interaction forces and the abil-
ity to learn the control of extrinsic states has previously been 
shown in visuo-motor tasks. In a feedback task, the adaptation 
can be probed by altering the dynamics of the object or the 
sensory information regarding the object’s motion [15]. Muscle 
memory is a great source of manual skill and the frequent and 

patterned nature of the tasks of this haptic architecture helps to 
structure stylized gestures, reducing cognitive load and long 
extra steps.

References
[1] Ralph Hollis, Haptics,Berkshire Encyclopedia of Human-
Computer Interaction, W. Bainbridge, Ed., Berkshire Publish-
ing Group, 2004, pp. 311-316.

[2] S. Wall and W. Harwin. Quantifi cation of the effects of hap-
ticfeedback during a motor skills task in a simulated environ-
ment.In Proc. Second PHANToM Users Research Symposium, 
2000.

[3] Micah Steele and R. Brent Gillespie, 2004 ,SHARED CON-
TROL BETWEEN HUMAN AND MACHINE: USING A 
HAPTIC STEERING WHEEL TO AID IN LAND VEHICLE 
GUIDANCE, 12th Symposium on Haptic Interfaces for Virtual 
Environments and Teleoperator Systems, pp. 358-366.

[4] Michelitsch, G., Ruf, A., van Veen, H.A.H.C., van Erp J.B.F. 
Multi-fi nger Interaction within the MIAMM project. EuroHap-
tics 2002 conference. Edinburgh, July 8-10, 2002.

[5] Hendrix CM & Durfee WK; Human Motor Performance 
while using a Single DOF Visual-Haptic Interface; Proc. 11th 
Int. Symp. on Haptic Interfaces for Virtual Environments; pp. 
70-76; 2003 ; Los Angeles, California, USA.

[6]. J. Dean Brederson, Milan Ikits, Christopher Johnson, and 
Charles Hansen, 2000, The Visual HapticWorkbench PHAN-
ToM Users Group Workshop, Aspen, CO, 46-49 p.

[7]. (Alec Bernstein, Bernd Bader, Klaus Bengler and Her-
mann Künzner, Visual-haptic interfaces in car design at BMW- 
BOOK HUMAN HAPTIC PERCEPTION, GRUNWALD M 
(ED.) BIRKHÄUSER, chapter 36.

[8]. PhilipKortum,2008, HCI BeyondtheGUI, DesignforHap-
tic, Speech, Olfactory, and OtherNontraditional Interfaces, , 
Denise E. M. Penrose , 136 p.
[9]. Gallace, A., Tan, H. Z., and Spence, C., 2007 “The Body 
Surface as a Communication System: The State of the Art after 
50 Years,” Presence: Teleoperators & Virtual Environments

[10]. MacLean, K.E.; Hayward, V., 2008, Do It Yourself Hap-
tics: Part II [Tutorial], Robotics & Automation Magazine, IEEE 
Volume 15, Issue 1, March 2008 Page(s):104 – 119.

[11] F. Barbagli and J. K. Salisbury, ‘‘The effect of sensor/ac-
tuator asymmetries in haptic interfaces,’’ in Proc. 11th Symp. 
Haptic Interfaces for Virtual Environment and Teleoperator 
Systems, 2003, pp. 140–147.

[12] Margaret M. Gardiner, Bruce Christie, Applying cognitive 
psychology to user-interface design,1987, John Wiley & Sons, 
Inc. New York, NY, USA, 182p.

[13] Karon E. MacLean, 1999, Application-Centered Haptic 
Interface Design, Chapter for publication in Human and Ma-
chine Haptics, M. Srinivasan and M. Cutkosky, Eds., MIT 
Press, 1999. In edit. Section 3.9.

[14] Alan Cooper,Robert Reimann,and Dave Cronin, About Face 



This paper is the design argument of a submission to the SIDeR 
‘09 Conference. The full submission, including an elaborate 
explanation can be found on www.sider09.com

73

3 ,The Essentials of Interaction Design, Wiley Publishing,Inc. 
2007, 41 - 47p.

[15] Felix C. Huang, R. Brent Gillespie, and Arthur D. Kuo, 
2005,Human adaptation to dynamic interaction forces during 
learning of a visuo-motor task, Transactions on Robotics, Vol. 
21, No. 5, October 2005, pp. 1009-1016.

[16] Margaret M. Gardiner, Bruce Christie, Applying cognitive 
psychology to user-interface design,1987, John Wiley & Sons, 
Inc. New York, NY, USA, 179p.



  
In: Wouters, I.H.C.; Tieben, R; Kimman, F.P.F.; Offermans, S.A.M. and Nagtzaam, H.A.H. (Eds.)

’Flirting with the Future’, Proceedings of SIDeR ‘09, April 15-17 2009, Eindhoven University of Technology, the Netherlands.

74

Qiki keeps you going, gently

Wouter Widdershoven
Eindhoven University of Technology, Department of Industrial Design, Eindhoven, the Netherlands

w.p.a.widdershoven@student.tue.nl

Abstract
This paper describes the idea behind Qiki as well as the de-
sign process and the fi nal concept. Qiki is a product designed 
to help people with Alzheimer’s disease structure their life and 
stay active. It is developed in close collaboration with patients, 
caregivers, and Alzheimer experts. First evaluation results are 
promising.

Introduction
It is commonly known that in Western societies the older popu-
lation is growing. The demographic change, due to the propor-
tional rise in the ageing population, will have an impact on our 
health care sector. In the Netherlands, for example, the preva-
lence of dementia in 2050 is approximated to be 400.000 [1]. 
The increasing population of older people in need of care will 
encounter a shortage of (young) care providers. Therefore, we 
need technology to improve care of older patients. Most techno-
logical development (domotica) focuses on surveillance. This 
increases supervision on people, and consequently does not 
make them more self-suffi cient. Qiki aims to directly support 
people with Alzheimer’s disease, from the beginning stages to 
the later stages. In this paper the design process is described, 
and fi rst evaluation results are presented. Finally a plan for fu-
ture implementation and evaluation is sketched.

Design Process

Steps in the design process
Qiki was developed during a bachelor graduation project. It was 
designed in an iterative way, together with stakeholders (people 
with dementia, family members, and professional caregivers). 
First, the problems in dementia were investigated through lit-
erature research, observations and interviews with stakehold-
ers. It turned out that dementia leads to inactivity and problems 
in structuring daily activities [2]. Early in dementia, people get 
easily confused. Later, they lose interest and are only activated 
through tactile contact. This led to the initial concept of a de-
vice which should address people (to make them more active), 
help them to structure the day, and invite tactile interaction. The 
device should also be attractive and user friendly. Through a 
series of prototypes, Qiki gradually got its present form. 

Characteristics of Qiki
 Qiki has three main characteristics: fi rst, it approaches the user 
in a positive manner; second, it fi ts the needs of the user in vari-
ous stages of the disease; and fi nally, all stimuli coming from 
Qiki are familiar to the user.

Figure 1. A group of Qiki’s. Different fabrics for different people. 

In the early stage of Alzheimer’s disease, people easily get con-
fused, understanding the day rhythm can be diffi cult them. Qiki 
helps the user in a positive manner by pointing out and inviting 
to participate in common activities throughout the day. For in-
stance, Qiki may wish the user good morning, and tell her she 
will be picked up for daycare soon. Later in the day she may 
remind the user that it is time for a cup of coffee.

In a later stage, tactile contact becomes more important. Qiki’s 
tactile stimuli are recognizable and positive. If Qiki is caressed 
it purrs like a cat; when tickled, Qiki laughs. If Qiki is dropped 
accidently, it says ‘ouch’ and will be unresponsive (als hij huilt: 
‘will cry’) for two seconds (erg kort?). Qiki may also propose 
joint activities, like singing songs.

Qiki is programmed before use. Through a computer, Qiki is 
equipped with a voice, recorded from a friend or relative. The 
familiarity of the recorded voice is important to increase cul-
tural connection and recognition. Also the week scheme is in-
stalled. The exterior can be adapted; the cover can vary from 
soft silk to warm wool. 

Qiki is neither a toy, nor a pillow. She has an abstract shape with 
a recognizable character. The drop-like shape is inviting with-
out being childish. The cover, like the voice and day scheme, 
is adaptable. On the outside there are no buttons, screens, led 
lights, or wires that indicate it is a technological product. The 
textures of the different fabrics allow for recognition.
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First evaluation

Method
As part of the bachelor project, Qiki was evaluated in a nursing 
home. People living in the home were invited to try Qiki during 
the regular group meeting at the daycare center. The technol-
ogy inside the Qiki prototype still needed to be connected to 
a computer in order to work. To avoid Qiki coming across as 
a high-tech device, a long cable, hidden in fabric, was used 
to connect to a remote laptop. The interactions with the Qiki 
prototype were videotaped. Afterwards, the footage was dis-
cussed in a focus group of four psychologists with expertise in 
Alzheimer’s disease. 

Results
During the test period, Qiki was very well received. The pa-
tients liked its look and feel, and actively responded to it. One 
of the patients even refused to give it back to the researcher, 
and was reproached for that by one of the other residents. Dur-
ing the focus group the participants agreed that the users were 
intrigued by Qiki. While they explored the interaction possibili-
ties of the prototype, the users did not look scared. Additionally 
they remarked that the people, who did not interact with Qiki 
directly, also got involved, although in a less active way. Thus, 
the effects were not only on the individual user, but also on a 
group level.

  

Figure 1. Stills of the fi lm of the fi rst pilot tests. Patients interacting with a 
Qiki prototype.

Discussion and Conclusion
The fi rst results of testing Qiki in practice are promising. The 
device is user-friendly, and stimulates people with dementia 
to become more active. The basic idea behind Qiki appears to 
work. During the fi rst test, an unexpected result was the impact 
on the group processes at the daycare center. Qiki is thus em-
powering patients not only in an individual way, but also in a 
social way. 

Given the positive results, Qiki will be developed further and 
tested in a more structured way. The design is developed fur-
ther by Widid and Unit040. The device will be tested in a nurs-
ing home, using both effect research and process research.

Qiki is an example of an innovation which can fi t to future so-
ciety. The technology in Qiki is smart and simple, and also user 
friendly. Qiki does not contain technological gadgets; it fi ts to 
the everyday life of its users. It does not aim to control the user, 
but to help him or her to structure his or her life, and to form 
new relations with others. In Qiki, technology does not take 
the form of big brother, but of little sister, paying attention to 

people in a playful way, inviting them to join in and helping 
them to give meaning to their life.
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