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Capacity Investigation of an Advanced TDl\1A Air-Interface Concept for a 
3rd Generation System 

Michael Sch6nborn, Klaus David 
DeTeMobil, P.O.Box 8865, D-48047 Munster, Germany 

E-mail: schoenbo@DeTeMobi1.de, kdavid@DeTeMobil.de 

Abstract: After an overview of the Advanced 
TDMA (A TDMA) system concept, an analytical 
approach for the assessment of capacity is given by 
this paper. This is done by using the novel 
A TDMA burst and frame structure and comparing 
it against the 2nd generation Global System for 
Mobile Communication (GSM). This shows under 
which conditions a capacity increase is feasible. 
The capacity is defined in various ways i.e.: cell 
capacity [channels/cell/MHz], traffic capacity 
[Erlang/cell/MHz] and information capacity 
[Mbitls/ceII/MHz], each emphasising on a different 
aspect of capacity [1]. . 

I. INTRODUCTION: THE ATDMA SYSTEM 
CONCEPT 

Within the European RACE ATDMA project an 
advanced air interface and system concept has been 
designed by a consortium of leading manufactures, 
operators, and research institutes [2]. Based on this 
publication this section gives a brief overview over 
the A TDMA system design. 

Besides the adaptation to different cell types in 
order to match the propagation eharacteristics in 
macro, micro or pico cellular environments, the 
A TDMA system offers several advanced control 
techniques. Furthermore a novel burst and frame 
structure has been developed which supports a variety 
of services such as: high quality speech with only 
30ms end to end delay, data with long or short delay 
up to bitrates of 2Mbitls. 

All this should also allow an improved quality of 
service (QoS) and a larger capacity both being major 
potential key bottlenecks of a cellular system. 

A. Transport 

The transport chain for the ATDMA air intcrt.1cc 
[1] has been designed based on speech requirements 
and the desire to support an ISDN~B channel on a 
single carrier in macro cells. In addition, to benefit 
from relaxed propagation conditions in smaller cells, 
the key physical layer radio interface parameters 
(carrier spacing, baud rate, modulation type, etc.) 
have been optimised for each of the four supported 
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cell types. Table 1 depicts the transport parameters 
for this so-called static adaptation. 

Cell type long- short Micro Pico 
Macro Macro 

i Modulation GMSK Binary OffSet QAM 

Carrier Symbol Rales (kbaud) 360 450 1800 

Minimum Carrillr Separation 276.92 1107.69= 
(kHz) 4 x 276.92 

Frame Dur--.1tion (ms) 5 

Slots per Frame IS 18 72 

Payload (s}11lboJ) 76 96 

Training Sequence (symool) 23 29 15 

Tail Bits (s}11looJ) 8 6 

Guard Time (s}U1bol) 13 12 8 

Slot ungth (s)U1hol) 120 125 

Frames pt.'!" multiframe 128 

Table 1: Transport parameters for static adaptation 

Within cells, transport parameters can be 
dynamically varied to adapt to both slow and fast 
variations in propagation and interference conditions. 
For each service type, this has lead to the defmition of 
so-called transport modes. A transport mode is 
characterised by a certain configuration of the set 
{modulation, error control code, amount of radio 
resources} which guarantees a given performance for 
a given level of signal-to-noise + interference. It is 
selected by the link adaptation process which, based 
on on-air parameter measurements, will trigger air 
interface changes from one mode to another so as to 
maintain the target bearer quality of service. Table 2 
summarises the globa1 channel code rates of transport 
modes for two example data services supported by the 
ATDMA system design, 9.6kbitls and 64kbitls 
respectively. 

Mode number 9.6kbiUs 64kbitls 
global code rate global code rate 

1 1/2 112 

2 3/8 3/8 

3 1/.J 1/4 

Table 2: Channel code rates of transport modes for 
example data services 



For completeness it should be mentioned that these 
data services satisfy different requirements conceming 
the delay through the radio access system. The listed 
transport modes for 9.6kbitls and 64kbitls are 
designed for a delay below 30ms and 300ms, 
respectively. 

For voice services it is assumed that a UMTS 
speech codec to be supported by A TDMA might offer 
fixed network speech quality with transport modes 
using a gross rate of 13kbitls and 26kbitls, 
respectively. The radio access system delay is 
considered to be below 30ms. 

B. Control 

In order to cope with the current environmental 
conditions and user needs and to ensure high quality 
with optimum use of resources, several advanced 
control techniques form the A TD MA radio access 
control system [2]. 

These techniques range from a quality based Power 
Control, ensuring the desired target quality for each 
traffic slot independently, over Link Adaptation, a 
method where the coding and modulation is adapted to 
the radio channel characteristics, and Packet Access 
which allows a flexible bitrate allocation for different 
services to Dynamic Channel Allocation offering quite 
some capacity improvement for specific situations like 
hot spots and avoiding detailed frequency planning. 

Selective repeat ARQ, Handover and Macro 
Diversity complete this list of control techniques. 

II. CAPACITY COMPARISON 

The anal)'1ical comparison in this paper is carried 
out by using the specified or reconuncnded data in 
terms of burst and frame structure and available 
services in each system. 

We assume various capacity definitions: cell 
capacity [channels/cell/MHz], traffic capacity 
[Erlang/ceIIlMHz] and infomlation capacity 
[Mbitls/ceUIMHz], each emphasising on a different 
aspect of capacity [1] 

As the allocated bandwidth has a great impact on 
the capacity of any cellular system it is necessary to 
find a way of eliminating this dependence. In this 
comparison we assume for each system a common 
band\vidth of 2 x 25MHz. The advantage of this 
procedure is that almost any calculated figure can 
directly be compared between the different systems. 
On the other hand it has to be kept in mind that the 
Erlang B formula used to calculate the traffic load for 
voice services is not a linear function of available 
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chruUlels per cell. Hence the allocated bandwidth has 
some impact on the nomlalised traffic capacity. 

A. Definition of Parameters 

In this section a short defmition is given for some 
paranleters used in this comparison. They are 
introduced in the order of their appearance in the 
sections below. 

No. of speech duplex channels: To evaluate the 
number of speech duplex channels equation (1) is 
used. 

no. of speech duplex channels = 

25Wlz slots (1) 

carrier separation [ Wlz] . carrier 

baud rate: This is the reciprocal value of the bit 
duration. 

Theor. maximum information capacity: 
capacity figure is described by fraction (2) 

baud rate 

carrier separation 

Information capacity for data services: 
capacity figure is described by fraction (3) 

This 

(2) 

This 

net or gross data rate users / carrier in [Mb / S](3) 
carrier separation Wlz 

Theor. maximum traffic capacity for voice 
services: This capacity figure is described by 
fraction (4) 

slots / carrier 

carrier separation in [:;;] (4) 

Theoretical minimum cluster size: Cluster size, 
considering path loss slope y, shadowing margin C1 

and minimum C/I+N (in [dB]) calculated as given 
in equation (5) [3]. 
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K =-. 6·10 10 
1 ( ~inC/(l+N) J1 

theor 3 (5) 

Actual minimum cluster size: Mapped theoretical 
minimum cluster size onto the possible cluster 
sizes K = j2+ij+j2 (i, j positive integers and 0); i.e. 
I, 3, 4, 7, 9 .... 



Channels I cell: If the total amount of speech 
duplex channels are evenly spread over a cluster 
with the cluster size K each cell (theoretically) 
offers 

channels no. of speech duplex channels 
=--~~----~~---------

cell K 
(6) 

Note that non-DCA systems, like GSM, can offer 
only integer multiples of a set o( speech duplex 
channels, e.g. 8, 16,24 ... , in a cell. Anyway, the 
theoretical figure IS used throughout this 
comparison. 

Normalised traffic capacity [ErlanglceIVMHz]: 
This is the max. traffic load divided by 25 MHz. 
While the max. traffic load is evaluated by the 
Erlang B formula. 

B. System Presentation 

In this section the burst and frame structure of the 
systems considered are briefly described. Also 
various capacity figures for an assumed spectrum of 
50MHz are given. 

I. ATDMA (short macro cell) 

A complete description of this system is given in 
[2]. Some key parameters are sho\'.11 in table 3. As 
already stated in the description of the ATDMA 
system design there are four supported cell types. 
Out of these the short macro cell is selected as GSM 
is often used as a macro cellular system, too. 

carrier separation 276.92 

modulation scheme Binary Offset QAM 

channels 1 carrier 18 

no. of speech duplex 1625 
channels 

selected bit rates: 
speech (gross) 13kbitls 
data (net I gross) 9.6kbitls I 26.4kbitls 
baud rate 450kbitls 

theor. maximum 1.625 
information capacity 
[Mbitls 1 MHz] 

information capacity for (9.6/25.6 data) 
data services 
[Mbitls / MHz]: 0.312/0.858 

Table 3: ATDMA parameters 
(short macro and micro cell) 
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2.GSM 

A complete description of this system is given 
ill [4]. Some key parameters are shown in table 4. 

carrier separation 200kHz 

modulation scheme GMSK 

channels I carrier 8 

no. of speech duplex 1000 
channels 

selected bit rates: 
speech (gross) 22.&kbitls 
data (net I gross) 9.6kbitls I 22.8kbitls 
baud rate 270.&kbitls 

theor. maximum 
information capacity 
[Mb/s I MHz] 1.354 

information capacity for (9.6/22.& data) 
data services 
[Mb/s I MHz]: 0.384/0.912 

Table 4: GSM parameters 

C Theoretical Capacity Limits 

I. ATDMA (short macro cell) vs. GSM 

ATDMA GSM 
(short macro) 

data service [kbitls] 9.6126.4 9.6/22.8 

theor. maximum 
infonnation capacity 1.625 1.354 
[Mb/slMHz] 

tlleor. lllaximum 
infonnation capacity for 0.312/0.858 0.384/0.912 
data services [Mb/s I MHz]: 

speech service gross [kbitls] 13 22.8 (11.4) 

theor. maximum traffic 
capacity [users / MHz] 65.0 40.0 (80.0) 

Table 5: Theoretical capacity limits for 
ATDMA and GSM 

D. Capacity limits concerning quality reqUirements 

These numbers are calculated for a path loss slope 
of y = 3.6 and a shadowing margin (j = 6.6dB in 
equation (5). 



ATDMA GSM 
(short macro) 

voice service (gross) 13 .. 26 22.8 (11.4) 
[kbitls] 

min. C/(I+N) [dB] 3.1 9 

theor. minimum cluster 3.12 6.64 
size: 

actual minimum cluster 4 7 
size: 

normalised cell capacity 16.24 5.72 (11.44) 
[channels/cellI MHz] 

normalised traffic 
capacity 215.2 5.0 (10.5) 
[Edang/cell / MHz] 

Table 6: A TDMA vs. GSM concerning voice service 

III. DISCUSSION AND CONCLUSION 

After a brief presentation of the various transport 
and control features of the ATDMA system concept 
the investigation of this paper focused on a capacity 
comparison of ATDMA with GSM. This was based 
purely on the burst and frame structures, not 
considering the capacity effect of, for example, APC. 

The results are: 

* For the same cluster size ATDMA can offer 1.62 
times more speech channels/cell thanGSM 

* As the consideration of the minimum CII values 
show there is an indication that ATDMA can be 
opedted one cluster size smaller than GSM. This 
could result in a capacity advantage of about 3 for 
ATDMA (K=4) compared to GSM (K=7). 

For the interpretation of these and other results, it 
is very important to be aware that: 

* A TDMA offers these capacity increases in 
combination with increases QoS. 

* The ATDMA system concept provides a whole 
range of techniques which will further increase this 
capacity advantage. For this study the project 
developed various powerful testbeds [5]. 

* The exact values of these capacity figures are very 
dependant on the assumptions made and on the 
scenarios chosen. 
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Abstract : 

In TDMA mobile radio systems, the constraint 
of the size and the autonomy of the portable handset 
becomes a major interest. In this paper, we propose a 
new method, conditional equalization, which minimizes 
the power consumption due to equalization. Its 
principle is to resort to the processing of equalization 
only when it is mostly needed and to abstain from 
using it when the distorsions due to the propagation 
channel are weak. 

The theoretical performances of our method 
are analysed for a 2-path Rayleigh fading channel. At 
each time-slot, the receiver estimates the need of 
equalization with a deterministic criterion. The criteria 
proposed in this paper resort to thresholds chosen to 
provide a good compromise between degradation and 
percentage of spared equalization. 

The performances are also analysed for the 
recommended COST 207 channels. The extensive 
simulations we carried out show that conditional 
equalization can ensure, at 9 dB, a degradation inferior 
to 0.5 dB while providing a respective gain of 43% 
spared equalization for Bad Urban, 62 % for Hilly 
Terrain and 79% for Typical Urban models. 

Conditional equalization is shown to greatly 
improve the autonomy of the receiver by drastically 
reducing the power consumption due to equalization 
without a noticeable degradation of the performances. 

I. INTRODUCTION 

In mobile communication systems, the 
propagation channel imposes perturbation effects on 
the transmission link (attenuation, distortions, and 
fluctuations). It has direct consequences on the 
functionalities which are needed in the transmitter and 
the receiver. Estimation of the channel and 
equalization are a means of obtaining the 
performances required in mobile radio TDMA 
systems. 

With the development of mobile systems, a 
major constraint is the desired size and autonomy of 
the portable handset. Some techniques are used to 
minimize the power consumption such as control of 
power or vocal activity detection. In this article we 
propose a device to limit the consumption due to 
equalization. The idea is to adapt the power resources 
of the handset depending on the quality of the 
received signal. Its principle is to resort to the 
processing only when it is mostly needed, and to 
abstain from using it when the distortions due to the 
channel are weak. 

The paper is organised as follows. In section II, 
we present how is lead the evaluation of the 
performances of the receiver in terms of probability of 
error. In section III, we explain the principle of 
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conditional equalization. Sections IV describes the 
used criteria and displays the theoretical performances 
of this device over a 2-path Rayleigh fading channel. 
Simulation results are the core of section V. The 
method is used over the channels recommended by the 
COST 207 final report. We show its applicability and 
its interest for reducing the power consumption of 
portable handsets in TDMA systems. Finally, section 
VI contains the concluding remarks. 

II. EVALUATION OF ERROR PROBABILITIES 
IN THE CASE OF MULTIPAm CHANNELS 

In this section, we present how are computed 
the error probabilities. The whole analytical 
computation will only be expressed for a Rayleigh 
fading channel with two paths of equal energies, which 
is a typical case [3]. 

a) notations and hypotheses 

The received signal at time tn = n.Ts (Ts denotes the 
symbol period.) is : 

N 

rn = sn'cO+ f:1 ci .sn_i + TIn 

where Sj is the ith symbol and TIn an additive noise. 

H(z) denotes the discrete response of the channel 
N 

H(z)=i~ ci .z-i 

We will only consider binary modulation where 
symbols Sj take with equal probabilities the values +A 
and -A. We define Yj as : 

A2 
1- =::z .lc.l2 

I cr I 
1J 

The received bit-energy-to-noise ratio is 
N Eb 

Yb = j~ Yj =No 
Eb is the energy per bit of the received signal. TI is the 
baseband equivalent of an additive white gaussian 
noise of double-sided spectral density NJ2 . 

b) Optimum performances 

b.l) fixed channel 

For a binary phase shift keying transmission 
and for any fixed channel with additive white gaussian 



noise, the matched filter bit error probability is the 
limit of achievable performances. This bit error 
probability is given by : 

Pe(Yb) = f(yo,'(l""'YN) = ~ erfc(~YO+YI+'''+YN ) (1) 

b·2) Rayleigh fading channel 

In the case of an independent multipath 
Rayleigh fading channel, the received energy-to-noise 
ratio Yb fluctuates. Each Yj can be considered as a 
random variable. The bit-error probability function 
must be averaged over the possible channel responses. 

Pe= J J .. J f(Yo';l""'YN) p(Yo) P(YI) .. p(YN) 

'Yo 'Y, 'YN 
dyo dYI .. dYN 

Each of the {Yi } is distributed according to a chi­
squared distribution with 2 degrees of freedom. 

where bi is the average signal-to-noise ratio (SNR) for 
the ith path. 

N 
The average SNR is defined by r b = E(Yb]= ~ bi ' 

where E[ ] represents expectation. 

b·3) 2-path Rayleigh fading channel 

If we consider a Rayleigh fading channel with 
2 paths with equal average SNR b, the above formula 
becomes: 

Pe= J J f(yO'Y1) p(Yo) P(YI) dyo dYI 
'Yo 'YI 

with 
1 

p(lj) = b . exp(-Yj I b ) 

c) Performances in absence of equalization 

c-l) fixed channel 

The channel is estimated by the receiver. The 
estimation of the channel enables us to decide which 
path has the greatest energy, ICmax l2• The reception 
system takes a decision relatively to this path. In the 

x 

erfc(x) = 1- erf(x) and erf(x) = .~ I e'~ dt 
-vn a 

following, we consider a perfect estimation of the 
channel. 

The decision is done on the real part of ricmax' 
The contribution of the other paths is their projection 
on the direction defined by the greatest energy path. 
Let x denote the residual intersymbol interference 
(lSI) term. 

x = "c .. s .. cos(9.-9 ) .,i-' I n-I I max 
1 max 

where i corresponds to the path having the greatest max 
energy. 

\ +A 
-A 

\ 
--

lSI contribution 
of path number 1 -- sn_l cos(91-~) 

\ 
\ decision threshold 

Fig. 1. effects of intersymbol interference 
example: 2-path channel with sn = +A and sn_l = +A 

For a fixed x, the error probability is given by : 

1 
Pa(x) = 2' Probe Real( A + x ICmax + 11n Icmax ) <0) 

1 + 2' Prob( Real( -A + x/cmax + 110 Icmax ) >0) 

1 C A+x 1 c A-x 
P (x)= -4 erfc( max ) +-4 erfc( max ) 

a crT] crT] 

It follows that the error probability is : 
Pa= Ex[ Pe(X) ] 

c-2) 2.path fixed channel 

We consider a 2-path channel and we 
determine which path has the greatest energy. If Yo>YI' 
the above error probability is simply expressed as : 

where 0= 0J- 00 

We denote in the following this function by 
f01 (YO'YI'9). Symmetrically, when Yl>YO the error 
probability is denoted flO(Yo'Y1'9). 

c-3) 2-path Rayleigh fading channel 

We consider a Rayleigh fading channel with 2 
independent paths. The bit error probability must be 
averaged over all the channel realizations. Each of the 
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{1i } is distributed according to a chi~squared 

distribution with 2 degrees of freedom. 9 = 9
1

- 90 is 
distributed according to a uniform distribution on 
[O,2n]. Considering the symmetries of the formulation, 
the integration can be led on [0, 012]. 

n 
"2 .,. 10 

Pe= 1 J J fOl(10,11'9) P(10)P(11)P(9) dYody1d9 
9=Oyo=oy1=0 
n 
"2 00 Yl 

+ 1 J J f lO(YO'YI'9) p(10)P(Yl)P(9) dYodYld9 
9=0 11 =010=0 

Figure 2 represents the bit error rate (BER) 
with optimum equalization and without any 
equalization in the case of a Rayleigh fading channel 
with 2 independent paths of equal average energies. 

"-

" " " 

o 

'­

" '-
" , 

" " , , 
"-

"-

" "-
"-

"-

" 
5 EblNO (dB) 10 15 

Fig. 2. BER for Rayleigh fading channel with 2 paths 

(- - -) 
( --- ) 
(+ ) 

of equal average energies 
optimum : analytical matched filter bound 
no equalization : analytical computation 
no equalization : Monte Carlo simulation 

III. CONDITIONAL EQUALIZATION 

The purpose of conditional equalization is to 
spare the handset resources, by resorting to the 
complete processing of the equalizer only in the most 
severe distortion cases which are those who imply the 
degradation of the performances. 

At each time-slot, the receiver estimates, by his 
own, the need of resorting to equalization. The 
proposed method does not need any additive 
signalling on the network. When the channel is 
considered as weakly distortive by the receiver, the 
processing is limited to a division of the demodulated 
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signal by the greater energy path coefficient cmax ' 

followed by a deCision on the real part. 

~~Y .........j no equalization I 
dlStoruve 

distortive ----t equalization I 
Fig. 3. principle of conditional equalization. 

This device implies the defmition of a criterion 
to make a partition between "weakly distortive 
channels" and tldistortive channels". We propose 
deterministic criteria which enable the receiver to 
decide at each time-slot if equalization will be used or 
not. In the following section, we describe the two 
proposed criteria, and analyse their analitycal 
performances in the case of a 2-path Rayleigh fading 
channel. 

IV. ANALYTICAL PERFORMANCES OF 
CONDITIONAL EQUALIZATION 

A. Definition of a criterion : Cl 

We define a criterion (denoted by CI) based on 
the paths' energies: If the energy of a path is far 
superior than the total energy of the other paths, no 
equalization will be led. 
For a 2-path channel this criterion is expressed by : 

I Yo<<< Y1 or Yl<<< Yo I => no equalization 

I else I => equalization 
with «<1 

a) Error probability 

We consider a Rayleigh fading channel with 2 
independent paths. Equalization is optimal 
equalization conditionally to criterion Cl. 
1. 0 a 1 lIa 00 

~ I I I. 
Y1 

.. .. 
no 

equalization 

equalization .. 
no 

equalization 

f lO("10'1\.9) f('Yo, "11) f01(YO' l,9) 

Fig. 4. domains for the computation of the error 
probability when using criterion CI 

To evaluate the error probalibily, we lead the 
integration of the conditional error probability on Yo ' 
Y1 and 9. The part of the computation corresponding 
to the "no equalization" case is the integration of the 
functions f01 (Yo'Y1'9) and f lO(Yo,11'9) defined by 
formula (2), which are 9-dependent. The other part, 
corresponding to the equalization case is obtained by 
integration of the function f(10 'Y1) (I), which is 
independent of 9. We can represent the error 
probability computation relatively to this criterion on a 



Yo/Y1 axis (Fig. 4.). The error probability can be 
expressed using the functions defined above as : 

n 
2" 

Pe= f FOI (bo,b1 Icos(e)12,alcos(e)12) pee) de 

e=o 
n 
2" 

+ f FlO(bolcos(e)12,bl,alcos(e)12) pee) de 
Q;Q 

+ E(bo,bl'a) 

where FOl(bo,bl'a) (and its symmetrical FlO(bo,bl'a» 
and E(bo,bl'a), representing the integration of the error 
probability on the two parameters Yo' and Y1 with a 
convenient bound, are defined by : 

~ (1.Yo 

F01(bo,b1,a) = f f [~erfc(-vyo+~ y)+~erfc(-vyo-:Y Yl)) 

10=0 11=0 

yia 

E(bo,bl'a) = f f ~erfC(-VYo+YJ) p(YO)p(Y1) dYodYI 

Yo=o y1=ayo 

Yo and Y1 are distributed according to a chi-squared 
distribution with 2 degrees of freedom and 0 is 
uniformly distributed over [0, g] 
b) Correspondence between the choice of ex. and the 
percentage of equalization 

The percentage of "no equalization" is related 
to the probability that either Yo<a Y1 or y1<ex. Yo' 

0.8 

0.6 

,-.., 
~ 
'-' 0.4 Il.. 

0.2 

0 
0 0.2 0.4 0.6 0.8 

ex 
Fig. 5. Percentage of no equalization pea) in the case 

of a Rayleigh fading channel with 2 paths of equal 
average energies with criterion Cl. 

In the case of Rayleigh fading, a simple computation 
leads to the percentage of no equalization which is : 
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c) Performances 

Figure 6 shows the theoretical performances of 
an optimum equalizer with conditional equalization 
relatively to criterion CI, in the case of a Rayleigh 
fading channel with 2 paths of equal average energies. 

o 5 EblNO (dB) 10 15 

Fig. 6. performances of conditional equalization with 
criterion eland optimal equalization. 

optimum equalization used (a) 100 % of time [a=O], 
(b) 66 % of time [a=0.2], (c) 50 % of time [a=0.3], 
Cd) 33 % of time [a=O.5], (e) 0 % of time [a=1]. 

The degradation at 9 dB, when using the 
equalizer 50 % of the time, for instance, corresponds 
to 1.1 dB. This result shows that it is possible to spare a 
percentage of the power consumption of the equalizer 
without a great damage to the BER performances. 

B. Definition of a second criterion : C2 

We define a second criterion (denoted by C2) 
based on the lSI contribution : We determine which 
path has the greatest energy. Then, if the projection of 
the other paths on the axis defined by this greatest 
energy path is far inferior, the intersymbol interference 
is considered as negligible and no equalization is led. 
In the case of 2-path channel, this criterion is 
expressed by : 

l Yo< Y1 {Yl< Yo 
& or & 

i Icos(0)12 Yo< a Y1 Icos(0)12 Y1< a Yo 

=> no equalization 
=> equalization 
a<1 and 0= 01-00 

This criterion explicitly depends on O. 



We must analyse two cases to evaluate the error 
probabilities : 

i. (J E [0. arccos(...Jii..)l 

then a Ilcos(9)12< 1 and the criterion becomes: 

Ilcos(9)1210< a 11 or Icos(9)12 11< a 101 
:::} no equalization 
I else I :::} equalization 

If we define a ' = a/lcos(9)12, then we can represent the 
computation related to this case on the 10'11 axis: 

10 0 a ' 1 lIa ' 00 

11 
I I .. 

... 
equalization 

... 
.. ... .. 

no no 
equalization equalization 

f\O("Io' "I,.a) {("Io' "I,) fO\(YO' "I1.a) 

Fig. 7. domains of computation for the error 
probability when a Ilcos(9)12 <1 

ii. (J E [arccos(...Jii.. ). UI2T 

then a I Icos(9)12> 1 and the criterion becomes: 

110< 11 or 11< 101 ~ no equalization 

I else I ~ equalization 

o 
I 
.. 

no 
equalization 

1 

I 
.. .. 

no 
equalization 

flO('YO·~.a) fO\('Y 0'''4. 6) 

Fig. 8. domains of computation for the error 
probability when a I Icos(9)12 > 1 

The condition of "no equalization" is always true. 

a) Error probability 

00 

We consider a Rayleigh fading channel with 2 
paths and an optimal equalization conditionally to 
criterion C2. To evaluate the bit error probability, the 
integration on 9 is led considering the two cases. The 
resulting error probability can be expressed by using 
the previous defined functions FOI ,FlO and E. 

b) Correspondence between a and percentage of 
equalization 

Figure 9 represents the percentage of spared 
equalization for a Rayleigh fading channel with 2 
paths of equal averagecenergies 

0.8 

0.6 

0.4 

0.2 

0+-----~---4----~----4-----~ 

o 0.2 0.4 0.6 0.8 

a 
Fig. 9. Percentage of spared equalization pea), 

Rayleigh fading channel with 2 paths of equal average 
energies with criterion C2. 

c) Performances 

BER performances for a conditional optimum 
equalization using criterion C2, for a Rayleigh fading 
channel with 2 paths of equal energies are displayed 
on figure 10. 

o 5 EblNO (dB) 10 15 

Fig. 10. performances of conditional equalization with 
criterion C2 and optimal equalization. 

optimum equalization used (a) 100 % of time [a=O], 
(b) 65 % of time [a=0.05], (c) 50 % of time [a=O.l], 
(d) 35 % of time [a=0.2], (e) 0 % of time [a=l]. 

The criterion C2, using more information 
about the channel, is more efficient than criteria Cl. 
When using the equalizer 50 % of the time the loss of 
energy at 9 dB is close to 0.8 dB, which id inferior to 
the degradation obtained with criterion Cl. 
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Figure 11 explicitly shows that criterion C2 
enables to reach better performances than criterion Cl 
for a given percentage of no equalization. Besides it 
shows than under 50 % of spared equalization, the 
degradation is relatively low. 

10 

9 

8 

'-"7 
~ 
'"""6 
I:: 
.9 5 ... 
I': 

~ 4 
OJ) 

.g 3 

2 

0 
0 0.2 0.4 0.6 0.8 

percentage of non equalization 
Fig. 11. comparison of the degradation of 

performances for conditional optimal equalization with 
criteria Cl an C2 relatively to the performances at E IN 

= 9 dB for unconditional optimal equalization b 0 

These theoretical results show that, when using 
an relevant criterion, conditional equalization enables 
to spare a great percentage of power consumption and 
time spent in the equalizer with a limited damage of 
the bit error rate performance. Consequently, 
conditional equalization appears as a promising 
technique. 

V. SIMULATIONS 

o 

Typical case for urban areas 
reduced 6-tap model 

TU 

-15 -f'U'L.....JL-t-..A.-+----I---I----1L---l 
o 2 3 4 5 6 

echo delays ().1s) 

Fig. 12. profile for the Typical Urban case, 6-tap 
model 

We carried out simulations of Conditional 
Equalization (DFE) using the most efficient criterion, 
C2, for the channels proposed by the COST 207 [6]. 
Used modulation is 2PSK. Figures 12 to 14 display the 
profile of the considered channels : Typical Urban 
(TU), Bad Urban (BU) and Rilly Terrain (RT) models. 

0- Bad urban case 
reduced 6-tap model 

BU 

-i5 --jlL.IIL--J"---"--f-----t---I---P--f--1IL..J 
o 234567 

echo delays ().1o) 

Fig. 13. profile for the Bad Urban case, 6-tap model 

o 

-30 -fL----'"'I.f-M-----t-
o O.S IS 

echo delays (J.1s) 
16 17 

Fig. 14. profile for the Hilly Terrain case, 6-tap model 

o 5 EblNO (dB) 10 15 

Fig. 15. performances of conditional equalization in 
the Typical Urban case: 

DFE equalizer used (a) : 100% of time [a=O],(b) : 
49% of time [a=O.I], (c) : 27% of time [a=0.2]. (d) : 
17% of time [a=O.3], (e) 0% of time [a=oo]. 

The simulations have been carried out using 
Monte Carlo method over 7500 channel realizations, 
estimation of the channels being supposed perfect. 
Figures 15 to 17 display the result of the use of a 
conditional DFE over the considered channels. 
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a 

10-3 
-t-+-I--t-t--t--t--I--t-t--1r-+-+-t--+-+ 
o 5 EblNO (dB) 10 15 

Fig. 16. performances of conditional equalization in 
the Bad Urban case: 

DFE equalizer used (a) : 100% of time [a,=0] , (b) : 
82% of time [a,=0.1], (c) : 65% of time [a,=0.2], (d) : 
53% of time [a,=0.3], (e) 36% of the time [a,=0.5], (0 
30% of the time [a,=0.6], (g) : 0% of time [a,=oo]. 

o 5 Eh'NO (dB) 10 15 

Fig. 17. performances of conditional equalization in 
the Hilly Terrain case : 

DFE equalizer used (a) : 100% of time [a,=0], (b) : 
66% of time [a,=0.1], (c) : 45% of time [a,=0.2], (d) : 
35% of time [a,=0.3], (e) 26% of the time [a,=OA], (0 
18% of the time [a,=0.6], (g) : 0% of time [a,=oo]. 

It appears that, for mobile radio channels, 
conditional equalization enable to spare a great 
percentage of equalization without an important loss of 
performances. However, due to the different profiles of 
the considered channels (e.g. delay spread [7]), 
conditional equalization does not enable to reach for 

the Bad Urban channel a compromise between spared 
equalization and degradation as good as for the Bad 
Urban channel than for Hilly Terrain channel and 
Typical Urban channel (avoiding half of equalizations 
leads, at 9 dB, to a respective degradation of 0.6 dB, 
0.2 dB and 0.1 dB). 

5 

4 

O~~-+----+----+----+----+ 

o 0.2 0.4 0.6 0.8 
threshold 

Fig. 18. degradation of the performances for 
conditional DFE (using C2) relatively to the 

performances at 9 dB for unconditional DFE. 
Considered channels: TU, BU and HT COST 207 

models. 

5 
';:j 80 
Q 
N 

:a 
::I 

if 60 

1 
r.IJ 

'C 40 
~ 

~ 
B 20 
& 

O++++~HH4+++~hH~++++~HH++ 

o 0.5 1.5 2 2.5 3 
threshold 

Fig. 19. relation between the chosen threshold and the 
percentage of spared equalization, for the considered 

COST 207 models, TU, BU and HT. 

In order to use conditional equalization in 
practice , the threshold used in the decision criterion 
must be preliminary set to a fixed value. Figure 18 
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displays the degradation, at 9 dB, as a function of this 
threshold for the TU, BU and HT channels. Figure 19 
displays the percentage of spared equalization as a 
function of the threshold for the same channels. This 
figures enable to make a good compromise between 
the gain (spared equalization) and the loss 
(degradation) inherent to conditional equalization. 

A majoring of the degradation for all channels 
can be ensured by the determination of the threshold 
in the worst case (Bad Urban) using figure 18. Thus, 
setting the threshold to 0.27 leads to a degradation 
inferior to 0.5 dB in all the considered cases. The gain 
of spared equalization is of 43 % for Bad Urban, 62 % 
for Hilly Terrain and 79 % for Typical Urban channels 
(see figure 19 ). The power consumption due to 
equalization is reduced in the same proportions. 

VI. CONCLUSION AND FUTURE WORK 

We propose a new method for increasing the 
autonomy of the portable handset in TDMA mobile 
radio systems. It minimizes the power consumption 
due to equalization by resorting to equalization only 
when it is mostly needed and abstaining from 
equalizing when the distortions due to the propagation 
channel are weak. By adapting the resources of the 
receiver to its real needs, a great percentage of useless 
equalization can be spared without a noticeable 
degradation of the performances. 

At each time-slot, the receiver autonomously 
decides if equalization is needed or not according to a 
relevant criterion. The proposed method does not need 
any additive signalization on the network. Two criteria 
have been theoretically analysed in the case of 2PSK 
transmission through a 2-path Rayleigh fading 
channel. Extensive simulations for 2PSK transmission 
over the recommended COST 207 channels show the 
efficiency of conditional equalization for mobile 
channels. 

The most efficient criterion enables to have, at 
9 dB, a degradation inferior to 0.5 dB, while providing 
a respective gain of 43 % of spared equalization for 
Bad Urban channel, 62 % for Hilly Terrain channel 
and 79 % for Typical Urban channeL This results 
appeal conditional equalization to be a promising 
method to improve the autonomy of portable handset 
in mobile systems. 

Encouraged by these results, our work goes on 
in the analysis of the sensitivity of the method to the 
accuracy of the channel estimate and the search of 
other criteria taking into account the estimation of the 
power of noise and interferences. An evaluation of the 
performances of our method for other modulations 
such as 4PSK, MSK and OMSK is also in the scope of 
our future research work. 
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Abstract--8ome traffic and interference adap­
tive dynamic slot assignment strategies for the 
potential medium access control mechanism 
PRMA++ of 3rd generation TDMA proposals 
like the RACE ATDMA system are investigated 
in microcellular environments. Frequency plan­
ning in microcellular systems is extremly difficult 
or can not be afforded at all. Furthermore the 
interference situation can change very rapidly, 
which is to a large extend caused by the relatively 
high user mobility compared with macro-cellular 
structures. So only full adaptive slot assignment 
schemes that are adaptive to both traffic and 
interference can be used if capacity degradations 
shall be avoided. Also a decentralized mode of 
operation is useful to reduce the amount of 
control and administration in the face of a high 
number of small cell sites. In this paper some 
dynamic slot assignment schemes that fulfill the 
above requirements and which are based on 
interference measurements and/or adaptive 
learning of allocation patterns are compared. 
Furthermore the novell scheme CS+ is presented 
which allows to reduce the level of interference 
and to further increase the capacity of PRMA++ 
cellular mobile radio systems. 

L INTRODUCTION 

Third generation cellular mobile radio systems will 
offer a large variety of different teleservices to a 
rapidly increasing number of subscribers. On a 
medium-term scale about 100 million subscribers 
are expected only in Europe. To cope with this huge 
number a lot of measures will have to come together 
like new medium access control mechanisms, new 
cellular structures and intelligent allocation of net­
work resources. However the most efficient method 

to increase the network capacity is the introduction 
of microcells or even picocells with cell radii of 
about 1 km down to 100 m and below. 

With the introduction of such small microcells a lot 
of severe problems occur. At first frequency 
planning is very difficult or can not be afforded at 
all because the interference situation can change 
very rapidly during the operation time. Especially in 
picocells, base station antennas will probably be 
mounted in street lamp elevations. So the electro­
magnetic wave propagation will be influenced very 
much by medium-term alterations in the neighbour­
hood of the base station locations. But the worse and 
much faster interference variations come from the 
user mobility itself. This, because of the small cell 
radii, high relative mobility causes temporarily very 
high spatial traffic inhomogeneties that fixed 
channel assignment schemes (FCA) are not able to 
cope with, even if a frequency preplanning could be 
afforded. That is the reason why the introduction of 
microcells implicitly requires dynamic channel 
assignment schemes (DCA) which are able te> adapt 
to such variations. A lot of such schemes have been 
proposed in the technical literature but only very 
few are suitable for microcellular operation because 
many of them are not able to adapt to varying 
interference situations andlor they need a high 
degree of centralized control mechanisms which is a 
disadvantage in microcellular systems with a huge 
number of base stations. So for microcells only 
autonomous and interference adaptive schemes, so 
called full adaptive schemes [1] are really useful. 

A flexible medium access scheme is very desirable 
for third generation cellular networks because of the 
high flexibility and variety of new teleservices. One 
class of protocols that are suited for such tasks are 
packet access schemes which can easily offer 
variable bitrates and carry also bursty traffic. Within 
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the RACE ADTMA project [2] the PRMA++ 
medium access protocol has been proposed [3] 
which has been further developed from PRMA [4] 
to fulfill the special requirements of ATDMA. 

In this paper some channel/slot assignment schemes 
are fitted for PRMA ++ and comparatively investi­
gated in a planar microcell environment. In section 
II a brief description of the PRMA++ protocol is 
given. Section III presents the analyzed scenario. 
The investigated DCA schemes are described and 
their behaviour in the scenario is presented in 
section IV. We conclude in section V. 

II. BRIEF DESCRIPTION OF PRMA++ 

PRMA++ is a packet reservation medium access 
mechanism proposed for operation within the RACE 
ATDMA project for third generation wireless 
cellular networks [2]. For micro cell operation the 
TDMA frames of 5 ms length will have 72 time 
slots (fig. 1) of 66 payload bits and 59 bits for burst 
overhead including guard bits, training sequence, 
and inband signalling (fig. 2). The carrier bit rate is 
1.8 Mbitls. 

Fig. 1. PRMA ++ uplink frame structure 

Fig. 2. PRMA++ slot structure [3] 

A PRMA ++ uplink frame consists of reservation 
slots (R), informaton slots (I) and at least one fast 
acknowledgement slot (fak). The downlink frame 
structure is similar to the uplink case, but here we 
have instead of R slots corresponding delayed 
acknowledgement slots (A slots) and instead of the 
fak-slot it has a fast paging slot (FP). 

A mobile that wants to gain access to one or more 
traffic slots (I slots) transmits a reservation packet in 
form of an Air-Interface Channel Identifier (ACI) 
and the number of desired I slots in the next R slot. 
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In case of a successful reservation the base station 
transmits the mobile's address on the corresponding 
downlink A slot and also the numbers of the 
assigned slots if there are enough free I slots 
available. In case of no free I slots the mobile is 
queued and will get an assignment if there are free 
slots again. Mobiles reserve on a talkspurt basis, this 
means that only when the voice coder delivers 
speech packets transmission capacity is reserved 
(discontinous transmission, DTX). In case of voice 
transmissions the speech packets will not be queued, 
they will be dropped if the access delay becomes 
larger than the maximum packet holding time 
(10 ms). At the end of a talkspurt the I slot is 
released by transmitting a corresponding release 
message to the base station. Fast paging slots are 
used to inform the mobile where to find paging 
information. The corresponding fast acknowledge­
ment slot on the uplink confirms a paging message. 
Further details ofPRMA++ can be found in [3]. 

III. ANALYZED SCENARIO 

The interaction of PRMA ++ and the, to this access 
scheme suitably adapted channel assignment 
schemes FCA, DINF (see IV.), channel segregation 
(CSEG) [5] and a modified segregation approach 
(CS+, see IV. B), are investigated by computer 
simulation in a planar microcellular layout of 28 
hexagonal cells [7] arranged as a "cluster of 
clusters", The cell radius is 1 km. For the FCA case 
the cluster size is 4 and every cell of the central 
cluster has exactly 6 potential cochannel interfe­
rence cells. Results were only taken from the central 
cluster cells, so border effects can be neglected. The 
whole system has four carriers available. The 
number of I slots was restricted to 23 to reduce 
simulation time. It was found out that one R slot is 
sufficient to supply enough reservation capacity for 
this number of traffic slots because in the interesting 
load range the R access time is always below the 
PRMA++ framelength of 5 ms (see also [3]). The 
acknowledgement delay is 3 time slots. These 
investigations are restricted to the uplink case 
because this is the most critical one as only here a 
contention process occurs. 

A mobility model was included because user 
mobility has a very high influence on the perfor­
mance of the investigated dynamic channel assign-



ment schemes. Mobiles choose a random speed in 
the range of 5 to 60 km/h and a random start 
direction. Speed and direction can be randomly 
changed after all two seconds in the range of +1-
20km/h and +1- 90 degrees. User mobility implicitly 
implies intercell handover, so an optimized hand­
over at the cell border was included too. An intercell 
handover call is treated like a new call in the 
destination cell. 

The included channel model considers a pathloss 
slope y equal to 4 and lognormal distributed shadow 
fading s(O") with a standard deviation of 0" 4 dB. 
So the carrier level C is equal to 

(1) 

where A is a constant depending on transmission 
power and antenna . gain. F astfading was not 
explicitly modelled because it is assumed that micro 
diversity, coordinated slow frequency hopping 
(SFH) and interleaving (depth 4) is used. The 
minimum required cochannel interference ratio 
CIRmin for a sufficent speech quality was assumed 
to be 8 dB. 

The traffic load model consists of poisson 
distributed call arrivals, negative exponential distri­
buted call durations of 120 s mean and also includes 
slow DTX with negative exponential talkspurts of 
mean activity periods of 1.41 s and mean silence 
periods of 1.74 s. Microcells are characterized by a 
very inhomogeneous load distribution. Here this is 
accounted for by the relatively high grade of user 
mobility for this cell radius and by a hotspot cell per 
cluster in which an additional traffic load is 
increased from 0 % to 100 % in steps of 20 % over a 
base load of 35 Erlangs. An intracell handover was 
not included in the simulation environment because 
of the relatively short talkspurt duration of 1.41 s. 
Simulation results have shown that the inclusion of 
intracell handover during talkspurts does not 
improve very much the performance of the system. 
Anyway the next talkspurt will need a new 
reservation and gets a new slot assignment. 

IV. DCA SCHEMES FORPRMA++ OPERATION 

This section describes the behaviour of the 
investigated fixed and dynamic slot assignment 

strategies. At first we will resort to a (on the 
average) homogeneous load situation wich will be 
influenced by a rather high grade of user mobility 
(see sec. III). The FCA and DINF strategies will be 
investigated in this environment at first. 

A. Homogeneous Load Situation 

In this paper three full adaptive DCA schemes are 
investigated in a PRMA ++ environment. The first 
one (DINF) assigns slots according to carrier to 
interference (CIR) measurements. In this case the 
base stations monitor the interference level on all 
available I slots. An I slot is assigned if the 
calculated CIR from the measured receive power 
level during the R access period and the I slot 
interference level is above a defined setup treshold. 
The difference between the setup treshold and 
CIRmin is called setup hysteresis CIRs. It has a very 
large influence on the performance of the system as 
will be shown later. The operation principle is 
shown in fig. 3 in form of a flowchart. 
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Fig. 3. DINF flowchart 

At first we consider the R slot access time which is 
mainly attributed to the contention process for the 
FCA and DINF schemes in a homogeneous load 
distribution between 30 and 55 Erlangs per cell. In 
the case of the DINF assignment strategy three 
different setup hysteresis levels (6, 12 and 14 dB) 
are investigated. Fig. 4 shows that the average R slot 
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access time for the FCA case is in the order of the 
framelength (5 ms) whereas the DINF schemes can 
provide shorter access times due to the higher 
number of available carriers and thus R slots per 
cell. R slot access delays are always between 3 and 
4 ms for all investigated DINF schemes. 

The total I slot access time from the beginning of a 
talkspurt to the successful assignment of the traffic 
slot is even more interesting. If we impose a limit of 
20 ms as acceptable I slot access delay it is possible 
to accommodate a load of about 37 Erl. with the 
static FCA strategy (s. fig. 5). With the DINF 
strategy and a setup hysteresis of 14 dB a cell can 
carry a load of about 40 Erl. in a homogeneous load 
scenario. If we decrease the setup hysteresis the I 
access delay will become very low. But on the other 
side, as can be seen from fig. 6, the probability that a 
talkspurt will be interfered takes on unacceptable 
values. 

If we claim that the interference probability of the 
dynamic slot assignment scheme shall not be worse 
than the results of the corresponding FCA scheme 
(about 5 %) we will have to introduce a rather high 
hysteresis level of about 14 dB. With such a high 
setup hysteresis only very small capacity improve­
ments of about 5 % can be reached. But on the other 
side we still have the advantage that no frequency 
preplanning is required. 
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Fig. 6. Probability that a talkspurt will be interfered. 

B. Inhomogenous Load Distribution 

As already mentioned in section III. microcells are 
characterized by spatially and temporarily very 
inhomogeneous traffic load distributions. We will 
account for this by introducing a hotspot cell per 
cluster in which the load is increased from 35 Erl. to 
70 ErI. in steps of20 %. In this environment also the 
channel segregation strategie [5] and the newly 
introduced, improved segregation like strategy CS+ 
will be investigated. 

The channel segregation strategy that is applied here 
is slightly modified for PRMA ++ operation in the 
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sense that every base station keeps a list of slot 
usage priorities for every carrier which will be 
updated on a talkspurt basis. The free slot with the 
highest priority will be used next. The priority of the 
used slot will be modified after each talkspurt 
according to the rule: 

CIR which is substantially higher than CIRmin. By 
use of such enhanced safety margins we have the 
possibility to use additional slots when no more high 
priority slots are available. Therefore a priority 
dependent CIR treshold is introduced: 

CIRlresh = CI~lIill + C1Rs log( p) (4) 

F:,ew = 
·N+1 

N+1 (2) P is the current slot priority and CIRS is a constant 
minimum hysteresis. 

if the talkspurt was not interfered and 

p = ~'d·N 
new N +1 (3) 

if it was interfered. N is the number of slot usage 
attempts (not necessarily slot usages !) and will be 
incremented by one after each attempt. A slot will 
be considered free if the measured interference level 
on it is low enough that a sufficiently low interfe­
rence probability can be expected. Fig. 7 shows the 
working principle of CSEG in form of a flowchart. 

The original channel segregation strategy of [5] only 
adapts to medium-term interference/traffic varia­
tions. Channel reusability will not be significantly 
improved as CSEG is a kind of 'adaptive FCA' [1]. 
Improvements of CSEG can be obtained if not the 
establishment of a quasi static reuse pattern will be 
the premier target of the algorithm but a higher 
flexibility. In the following an improved version of 
CSEG is introduced which establishes a 'weaker' 
reuse pattern and uses priority dependent C/I values 
to decide if a slot is free or not. 

For this purpose CS+ firstly omits the priority 
decrease function when the considered slot with the 
currently highest available priority is interfered (see 
dashed box in fig. 7). This results in a somewhat 
'weaker' reuse pattern. CSEG uses always the same 
setup treshold even if the observered slot has a very 
high priority. But the probability that a high priority 
slot will be interfered is usually lower than that of a 
low priority slot because the high priority slots form 
a very stable reuse pattern. These slots are used 
much more frequent than low priority slots and can 
be used to cover the base traffic load of the system. 

In contrast to the CSEG scheme which shows nearly 
no dynamic behaviour when the reuse pattern is 
once established the CS+ strategy allows also the 
use of slots with low priorities when they supply a 
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Fig. 7. CSEG flowchart 

This dynamic component leads to enhanced perfor­
mance especially in heterogeneous and time variant 
load distributions as the following results show. At 
first the I slot access delay as a function of the load 
increase in the hotspot cell is shown (fig. 8). As 
expected the mean I slot access delay is drastically 
increased by higher hotspot loads. Imposing a 20 ms 
access delay limit we are able to carry about 15 % 
load increase with the FCA scheme. The CSEG 
strategy which can adapt much better to traffic 
inhomogenities reaches about 55 % load increase. 
Even better performs the DINF scheme with about 
85 % load increase. But the best result can be 
obtained with the new CS+ strategy (CIRS = 6 dB) 
which is always below the 20 ms margin. 
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We have to look also at the interference probability 
to get a more detailed view into the system 
behaviour. Fig, 9 shows the probability that a 
talkspurt will be interfered during transmission. 
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In the most interesting range between 20 and 80 % 
load increase the interference probabilities of DINF 
and CS+ are comparable. But the I slot access delay 
of the CS+ scheme is lower than that of the DINF 
scheme especially when the hotspot load increase 
becomes higher. 

We see that the constant setup threshold of the 
CSEG scheme is still too low for a good quality 
transmission. CSEG suffers mainly from the rela­
tively high user mobility. But also with this too low 
threshold the I access delay of the CSEG scheme is 
higher than that of the DINF or the CS+ scheme. 
Increasing the setup threshold will further worsen 
the I access behaviour. The CS+ strategy offers 
about 2 % less interference probability and a much 
better I access performance than the CSEG scheme. 

V. CONCLUSIONS 

Four channel assignment strategies for the potential 
medium access control mechanism PRMA++ of 3rd 
generation advanced IDMA systems have been 
investigated. It was found that the statistical 
multiplex gain of discontinous transmission can be 
exploited to a large extend with PRMA++. The 
fixed carrier assignment suffers from severe 
capacity degradations especially in spatially and 
temporarily heterogeneous traffic distributions 
which are typical for microcellular cell structures. 
The channel segregation approach can improve this 
situation as long as the temporal load distribution 
does not change too rapidly. As channel segregation 
is in principle an adaptive FCA scheme we can not 
get a significant DCA capacity gain. The investiga­
ted interference adaptive slot assignment scheme 
DINF is able to follow such strong traffic variations 
but requires very high setup treshold values if the 
interference level shall not become too high. This 
can limit the potential DCA gain very much. A 
novel approach is the CS+ scheme which is able to 
reduce the interference level and can also offer a 
DCA capacity gain. All the investigated adaptive 
schemes are fully decentralized and need no 
frequency preplanning which is a major requirement 
for microcell operation. 
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Abstract 

In this paper we propose a multiple-access protocol that is well 
suited for a limited-bandwidth (1-10 Mbps) single-cell wireless net­
work for indoor multimedia communication. We do not consider 
interference between cells. The proposed protocol exploits the avail­
able bandwidth fully and supports real-time and non-real-time com­
munication. The throughput per mobile 1 station is higher compared 
to other multiple access protocols, it offers low latency for both real­
time and non-real-time communication and the reserved but unused 
bandwidth is reused for non-real-time communication. Furthermore, 
the throughput and latency remain stable under high loads. 

1 Introduction 
In the current wireless communication networks, band­
width is a scarce resource. Therefore it has to be 
exploited as efficiently as possible. Considerations of 
cost and saving power dictate that mobile wireless sta­
tions must have as few electronic components as possi­
ble. Therefore, mechanisms to exploit the bandwidth 
efficiently need to be of low complexity. 

Many multiple-access protocols have been suggested to 
access the available network bandwidth. Most of these 
multiple-access mechanisms rely on a contention 
approach. Contention makes these systems unstable 
under high loads resulting in inefficient bandwidth 
exploitation and high latency. Therefore, these multiple­
access protocols are not well suited for multimedia 
communication. Examples of these protocols are Aloha 
[1], ISMA [2] [3], R-ISMA [4] [5] and PRMA [6] [7]. 

Other systems divide the available bandwidth in chan­
nels that are separated in time, frequency or code 
(TDMA [8], FDMA [8], CDMA [9]). A drawback of 
the FDMA and CDMA systems is that, due to parallel 
channel separation, a mobile station usually can only 
use one channel at a time. The maximum bandwidth for 

1. In this paper we consider a mobile station to be a wireless 
station that is not a base station. Since we only consider sin­
gle cell environments. mobility itself is not an issue here. 

a mobile station is therefore merely the bandwidth of a 
single channeL This can only be helped by adding hard­
ware (more transceivers). 

Since in TDMA channels are sequential, multiple chan­
nels can be used to obtain more bandwidth. However, 
once a channel has been allocated to a mobile station the 
bandwidth is lost when that station has an inactive 
period (in CDMA this will lead to a lower bit-error rate 
for the other mobile stations). 

In our system we focus on a single, smaIl cell (3-5 m 
radius) in which only a few mobile stations need to be 
served. In this paper, we ignore interference between 
cells; we will address this issue in a forthcoming paper. 
We use near-field radio [10] as the communication 
medium. The available network bandwidth is limited 
(1-10 Mbps) and must support a mixture of real-time 
and non-real-time communication for multimedia appli­
cations. When a single mobile station is active, its 
obtainable bandwidth must approach the available net­
work bandwidth as close as possible. This in not possi­
ble to achieve with FDMA and CDMA. When more 
mobile stations are active, the aggregate bandwidth of 
these mobile stations must also approach the available 
network bandwidth as close as possible. This is not 
achievable with random-access protocols as contention 
results in bandwidth loss. Finally, the protocol must 
support dynamic bandwidth allocation and communica­
tion priorities. This is not supported by any of the proto­
cols named above. 

We propose a multiple-access protocol that will satisfy 
these requirements in a better way than previously pro­
posed multiple-access protocols. In Section 2 we 
describe the near-field wireless network system for 
which we intend to use the multiple-access protocol. 
Then we describe the multiple-access protocol in detail 
in Section 3. In Section 4 we present and discuss the 
results of an extensive simulation of the protocol. We 
compare the proposed protocol with several similar pro­
tocols in Section 5 and explain why our protocol is bet­
ter. The future work and a summary of the conclusions 
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are given in Section 6 and Section 7. 

2 System description 

2.1 System Architecture 

Our goal is to design and implement a wireless network 
for an office environment with one base station per 
room, see Figure 1. Each base station is connected to a 
backbone ATM network. In each room a limited number 
of mobile multimedia stations can be present. The com­
munication of a mobile station is temporarily suspended 
when it moves from one room to another and continues 
when a new connection has been made to a new base 
station. Through the new base station an obsolete con­
nection to the previous base station can be closed. 

2.2 Uplink communication 

The wireless network consists of independent cells. 
Each cell is served by a base station. The down-link 
communication (base to mobile) is fully controlled by 
the base station. Down-link communication is recog­
nized to be relatively straightforward to implement. 
More difficult to implement is a multiple-access proto­
col for the up-link communication (mobile to base). 
Since the knowledge of the activity of the mobile sta­
tions is distributed over the mobile stations, it is difficult 
to allocate bandwidth to the mobile stations efficiently. 
In this paper we focus on the up-link communication. 

2.3 Multimedia application requirements 

Multimedia applications have properties that cannot be 
supported by many of the known multiple-access proto­
cols. Some applications require real-time behaviour. 
Random-access protocols [1]-[7] suffer from 
unbounded statistical latency under high loads which is 
intolerable in a multimedia environment where the net­
work load can be close to the network bandwidth. The 
throughput of these random-access protocols drops rap­
idly when the aggregated load generated by the mobile 

no inter-cell 
interference 

ill til 

Figure 1. Target wireless system 
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stations approached the network bandwidth. Therefore, 
random-access must be avoided. 

In a multimedia environment, the information of one 
application can have a higher priority than the informa­
tion of another application. For example, delaying a file 
transfer will not be hazardous (therefore a file transfer is 
of lower priority), but it is desirable that the transfer of 
an audio packet is not delayed (which therefore is of 
higher priority). Few wireless multiple-access protocols 
(like the one described in [12]) have successfully 
included priorities in the wireless multiple-access proto­
cols. We must include priorities in the multiple-access 
protocol to support multimedia applications success­
fully. 

Multimedia applications may also generate variable 
amounts of data in time. Reservation mechanisms such 
as CDMA [9], FDMA and TDMA [8], allow applica­
tions to reserve bandwidth. For bursty real-time applica­
tions, such as variable-bit-rate video, reservations must 
be made for the peak bandwidth so that a significant 
portion of the reserved bandwidth will not be used. 
Therefore. the utilization of the network bandwidth is 
not optimal. Since the available bandwidth in our wire­
less network is limited to 1-10 Mbps, we must be able to 
reuse the reserved but unused bandwidth for non-real­
time applications. 

Summarising, a protocol is needed that is stable regard­
ing throughput and latency under high loads. This pro­
tocol must also support priorities (it must at least 
support real-time and non-real-time communication) 
and it must be able to dynamically allocate bandwidth. 

2.4 Single-frequency near-field radio 

A single mobile station in a cell must be able to obtain 
all the bandwidth for its communication. When a multi­
ple-frequency system is used, multiple transmitters and 
receivers are needed to allow the mobile station to trans­
mit and receive on all channels to obtain all of the cell's 
bandwidth. This makes the hardware complex (splitting 
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and mixing data streams) and expensive. In order to 
keep the transceiver design simple and inexpensive. we 
use a single-frequency system. 

In our system we want to have one base station per 
room without introducing inter-cell interference. As the 
power of a near-field radio signal drops an order of 
magnitude more rapidly than a far-field radio signal, it 
offers a good separation between cells [10]. Cells can be 
placed close together without introducing much inter­
cell interference. In an office environment, each room 
can be provided with the full bandwidth of a base sta­
tion, giving a high bandwidth density (Mbit/m2). 

For our prototype network, we use a small near-field 
radio spectrum (7.9 - 8.9 MHz). As there is little noise 
in this frequency band, bandwidths up to 10 Mbitls can 
be achieved. In our prototype system we will provide a 
bandwidth of 1 Mbps using binary-PSK. 

2.5 Mobility 

Since we intend to avoid overlapping cells, continuous 
mobile communication cannot be supported. The com­
munication will be a form of connect and disconnect 
also called nomadic communication. In this paper, the 
functional requirements for connect/disconnect, hand­
over, etc., is not an issue since these functions must be 
implemented at a higher level in the protocol stack. 

3 Protocol description 

3.1 Transmission units 

We use ATM cell transmissions over the wireless link, 
partly because the network connecting the base stations 
is also an ATM network. Using ATM cells keeps the 
base station architecture simple since no conversion is 
needed between the wireless channel and the B-ISDN 
network. 

Since each transmitter-receiver pair will have different 
distances, the propagation delays between them will 
also be different. Therefore, synchronisation bytes are 

used with each transmission to synchronise transmitter 
and receiver. 

The prototype transceiver runs at 1 Mbps. The basic 
unit of transmission is a byte. This means that we can 
exchange very short messages between base and mobile 
stations. Since messages are preceded by 2 synchronisa­
tion bytes, it will take 16+8 JlS to send a byte and 
16+53*8 JlS to send an ATM cell. 

The error rates of the wireless link still have to be inves­
tigated. When the error rates are too high, an extra error 
detection code must be appended to the ATM cell in 
order to avoid unnecessary processing of corrupted 
packets. 

3.2 Connections 

Mobile stations can have mUltiple connections. In our 
protocol, a connection is a communication agreement 
between base and mobile station. For each connection a 
number of time slots can be reserved during connection 
set-up, giving the connection a guaranteed minimal 
amount of bandwidth. A connection that reserves band­
width is called a reaL-time connection and a connection 
with no bandwidth guarantees is called a non-reaL-time 
connection. It depends on the activity of all other con­
nections, including the other non-real-time connections, 
how much bandwidth can be obtained by a non-real­
time connection. In Section 3.3.1 we describe how 
bandwidth can be requested. How the bandwidth is allo­
cated will be discussed in Section 3.5. 

The control and data messages of a multimedia applica­
tion can be transmitted over separate connections. How­
ever, it is not necessary to do so. Control messages can 
be inserted in the data traffic since the ATM cell header 
will indicate that the cell contains control information 
instead of data. In this paper, we do not make a distinc­
tion between control messages and data messages. We 
will focus on using the bandwidth as efficiently as pos­
sible while keeping the latency limited. 

time 
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3.3 Up-link frame structure 

In the R -TDMA protocol, time is divided into frames. 
Each frame contains S uplink slots for uplink communi­
cation. The frame structure is shown in Figure 2. Two 
slots in the frame have a special function. The first slot 
in the frame is the Clear To Send (CTS) slot. The base 
station uses this slot to inform the mobile stations which 
slots they may use in the next S uplink slots. The second 
special slot is the Request To Send (RTS) slot, where 
mobile stations can request slots for the next frame. As 
we will show later, the location of the RTS slot influ­
ences the latency and it determines the available sched­
uling time. Therefore, the location of the RTS slot in the 
frame is an important design parameter. The remaining 
S-2 uplink slots are data slots which can be used by the 
mobile stations for uplink communication. 

Obviously, the frame is not complete. Downlink data 
slots are also needed to obtain full-duplex wireless com­
munication. Although downlink slots are not difficult to 
add to the frame, it is not in the scope of this paper. We 
will address this subject in a forthcoming paper. 

3.3.1 Request To Send slot 

The Request To Send slot is divided into minisIots. Each 
connection uses 1 minislot. During connection set-up, 
the base station will assign minislot i to connection i. A 
connection uses its minislot to inform the base station 
how many ATM cells are waiting in its message queue. 
The base station uses this information and Quality of 
Service (QoS) agreements, see Section 3.4, to compute 
a slot allocation. A minislot must be large enough to 
send one byte (the basic unit of transmission), including 
a synchronisation period and a gap for switching one 
transmitter off and another on. 

A connection must send a request on a per frame basis. 
This means that it requests at most S-2 slots and new 
requests must be made in every next frame until all the 
messages have been transmitted. The base station will 
compute a slot allocation based on the most recent 
requests. Requested slots that were not allocated in the 
previous frame are not taken into account. 

When the frame size is large enough and the number of 
connections can become large, then it is possible to 
extend the RTS period over multiple slots, according to 
the need for more minislots. However, since we design 
a wireless network with only few mobile stations in a 
cell, we will not address this option. 

3.3.2 CTS slot 

The Clear To Send slot is used to send a Clear To Send 

message which is a normal ATM cell that is always 
transmitted in the first slot of the frame. It has two pri­
mary functions. First it informs every mobile station in 
reach that a base station is present and what its name is. 
This information is needed since the mobile stations 
must know that they are in reach of a base station in 
order to set up a connection. 

The other function is to broadcast the slot allocation for 
the current frame to the active mobile stations that 
reside in the base station's cell. Slots that have not been 
allocated to a connection may be used for connection 
set-up. Usual1y free slots are available during low loads. 
Under high loads a slot must be kept free regularly by 
the base station to enable new mobile stations to set up a 
connection. 

3.3.3 Data slots 

The data slots are used to send packets containing appli­
cation data. In our system we use ATM cells in order to 
simplify the translation to the fixed ATM network. 

In B-ISDN networks the ATM header requires 5 bytes 
to detect header errors and to identify all types of com­
munication from all connections on a single link. But, 
since in our network an ATM packet is only transmitted 
after a slot request followed by a slot allocation, the 
base station already knows the source connection of the 
packet. Hence, less header information is needed. A 
header of one byte is sufficient to identify 256 special 
events and/or message types. Identifier i (OS:i'5.c-l) of a 
connection can be considered part of the virtual circuit 
identifier, giving an address space of c*256 different 
headers per base station or 256 per connection. Includ­
ing a single CRC byte that is computed over the full 
message, the total cell overhead can be reduced from 
10% (5/48) to 4% (2148). The impact of this choice is 
discussed in Section 4.3.1. 

3.4 Connection set-up 

Connection set-up is implemented in a very simple way. 
The CTS message includes information about slots that 
have not been allocated to real-time or non-real-time 
traffic. These slots can be used for connection set-up. 

When a mobile station wants to set up a connection it 
waits for the first CTS message that indicates which 
slots can be used for connection set-up. It will then try 
to send a connection request using one of the available 
slots and it will use exponential back-off when no 
response from the base station is received within a time­
out period. When no response is received, either a colli­
sion has occurred or no bandwidth was available for 
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transmitting a response. 

Connection set-up is the only contention phase in the 
protocol. It cannot be avoided since new mobile stations 
can enter the cell at any time. 

During connection set-up a mobile station can negotiate 
over a range of Quality of Service parameters. These 
parameters influence the behaviour of the slot scheduler. 
giving more or less priority to requests based on these 
agreements. In our prototype implementation, only an 
agreement on the number of reserved slots can be made. 

3.5 Slot scheduler 

Base stations have a slot scheduler that allocates data 
slots in the frame to the connections. The scheduler 
allocates the slots based on the requested number of 
slots and the bandwidth guarantees of the connections. 

Real-time connections will always get allocated a 
number of slots up to the number of slots that was 
reserved during connection set-up. Additional real-time 
data packets for which slots are requested will be treated 
as non-real-time packets. 

The remaining slots are allocated round-robin to the 
non-real-time connections. Each non-real-time connec­
tion that requested slots will get one slot per tum. When 
few non-real-time connections are active, connections 
may get multiple turns per frame. 

4 Protocol simulation 
In this section we describe the simulation of the proto­
col and the results we obtained. We used a simulator 
that can simulate a MAC protocol for mUltiple mobile 
stations and multiple non-interfering base stations. Its 
basic transmission unit is a message. Signal effects such 
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as mUlti-path, fading, noise are not included in the simu­
lator. however collisions are simulated by making 
packet contents corrupt. 

4.1 Frame implementation 

In our simulations we used frames of 20 slots giving 18 
data slots per frame. The first slot in the frames is the 
CTS slot and the 11 th slot is used for the RTS slot. 
Packets are 53*8 bits large and a gap of 16 bits is used 
to space the messages. The available bandwidth for data 
communication can be expressed as 

Eq.l 

In the simulation setup this gives us 87% of the link 
bandwidth for data communication. A base station can 
support up to 16 connections. Therefore, the RTS slot 
consists of 16 minislots. A minislot is 26 bits long and 
contains a single information byte with a start and a stop 
bit (10 bits). Mobile stations can inform the base station 
that they have up to 255 ATM cells to transmit. The 
remaining 2 byte times are used for synchronisation of 
base and mobile station, and leaves time for one mobile 
station to switch its transmitter off while another mobile 
station switches its transmitter on. The frame structure 
used for the simulation is shown in Figure 3. 

4.2 Configurations 

We simulated the protocol in various configurations. In 
each configuration there was a single base station. The 
number of mobile stations (N) and the generated traffic 
p (exponentially distributed), were varied. Each mobile 
station has a real-time connection and a non-real-time 
connection, each generating a load of p. 

During connection set-up. real-time connections will 
request the base station to reserve r S*p l slots, which is 
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Figure 3. Simulated frame structure 
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Figure 6. Simulated real-time latency as a function of 
load for 1, 2, 3 & 5 real-time connections 

the average number of slots that is generated per frame 
by a real-time connection. The connection is refused 
when the base station cannot reserve this number of 
slots. No attempt for reserving fewer slots is made since 
a shortage of bandwidth will results in increasing 
latency which is intolerable for real-time communica­
tion. 

4.3 Results 

The results of the simulations are given in Figure 4 
through Figure 7. We will briefly discuss these figures. 

4.3.1 Throughput 

From Figure 4 we conclude that the bandwidth is used 
with a maximum efficiency. The throughput is identical 
to the load as long as the network is not saturated. When 
the load is higher than the available network bandwidth, 
all bandwidth is used. 

Figure 5 shows that non-real-time data throughput will 
decrease when the aggregated load exceeds the network 
capacity. Due to bandwidth reservation real-time con­
nections can send data at the cost of non-real-time data. 
The figure also shows that the real-time throughput 
remains stable after network saturation. 
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Figure 5. Simulated throughput per priority as a function 
of connection load with 1 and 4 mobile stations 
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Figure 7. Simulated non-real-time latency as a function of 
load for I, 2, 3 & 5 non-real-time connections 

4.3.2 Latency 

From Figure 6 and Figure 7, we can conclude that the 
average latency is very limited. For real-time traffic the 
average latency exceeds two frames (40 slots) only 
when the aggregated real-time load approaches the net­
work capacity very closely. The non-real-time latency 
behaves roughly the same, exceeding two frames when 
the aggregated load of real-time and non-real-time traf­
fic approached the network capacity. 

Note that the simulation results of the latency for 5 real­
time connections stops at a load of roughly 0.175 per 
connection. When the load is larger than 0.175 per con­
nection, each real-time connection wants to reserve 4 or 
more slots (20 or more in total) while only 18 data slots 
are available in a frame. The base station will refuse the 
fifth real-time connection. It is therefore not possible to 
obtain results for 5 real-time connections with a higher 
load than 0.175 per connection. 

Also note that the real-time latency results contain 
peaks at regular intervals. This can be explained as fol­
lows: When a real-time connection generates exactly n 
(n=1,2, ... ) packets per frame it will reserve n slots per 
frame. These reserved slots do not give capacity to han­
dle a small burst which can easily occur with exponen-
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tially distributed data generation. Therefore the latency 
will be relatively high. However, when the connection 
generates only a slight amount of data more per frame. 
it will reserve a full additional slot. This suddenly gives 
some overcapacity resulting in a sudden drop of the 
latency. In a forthcoming paper we will give a mathe­
matical analysis of this phenomenon. 

5 Related work 
There are several protocols that resemble our protocol. 
We will point out the improvements we made compared 
to those protocols. 

5.1 The bit-map protocol 

In the bit-map protocol [8) a station that wants to trans­
mit data must indicate this in a special slot. Each station 
has a single slot where it can indicate its intention to 
transmit. After all stations made a request during the 
request period, the stations that indicated a desire to 
transmit will start transmission one after the other. Since 
the order in which the stations transmit their packets is 
fixed, the average latency is not equal for each station. 
Hence, the protocol is not fair concerning delay. 

The protocol assumes a fixed number of stations. 
Clearly this is not the case in a dynamic wireless envi­
ronment where stations can come and go. However, this 
can be solved by using a cycle where the frame size is 
large enough to allow new stations to set up a connec­
tion, just as we proposed in our protocol. 

Another restriction is that a station can only request one 
slot per cycle. It is not possible for a single station to 
obtain all of the available bandwidth (i.e. obtaining all 
slots in a cycle). When few stations are active the over­
head of the request period becomes a larger portion of 
consumed bandwidth. 

Finally, the most important assumption is that all sta­
tions can receive all requests since every station needs 
to know which other stations will be transmitting first. 
This cannot be realised in a wireless network due to hid­
den stations. This can be solved by having the base sta­
tion collecting all request and broadcasting the requests 
back to the mobile stations. We used a delayed broad­
cast to allow the base station to allocate the slots more 
efficiently. 

5.2 A wireless MAC with client-server traffic 
and capture 

The multiple-access protocol proposed in [11] also uses 
minislots to optimize bandwidth requests. However. the 

requests are performed based on an Aloha approach 
which means that the load must be limited. In order to 
allocate enough slots under high loads, the request 
period needs to be increased since many minislots are 
lost because of collisions. This results in a high request 
overhead. Since the minislot access is random, no 
throughput and latency guarantees can be given and 
therefore high-speed real-time communication cannot 
be supported. 

5.3 ATM-based transport architecture for 
multiservices wireless PCN 

In [12] a protocol is proposed that is very similar to our 
protocol. However, it uses fixed allocation of slots 
together with random access of request slots. The fixed 
allocation means that potentially throughput is waisted 
since it is not likely that a fixed allocation CBR connec­
tion always exactly uses the same amount of bandwidth. 
The most commonly known CBR communication is 
voice transmission. For this type of communication 
silence period detection is used to prevent unnecessary 
transmissions saving both battery power and bandwidth 
when this bandwidth can be reused. 

For the remaining unallocated slots an Aloha access 
mechanism is used comparable to [11]. This means that 
under high loads some slots will remain empty since 
collision will occur in the request period. The request 
period cannot be increased to allow more successful 
Aloha accesses to succeed since that also increases the 
frame size which cannot be tolerated concerning the 
CBR connections. Therefore, bandwidth cannot be opti­
mally used. 

Finally, the only guaranteed allocated slots are those 
that were reserved for CBR connections. VBR connec­
tions, e.g. video, must use random access to obtain slots. 
That means that under high loads, video can not be sup­
ported. 

6 Future work 
Currently we are designing a hardware implementation 
of the R-TDMA protocol. This implementation will be 
tested at our university. 

Our next step will be to apply the R-TDMA protocol to 
a multi-cell environment where inter-cell interference 
can occur. The current implementation will not function 
in a multi-cell environment with inter-cell interference. 
Channel allocation must be added to the protocol to 
minimize inter-cell interference. 

We will test a variety of slot scheduling algorithms that 
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can support a variety of QoS properties. Some examples 
were given earlier in this paper. 

7 Conclusions 
In R-TDMA the bandwidth is optimally used. The 
throughput remains high under high loads and does not 
result in threshing. 

Real-time connections have a guaranteed throughput 
with limited latency. Non-real-time connections share 
the bandwidth in a best effort way. All the bandwidth 
that is not used by real-time connections can be used by 
the non-real-time connections. When the network band­
width is not saturated, non-real-time latency remains 
low, 

The frame size can be increased in order to increase 
throughput. Decreasing the frame size leads to lower 
latency for real-time traffic. A significant part of the 
fixed initial latency is limited by the time required to 
schedule the slots. Therefore, the latency can be smaller 
when a faster scheduling algorithm is used. 

The use of a slot scheduler makes our multiple access 
protocol very flexible. Not only does it deal with real­
time and non-real-time connections, the scheduler can 
also take more priorities into account. In our system we 
used a round robin scheduler with two priorities, but 
many other well known scheduling mechanism can be 
used such as earliest deadline first, first-come first­
serve, etc. However, the more complex the scheduling 
algorithm. the more computation time is needed and the 
longer the RTS - CTS time will become, thus increasing 
the average latency significantly. 
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Abstract. A thorough understanding of the mech­
anisms which govern wave propagation in an indoor 
environment is needed for the design and perfor­
mance analysis of the next generation of mobile com­
munication systems (peS). In this paper a novel 
technique, based on the rigorous Moment Method 
(MoM), is introduced for the prediction of indoor 
wave-propagation. To this end two numerical meth­
ods are presented which significantly reduce the 
memory and computational requirements, associated 
with the use of the MoM, and the technique is illus­
trated by an example. 

I. INTRODUCTION 

Over the last few years significant research ef­
forts have been spent on the development of reliable 
and accurate wave-propagation models for the indoor 
environment in t.he UHF-region (0.3-3 GHz). Given 
the complexity of electromagnetic wave behaviour in 
this environment, such models are highly desirable 
as design tools in the network optimisation stage of 
cellullar based systems, where a balance needs to be 
found in the drive for both maximal capacity, mini­
mal co-channel interference, and minimal cost. 

For the main part these efforts have been di­
rected towards the development of ray-tracing based 
models, which essentialy lead to a high-frequency ap­
proximation of Maxwell's equations. In this approx­
imation rays, which represent tubes of energy, are 
launched from the transmitter location. The interac­
tion of these rays with partitions within the builing 
are then followed up until they reach the receiver lo­
cation or until their associated energy drops below 
a given threshold value. A number of authors [1-
3] demonstrated the viability of such an approach, 
using simple geometrical optics (GO) rules of reflec­
tion and transmission to model the mentioned inter­
action. While their results were certainly encourag­
ing, the same authors recognised that in an indoor 
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environment a significant amount of energy can also 
reach the receiver by means of diffraction at wall, 
door or window edges. This is well explained by the 
fact that in most cases, a line of sight (LOS) path 
between transmitter and receiver will not exist. In 
future systems this path might even be purposefully 
obstructed to achieve a uniform cell coverage and a 
reduced dynamic range of the field strength within 
this cell. 

To include diffraction in the ray-tracing ap­
proach, Keller's geometrical theory of diffraction 
(GTD), or one of it's derivatives, has been used 
[4,5]. The applicability of these theories is however 
restricted to objects oflarger dimensions (a few wave­
lengths or more) and of specific geometry (wedge­
or cone-like structures). Add to this the significant 
increase in computational complexity if used in ray­
tracing (each point of diffraction introduces an addi­
tional source), to conclude that this method leaves a 
lot to be desired. 

Until recently no attempts were made at solving 
Maxwell's equations in their entirety for the indoor 
propagation problem, given the large geometrical di­
mensions of the considered space. In [6,7] however, 
a two dimensional FDTD scheme was used. In [7] it 
was shown that reducing the propagation problem to 
two dimensions is acceptable for power level predic­
tions, leading to significantly reduced memory and 
computational requirements. 

In this paper we present another rigorous ap­
proach for solving Maxwell's equations for the indoor 
propagation problem. In sectioll II a set of bound­
ary integal equations will be formulated. These 
equations will be solved using the Moment Method 
(MoM). To improve the efficiency of this method for 
problems of large dimensions, two numerical meth­
ods were developed. These are presented in sections 
III and IV. Finally, in section V the technique will 
be illustrated by an example. 

II. INTEGRAL EQUATIONS FORMULATION 

In this section we show how a set of cou­
pled Boundary Integral Equations (BIE) can be for­
mulated which, in combination with the Moment 
Method, can be used for the field strength predic-



tion in an indoor environment. This should merely 
be seen as an introduction to a technique which has 
been widely and succesfully used in many other ar­
eas. For a more detailed discussion on BIE we for 
example refer to [8,9J. 

A. Geometry of the llf·oblem. 

In our approach the indoor environment is mod­
elled as a two dimensional configuration. A gen­
eral geometry of this configuration is shown in fig­
ure L The walls and other partitions in the envi­
ronment are modelled as homogeneous and possibly 
lossy isotropic materials, characterised by an arbi­
trary relative complex permittivity Er,j and complex 
permeability I)'r,j (j=l ... L). The number, size, or 
position of these materials is arbitrary as well, open­
ing the possibility to model the environment in any 
given detail. 

z 

x 
y 

Figure 1 - General geometry. 

In this configuration a two dimensional line 
source is introduced. The surface current along this 
source is fixed at lc = Joexp(jwt), where Jo is con­
stant and w is the angular frequency. Due to the 
two dimensional nature of the problem this source 
will excite a TE-field in the modelled indoor envi­
ronment. This means that the electromagnetic field 
will be composed of an Ex-field component perpen­
dicular to figure 1, and an Ht-field component in the 
plane of this figure. 

B. A set of integml equations. 

Starting from Maxwell's equations, it can be 
shown, using Green's identity, that these Ex and Ht 
field components in any point r inside dielectric struc­
ture j (j=l ... L) can be expressed as a contour in­
tegral along the boundary Cj of this structure (the 
time dependence exp(jwt) is suppressed in these, and 
in the following equations) : 

( I) oGj ( I)) d I r - On . H t r . c 

(2) 
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wit.h kj = WJEjfLj = 27r!Aj, Aj the wavelength in di­
electric j, and with Gj the 2-D homogeneous space 
Green's function of the Helmholtz equation: 

Gj(rlr') = ~H62)(kjlr - r'l) (3) 

H,\2)(Z) = In(z)-jYn(z) is the n-th order Hankel func­
tion of the second kind. 

Expressions, similar to (1) and (2) can be de­
rived for the field in the free space surrounding the 
various structures. In this case the contour of inte­
gration comprises of all individual contours ej, taken 
in opposite directions. Given these expressions, the 
Ex and Ht field components can be determined in any 
point in space if their boundary values are known on 
all the interfaces ej of the respective structures. By 
imposing continuity of expressions (1), (2) and those 
for the free-space area at these boundaries, a set of 
coupled integral equations is obtained [8], from which 
these boundary values can be extracted. This is done 
using the Moment Method. 
C. The Moment Method. 

Through the use of this method the coupled inte­
gral equations are transformed to a discretised set of 
linear equations. This is done by introducing a set of 
linear segments along the given boundaries ej, and by 
expanding the unknown boundary field components 
Ht and Ex along these segments : 

H t is approximated in a piecewise constant way (pi 
are pulse functions) and, for reasons of continuity, 
is approximated in a piecewise linear way (ti are over­
lapping triangle functions). This is shown in figure 2 
for the first dielectric structure of figure 1. 

Figure 2 Expansion of the boundary fields. 

The expansion coefficients Ht,i and in ex-
pressions (4) are determined by imposing the integral 
equations in a weighted sense. To do so, Galerkin 
testing is used where the Ex-equations are weighted 
with pulse functions and the Ht-equations with tri­
angle functions. Testing these expressions along the 
boundaries leads to a system of linear equations: 

S·x=y (5) 

the matrix S in this representation is composed of 
four N~dimensional square submatrices, each repre­
senting one out of the four interactions between the 



N pulse and N triangle functions, calculated with the 
appropriate integral kernel from (1-2). The vector 
X contains the 2N unknown expansion coefficients 
E X • i and . In vector Y the interactions are found 
which correspond to the Ht-pulse functions along the 
boundary of the source structure. The expansion co­
efficients, associated with these functions are known, 
since along this boundary H t = Jo (note that the E,,­
field along this boundary is not fixed by the source 
condition) . 

D. Requirements of the classical Moment Method. 

Traditionally, the use of the Moment Method has 
been restricted to structures of up to a few wave­
lengths or less. Due to the computational require­
ments (2N(2N + 1) elements need to be calculated 
and a 2N x 2N system needs to be solved), and the 
memory requirements (2N(2N + 1) elements need to 
be stored), only powerfull supercomputers were ca­
pable of solving larger problems. In the next two 
sections we present two numerical methods which sig­
nificantly ease these restrictions, making it possible 
to perform indoor wave propagation simulations on 
an average workstation. 

III. THE INTERACTION INTEGRALS 

The calculation of the interaction matrix S in (5) 
requires the evaluation of four types of double inte­
grals. One integration relates to the expansion func­
tion of the unknown field component, the other to 
the testing function. If we represent these functions 
by respectively be and bo (e stands for 'excitation', 0 

for 'observation'), these integrals can be grouped as 
follows: 

In this expression K represents the appropriate in­
tegral kernel from (1-2). Local coordinates e and 0 

were introduced along the excitation and observation 
cells as shown in figure 3. This figure also shows r 
and r/. 

z 

e e1 ~ 
~--- %. 

-~ ~ 0 ~. 
q, 
-e1 

y 
Figure 3 - Coordinate systems. 

A. Gaussian quadr'ature formulas. 

Classically simple Gaussian quadrature formulas 
are used to perform the double integration in (6). In 
this case the dominant time factor in this integration 
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will by far be the recurrent evaluation of the Han­
kel function, HJ2l(kj lr - rID and/or, resulting from 
its derivative, Hi 2

) (k j 11' - rll), contained in the ker­
nel K. If, as common, a 10 point quadrature formula 
is used, these complex functions need to be evalu­
ated 100 times each, for each interaction integral. As 
the cell separation R (see figure 3) increases, such 
complexity however rapidly becomes unwarranted, as 
shown next. 
B. E:Lpansion of the integrand. 

If the excitation and observation cells are sepa­
rated by a few wavelengths or more, the argument 
of both the Hankel functions will show only small 
variations. This observation lead us to expand these 
Hankel functions in a Taylor series, centered around 
kjR, the argument corresponding to the distance be­
tween both cell centers (see figure 3). 

(7) 

with n :::= 0 or 1 and a = kj(lr - r/l R). We found 
that for cell sizes less than Aj /8 and cell separations 
greater than Aj /2, a relative accuracy of 0.5% can 
be obtained if only three terms of (7) are used in the 
integration. Such an accuracy proved more than ade­
quate for t.he considered scattering problem. Futher­
more, since the derivatives in (7) can be expressed in 
terms of H~2) (z) and Hi 2

) (z), only two Hankel func­
tions need to be evaluated per integration, leading to 
very small computation times. 
C. Asymptotic approximation of the integrand, 

For even larger cell separations, the Hankel func­
tions in the integrand can be approximated by their 
asymptotic expansions : 

with (3 :::= kjlr r/l. To obtain an analytically inte­
grable form, further far-field approximations can be 
made of the distance related factors in the integrand. 
We found that these asymptotic expansions can be 
used with the same accuracy as above, for far-field 
cell separations starting from two wavelengths for the 
Hankel function itself, to fifteen wavelengths for its 
derivatives. 
D. Simulation of larger problems. 

Through the use of these two integral approxi­
mations, computation times for larger problems can 
be kept to an acceptable level. Given that these ap­
proximations are generally 50 to 200 times faster in 
calculation than Gaussian integration, the near-field 
interactions will take up most of the time in the com­
putation of the system matrix S in (5). If we as­
sume an average of 20 near-field cells, and an average 
speedup factor of 100 as compared to Gaussian inte­
gration, the computational complexity will not rise 
as 2N(2N + 1), but rather as (2N)2/100 + 20(2N). 



IV. SPARSE MATRIX TRANSFORMATION 

As mentioned in section II, a second major im­
pediment to using the MoM in the simulation of 
larger problems lies in the high memory require­
ments, associated with the storage of the 2N(2N + 1) 
interaction integrals. Even though the use of high­
frequency approximations like ray-tracing might in 
this case not be entirely justified, their very exis­
tence suggests the possibility of a significant reduc­
tion in the complexity of the description of the high­
frequency interaction between the respective struc­
tures in the indoor environment. 
A. Discrete transformation. 

To achieve such a reduction in the presented 
MoM-formalism, we reconsider the system of linear 
equations (5), where the vector of unknowns X is 
written as X := A . U, and each side of the system is 
multiplied by a matrix B to obtain: 

(9) 

or 
T·U=W (10) 

with T = B . S . A, W = B . Y, and where A and B 
are 2N x 2N matrices. These equations show how the 
original vector of unknowns X can be found by first 
solving for U in the alternate form (10), followed by 
the transformation X = A . U. Our motivation to in­
troduce (9) lies in finding transformation matrices A 
and B, which render T sparse, that is which intro­
duce a significant number of near-zero elements in T, 
which can be discarded in the solving of system (10). 
B. A new set of basis functions. 

As shown in [10] these matrices A and B can be 
seen as perfomillg a discrete transformation to a new 
set of respectively expansion and testing functions. 
Therefore our problem could alternatively be formu­
lated as the search for a new set of basis functions, 
which reduce, or localize the far-field interactions in 
the system matrix T. 

It is now a well known fact in electromagnetism 
that the far-field properties of a given source distribu­
tion are directly related to its spatial spectral content 
[11]. Since the basis functions, presented in section II, 
show no, or only linear spatial variations, and since 
they were defined along cells, no longer than Aj/8, the 
spectral content of these functions will be very broad, 
and they will therefore radiate in all directions, lead­
ing to a dense interaction matrix S. The localized 
extent of these functions on the other hand offers the 
opportunity to construct, by linear combination, a 
new, and much improved set of basis functions. 

To this end the segments along the straight sec­
tions of each dielectric structure are grouped in a 
number of blocks. Assuming a block of M segments, 
new basis functions sOj and slj (j = 1...M) are defined 
along this block as: 

M 

sOj = LP~,sin(r.(j - O.5)(k - 0.5)/M) (11) 
1.:=1 
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M 

sl j = L tksin(r.(j - O.5)(k - O.5)/M) (12) 
k=1 

P1 P16 

. . . 
11111 111111111111 

... 
I I I I 

I I 

I'¥ 

~ 
'¥ 

I I I ~: 
t1 t16 

... /t!ttttItttfII/", I I 
i • . I 

'¥ . . ~ 

:~ I I I 

~ 
Figure 4 - A new set of basis functions. 

with (k 1...M), and where tj is the rising triangle 
function, defined over cell k. This is shown in figure 
4. For reasons of clarity only three of both the sO and 
sl functions are shown. Also, for the same reason, a 
block of 16 segments was assumed (M = 16). In real­
ity, even larger blocks are taken, extending over a few 
wavelengths of the dielectric structure. The result­
ing basis functions sOj and sl j will have a much re­
duced spatial spectral content, and will therefore only 
radiate in specific directions, leading to a reduced 
range of interaction, and significantly fewer elements 
in the interaction matrix T. Further improvements 
are achieved by using additional taper functions to 
suppress possible radiation sidelobes. Depending on 
the size and geometry of the problem, from 80 to 95% 
of all elements in T can in this way be discarded. An 
example of this will be given in the presentation. 

C. Simulation of laryer problems. 

A final note on the transformations performed 
by matrices A and B. For our choice of new basis 
functions, (11) and (12), these matrices perform a 
two dimensional discrete sine transformation (on a 
block by block basis) of the interaction matrix S. By 
using fast fourier algorithms in the implementation of 
this transformation, computation times can be kept 
at very acceptable levels, even for large problems. 

V. EXAMPLES 

In this section an example is presented which 
illustrates the outlined technique. In the choice of 
this example we have tried to emphasize the improve­
ments on a ray-tracing approach. A comparison with 



ray-tracing or measurements however is not included. 
This issue is addressed by another paper [12]. 
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Figure 5 The considered indoor environment. 

Figure 5 shows the indoor environment under 
consideration. Two adjacent rooms are represented, 
in which an electromagnetic field is induced at 0.9 
GHz. The outside walls of this configuration are 
characterized by a slightly different permittivity, as 
shown in the figure. In addition, both rooms are sep­
arated by a partitioning wall, composed of a number 
of smaller elements of higher permittivity. In the out­
side walls two apertures are found, one of 1m wide 
(representing for example an open door), another of 
1.5m (a window, for example). 

In figure 6 the induced electromagnetic field is 
represented. Of this TE-field, only the Ex-field com­
ponent is shown, since it is this component that will 
be of importance at the receiving end of the mobile 
link. This plot shows an overall field distribution, in 
dB, in which the respective parts of the environment 
are still clearly visible. It is clear that those parts in 
the immediate vicinity of the source, strongly influ-

dB 

ence the overall field distribution. This influence is 
clearly a near-field effect, and can therefore not be 
accurately modelled by a ray-tracing approach. 

A further improvement on the ray-tracing ap­
proach is clearly the inclusion, in the MoM-formal­
ism. of all relevant propagation mechanisms. This 
means that the transmission through the partition­
ing section, and the diffraction at the wall edges, are 
accurately modelled with no additional complexity. 
The effect of this diffraction is particulary clear at 
the corners on the right of the configuration. 

The field distribution, represented in figure 6, 
is shown in its full detaiL That is, no filters were 
used to spatially average this result, as is commonly 
done in a ray-tracing approach to take account of 
its high-frequency nature [3]. This of course does 
not mean that we pretend our result to be accurate 
down to a wavelength scale. The accuracy of the so­
lution might however be sufficient to recognise those 
areas in the indoor environment where the fading is 
strongest, both in level and in spatial distribution. 

Finally, a note on the calculation of the plot, 
shown in figure 6. The used MoM offers the advan­
tage that, once the field values are known on the 
boundaries of the respective structures in the indoor 
environment the calculation of such an overall field , . 
plot requires relatively little additional computatIOn 
time. This is not the case for the ray-tracing ap­
proach where the problem needs to be resolved for 
each field location in this plot. From such a field plot, 
the important wave-propagation mechanisms for the 
specific indoor envirollment can easily be identified, 
leading to an important insight in the overall prop­
agation problem, which is what will be required in 
future mobile network design. 

Figure 6 - Induced Ex-field distribution. 
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Abstract 

Cells with reduced size (few Ian) require propagation 
models that take into account the building structures. 
In case base station antennas are installed just above 
the roof-top of a building or, more generally, at the 
same height of the surrounding buildings ("small 
cellsU

), the path loss is detennined mainly by diffraction 
and scattering phenomena, occurring at the roof-tops 
encountered by the propagating wave. 
A new model for the computation of the field strength in 
a small cells environment is presented. It is based on a 
simplified evaluation of the building diffraction: 
buildings are considered as knife edges and Deygout's 
method is utilized for the diffraction loss evaluation. 
Despite this simplification, with respect to other 
models, which are based on average parameters and do 
not consider the real building structures, the new model 
is easily applicabile to any urban structure, provided 
that a suitable 3-D topographical data base (with 
adequate horizontal and vertical resolution, 1 to 2m) is 
available. 

1. Introduction. 

Future cellular systems have to provide a higher 
capacity than actual systems, in order to cope with the 
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ever increasing demand of personal communications. 
The reduction of cell dimensions, in order to decrease 
the reuse distance and, consequently, to increase the 
system capacity, appears as a suitable solution. 
Because of the reduced cell sizes, usual statistical 
macrocellular propagation prediction procedures are no 
longer applicable, and new models are needed, taking 
into account the real building structures. 
When the cell reduction is obtained by positioning the 
base station (BS) well below the roof-top heights of the 
surrounding buildings ("rnicrocells"), 3+1 Om height 
from ground level, the waves mainly propagate in street 
canyons, guided by buildings. Studies regarding 
statistical [1] and rigorous [2] (based on ray tracing or 
ray launching techniques using Gm or UTD 
approaches) models are in progress. 
In "small cells" (BS height just above roof-tops). 
however, the patbloss is determined mainly by 
diffraction and scattering at roof-tops, i.e. the main rays 
propagate above the roof-tops. Such a scenario makes 
the definition of a propagation model quite critical: 
although some models based on ray tracing techniques 
and UTD [3] have been investigated. the complexity of 
the environment (involving many scattering surfaces 
and multipath propagation) makes it difficult to apply 
such models to a real scenario: on the other hand. 
simplified models[ 4 J. requiring only a few parameters. 
provide good predictions only in case of large areas 



described with a poor spatial resolution, and do not 
appear sufficiently detailed in this context of interest 
Moreover, the application of these models to a real 
scenario is also a critical point: that is how to extract 
the required propagation parameters required from 
maps or topographical database (provided that such 
maps arc available). 
In the following, a new model is presented together with 
a measurement campaign results, performed in Turin. 
Preliminary comparisons between measured and 
simulated values are reported. 

2. The new approach. 

From the previous considerations, it comes out that a 
model for small cells, in order to be an effective tool in 
planning sueh systems, has to satisfy the following two 
main requirements: 

- it has to retain the real buildings structure 
information, avoiding averaging procedures of the 
geometrical features of the area under examination' 

- the application to a real zone of an urban area: Vtith 
the use of topographical maps or data base, has to be of 
easy achievement. 

Despite a simplified diffracted field calculation, the new 
model developed in CSELT has proven to fulfill the 
previous conditions. 

2. J Outline of the model. 

In order to evaluate the buildings attenuation by 
diffraction, the model makes use of the approximated 
solutions based on Huygens-Fresnel theory. 
A single obstacle (building) is assumed to be a perfectly 
absorbing half-plane screen (knife-edge approach), 
having no thickness along the propagation direction and 
an infinite extension in the transversal section. This 
approach is correct as long as the signal wavelenght is 
negligible with respect to the obstacle size and to the 
distances bet\veen obstacles or between the Tx or Rx 
and the obstacle; this condition is satisfied in UHF band 
and upper bands. 
A rigorous solution can be easily obtained only in the 
case of a single knife edge [5], whereas an extension to 
several obstacles is a more complex task. Therefore, 
approximations that try to take into account the 
interactions among consecutive obstacles by means of a 
proper combinations of single obstacle contributions 
are made. The differences among the various models lie 
in the different methodology used to evaluate the 
interaction phenomena [6],[7]. 
In the case of above roof-tops BS and mobile terminal 
at street level, the last building generally obstructs 
deeply the direct radio path, and can be considered as 
the main obstacle affecting the link This consideration 
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justifies the choice of Deygout's approach [71 in respect 
to other ones, because it leads (as a general opinion) to 
a more accurate extimation if a single main obstacle 
exists. The selection of the main obstacle is made in 

temlS of the greatest !!.- ratio (PI is the first Fresnel 
1'1 

zone ray of the considered path and h the clearence), 
and the corresponding diffraction loss is computed as if 
it were alone. The same procedure is then recursivelv 
applied to the two path sections generated by the mai~ 
obstacle until all obstacles are considered. For each 
main obstacle, the values of dl>d2 ,h for the parameter 

v 0 = J2 ~ are computed and the field attenuation is 
PI 

given by: 

E l+i""J -lEv -;;;:-- e 2 dv 
Eo 2 

Vo 

The loss contribution 4 due to one screen is: 

4 =-2010g/::/= 
6 -lOlog[ 1+ 2C2( va) + 2S2( va) ± 2(C( va) + S(Vo» 1 

where C (x), S (x) are the Fresnel integrals and the sign 
- or + refers to positive or negative values of 
Vo respectively; the total path loss is then given by: 

where Lo refers to free space loss. The contribution due 
to a non isotropic antenna pattern can be added to this 
basic loss equation. 

2.2 Application to a 3-D data base of Turin: 
simulation results. 

The above model has been applied to a zone of Turin, 
for which digitized maps were available, in order to 
obtain field coverage and "best server" maps. 
The basic cartography is related to the central part of 
Turin; the scale of each map is 1 :2000 and its size is 
1800m x 120Om. A spatial resolution of 1m has been 
considered as the best choice, in order to avoid 
inaccuracy errors. Terrain data have been digitized and 
stored in two data bases: the former includes the ground 
height above the mean sea level (in this case the term 
"ground" includes also the buildings); the latter 
provides, for each surface elements of Imxlm, a binary 
information on the presence (or not) of a building. Th~ 
elevation accuracy has been estimated to be around 2m. 
Data are organized in 1800 x 1200 elements arrays. 



Fig.l shows the map considered for the calculations: it 
represents the buildings height in a densely built up 
zone in the center of Turin. Since the terrain is nearly 
flat the utilized data base contains actually only the 
height of buildings above the ground. For each 
configuration of BS and mobile terminal, the direct 
radio path is considered and the corresponding building 
height profile (with a O.5m resolution step) is obtained 
from the data base. Then, each building is substituded 
bv a screen with the same height and located in the 
ntiddle of the building, giving rise to the screens series, 
to which the Deygout's method is applied. 
Simulations have been performed for three different 
BS's heights 30m, 38m and 48m (2m, 10m and 20m 
above the roof-top of the building, respectively) and 
four pointing directions (with respect to North: 90°, 
30°, 330° and 270°), positioning the BS on a 
TELECOM ITALIA mobile radio site (in Tab.l 
geographical and electric parameter of the BS are 
reported). 
In Figg.2a, 2b the field coverages for two BS heights 
(30m and 4Sm) and one pointing direction (330°) are 
depicted: field values are reported for each element of 
the map \\i.thin the main lobe, with a colour code 
corresponding to different field levels (30, 40, 50, 65 
and SOdB (/lV/m»). The color of the buildings is black 
irrespectively of their height. 

Some preliminary considerations can be inferred by the 
simulated coverages: the values found in computations 
appear to agree with expected field pattern, from both 
qualitative and quantitative points of view, and th~ l~ss 
pattern seems to be consistent \\'ith the budding 
structure. 
In general, it can be observed that the shape of a cell is 
very irregular: high field strengths can be found ev~n 
far from the transmitting antenna in LOS streets or m 
open areas, whereas greater loss values are generated 
by high buildings also in the vicinity of the BS. Strong 
dependency on the street orientation is also found. 
Moreover, lower propagation loss is encountered when 
the BS height is increased. 

3. Measurement campaign and experimental results. 

A measurement campaign has been carried out in the 
center of Turin. The transmitting antenna \vas 
positioned on a TELECOM IT ALIA sit~ (Fig.l s~ows 
the exact position on the map), at three dIfferent heIghts 
and four pointing directions. The receiver was mounted 
on a van. In Tab.1 the characteristics of transmitter and 
receiver are described. 
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T ransmittin2 antenna 
Antenna characteristics 

type: eight dipole array 
gam 18 dB 
3dB lobe H plane: 60° 
3dB lobe E ~lane: 8° 

Transmitting parameters 
frcq.: 1795 MHz 
transmitting power: lW 
heights: 30m, 38m, 48m 
pointing directions: 90°,30°, 330°, 270° 
Receiver: 
dipole IJ2 
height: 2m 

Tab.}: Antennas' characteristics and parameters. 

Electrical field values were authomatically aquired and 
visualized in real time during the measurements. In 
particular Rx positions (usually at a street cros~ing, ~r 
at a change of direction), markers were memonzed, m 
order to authomatically localize the measured routes on 
the digitiZed maps. The spatial sampling distance of the 
measurements was set to 5cm. 
In order to compare measured and simulated values, the 
following proc..."'Ssing has been carried out: 
measurements routes have been digitized and 
coordinates have been associated to each measured 
value, using the markers' information, afte~d~, this 
values have been assigned to the corresponding pIxel of 
the digitized map, the resulting electrical field is ~erived 
as the average Cl'er all the measured values laymg on 
the same pixel (usually 5+40). 

From a qualitative point of view, some ~onsi~erati~ns 
can be dra\\-n, which are in common \\,th sunulatlOn 
results: 
- received field shows a strong dependence on the 
building lay-out, high values are found at ~gh di~ces 
from BS in particular cases of street onentatIons or 
open areas, whereas strong attenuation occurs in 
narrow streets among high buildings; 
- generally, field values increase when the BS height 
increases. 

4. Preliminary comparison between measurements 
and simulations. 

One BS configuration (height: 38m; pointing direction: 
330°) is chosen and reported as an example in Figg.3a, 
3b and 3c. Field coverage (Fig.3a) and measured values 
(Fig.3b) have been compared: in Fig.3c the errors 
(differences between simulated and measured values) 
are depicted, in order to emphasize the zones where 
measured values are over- or under-estimated. 



I BS HEIGHT 

Pointin) 30m ! 38m 
I 

48m 
rI; ro"t;" N mean err. s1. dey N mean err. st. dey N mean err. s1. dey 

90° 13757 -9.24 15 85 13727 -0.39 16.03 13772 ~4.24 15.04 

30° 18065 -3.51 15.62 18103 8,03 14.56 18088 ~1.38 11.80 

3300 26526 -1.89 1469 25038 -2.06 11.8 26569 -6,04 11.29 

270° 16680 -4.95 1519 16695 -303 13 94 15700 -5.95 13.46 

Total 75028 -4.31 1525 73563 0.58 13.84 74129 -4.55 12.65 

Tab.2: Comparison results. 

A preliminary estimate of the model quality can be 
obtained from the mean value and standard deviation of 
the errors between simulated and measured values. In 
Tab.2 results for the different pointing directions and 
BS heights are reported separately: the number of the 
considered pixels N, the mean error, and its standard 
deviation can be found. In the last row, the mean values 
for each BS height is reported. 

The results show that, on the average, the model is not 
strong biased but, on the other hand, quite high values 
of standard deviation are found. Usually, lower values 
of standard deviation are obtained for the heigher BS 
height. This fact points out that BS antennas positioned 
nearly at the same height of the roof-tops is, as 
expected, a critical situation. 
At this point, some considerations can be dra'm. Since 
the model is not statistic, but it is based on a 
deterministic approach, mean error values averaged 
over all the points do not describe satisfactorly the 
model's perfonnance. A better way to validate the 
model is to group into classes the different situations 
and analyse each of them separately. In this way, 
particular situations in ,vhieh simulated values are 
affected by large errors can be individuated and, 
consequently, adequate solutions can be investigated in 
more detaiL 
As an example of a typical situation that leads to largcr 
errors is a high isolated building \\lth finite ,,,idth 
causing in its shadowed zone simulated attenuation 
values higher then measurements. This fact can be 
noted in Fig.3, where a high building causes a deep 
shadow zone in simulations, whereas measured values 
do not seem to be affected by such a heigh attenuation. 
A better investigation of the performance of the model 
can suggest, as a possible improvement, a better 
characterization of the main obstacle. 

5. Further improvements. 

The above model is an initial attempt to find a suitable 
tool for small cell systems radioplanning. Its 

37 

formulation can be further improved when a cause of 
error is individuated and isolated. 
First of all, ,vhen a heigh isolated building is 
encountered, a further contribution can be introduced to 
take into account the diffraction occurring at the 
building'S sides, since knife-edge approach assumes an 
infinite extension in the transversal section. 
Moreover, diffraction phenomena by a thick screen can 
be studied in order to better characterize the last (or 
main) screen. 
Another possible improvement can be achieved by a 
better geometrical description of the street in which the 
mobile terminal is located: the last diffracting screen 
can be considered as a radio source generating direct 
and reflected (from the street wall) rays. 

6. Conclusions. 

The propagation channel model in a small cells 
environment has been developped; a deterministic 
approach, based on the Deygout's solution of the multi­
screen diffraction, is adopted. It takes into account the 
effective geometrical structure of the buildings and. 
moreover, appears to be easily applicable to different 
areas, jointly with a proper topographical data base 
with adequate resolution. 
Measurements have also been performed in the center 
of Turin, in order to validate the method. 
Preliminary comparisons between measurements and 
simulations have been performed: quite good agreement 
is found in some situations, whereas discrepancies in 
specific situations suggest that possible improvement 
should be done, in order to achieve a better global 
performance of the model. 
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Abstract 

The scattering of electromagnetic (EM) waves 

incident upon a row of metallic circular cylin­

ders is analyzed. Experimental results are pre­

sented and compared with computer simula­

tions based on the Uniform Theory of Diffrac­

tion (UTD). It is demonstrated that the single­

cylinder UTD-model presented in [1.] is an ef­

ficient tool to predict the fields scattered by 

a row of cylinders, e.g. street lamp-posts, and 

can therefore be used for the modelling of EM­

wave propagation in urban environments. 

1 Introduction 

The present-day development of mobile­

communication systems requires a reliable 

model to predict the EM-field strength distri­

bution in urban environments. At Eindhoven 

University of Technology (EUT) the determin­

istic prediction tool FiPre (Field Prediction) is 

under development [2, 3]. The present version 

of FiPre uses the Uniform Theory of Diffrac­

tion (UTD) to model EM-wave diffraction at 
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block-shaped obstacles. The advantage of this 

asymptotic technique for scattered-field com­

putations is that it does not need large com­

puter memory capacity and runtime, so that 

it can be implemented on a low-cost Personal 

Computer (PC). 

The deterministic model FiPre is best 

suited for the design of Land Mobile Satel­

lite (LMS) and micro-cellular terrestrial sys­

tems, because in those geometries only a lim­

ited number of objects surrounding the mo­

bile are of importance in the determination of 

the field strength at the location of the mo­

bile. To include the ability to accurately cal­

culate the EM-wave scattering from cylinder 

structures, such as lamp-posts and chimneys, a 

three-dimensional UTD-based model account­

ing for the computation of EM-wave scattering 

by a straight circular cylinder was presented 

recently [1]. 

The presence of multiple cylinders on the 

radio wave propagation path gives also rise 

to multiply-reflected and multiply-diffracted 

field contributions, which will be referred to 

as 'interaction terms'. Elsherbeni and Kishk 



presented a method by which the scattered 

field from multiple parallel cylinders can be 

calculated including the interaction terms [4]. 

They applied the boundary value method with 

plane-wave illumination, and found that for 

large separations between the cylinders the in­

teraction terms can be neglected. 

Our UTD-based method also demonstrates 

that the amplitude of these terms decreases 

with increasing separation of the cylinders [1]. 

This is due to the diverging character of a wave 

after being reflected or diffracted by the con­

vex surface of a cylinder. Thus, it seems possi­

ble that these terms may be neglected for our 

specific application. 

Since accounting for these interaction terms 

imposes higher complexity and longer runtime 

of the field strength prediction tool, it is the 

aim of this paper to get an impression of 

the applicability of the efficient single-cylinder 

UTD-algorithm to a multiple-cylinder config­

uration which frequently occurs in urban envi­

ronments, i.e. a row of lamp-posts. Therefore, 

results of some well-defined experiments will 

be presented and they will be compared with 

predictions obtained from UTD-based com­

puter simulations. 

2 Experimental setup 

At EUT we have the ability to perform indoor 

bi-static scattering measurements at 50 GHz 

for the determination of the shielding proper­

ties of various obstacles. A schematic diagram 

and the complete description of the measure­

ment setup can be found in [5]. The informa­

tion necessary to understand the experimental 

results to be presented later on is shown in Fig-
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ure 1. An array of four equidistantly spaced 

finite-length cylinders was mounted on a rotat­

ing table along with the transmitter probe at 

T. The following non-variable parameters were 

measured with an accuracy of ±0.5 mm: dT = 

452 mm, dTR = 699 mm, hT = 1498 mm, 

hR = 1443 mm, and de = 178 mm. The an­

gle span of the receiver probe at P' was taken 

'lj; E [-12°,12°], with an angular step of 0.1° 

and an accuracy of ±0.05°. The secondary ef­

fect of diffraction at the ends of the cylinders 

was considered not to be important. 

The 1.5 GHz mobile-communication fre­

quency was scaled to the 50 GHz frequency 

used in the experiments. The cylinders used 

were made of brass and all have identical 

radii of 2.5 mm, corresponding to 8.3 em at 

1.5 GHz, which is near the radius of commonly 

used lamp- posts. The separation between the 

cylinder axes of symmetry was chosen to be 

40 mm (approximately 7 wavelengths), which 

corresponds to 1.3 m at 1.5 GHz. Note that 

this is much worse than in practical situations, 

since the separation of lamp-posts is generally 

substantially larger. 

3 Experimental results 

The measurements were carried out as a func­

tion of the azimuth angle 1/;, for various ori­

entations of the array, indicated by the an­

gle in Figure 1. Vertical polarization was 

used because it was demonstrated in [1] that 

then the scattered field components are the 

largest. The received-power results relative 

to the free-space power are depicted in Fig­

ure 2 by the solid curves. The dashed curves 

are obtained with UTD by simply adding the 



individual scattered fields from each cylinder, 

and thus excluding the interaction terms. Ex­

cept for the symmetric situation with K, = 0°, 

the asymmetry of the curves is clearly visible. 

For angles K, up to 60°, the UTD-simulation 

curves correspond quite well with the mea­

sured curves. At K, = 80°, the curves also 

follow similar courses with coinciding minima 

and maxima, but large differences in power 

level are present in the deep shadow region. 

These are readily explained by the fact that 

the interaction terms become more significant 

as the angle between the propagation direc­

tion of the incident wave and the longitudinal 

direction of the linear array decreases. 

The measurement with K, = 80° was re­

peated once, without touching any part of the 

measurement setup. The second measurement 

result, represented by the dash-dotted curve in 

Figure 2(e), only slightly differs from the first 

measurement. This demonstrates clearly the 

accuracy of the measured results. 

4 Conclusions 

The single-cylinder UTD-algorithm presented 

in [IJ can also be applied in configurations 

involving multiple cylinders, provided that 

the separation between the cylinders is suffi­

ciently large. It was demonstrated that for 

a separation of 7 wavelengths well-acceptable 

predictions can be obtained with the single­

cylinder approach. Since the separation in a 

row of lamp-posts or chimneys generally ex­

ceeds 7 wavelengths, the single-cylinder UTD­

method suffices for the modelling of EM-wave 

propagation in urban environments, although 

the scarcely occurring situation with a nearly 
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longitudinally incident wave should be ap­

proached very carefully. 
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Abstract 

Rayleigh fading channels are encountered in vari­
ous applications, such as mobile radio, indoor ra­
dio and HF communications [1]-[3]. Several di­
versity techniques can be used in order to improve 
performance. Usually, the BER performance of a 
receiver using diversity combining is analyzed un­
der the assumption of uncorrelated diversity sig­
nals. In this contribution we investigate the ef­
fect of correlation between the diversity signals. 
We show that correlation increases the BER as 
compared to the case of uncorrelated diversity sig­
nals. 

1 Introduction 

Some commonly used diversity techniques for fad­
ing channels are multipath diversity, antenna di­
versity, frequency diversity and time diversity. 

The multi path fading channel is often modeled as 
a tapped delay line with uncorrelated tap gains. 
Using DSjSS communication over such a chan­
nel allows to resolve about TdjTc paths, where 
Td and Tc denote the delay spread of the chan­
nel and the chip duration, respectively. Appropri­
ate combining of the resolved paths in a RAKE 
receiver provides diversity [4],[5]. However, when 
the chip rate is increased, the relative delay be­
tween resolvable paths decreases so that the paths 
are likely to be correlated. 

With antenna diversity, different signals are cap-

tured by the various antennas. Those that are 
lined up near to each other do not receive uncor­
related information: it is likely that signals cap­
tured by two nearby antennas are affected in a 
similar way by the channel. 

When the frequency spacing between the subse­
quent carriers of a frequency diversity system is 
smaller than the coherence bandwidth of the chan­
nel, will the diversity signals will be correlated. 

The time spacing of a time diversity system must 
be larger then the coherence time of the channel, 
otherwise no independent information can be ob­
tained from the separated time signals. 
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In section 2 the BER of the correlated diversity re­
ceiver is analyzed. Numerical results are provided 
in section 3. Conclusions are drawn in section 4. 

2 Performance analysis of 
the correlated diversity 

• receIver 

We assume that each diversity signal is subject 
to fiat Rayleigh fading. We consider BPSK trans­
mission, but the results remain valid for for QPSK 
symbols. Using a diversity technique of "order" D, 
the D received diversity signals can be represented 
in general as: 



(1) 

TD,1e 

where Eb denotes the bit energy, ale is the k-th 
transmitted symbol and ct,1e is the instantaneous 
complex-valued gain of the I-th diversity signal; n, Ie are the white Gaussian noise terms for each , 
diversity signal. 

We will make no limitations on the number of di­
versity signals. The only restriction that is made 
on the complex-valued gains of the diversity sig­
nals is that they are jointly Gaussian with zero 
mean (i.e. Rayleigh fading), and that the average 
fading gain equals 1, i.e. 

D 

L E[I Cz,1c 12] = l. (2) 
1=1 

A Maximum Likelihood decoder should choose ale 
to minimize 

(3) 

For given values of the channel gains, the condi­
tional bit error rate for the k-th symbol is then 
given by the expression: 

(4) 

where f is the (D x 1) gain vector with components 
q,Ie' We can write BER(f) as: 

(5) 

If we use the bound Q(:v) ~ ~ exp (_:v2 /2), BER 
is upper bounded by: 

(6) 

The real and imaginary parts fR and fl of fare 
identically and independently distributed. We 
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therefore can split the exponential factor in the 
upper bound and write 

(7) 

Averaging BER(f) over all values of f, we obtain: 

BER E[BER(c)] < 1 1 (8) 
- - 2det[I + ~R]' 

where R is the covariance matrix of the vectors 

fR or fl' 

3 Numerical results 

In order to obtain numerical results, we consider 
the covariance matrix R, given by 

1 p l pD-1 

P 1 P pD-2 

R = (j2 p2 P 1 pD-3 (9) 

pD-l pD-2 pD-3 1 

where p is the correlation factor and (j2 

E[C~",leJ = E[ct"leJ = 1/(2D). With p < 1, "nearh 

diversity signals will be more correlated than those 
which are more separated from each other. This is 
intuitively pleasing and justifies more or less our 
choice for this specific covariance matrix. 

No correlation 

When p 0, the diversity signals are uncorre-
lated, and we obtain, 

BER < !(l + E" 1 )-D. 
- 2 NoD 

(10) 

When the number of diversity signals grows to 
infinity, the BER approaches the Gaussian case 
without fading: 

(11) 

1«near" should be interpreted in a wider sense: it could 
be in time, space or frequency, depending on the diversity 
technique 



Identical diversity signals 

When p = 1, all ct,k are identical, and we obtain, 
independently of D, 

BER < ~(1 + E" )-1 
- 2 No (12) 

which is the same expression as for a single di­
versity signal. Hence, for p 1 diversity does 
not improve the performance as compared to no 
diversity. 

Asymptotic BER 

When E,,/No ~ 1, and R is nonsingular, 

1 No D 1 
BER r::::: 2( 2Eb ) det( R) . (13) 

The determinant of the covarIance matrix R 
from (9) is given by 

(14) 

Finally, we obtain for the asymptotic BER: 

From (13) we observe that the asymptotic BER 
is proportional to (Eb/No)-D, irrespective of the 
covariance matrix R (provided that R is nonsin­
gular). Correlation only affects the constant of 
proportionality. When the covariance matrix is 
given by (9), we see from (15) that the asymptotic 
BER increases by a factor (1_p2)1-D as compared 
to the case of uncorrelated diversity signals. The 
asymptotic correlation loss in E,,/ No, defined as 
the increase in Eb/No (in dB) needed to maintain 
the same asymptotic BER as for uncorrelated di­
versity signals, is given by 

L(p,D) = 
D-l 

10 D loge! - p2) [dB]. (16) 

For D ~ 1, L(p, D) approaches -1010g(1 _ p2). 
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Assuming that R is given by (9), the BER expres­
sion (8) is evaluated numerically for various values 
of p and D, and the results are shown in figures 1-
3. For p = 1, the BER is independent of D, and, 
for large Eb / No, proportional to (Eb / No t 1

. For 
p =I- 1, the use of diversity (i.e. D > 1) yields a no­
ticeable performance gain as compared to the case 
D = 1, even for correlation as large as p = 0.99. 

The asymptotic correlation loss L(p, D) from (16) 
is shown in figure 4. For large D, the loss cor­
responding to p = 0.9 and p = 0.99 amounts to 
7.2 dB and 17 dB, respectively. 

4 Conclusions 

In this contribution we have investigated the ef­
fect of correlation on the BER performance of a 
receiver that uses diversity combining of Rayleigh 
fading signals. 

When the covariance matrix of the fading gains of 
the D diversity signals is nonsingular, the asymp­
totic BER is proportional to (Eb/No)-D. The cor­
relation matrix affects only the constant of pro­
portionality. The presence of correlation increases 
the BER as compared to uncorrelated diversity 
signals. When the D diversity signals have identi­
cal fading gains (i.e. singular covariance matrix), 
the BER is independent of the number D of diver­
sity signals, and is for large Eb / No proportional to 
(E,,/ Not 1

. Hence, even for highly correlated (but 
non identical) fading gains, it is advantageous to 
use diversity combining. 
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Abstract 

In this paper, the principles used in Fractionally 
Spaced Equalizers (FSE) are extended for the joint 
detection of the signals produced by different users 
using multitone CDMA (MT-CDMA). An explicit 
solution is provided for the coefficients of the joint 
device optimized for an MMSE criterion. The per­
formance of such detectors is then investigated by 
means of the error probability whose exact deriva­
tion is provided for the steady-state. The influence 
of the number of tones and the oversampling fac­
tor is analyzed for simple channels. The effect of 
timing errors is also investigated, as well as the 
convergence properties of the associated adaptive 
filters. 
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1 Introduction 

The combination of multitone modulation with 
CDMA has been introduced in [5]. It has been 
shown that the larger symbol duration associated 
with multitone systems was favorable to combat 
the effect of large delay spreads. The main fea­
ture of this system is however that for a constant 
bandwidth, the ratio between the number of chips 
per symbol and the number of tones has to be 
constant. Hence when the number of tones in­
creases, the number of chips per symbol does as 
well and longer spreading sequences can be used. 
Consequently, more users can potentially be ac­
commodated because of the enlarged sequence set 
(e.g. Gold sequences). 

When multitone CDMA signals are transmit­
ted through a linear frequency selective channel, 
intersymbol and inter-carrier interferences arise. 
Moreover, when several users are transmitting in 
the same bandwidth, non-zero cross-correlations 
between spreading sequences produce multi-user 
interferences. These interferences limit the global 
performance, but linear adaptive filters can be 
used to build improved decision variables [2, 4]. 
The steady state performance of MMSE driven 
linear and decision feedback (DF) equalizers for 
the purpose of minimizing the self-interference of 
a single user have been studied in [6, 9] respec­
tively. In [8], the performance of different adap­
tive algorithms (LMS,RLS) able to cope with self-



Scenario and Notations interference has been studied. It was assumed that 2 
the filters were matched to both the symbols and 

The transmitter of an MT -CDMA system is de­
picted in figure 1. It can be seen that the trans­
mitted signal associated with a particular user is 
obtained by the modulation of Nt tones in parallel 
first and then spreading of the multitone signal by 
a user specific sequence having Ne chips per sym­
bol duration. The constant bandwidth require­
ment means that the ratio between the number of 
tones and the number of chips per symbol has to 
be constant. 

the channel. Similarly linear devices performing 
joint detection for multitone CDMA systems have 
been proposed in [7]. Again it was assumed that 
the filters were matched to both the symbols and 
the channels. Channel matched filtering requires 
channel estimation and hence an additional com­
putation power. 

In the approach presented in the present paper, 
filtering matched to the symbols only is performed 
but the multi-user detector works at a higher rate 
compared to the symbol rate and hence a frac­
tionally spaced joint detector is proposed. The 
continuous output of the matched filters is over­
sampled and a linear filter optimally combines the 
samples in order to produce the best possible esti­
mates of the symbols that have been transmitted 
on all tones of all users. Such detectors have been 
investigated in [3]. Classical CDMA was consid­
ered and the performance was demonstrated for an 
AWGN channel by computer simulations and an 
LMS device. In the present paper we investigate 
the fractionally spaced joint detection (FSJD) for 
MT-CDMA. Moreover it is shown how to obtain 
the coefficients of the device by a set oflinear equa­
tions. On the other hand it is explained how to 
compute the exact bit error probability in a steady 
state scenario. Finally the performance of FSJD 
for MT-CDMA is investigated for two-path asyn­
chronous channels. 

The paper is organized as follows: in section 2, 
the CDMA scenario, the modulation scheme and 
the receiver imperfections considered in this study 
are defined, together with the notations used 
throughout the paper. Section 3 is devoted to the 
concept of FSJD and the derivation of the coef­
ficients, while the performance of FSJD for MT­
CDMA signals is determined in section 4. The 
performance is measured by means of the error 
probability whose exact expression is computed 
thanks to an approach based on the characteristic 
functions. The computation results are presented 
in section 5. 
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The scenario under consideration is asyn­
chronous CDMA, with Nu users transmitting in 
the same bandwidth. Timing errors are taken into 
account in the receiver. It is also assumed that 
the shape u(t) of the transmitted symbols is rect­
angular. Unless otherwise stated as a subscript, 
the duration of this pulse is the symbol duration, 
namely T. 

Resulting from these assumptions, if we denote 
by I;(n} the complex symbol sent by user k on its 
p-th carrier at logical time n, by P the transmit­
ting power, the signal emitted by user k can be 
expressed as : 

(1) 

where the spreading pulse is, if T" is the chip time 
(NeT" = T), 

N.-l 
u; (t) = l: a~uT.(t - iT,,) exp (J211'pt/T) (2) 

i=O 

The most general case for a multi-user scenario is 
when the channels ck(t) of the different users are 
different. This corresponds to an up-link. The 
analysis of the down-link is easier, because the 
channels are all equal. 

The signal received at the base station antenna 
is obtained by the summation of all the emitted 
signals arriving through their respective channels 
and unpredictable additive gaussian noise : 

N u -l 

r{t) = l: zk (t) ® ck(t) ® oCt - ,,-R) + net) 
k=O 



Fractionally spaced 
joint detection (FSJD) 

linear 

The FSJD device makes a linear combination of 
where h;(t) = u;(t) ®c" (t) and ® denotes conva- the samples obtained by oversampling the outputs 

lution. of all filters matched to all tones of all users. This 

Because no channel estimation is performed, 
the only knowledge of the user signals which is 
available is the emitted pulse shape. We will as­
sume that the time delay is imperfectly estimated, 
with an error £~. 

At the receiver end, the filters are matched to 
the emitted pulses corresponding to the different 
tones of the different users. We will compute the 
continuous output of this bank of filters, in order 
to provide an easy way to develop the oversam­
pled version. The continuous output of the filter 
matched to carrier p of user k is, assuming all users 
have the same reception power (Le. P is constant) 

r(t) ® [(u~(-t))]* 
y!(t) = N 

T 2P 

where we have *assumed the notation w~;(t) = 
h~(t) ® [u!(-t)] and v;(t) = n(t) ® [u!(-t)]*, 
0* standing for complex conjugation. 

These filter outputs will be sampled, taking 
into account the imperfectly estimated delay and 
the oversampling factor N with respect to the 
symbol rate, at discrete instants given by t~ = 
mfi + TN + £~, so that the sampled values can be 
expressed as z;(m) = y;(t~), and 

1 N .. -l 00 N,-l 

z;(m) = T.jN; (; n~oo ~ I!(n) 

w~,~ [(m - nN)T/N + TN - TI + f~] 
v: (mT/N + TN + i~) 

+ TN (4) 
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is illustrated by Fig 2. 

Considering the symbol emitted on carrier s 
of user j, at logical time m, a prediction of this 
sym bol will be built in the following way : 

Nu-1N,-1 K 

il(m) = L L L c~~'P"z;(mN + ntJ (5) 
N=O p=O n1=-K 

This expression gives rise to a total num­
ber of coefficients equal to N~Nt2(2I( + 1), e.g. 
N u Nt (2I< + 1) per filter. 

If the design of the device is made for an MMSE 
criterion, the optimal coefficients are the solution 
of the problem : 

ek,i,p,. = argminJMSE 
n1 c 

with JMSE = 

The orthogonality principle can be extended 
naturally here [1]. It is now expressed as the or­
thogonality between the prediction errors and the 
input samples involved in the prediction opera­
tion, as follows : 

This condition has to be verified for any j ,k,s,p, 
and nl, the expectation being taken on m. Equa­
tion (6) implicitly defines the set of equations that 
the optimal coefficients have to fulfill. 

(7) 



With /L1e,h"f·
pl = j Ulc:(t - tk~) [ult:(t - tit: )]* dt 

nl.n 1 -00 P n l p nl 

and No is the one-sided power spectral density of 
the AWGN, this leads to 

~ [wt:~ (n1T/N + ~ - r j + ~)]* 
N u -1 Nt -1 K I • I I I (8) 

= "" "" "" ck ,J,P ,'sk.k .P.P 
L...J LJ L." n,l nltn' 

k'=O p'=O n~ =-K 1 1 

that has to be verified for every j,k,s,p and nl' 

This is thus a concise representation of a linear 
systems consisting of N~N?(2[( + 1) equations 
with as many unknowns. 

4 Bit error Probability 

The expression of the prediction of the symbol 
emitted at logical time m on carrier s of user j 
can be restated as 

Nu-l N,-l 00 

item) = E E E I~(n)r!;!:..q,;, 
1=0 q=O n=-oo 

1 Nu-1 Nf-l K + __ ~ ~ ~ ck.j,p,. 
TM L.i L.i L.i n 1 

1e:0 p=O nl=-K 

II; [(mN + nl)T/N + rll + {~] 

Nu-lN,-l 
where r!;l,q,& = TIL: L: 

T7Ff: k=O p=O 

W¥,; [(mN + ndT/N + rle - r' + {~] 
On the basis of this expression, we intend to 

compute the bit error probability by means of 
an approach based on the characteristic functions. 
Assuming BPSK modulation, we have that 

(9) 

The BPSK modulated symbols It{m) take the 
values +1 and -1 with probability of 1/2. Hence 
each interfering term, which is of the form 
(x + Jy)I, has a characteristic function given by 
1P(Wl,W2) = COS(XWI + YW2)' 

Hence, the characteristic function of the esti­
mated symbol is 

tPj!.. = exp (J(w l 3?(.{J····) + w2$'(.{·i .•• a») 
x exp (-(w:+w}>tf1.t.i,. ) 

N ... -IN,-l 00 ( k • Ie • ) 
x IT IT IT cos wl3?(rm~~") +w2$'(rm~~'·) 

k=O 1'=0 n=-oo 

In the double product, the value for k = j and 
p = sand m = n does not have to be taken 
into account, because its value is assumed. This 
characteristic function contains all the informa­
tion needed to evaluate the error probability. In­
deed, its inverse transformation gives the joint 
probability density function, the marginal with re­
spect to the imaginary part of which has to be 
integrated from -00 to 0 to obtain the probabil­
ity that the decision variable is negative. We thus 
have 

Considering the expression of 1PN(m) , we have 

The same remark concerning the term to be 
forgotten in the double product is valid here again. In order to achieve this computation, we have 

to notice that the covariance between two noise 
sam pies can be expressed 

as E [II; (nlT/N + ric) (V;: (niT/N + rk'))*] - 5 
2N k,Ie',p.P' C tl th . t . 

Computation Results 
O/Lnl,n~' onsequen y, e nOlse erm In 

equation (9) has a variance given by 
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The bandwidth expansion factor, sometimes 
called the processing gain in CDMA systems is 
taken to be 7. Because the possible length of the 
chosen Gold sequences are only of the form 2n -1, 
the constant bandwidth requirement can only be 



roughly reached. Because of exponentially grow­
ing complexity, we are only considering low num­
bers of tones, namely 1,2,4 and 8, the correspond­
ing number of chips per symbol being respectively 
7,15,31 and 63. 

A system with four users is considered. The 
scenario being asynchronous, we have taken the 
relative delays between user uniformly distributed 
on a single-tone symbol duration. The channels 
experienced by the different users are two-paths, 
with the power equally distributed between the 
paths. This particular choice allows to define the 
remaining unknowns in the model, namely the 
partiel function w~~(t). The delays of the second 
path are fixed and can take values greater than 
the symbol duration. The channels are not time­
varying. 

Fig. 3 shows the performance of FSJD for a 
single carrier system, which is nothing but usual 
CDMA. The average BER among all users is pro­
vided. We can clearly see that the fractionally 
spaced approach is effective, the positive effect of 
an increased oversampling factor, and the slight 
saturation for large values of this factor. The filter 
length, expressed in symbol duration span, is kept 
constant. When the oversampling factor goes up, 
the improvement is due to the fact that the FSJD 
device can render the effect of channel matched 
filtering with more accuracy. The performance 
achieved over an AWGN channel is also given. 

The performance of a symbol spaced JD, par­
ticular case of FSJD when N = 1 is presented in 
figure 4, the BERs being averaged over all tones of 
all users. The multitone effect, i.e. the positive ef­
fect of an enlarged number of tones is illustrated. 
After FSJD filtering, the results are comparable 
when the absolute time span of the filters is con­
stant (Nt = 2, [( = 1 and Nt = 1, K = 2) and 
the BER is improved when this span is increased 
(Nt = 4,[( = 1). 

Fig. 5 presents the performance of a system us­
ing 2 carriers, for different oversampling factors. 
Here again, the positive effect of an increased over­
sampling factor is demonstrated. 
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Fig. 6 shows the performance for MT -CDMA 
systems with 4. The same effect of an increased 
oversampling factor is present. It is worth men­
tioning that a pure interference canceler (K = 0) 
already shows a performance improvement. 

The influence of the timing error has also been 
studied. Timing errors between 0 and one tenth 
of the symbol duration for a single carrier system 
have been considered. The sensitivity of FSJD to 
timing errors has been investigated for different 
configurations. Fig. 7 gives the BER as a func­
tion of the timing error for Eb/No = 9dB. From 
this figure, it is clear that the sensitivity to timing 
error decreases as the oversampling factor of the 
FSIC increases, independently of the number of 
carriers considered. Furthermore, the case with­
out FSJD shows that the system becomes rapidly 
unusable, even for a small timing error. 

The BER performance studied in this paper is 
the steady state performance. From the spectrum 
of the correlation matrix used for the optimal fil­
ter coefficient computation, it is possible [10] to 
derive an estimate of the time constant that would 
be required by the adaptive process used to imple­
ment the optimal filtering process. This estimate 
is given, in term of symbol duration, by 

0.5 
(11) T = In (1- _2 ) x+1 

Ama.1' (12) X = 
Amin 

and the results are gathered in fig. 8. The time 
constants have been corrected by a factor of Nt, 
because the estimate is expressed in term of sym­
bol duration, and the multitone modulation has 
the property of increasing the symbol duration. 
This results in an increased convergence phase. If 
we had considered the problem in term of symbol 
duration, the results would have been inverted, 
with respect to the number of tones. Anyway, a 
potential problem appears from this graph, the 
time constant being an increasing function of the 
oversampling factor, independently of the number 
of carriers considered. 



6 Conclusions 

In the present paper, fractionally spaced linear 
joint detection has been investigated for MT­
CDMA systems. The coefficients of the device 
have been obtained in close form for an MMSE cri­
terion. The performance of the device in steady­
state conditions has been investigated. It has been 
shown how an exact expression of the BER could 
be obtained. The effectiveness of the device has 
been demonstrated for two-paths channels. 

The advantage of FSJD is clearly that no ex­
plicit channel estimation has to be performed. 
Hence it can be concluded that MT-CDMA with 
FSJD reception is an attractive solution. As a 
matter of fact, MT-CDMA benefits from the fea­
ture that when a larger number of tones are used, 
longer codes can be used for the same band­
width and hence more users can be accommo­
dated. FSJD reception ensures that the level of 
performance will be sufficient. 
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Figure 1: MT-CDMA Transmitter 

Figure 2: FSJD receiver structure. The number 
of branches is equal to NuNt 
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Figure 4: Symbol spaced (FS)JD, for Nt equal to 
1,2,4 and 8, without and with JD. K=l for all 
cases. (dotted line is AWGN performance) 

Figure 5: BER for Nt=2, without and with FSJD, 
Figure 3: FSJD, single carrier, different ovel'sam- for various (N,K), dotted line is AWGN perfor­
piing factors N (1,2,4,8)' constant span filter, dot- mance 
ted line being AWGN reference channel 

58 



BER.HI'" 

. ..~ .. 

10·' . ::!! ~ l!!!H ~ Em ~ ~ mH ~ mn:i Hm ~ mm ~ HlH ~ ~ mH ~ mm lmH: ~ Hmm~m ~ mn: :::::: 

10'" ~;~H~~~~HH~~~~~!~:::::: 
................... ................... ...... , ........... . 

................... 
.•••.•.•••.•. : •••••.. ! ....... . 

. . ~l.K=l 
lO~;oL--------------~--~------~~1~O~-----------J,5 

E/>NO 

Figure 6: BER for Nt=4, without and with FSJD, 
for various (N,K), dotted line is AWGN perfor­
mance. 

Influence .. Ilelining ..... 

.... ·····f······ .. ··:· ........ ~ :::.::::!:::: ::::: j:::: :::::;,::::: :::::~:::::::::j:: ... ': '.': ,.;::.: .. ......... ~ ......... + ......... ~ ........ j ......... ~-Eq:.+ ......... t •........ ~.' 

~ ......... i.... ~ .... ~:4.J.J.~,~!~t~[~~~'-~1~1~m1~f~~·j!um~ 

:: :~t~~~I~:~~;.,~,~~~~;f~~~~! 
1040~~O~~~1--~O.~~~~o~.w=-~o.7~~~o~.~=-~o~oo~~O~.O~7--~O~OO~~o~.oo=-~ 

Time Delay, as alradion ot 11 

Figure 7: BER for a timing error ranging from 0 
to Tl/lO, for a system with no FSJD, and for 1 
and 2 tones systems 

59 

";b,!!!!!!!!!!!!b! ;;;;;::m::::m:mmL .. L:jm:L 
., •••••• ,_ •••••••••••••• ::::;:: :::::::::::::: (:::: .....•• ~ •••••••• < ••••••• , •...• ! .... 0) .... } ... 

. : :::::::::: :::::::::::::. """;" .............. : ........ :.:. :':':'~':. : .... :.:.:.:.:.:.:.~::.:.:.:.:.:.:.:.i.·:::.:: . :r:::1::::~::: ....................... " "::~ :::::: :::~:::~::F~:'" "":.~ .... t· .. ·;··· 
1o;oL:·o-----------"------''---...... ------.............. '---~,O' 

Figure 8: Time constant of an adaptive process 
implementing FSJD, for different numbers of car­
riers 



Theoretical Analysis and Simulation of Burst-and-Random-Error-Prone Direct 
Sequence CDMA Channels. 

Mqhele E. Dlodlo, Member, IEEE and Shinsuke Hara, Member, IEEE. 

Telecommunication and Traffic-Control Systems Group 
Delft University of Technology 

P.O. Box 5031, 2600 GA Delft, The Netherlands 
fax: 015-281774 

email: M.E.H.Dlodlo@et.tudelft.nl 
S.Hara@et.tudelft.nl 

Abstract: For those channels dominated by bursty 
interference, in which long burst-error correcting 
codes would, however, be expensive to implement, 
the designer can interleave a short random-error 
correcting code. Alternatively, a channel-state­
sensing concatenated coding scheme can be used. 

In this paper we analytically estimate the 
duration of the burst so as to design the interleaving 
degree. Code interleaving is applied to plain burst­
error-correcting codes and the performance 
compared with that of channel-state-sensing 
concatenated coding using separate decoding. The 
results are confirmed using Monte Carlo simulation. 

It is found that channel-state-sensing 
concatenated coding outperforms code interleaving 
in terms of both throughput and average delay. 

I. Introduction 
In a land-mobile satellite environment 

where a number of systems are competing for the 
same bandwidth, problems with the additive white 
Gaussian noise can sometimes be overshadowed 
by bursty interference from both inter- and intra­
system sources. Burst-error correcting codes such 
as Burton, Fire, Reed-Solomon and Product codes 
can effectively combat this kind of interference. 
Their shortcoming, however, is that they are 
inefficient under random-error conditions, such as 
on an open highway through the savanna (with its 
sparse foliage). In this experiment we study the 
concept of estimating the duration of a fade so as 
to design the interleaving degree of a code 
interIeaver. We then contrast the technique with a 
concatenated coding scheme applied to the same 
block code as that used in interleaving. In addition, 
we study the effect of interleaving a concatenated 
code. 

The techniques under study are not in 
themselves new. They have been used successfully 
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in other fading environments but to the best of the 
authors' knowledge, their performance still needs 
to be compared. This study is particuJarly focused 
on the land-mobile satellite (LMS) channels. What 
follows in this section is a brief overview of each 
technique, and then an outline of the paper. 

One of the main problems for the designer 
of an interleaver is to estimate the duration of the 
burst, should it occur, in order to design an 
adequate interleaving degree. In direct sequence 
CDMA, code interleaving as a method of making 
the successive symbols span a large enough 
interval to encompass independent fades is 
practicable. It is most suited to a rapidly moving 
vehicle such as on a tarred rural highway if the 
interleaving degree is to be large enough [1]. The 
interleaving degree is significantly influenced by 
the expected burst length. Fade statistics are 
analytically derived as in [2] and used to design the 
interleaving degree. Interleaving to combat the 
bursts due to shadowing and interference is 
combined with a short random-error correcting 
code to produce results comparable to those 
expected from a long code. 

The other technique under study is 
concatenated coding which matches two shorter 
codes to produce a longer equivalent with a lower 
code rate and a significantly higher error­
correcting capability. In concatenated coding, a 
moderately efficient random~error correcting code 
is used as the inner code and the outer code is a 
Reed-Solomon code, which is burst-error 
correcting. The key design consideration here is 
the matching of the two codes in such a way that 
the symbols of the inner code fit in a precise way 
into those of the outer code. A secondary 
consideration is that the inner code need not be so 



efficient that the outer code is rendered inefficient 
under random-error conditions. As an additional 
measure, in this paper, we require the loop to 
sense the random-error state and suspend the outer 
code for the duration of the good state. A state­
sensing concatenated code can be used to great 
effect with a variable-parity RS code. This latter 
aspect, however, is beyond the scope of the 
current analysis. 

Section II briefly discusses the dervation of 
the interleaving degree and then outlines the three 
error-control strategies in a little more detail. 
Section III presents the relevant system model and 
performance measures for error control. The 
results and conclusions follow in sections IV and 
V, respectively. 

II. Code Interleaving and Concatenated 
Coding 

A. Code Interleaving 

It is desired to design an interleaver with an 
encoding delay, 'ii, and storage capacities, S; and Sd 
already minimised. The interleaving degree, A, is 
determined both analytically and by use of a multi­
tone model of the shadowed Ricean channel. The 
interleaver can be either convolutional or of block 
form for use with block codes [3]. In either case, a 
code of length n containing kb information bits per 
code word is transformed by the interleaving 
degree from the (n, kb) to the (An, Akb) form. In 
other words, the original tfec-error-correcting code 
becomes a ffee -burst-correcting code [4]. That is, 
the code will now correct up to tfr~e bursts of 
length It or less. Block codes are preferred to 
convolutional codes when interleaving is used 
because convolutional codes require a fairly long 
tail of the message in order to converge [5]. The 
objective here is to scramble a short code and use 
it where a long one would have been needed. For 
success, It must be long enough for the product, 
An to completely engulf the length of the burst. 
The estimation of the value of the probability 
density function of the burst in real time is a 
daunting task To get round the problem, we only 
estimate its statistics under fading conditions as 
done by [2]. The technique is well illustrated in 
that reference for the Gaussian spectrum. We 
highlight key aspects of it here with respect to the 
Doppler spectrum which is more appropriate for 
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the monopole antenna used by vehicle-mounted 
and hand-held transceivers. 

The level Crossing Rate (lCR) 

For the channel model of the envelope 

(1) 

where the phases are uniformly distributed in [0, 
21t], z is lognormal and w, Rayleigh. These 
distributions belong to the Gaussian family of 
processes. The conditional probability density 
function of r given z is Ricean and the 
consequence of these observations leads to the 
now familiar shadowed Ricean distribution of land 
mobile satellite communication systems 

(2) 

where the received signal r is much smaller than 
the average multi path scatter power boo The line­
of-sight component z is lognormally distributed 
due to shadowing, and its mean value and variance 
are J.1o and do, respectively. The interest is in 
calculating the number of times per second that the 
envelope crosses the fading threshold R with either 
a positive or a negative slope, i.e. the level­
crossing rate (LCR). The general formula for the 
LCR as proposed by Rice [6] is 

(3) 

where the rate is with respect to time. By assuming 
statistical independence between the envelope and 
its rate of change, as in [6], then one can solve for 
the multi path and the line-of-sight components 
separately in dr/dt. Finally the LCR is found as a 
function of the channel's fade statistics, i.e. 

where bm and dm are the moments of the multipath 
and the direct components respectively. The 
moments are given by 



00 

bm = (21fr f w(f)(f - fer df, 
o (5) 

m 0, 1, 2, .... 

where /c is the carrier frequency and the average 
multi path (scattered component) power is 

00 

bo = f w(f)df = No· The derivation is developed 
o 

more fully in Appendix II of [6]. 

At this point one notes that the moments in 
(4) depend on the power density spectrum of the 
antenna used. Let us assume that the mobile unit 
uses a vertical omnidirectional monopole. We can 
safely further assume that a large number of signals 
with similar characteristics impinge on such a 
receiving antenna in the mobile system 
environment. The resulting Doppler power 
spectral density due to shadowing and fading takes 
the form 

where fD = (vJc)fe is the maximum Doppler 

frequency spread and f = fe + (l/21f)(dBJdt)[2]. 
Thus, the vehicular speed, v, relative to the speed 
of light, c, determines the maximum Doppler 
spread. The moments b2 and d2 can then be 
determined from (6) and substituted for in (4) as 
follows: 

Solving for b2 first we find that 

Similarly for d2 we get 

d2 =2m1of D • 

(7) 

(8) 

Substituting (7) and (8) in (4) gives p(f) in closed 

form such that the LCR becomes 
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Equation (9) is already normalised with respect to 
the Doppler frequency so as to make it 
independent of the vehicle speed. 

The AFD and the Interleaving Degree 

In calculating the AFD, NR is divided by 
the Doppler Frequency, a step which effectively 
makes fDnoml = 1 Hz for any given speed. If we 
note that all the other values in equation (9) are 

constants, then NR = f(JD,f~r))Ir=R and 

Nn-m = f(p(r))Ir=R only. A practical 

implementation, on the other hand, would require 
a consideration of the varying vehicle speed and 
the consequent adaptive control of the interleaving 
degree. 

As in [7], using the normalised LCR, we 
express the average fade duration (AFD) in the 
form 

(10) 

Based on these approximations, the minImUm 
interleaving degree can then be conditioned on 
both the AFD and the packet duration, NpTb. In 
order to express the interleaving degree, A, in 
terms of the code length, we use the relationship 

(11) 

where Tb is the bit duration and n, the code length. 
Other interleaving design considerations can be 
found in [3]. 

B. Concatenated Coding 

As shown in Figure 1, the outer code can 
be viewed as acting on a random-error 
superchannel inside which there is the inner code 
and possibly an interleaver as well. The design of 
concatenated coding is well described in [8]. In 
this design, we will use the Reed-Solomon code as 
the outer code assuming it can be easily adjusted 
to different message lengths and symbol sizes, and 
is well matched to other BCH codes with their 
efficient decoding algorithms in the bounded­
distance decoding class. We match the codes by 
letting the length of the inner block code provide 



the power, m in the Galois Field, GF(2"'), of the 
outer code. For ease of comparison with 
interleaving, we use a BCH inner code, even 
though a convolutional code is normally preferred 
in efficient concatenated coding schemes. Separate 
decoding will be performed to allow for flexibility 
in automatically controlling the characteristics of 
the outer code relative to those of the inner code 
with changing channel conditions. This is 
important for maintaining a high coding gain. The 
overall length of the concatenated and interleaved 
codes is N;. = .?mnNb bits and the overall 
information content per word is K;. = .?mkb Kb. 
Thus, the effective code rate becomes 
RJ. == kbKb I nNb = rb~ . In separate decoding, the 

inner decoder sees the (Nb. Kb) Ifee-error-correcting 
code, while the outer decoder handles the (n, kb) 

trs-error-correcting code. The inner code has the 
characteristics of the primitive BCH codes as 
summarised in [9]. In the outer RS code, 

n = 2m -1 GF(J:') symbols, with n - kb ;;;;;. 211'8 
parity-check symbols per code word. Its designed 
minimum distance is dmin = n kb + 1. Note that 

m ;;;;;. Nb , the code length of the inner code for 
proper matching. 

III. System Model and Error Control 
with Validation 

A. The System 

The system model for the land-mobile 
satellite communication channel is widely 
discussed [2],[9],[10],[11],[12] and its highlights 
are presented here for ease of review. The system 
under consideration is assumed capable of handling 
up to K simultaneous users in a slotted direct­
sequence code division multiple access scheme (s­
DS/CDMA), at a bit rate Rb = 11Tb ' where Tb is 

the bit duration. The CDMA spreading code is 
approximately random with a chip duration Tc 

where the code length is N = Tl/Tc. The offered 

traffic rate, G, (in packets per slot) is Poisson­
distributed for the mobile satellite channel such 
that the generation probability of the kth packet is 

G k 

P Ir (k) = k! ex p (- G ) , 

k [0, K}, K»l (12) 
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as in [9]. The channel is represented by the 
shadowed Ricean distribution of equation (2) 
which degenerates to approximately the Rayleigh 
model under heavy shadowing. For spread 
spectrum, the scatter power in path m is given by 

hOm =ho(l-exp1<X - z.;/1;)).expl~-(m-lXz.;/J;)) 
where Ts is the delay spread as depicted in [13] 
and exp 1 O(x) is the base-lO antilogarithm. The 
channel parameters are measured for each type of 
shadowed locality. 

If each of the K users transmits the signal 

s(t) = Aak(t)bk(t)COs(a>.l+;k) then the received 

signal can be depicted as 
K M 

r(t) = IIAPmk ak(t - Tmk )hk(t - Tmk)' 
k=l m=1 (13) 

cos[( Ole + Olmk)t + tPm/I;] + net) 
where m and k denote the path and user number, 
respectively. A is the transmitted signal amplitude, 
which is assumed to be constant and identical for 
all users. The assumption is straightforward for the 
downlink but requires on-board power control for 
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Figure 1. The concatenated interleaving scheme for burst­
and-random-error containment. 

the uplink. For user k, (aJJ is the spread spectrum 

code, fbJJ is the data sequence, a>c+t»mk is the 

carrier plus Doppler angular frequency, tPmk is the 

carrier phase, 'mk is the time delay and n(t) is 

white Gaussian noise with two-sided spectral 
density N r/2. The instantaneous path amplitude 

gain is denoted as Pmk. The decision statistic from 



the correlation operation under perfect 
synchronisation is 

Km .. 

U := AfJijbjO + L lk + r/; (14) 
k=1 

where 'Ii is a zero-mean Gaussian variable with 

variance NoTb, Tb is the bit duration, lk denotes 

the cross-correlation products from interfering 
users and multipath signals [14], and b/ is the data 
bit. This u is the signal seen by the baseband 
demodulator which then discriminates between the 
desired signal Af3Jib;o and the cross-correlation 
products along with noise to the right. 

B. E"or-Control Measures 

We measure the performance of the 
interleaved concatenated code using throughput as 
a function of offerd traffic and success probability 

(15) 

where the packet success probability is bounded by 

p:::; 2(k
b
-l) .~j+trs .(n)pj(l_P )n-i 

s 2kb _ 1 £...i ). e e 
/=0 n 

(16) 

in the fast fading case [4] and 

'" 2(At,-1) t,. j +t (nJ . 
~:::;b~'~~' j)p;(1-PetJ'Prss(r)dr (17) 

in slow fading, where n is the outer code length 
which we arbitrarily equate with the packet 

length[IS][8]. The factor 2(kb-l) 12k
b -1 accounts 

for the average number of information bit errors 
per symbol error. The bit error probability is 
respectively 

and 

Pe(r) ~erf{:~) 
were the noise variance is 

0'2 = No~ + a; 
and its interference component is 

ci == 2KA2 (b. + ~2.uo + alo)] 
I 3N 0 2) 

where the bit energy, Eb = A2T tl2 [15]. 

(18) 

(19) 

(20) 

(21) 
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The second measure of performance is the 
average delay. The development closely follows 
that of [16] but additionally caters for the encoding 
delay of the interleaver. Let us assume constant 
length packets, with a very large packet 
transmission period, Tp , and a transmitter-receiver 
inter-antenna propagation delay, Tp. The time 
from the generation of a packet to the start of its 
transmission is, on average, half the period Tp of 
the packet currently under way so that the time 
taken by a successful packet without re­
transmission is T /2 + Tp. The average re­
transmission delay is 312Tp. Note that this differs 
from model descriptions based on the start of 
transmission rather than the generation time. In the 
interleaved case, there is an additional encoding 
delay, T; := 'A,n{n-l)Tb . If a packet is not 
successfully received, then the request for re­
transmission travels To seconds making the total 
waItmg time for receIvmg positive 
acknowledgement (Tp + 'T; +Tp ) + (To +Tp) := Tp + 
To + 'T; + 2 Tp. Processing time has been assumed 
negligible overall and transmitter buffering is 
assumed to be located after the interleaver to cut 
down on encoding delay. On receipt of 
acknowledgement, then either transmission of the 
failed packet resumes or new packets continue 
undisturbed. Since G is the offered traffic and S 
the throughput, the average number of re­
transmissions is (G - S)/S. Finally, the average 
packet delay can be found as 

~ =~:Z;+'li+-zp+~-~1,;+7;+2lj+2rp) (22) 

seconds, which can be normalised by the packet 
duration, Tp, into 

D= I5+J;+d+(G _~(J:z +1+27;+2d1 (23) 
S J;, ) 

time slots. If we regard the number of time slots of 
NT = T alTp as uniformly distributed in the interval 
[1, NTm] with the probability of selection being II 
NTm then the expected value is NTnl2 such that 

D=I5+:r+d+(~ ~GN1hr+l+2:{'+~ (24) 

where d = Tp I Tp and Ti is the encoding delay. 
Evidently, an increase in throughput should make 
D approach 1.5 + 11 + d as S approaches Gin 
the limit 

In general, compound channels, where 
burst- and radom-errors co-exist, burst-and­
random-error control codes are used [4]. 



Nevertheless, with interleaving, it is not necessary 
to resort to these codes at all if the average fade 
duration is accurately predicted. Similarly, well­
designed concatenated codes will obviate long 
codes. 

C Validation. 

In this experiment, we validate the results 
of code interleaving using Monte Carlo simulation 
of the shadowed Ricean channel model. The fading 
simulation model assumes that there is, at any 
instance, only one direct component in the 
received signal, that the direct component is from 
all directions above the horizon with equal 
probability and that its envelope is lognormally 
distributed, while its phase is uniform. We choose 
the envelope of the direct component using the 
independent lognormal random sequence 
generator, and its angle of incidence using the 
independent uniform random sequence generator 
operating over [0, 21t]. At this point we revert to 
the multi-tone model to select the envelope and 
phase of the multi path component. 

The multi-tone model could not be used in 
the case of the lognormal component because the 
sum of lognormal distributions is not itself a 
lognormal distribution. A simulation run is then 
carried out for each codeword. 

IV. Results. 
Let us recall that the object here is to be 

able to efficiently control burst-and-random errors 
using any combination of the techniques just 
described. In order to demonstrate the relative 
strengths of the techniques, the following 
assumptions were made. The average fade 
duration was calculated over the range of car 
speeds from 5 through 100 kmlh. The correlation 
coefficient, p was set at 0.7 as suggested by Loo's 
measurements taken in a densely wooded area, 
where the LOS component is only residual [2]. 

The speed oflight was taken to be 2.997925 x 108 

ms·1 
. For performance calculations, the satellite is 

assumed to be in geo-synchronous orbit. The other 
settings are: Tb = 12.7 ps, N = 127, n = 127, Nb 
7, EII'No E [20, 30, 40] dB, d = 74 slots, NTm = 3, 
Kmax = 2N, 1's = 6.5Tc. Np equals the code length in 
effect under each scheme. 
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The calculated value of the AFD under 
slow fading, heavily shadowed conditions is 19 
884 bits. According to Figure 2, the irreducible 
probability of packet error is reached when the 
interleaved code reaches between 13 817 and 21 
213 symbols in length which is consistent with the 
calculation. The agreement with Kenneth Brayer's 
field tests on various adaptive convolutional and 
concatenated cyclical codes {17] is remarkable as 
well. The rest of the tests depend on this result for 
the product in equation (11). 

Figure 3 contrasts a plain RS (127, 123, 2) 
with the BCH (7, 4, 1) in concatenation with 
various GF(J 28) RS codes. Curve e, for instance 
is equivalent to a (889, 492, 7) binary code whose 
code rate is superior to that of either of its 
constituent codes. The strong point of 
concatenated coding is its ability to lower the 
overall code rate. On the other hand, interleaving 
shows a factor of eight improvement over the plain 
(127, 123, 2) code. This is evident from Figures 3 
and 4. Code interleaving simply improves the 
performance of the same code by converting the 
channel relative to the code length so that the 
duration of the fade looks short compared to the 
duration of the code itself The difference, then, 
with concatenated coding is that the latter not 
only lengthens the code but also lowers the code 
rate producing a more powerful code from two 
moderately efficient codes. . 

Another observation is that the Reed­
Solomon code is an excellent burst-error­
correcting code with moderate random-error 
capabilities. This is amply illustrated in Figures 3 
and 5. Note that the concatenated code is 
dominated by the power of the outer RS code. In 
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Figure 5, interleaving converts the channel such 
that it looks random-error-like. Hence, the 
performance of the concatenated code drops by a 
factor of two. 
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Curves b and c in Figure 6 show a rather 
insignificant contribution of the encoding delay of 
the interleaver to the overall average delay due to 
the concatenated code. This is due to the special 
switching design of the synchronous interleaver 
which greatly reduces Ti • What is more significant 
is that both techniques notably reduce the average 
delay by boosting throughput. 
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V. Conclusions 
Three approaches to burst-error control in 

the heavily shadowed, slow fading channel have 
been compared. One is the use of a plain burst­
error correcting RS code. The second involves 
interleaving either a random-error correcting or a 
burst-error correcting code. A third alternative is 
channel-state-sensing concatenated coding which 
can also be used in hybrid fashion with 
interleaving. 

Channel-state-sensing concatenated coding 
is by far the most efficient of the three in terms of 
both throughput and average delay. Its 
combination with separate decoding significantly 
simplifies decoder design while retaining the power 
of the scheme. 

For the best results, however, the designer 
needs to pay particular attention to a couple of 
points. It is important that the original codes be 
matched and efficient enough for the probability­
of-error requirements at hand. In practice, the 
more powerful convolutional codes will be used 
for the inner code. 

VI. References 
1. Marvin K. Simon, Jim K. Omura, Robert A. Scholtz, 
Barry K. Levitt; Spread Spectrum Communications 
Handbook, rev. ed.; 1994. 

2. Chun Loo; "A Statistical Model for a Land Mobile 
Satellite Link"; IEEE Trans., VT, vol. VT-34, No.3, 
August 1985. 



3. Jolm L. Ramsey; "Realization of Optimum 
Interleavers"; IEEE Trasn. on Information Theory, Vol. 
IT-16, No.2, May 1970. Pp. 338 - 345. 
4. Shu Lin I Daniel Costello, Jr.; Error-Control 
Coding: Fundamentals and Applications; Prentice Hall 
Series in Computer Science Applications in Electrical 
Engineering, 1983. Chapters 9 & 15. 

5. Vijay K. Bhargava, David Haceoun, Robert Matyas, 
Peter P. Nuspl; Digital Communications by Satellite: 
Modulation, Multiple Access and Coding; Wiley­
Interscience, N.Y., 1981. Chapter 12. 

6. S. O. Rice; "Statistical properties of a sine wave plus 
random noise", Bell Syst. Tech. J., vol. 27, Jan. 1948, 
pp.l09-117. 
7. William C. Jakes, Jr. (ed.); Microwave Mobile 
Communications; Jolm Wiley, 1974. Chapter 1. 

8. Arnold M. Michelson and Allen H. Levesque; Error­
Control Techniques for Digital Communication; 
Wiley-Interscience, NY, 1985. Chapter 1 L 

9. Mqhele E. DlodIo, Rogier N. van Wolfswinkel, 
Richard D. van Nee; "Performance Analysis of Hybrid 
Forward Error Correction Schemes in a Fast and Slow 
Rician Fading Wideband Land-Mobile Satellite 
Channel with BPSK and Path Diversity"; Proceedings. 
IEEE PlMRC '94, voL II, The Hague, The Netherlands. 
pp. 579-583. 

10. RDJ. van Nee, Howard S. Misser and R Prasad; 
"Direct-Sequence Spread Spectrum in a Shadowed 
Rician Fading Land-Mobile Satellite Channel"; IEEE J. 
Select. Areas Commun., VoL 10, No.2, Feb. 1992. 

11. RD.J. van Nee and R Prasad, "Spread-spectrum 
path diversity in a shadowed Rician fading land-mobile 
satellite channel", IEEE Veh. Technol., voL 42, pp. 
131-135, May 1993. 

12. RD.J. van Nee; Multipath and Multi-Transmitter 
Interference in Spread Spectrum Communication and 
Navigation Systems; Delft University Press, 1995. 
Chapter 2. 

13. Jan van Rees; "Measurements of the Wide-Band 
Radio Channel Characteristics for Rural, Residential, 
and Suburban Areas"; IEEE Trans. on Veh. Technol., 
voL VT-36, no. 1, Feb. 1987, pp. 2 - 6. 

14. Michael B. Pursley, Dilip V. Sarwate; "Error 
Probability for Direct-Sequence Spread-Spectrum 
Multiple-Access Communications - Part I: Upper and 

67 

Lower Bounds"; IEEE Trans. Commun .• vol. COM-30, 
no. 5, May 1982. 

15. Richard D. van Nee, Rogier N. van Wolfswinkel 
and Ramjee Prasad; "Slotted ALOHA and Code 
Division Multiple Access Techniques forLand-Mobile 
Satellite Personal Communications"; IEEE J. Select. 
Areas Commun., vol. 13, no. 2, Feb. 1995, pp. 382-
388. 

16. Leonard Kleinrock and Fouad A. Tobagi; "Packet­
Switching in Radio Channels: Part I - Carrier Sense 
Multiple-Access Modes and Their Throughput-Delay 
Characteristics"; IEEE Trans. on Commun., vol. 
COM-23, no. 12, Dec. 1975. 

17. Kenneth Brayer; "Error Correction Code 
Performance on HF, Troposcatter, and Satellite 
Channels"; IEEE Trans. on Commun. Teclmol., VoL 
COM-19, No.5, October 1971. Pp. 781 -789. 



Unslotted Hybrid CDMAIISMA Protocol for Indoor Wireless Conlputer 
Communications 

Huy Linh Anh Le, Student Member, IEEE* 
Huub van Roosmalen** 

Jos Nijhof, Member, IEEE* 
Ramjee Prasad, Senior Member, IEEE* 

*Telecommunications and Traffic Control Systems Group 
Delft University of Technology 
P.O. Box 5031,2600 GA Delft 

The Netherlands 
Tel.: +31 15-78.23.86 (before 10-10-'95) 

+31 15-278.24.17 (after 10-10-'95) 
Fax: +31 15-78.17.14 

E-Mail: Huy@Octopus.et.tudelft.nl 

**Holland Institute of Traffic Technology B.V. 
P.O. Box 245 

7300 AE Apeldoorn 
The Netherlands 

Fax: +31 55-432553 

ABSTRA CT - A hybrid Code Division Multiple 
Access I Inhibit Sense Multiple Access 
(COMA/ISMA) protocol has been proposed as an 
effective multiple access scheme for Indoor Wireless 
Computer Communications. This new protocol 
combines the advantages of both COMA and ISMA 
into one protocol. On the one hand the ISMA 
protocol introduces a limitation to the number of 
simultaneous accesses to the transmission channel. 
On the other hand the COMA protocol introduces an 
improvement to the packet survival chance. Slotted 
hybrid COMA/ISMA protocol has been reported in 
[1]. It is shown that the performance of the hybrid 
protocol is indeed better than COMA only. In 
addition, code sharing can be applied to reduce 
hardware cost. This paper presents the performance 
analysis of the unslotted COMA/ISMA protocol in 
order to take more advantage of the strength of the 
hybrid protocol. The performance comparison 
between the slotted and unslotted hybrid 
COMA/ISMA protocol is evaluated in terms of 
throughput and delay using computer simulation and 
mathematical analysis. 

68 

I. INTRODUCTION 

Indoor wireless office communication is our main 
research field. The office system we focus on consists of 
a building in which users work together in groups. The 
participants generate terminal traffic. Terminals 
communicate with each other by radio transmission 
using a random access protocoL Terminals might not 
detect each other's transmission in radio 
communications. It can easily happen that two users are 
hidden from each other by some obstacle, in which case 
severe performance degradation results. This is called 
the hidden terminal problem. The introduction of a 
central base station can alleviate this problem by 
instructing it to send a busy tone to all participating 
ternlinals to forbid new transmissions when a 
transmission is going on. Still, a situation can occur in 
which two or more terminals simultaneously start their 
transmission, resulting in a collision. However, a great 
reduction in the number of simultaneous transmissions is 
achieved by the introduction of a central base station. 
This concept is called ISMA [1]-[4]. 



If we could somehow increase the survival 
chances of colliding packets, we could improve protocol 
performance. The near-far effect is one way to achieve 
this. A packet may 'capture' the receiver if it is much 
stronger than its competitors. This can happen when 
terminals use the same transmission power, but at 
different distances from the receiver. Because the 'near 
terminals' have better performance compared to the 'far 
terminals' (due to the better survival chance of the 
packets), the near-far effect introduces an unfair element 
among the terminals. Perfect power control, in which the 
transmitted power of the terminals are adjusted such that 
their received powers are all equal, can eliminate the 
near-far effect described above. The performance of 
CDMA has been reported in a number of publications, 
e.g. [5]-[10]. 

The hybrid CDMAIISMA protocol combines the 
advantages of both CDMA and ISMA into one protocol. 
The advantages of CDMA and ISMA are the 
improvement of the survival chance of packets and the 
limitation of contention in the channel. Code sharing can 
also be applied. This is an important aspect because the 
number of distinct useful transmission codes is limited, 
especially for short code length. 

In [11] the hybrid protocol combines Direct 
Sequence CDMA with slotted p-persistent ISMA. In 
this paper, we have investigated the performance of the 
hybrid CDMAIISMA protocol using the unslotted non­
persistent ISMA scheme. It is expected that for low 
traffic, the delay of the unslotted protocol will improve 
because when a terminal has a data packet to send, it 
does not have to wait until the start of the next time slot. 
In addition, even when data packets collide, there is a 
probability that the data is received correctly due to the 
use of CDMA. This is the strength of the hybrid 
CDMAIISMA protocol. By using the unslotted non­
persistent ISMA scheme, it is expected that we take 
more advantage of this strength. 

This paper is organized as follows. Section II gives the 
protocol description of the unslotted hybrid 
CDMAJISMA protocol. The performance analysis is 
then given in Section III. Section IV shows the 
assumptions used. Results are discussed in Section V. 
Finally, conclusions can be found in Section VI. 

II. PROTOCOL DESCRIPTION 

Fig. 1 depicts an example of the 16-terminal network 
configuration of the protocol. There is one central base 
station that is connected to several transceivers by wire. 
The base station controls the traffic flow with a busy 
tone that can be detected by all participating tern1inals. 
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Because all terminals can detect the busy tone, the 
hidden terminal problem is solved. Several terminals 
together with one transceiver form a group. Wireless 
communication is considered to take place between the 
transceiver and the terminals. The terminals around each 
transceiver share the same code. In this way the number 
of codes can be reduced. When a data packet is ready 
for transmission, a terminal transmits the packet to its 
transceiver according to the chosen ISMA scheme. 

CD CD 
R 

CD CD 

CD CD CD CD 
R BS 

CD CD 

mlro 

CD ill 

@ Base R\ 
V 

CD CD ® 
CD 

Fig. 1: 16-terminal network configuration 

After the arrival of the data packet, the transceiver then 
simply forwards this packet to the base station which 
forwards it to all terminals via the transceivers. The 
destination then receives the packet and decides whether 
the packet is errorless or not. In case the packet was 
erroneous, a retransmission must take place. The return 
channel is not included in our analysis because only the 
base station makes use of this return channel and 
therefore contention is not a concern. The state of the 
tenllinals can either be free or blocked. At the beginning, 
the terminals are in the free state. If a packet arrives at a 
free temlinai, the terminal jumps into the blocked state. 
In the blocked state, the terminal takes care that the 
arriving data packet is serviced successfully. In the mean 
time the blocked terminal ignores all incoming packets. 
This is a consequence of the assumption that the 
terminals do not have buffers for the incoming data 
packets. 

The unslotted non-perSistent ISMA protocol 
Users behind terminals generate data packets. The data 
packets arrive at terminals, which will take care of the 
correct delivery of the packets. We assume that the 
arrivals of these packets are generated by a Poisson 
process. The SDL diagram of the unslotted non­
persistent ISMA protocol is shown in Fig. 2. Before 
transmitting the data packet to the receiver, the terminal 
first listens to the channel to detect whether there is a 
busy tone going on. The base station broadcasts a busy 



tone to signal that the channel is busy because there is a 
transmission in progress. If the channel is busy, the 
terminal waits a random delay before it can try again. 
Otherwise, the packet will be transmitted immediately. If 
a collision occurs from the transmission, the collided 
packets have to wait a random delay before they are 
allowed to try again (Fig. 2). 

: transmit \ 
L~ 

~ __ Y=--<=c'ollision 
? 

Fig. 2: Unslotted non-persistent ISMA 

Although the number of collisions is greatly reduced 
with ISMA, collisions still can occur. In this unslotted 
ISMA scheme, collisions may occur due to multiple 
terminals transmitting packets during an interval called 
the inhibit delay fraction d. This interval d is necessary 
to switch from 'idle' to 'busy'. The reverse interval from 
'busy' to 'idle' is denoted by d'. The inhibit delay 
fraction is normalized to the packet length, resulting in 
05, d < 1 (Fig. 3). In this paper we assume d = d'. 

~ TrammisslOll Period ._~ ~ ...... Tr-..nsmissJon Prood +-_ .. 
(collision) ;:. too coJlj~ion) 

:§ 

III III 
'" 

Fig. 3: Data Cycle 

III. PERFORMANCE ANALYSIS 

The protocol performance has been measured in terms of 
throughput S and delay D in relationship with the offered 
traffic G. The throughput measures the efficiency of the 
protocol and is defined as the fraction of time in which 
correct data packets are received. The delay is the time 
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between the arrival of the first bit of a data packet at a 
terminal and its arrival of the last bit at the destination. 

A. Throughput 
The performance analysis of the hybrid unslotted non­
persistent COMNISMA will be explained from Fig. 3. 
The time axis in Fig. 3 is normalized to the packet 
duration. If a packet arrives and the terminal senses the 
channel free then the packet is sent immediately. 
Suppose that this time instant is t. It takes d, the inhibit 
delay fraction, before a busy tone is heard by all 
terminals. This moment occurs at the same time at all 
terminals because of the symmetric network 
configuration. Any other packet arriving between t and 
t+d will sense the channel frce (because the busy tone 
has not arrived yet) and will be transmitted resulting in a 
conflict. Because a COMA scheme is also used, the 
conflict does not necessarily result in the loss of all 
packets. There is a probability that the first arriving 
packet can still be recovered successfully. If no other 
temlinal transmits a packet during this period d, then no 
conflict occurs. We model the channel between the 
terminals and the corresponding transceivers as a 
multipath Rayleigh-fading channel. So, when no 
conflicts occur, there is still a probability that the packet 
cannot be recovered successfully. 

Let t+ Y be the time of occurrence of the last packet 
arriving between t and t+d. This obviously means that Y 
must be between zero (the first transmitted packet is the 
only packet in the transmission period) and d (the end of 
the vulnerable period). The transmission of all packets 
arriving in (t, t+ Y) will be completed at t+ Y + 1. As 
noted before, the channel is sensed unused only a period 
d later. So, any terminal becoming ready between t+d 
and t+ Y + 1 +d will sense the channel busy and hence will 
reschedule its packet. The interval between t and 
t+ Y+ 1 +d is called a transmission period (TP). There 
will be at most one successful transmission during a TP. 
The idle period (IP) is defined as the period of time 
between two consecutive IF's. A transmission period 

plus the following idle period constitute a cycle. Let TP 

be the expected duration of the transmission period, 1 
the expected duration of the idle period, and the average 
cycle time can be ""Tilten as: 

(1) 

Let U denote the time during a cycle in which the 
inbound channel (towards base station) is used to carry a 

successful packet transmission and U the corresponding 
average value, then we can write the throughput as [12]: 



U 
S== 

Ie 
(2) 

The expected useful time U can easily be computed. 
When a packet is successful, the channel carries useful 
information for a duration of Tpd, the packet duration. In 
the unsuccessful case no useful information is carried at 
all or, in other words: 

Successfol period 

Unsuccessfoll period 
(3) 

If Psuccess denotes the probability that a transmitted 
packet is successful then 

U = Tpd • f>:.uccess (4) 

As noted before, the time is normalized to Tpd (the 
packet duration), and therefore Tpd equals to one. So, 
this gives us: 

U = Psuccess (5) 

To calculate the average idle period we make the 
assumption that the total rate at which users schedule 
new and retransmitted packets forms a Poisson process 
with parameter G. So, new and rescheduled packets 
arrive at a rate of G packets per unit time. In literature, 
G is also called the offered channel traffic. 

The probability of the idle time being greater 
than some value t is the probability that no packets are 
scheduled within a time interval of duration I and with 
the assumed Poisson packet scheduling process this 

probability becomes e -Gt . Therefore the average value 
of I can be expressed as: 

l=~ 
G 

(6) 

The average duration of a transmission period equals to: 

TP= l+Y +d (7) 

where Y is the expected value of Y. Since Y denotes the 
time at which the last interfering packet is scheduled, the 
probability of Y being smaller than some time y is the 
probability that no other packets (either new or 
retransmissions) are scheduled for transmission in an 
interval of duration d-y. With Poisson arrivals, the 

distribution for Y is e -G(d-y). The average of Y is 
therefore given by: 
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Y d- ~(l_e-Gd) (8) 

Applying the formulas obtained above we get: 

- -
t c = TP + I = 1 + Y + d + I 

[ 
1 (-Gd)] 1 1+ d- G l-e +d+ G (9) 

= __ G_· P-,s=lIc=ce:=ss,,---=--:-

G(1 + 2d) + e-Gd (10) 

The ternl Psuccess in (10) is the only term that needs to be 
specified. Herefore, we distinguish between four types of 
transmissions during a transmission period: 

I. Successful transmission without conflict 
2. Unsuccessful transmission without conflict 
3. Successful transmission with conflict 
4. Unsuccessful transmission with conflict 

If the channel is used for the delivering of a successful 
packet during a TP then this is denoted by a successful 
transmission (situation 1 or 3). The difference between a 
transmission with or without conflict can be found in the 
number of packet transmissions during a TP. In case 
there is more than one packet transmission during a TP, 
we speak of a transmission with conflict. If there is only 
one packet transmission then the transmission is 
conflict-free. Keeping this in mind, we can divide P success 

into two parts: 

PSllccess = Psuccessinoconjlicl + Psuccesslconjllcl (11) 

In which PSllccessinoco'!t1JCl corresponds to situation 1 and 

~uccesslconjlicl to situation 3. 

P -Gdp 
sllccesslnoconjlict = e ps (12) 

This is equal to the probability that no terminal 
transmits during the inhibit delay fraction d multiplied 
by the packet success probability Pps . The mUltiplication 
with P ps is necessary because of the assumption of the 
Rayleigh fading channel. 

(13) 



Pbe1x=O is the bit error probability in Rayleigh fading 

channel using the CDMA scheme and is caused by self 
interference due to multipath. Lp denotes the packet 
length. We assume that during the packet duration, the 
bit error rate remains constant. The calculation of 
Psuccesslnoconjlict is not very complicated. However, this 

is not the case for Psuccessiconjlict which is the probability 

that the first packet has arrived successfully given a 
collision (between two or more packets). 

K-l 

Psuccesslconjlicl = 'LPAd),p{firsf _packet _ OKlx} 
x=l 

in which: 
K is the number of active users in the system; 

(14) 

Px(d) is the probability of x arrivals during d for a 
Poisson distribution; 
x denotes the number of arrivals during d. 

Consider a reference terminal T R. This terminal sends its 
data packet at an idle period first. Other terminals 
sending \vithin the inhibit delay fraction interfere with 
the reception at this reference terminal T R. The bit error 
rate depends on the configuration. So, if we try to take 
the different configurations into account, we have to 
calculate the bit error probability for all possible 
configurations and then average. 

p{first _ packet _ OKlx} E[ 1- Pbe1i tP 
(15) 

E[.] denotes the expectation value, and x a certain 
configuration of x. The total number of combinations for 

x equals (K x 1). Because we assume an uniform 

distribution for all possible configurations we can write 
(K is the total number of active users in the system); 

(16) 

(17) 

The formula for the bit error probability with DPSK 
modulation in Rayleigh fading channel is given by 
Kavehrad and Ramamurthi (formula 13a in [13]) in 
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which the signal to noise ratio (SNR) is taken to be 20 
dB. Combining the above results, the throughput can 
easily be calculated. 

B. Delay 
The average packet delay is defined as the duration 
between the transmission of the first bit till the correct 
reception of the last bit. For the calculation of the packet 
delay of the unslotted hybrid CDMNISMA protocol, we 
use the block diagram depicted in Fig. 4. 

Fig. 4: Delay in the unsiotted non-persistent hybrid 
CDMNISMA protocol 

If a new packet arrives, the terminal immediately senses 
the channel to decide if it can transmit the packet. In 
case the channel is sensed busy (probability I-Pidk), the 
packet is rescheduled for a later time instant. This 
random delay process is assumed to be negative 
exponentially distributed with parameter a. The average 
random delay time is then 1/ a. The average number of 
times the packet has to suffer this delay is 

G(l- ~dle) / S . In which G, S and ~dle are defined as 

before. 
On the other hand, if the channel is sensed idle 

(probability Pidl,,), the packet will be transmitted 
immediately. This transmission will take a packet 
duration Tpd plus the inhibit delay fraction d before the 
knowledge about the outcome of the transmission is 
available (see also Fig. 3). So, the total delay until the 
temlinal knows if the transmission was successful or not 

is (Tpd + d) . The transmission of a data packet does not 

necessarily result in a successful transmission; there are 
two possibilities: a successful or a failed transmission. If 
the transmission was successful, the packet leaves the 

system. The delay this packet suffers is (Tpd +d). If the 

transmission was a failure, the packet again has to wait 
a t:andom delay. In this case, the average delay is 

(Tpd + d + ~) and the average number of schedulings 

is (G~dle -I). Combining the above results, the 

average delay is finally given by formula (18). 



(18) 

IV. ASSUMPTIONS 

After DPSK modulation the signal is spread with a Gold 
code. The length of these codes are chosen to be 31. The 
signal is then transmitted, modulated on a 1.7 GHz 
carrier. The data rate is arbitrarily chosen to be 
256·1024 bls (0.26 Mb/s). The packet length is 64 bits. 
The delay spread is supposed to be 100 ns. Perfect 
power control is assumed to assure that signals from 
terminals within the same group arrive at the transceiver 
with the same power. 

The far field model [14] is chosen to describe 
the signal attenuation. Given the transmitted power Pr , 

the received power PR can be expressed by the 

following equation: 

(19) 

where gT and gR are respectively the transmitter and 

the receiver gains, f the signal frequency, I the distance 
between the transmitter and the receiver, c the speed of 
light and a is the attenuation parameter. This 
attenuation parameter is chosen equal to 2, 
corresponding to free space propagation. 

Fading is the result of the propagation of the 
transmitted signal through several paths. The channel is 
mo?eled as a Rayleigh fading channel. The Rayleigh 
fadmg channel model is valid when each path 
contributes the same amount of energy to the composite 
received signal. A Line of Sight (LOS) path is therefore 
assumed to be absent. 

An example of a 16-terminal network 
configuration that we adopted in this paper is shown in 
Fig. 2. The terminals are clustered around distributed 
transceivers at a fixed distance (5 m). The distributed 
transceivers are clustered around the base station at a 
fixed distance (30 m). Those distances are kept fixed for 
all simulations. The number of terminals within a 
transceiver group (also called group size) is chosen as a 
pow~r oftwo. For a certain fixed number of participated 
termmals, we have to halve the group size if we want to 
double the number of codes (the number of codes is also 
the number of transceivers). The comparison is fair in 
this manner, because when we want to investigate the 
effect of the number of codes on the perfOnllanCe, we 
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have to keep the number of participated terminals fixed. 
The number of terminals is 32 unless stated otherwise. 

V.RESULTS 

Fig. 5 a and b depict the simulation comparison between 
the slotted and unslotted hybrid protocol. 
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Fig. 5a: Throughput versus offered traffic using 
simulation of slotted (a .. f: Plr =0.1, 0.2, 0.4, 0.6, 0.8, 
0.9) and unsiotted (g: d=O.Ol) hybrid protocol; 8 codes; 
a=0.1 
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Fig. 5b: Delay versus offered traffic using simulation of 
slotted (a .. f: Plr =0.1, 0.2, 0.4, 0.6, 0.8, 0.9) and 
unsiotted (g: d=O.OI) hybrid protocol; 8 codes; a=0.1 

In [11] Plr is defined for the slotted protocol as the 
probability that the packet will actually be transmitted in 
case the channel is sensedfree. For low traffic, the delay 
of the unslotted protocol is, as expected, better than the 
slotted protocol. For high traffic the situation is the other 
way round. The slotted protocol does not differ much 
from the unslotted protocol for high values of Prr,. 

Fig. 6 represents the effect of d on the performance of 
the unslotted protocol. For high values of d, the 
performance degrades tremendously. This is due to the 
increase of the number of data packets colliding during 



this period. This is why the ISMA protocol is not useful 
for environment in which the propagation delay is high. 
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Fig. 7: Comparison between simulation and 
mathematical analysis for the unslotted protocol. a .. f, 
g . .!: 1,2,4,8, 16,32 codes; d=O.OI; a=0.1 

The comparison between the simulation and 
mathematical model for the unslotted protocol is given in 
Fig. 7. In case of simulation, the arrival rate at terminals 
is the input parameter and G is one of the output 
parameters. In addition, due to the assumption that 
terminals does not have buffers the performance of 
simulation does not exceed G~4 packets/(packet 
duration). The simulation and mathematical model does 
quite agree with each other. This graph also shows the 
effect of code sharing. For a 32-terminal network, it is 
sufficient to use only four codes. 

VI. CONCLUSIONS 

The unslotted hybrid CDMAIISMA protocol has been 
investigated. The protocol performance is measured in 
terms of throughput S and delay D in relationship with 
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the offered traffic G. Herefore, we have been able to 
derive a close form fonnula for the throughput and 
delay. Also a simulation program has been developed to 
compare the results. The results from simulation and 
mathematical model does quite agree with each other. 

Comparison between the slotted and unslotted 
protocol shows that for low offered traffic the delay for 
the unslotted protocol is better than the slotted protocol. 
For high traffic it is the other way round. 

Furthermore it is concluded that the proposed 
hybrid protocol performs very well in case the 
propagation delay is not a concern. If the propagation 
delay is too high the performance drops quickly. 
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Abstract 

In this paper, the problem of carrier phase estimation in a Multi User CDMA context 
is considered. Regarding the phases as deterministic but unknown parameters, maximum­
likelihood (ML) estimation is applied in both data-aided (DA) and non-data aided (NDA) 
contexts, leading to analytical expressions of ML phase estimators. Variances of these est.imators 
are estimated in a BPSI{ modulation scheme and compared with respect to various benchmarks. 

1 Introduction 

Efficient digital communications require the determination of various parameters characterizing the 
transmission link: timing, channel responses, signal power, ... and phase for coherent detection. 
Moreover, in a CDMA system, parameter estimation is complicated by the interference due to other 
active users. Interference between users, or Multiple Access Interference (MAl), results in biased 
parameters and/or important jitter. 

This paper presents analytical expressions of Maximum-Likelihood joint phase estimators to 
be used in a CDMA communication system. After a brief system description in Section 2, Data­
Aided ML joint phase estimation is studied in Section 3. An estimator is derived by linearizing the 
ML equation. The quality of this ML DA estimator is estimated by computing its variance and 
comparing it with respect to the Cramer-Rao bound and the variance of a conventional estimator. 
In Section 4, a Non-Data Aided joint phase estimator is derived, following a method described in 
[1]. The variance of this ML NDA estimator is compared to that corresponding to the Cramer-Rao 
bound. 

"This aut.hor would like to thank the Belgian NSF for its financial support by mean of a "Grant F.N.R.S.-IBM" 
tThis aut.hor would like to thank the Belgian NSF for its financial support 
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2 System description 

The low pass equivalent signal transmitted by user k is given by 

00 

x,,(t) = V2 PI; I: I:a" (t)u(t - nT) (1) 
n=-oo 

where II: are the data produced by user k, adt) is the waveform associated with the periodical 
pseudo-noise sequence multiplying the signal for user k and u(t) is the symbol shape. 

Assuming that the channel between user k and the receiver is a linear channel with equivalent 
lowpass impulse response c,,(t), the received signal from Nu active users is given by 

Nu 00 

r(t) = I: V2 Pk e-itPl< I: Ikh,,{t - nT) + n(t) (2) 
"=1 n=-oo 

where h,,(t) = [a,,(t)u(t)] 0 edt), <p" is the phase parameter for user k, and n(t) is the additive 
white gaussian noise (AWGN) with one-sided power spectral density of No. 

The parameters to be estimated are regarded as deterministic but unknown. This leads thus to 
maximum-likelihood estimation [2]. The logarithm of the likelihood function ALCr) writes 

where yr represents the normalized matched filter output and xZ::n the normalized channel 
conelation coefficients 

1 100 

y; = V2J{ T r(t)hZ(t - nT)dt 
2 Pt. -00 

(4) 

1100 

x;;;n = T -00 hdt - nT)ht(t - mT)dt (5) 

The last two terms of the expression (3) hereabove may be interpreted as interference. The 
former represents the self-interference (lSI), while the latter is associated with multiple access 
interference (MAl). 
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3 Data-Aided Joint Phase Estimation Estimation 

3.1 Derivation of the estimator 

The ML estimators are theoretically derived from the maximization of the likelihood function. A 
necessary but not sufficient condition for this maximum can be obtained by differentiating A(r) 
with respect to the unknown parameters ~ and setting the result equal to zero [2]. 

(6) 

Moreover, in the present case, ei 4>u is linearized around the true value of the parameter to be 
estimated, such that 

(7) 

With sllch a linearization, the following developments fall under the hypothesis of high SNR. 
Using (6) and (7), the first derivative of (3) leads to the following condition 

~ [2 Pu T eNu (1 + j(~u,DA - <Pu» "''%;00 (I:)*y: 

-2 TJpu Ph ei¢u (1 + j(~u.DA - <Pu)) 

Nu 00 00 1 
f;e- irfo

" (1- j(~h.DA - <Ph» n~oom~oo (I:)*I;:xz:~n = 0 

Solving (8) gives 

where 

00 
Au = 2 Pu T eirfou L (It~)*Y: 

n=-oo 

Nu 00 00 

-2 T..jPuPk L(1- j(~k.DA - <Pk» L 
k=l n=-oo m=-oo 

(8) 

(9) 

(10) 

One can note in (9) that the linearization of ei 4>u.DA has led to a result similar to classical ones 
[3], but where the highly nonlinear arctan function has disappeared. 

The following developments are limited to the 2-user case. Expanding y:, direct (x~':) and lSI 
(x~~,.., m =f. n) terms vanish from the numerator as real terms. Moreover, regarding MAl and noise 
contributions in the denominator as negligible, the ML DA joint phase estimators are of the type 

(~ _ <P ) == ~[Noiseu] a?[Directv + ISIv] + iR[MAIv,u] ~[Noisev] 
u,DA II iR[Directu + ISIu] iR[Direct

li 
+ ISIII] _ iR[MAIv,u] a?[MAlu,lI] (11) 

78 



I L. Schumacher and L. Van den dorpe: Maximum LikelillOod Joint Phase Estimators ... I 

where 

Directu -

ISIu = 

MAlu,v 

n=-oo 

n=-oo m:_OQ 
m;to> 

3.2 Variance of the estimator - Computational results 

4 

(12) 

(13) 

(14) 

(15) 

To be able to compute the variance of (11), the denominator is replaced by its mathematical 
expectation. Expression of the variance is then derived in the case of a BPSK modulation. It 
depends on the structure of the correlation factors x~~n, the phase difference between users, and 
the size of the averaging window. ' 

This expression of the variance has been computed in different scenarii. The results presented 
here (Fig. 1) are related to a situation where the coupling between users is as high as 20 % 
of the direct ray, without spreading around it (x:'~ = 0.2 x:':i x~;: == x~~n = 0 for m ¥- n). 
Different phase offsets are tested, and the resistanc~ to the Nea~-Far ~ffect is ~lso shown. Variance 
of the ML DA estimators is presented with respect to the Cramer-Rao bound and the variance of a 
conventional estimator. By conventional estimator, one should understand a process not modelizing 
the possible coupling, and dealing with the matched filters output y: as if they were corresponding 
to a single active user, although several are interfering through MAL 

As ~ grows, ML DA estimators appeal' (Fig. 1, left column) to be performing better than 
the conventional ones, excepted when the phase difference reaches zero. These estimators are not 
limited by the threshold effect visible on the performance of the conventional estimator used in a 
multiple access system. Asymptotically, their variance tends to the Cramer-Roo bound. 

This independence of the treshold effect is especially interesting when estimation has to face a 
Near-Far effect (Fig. 1, right column. Near-Far power ratio is 1:10). The Near-Far effect increases 
the value of the treshold limiting the performance of the conventional estimator in the multiple 
access system. Joint estimation outperforms then such an estimator. 

4 Non Data-Aided Joint Phase Estimation 

4.1 Derivation of the estimator 

The NDA maximum-likelihood estimators result from the maximization of the likelihood function 
A(r) averaged over the statistical symbol distribution. 
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Figure 1: Variance of DA ML estimators (Joint - -, Cramer-Roo -, Conventional - .) 

+00 

A(r) = J A(r) p(1:) dI: 
-00 

(16) 

In this case, symbols are regarded as independent, identically distributed zero-mean binary data. 
The averaging of the likelihood function A(r) over the pdf of I: is hardly analytically manageable, 
due to the presence of the exponentia.l function. Moeneclaey and de Jonghe proposed in [1] a way 
to derive the NDA likelihood function A(r) , based on the expansion of the exponential function 
into a power series. Applying their method, A(r) writes 

A(r') = ~ t, (4 ~o T) 2 n~oo R [ei~h (1:)* Yk]2 

1 N .. N" 4 R R +00 +00 2 

+2 L L ;2 1 L L e2j
(""-"'k) [If (1n* xt:i] 

k=1 1=1 0 p=-oo q=-oo 

(17) 
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To notice is the NDA-typicaJ quadratic operator applying to each term of this expression. 

In practice, the maximization of the NDA likelihood function (17) is realized, similarly to the 
DA case, by founding parameter values zero forcing the first derivative of A(r) with respect to 
them. Considering BPSK modulation, conditions to satisfy are of the form 

Like with the DA estimator, coupling effects appear through correlation factors xt,~. , 

4.2 Variance of the estimator - Computational results 

In order to determine a more realistic lower bound on the phase variance than the Cramer-Rao 
bound, the method outlined in [4] is applied. After heavy calculations, an analytical expression of 
the variance is finally derived for a 2-user system. 

To allow some comparison with similar performance in mono-user systems [5], the variance 
expression is simulated in an asynchronous system (x:'~ = O.lx:':) (Fig.2). These simulations are 
lead regardless of possible improvement due to code cr~ss-correl~tion properties. The width of the 
observation window is the same as that mentioned in [5]. 

Figure 2: Lower bound on the performance 
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Moreover, the resistance in a Near-Far context is tested (Fig.3). The channel is the same as that 
used in the previous simulation, but the observation window is 10 times narrower. Regarding the 
Cramer-Rao bound as the ultimate performance level, reachable in a AWGN context, it logically 
appears that the estimator is badly performing when the power of the interfering user grows. 

Figure 3: Near-Far effect 

5 Conclusions 

Maximum-Likelihood joint phase estimators for CDMA multiple access communication systems 
were presented, in both Data-Aided and Non Data-Aided contexts. Their analytical expression 
were established. Performance of these estimators were demonstrated by computing their variance 
and comparing them with other variances and the Cramer-Roo bound. 
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Abstract 

A novel optical signal processing (OSP) method is 
proposed which Is able to manipulate data in the 
optical domain. It uses blphase pulse line-coding 
and time-slot shifts of the input signal in order to 
enable signal manipulation. 
It features wavelength transparency, a constant 
processing delay, signal regeneration In case of 
on-off keying and suits most modulation formats. 
Although it can be used In many applications It is 
presented here as an ATM cell header replacement 
module. 

Possible Application 

In ATM networks cells are being routed through the 
network on basis of the information contained within 
the header (see figure 1). Optical transparency can be 
achieved when the main functions of the switching 
nodes can be performed in the optical domain. These 
functions are: 

* header replacement of ATM· cells at switch Input. 

* routing of ATM·cells from switch input to output. 

figure 1: simplified ATM network example 

Line-code requirement 

Based on an electrical interface at the sender (Tx) and 
receiver (Ax) side, figure 2 gives the required biphase 
pulse encoding, decoding and electro-optic (E/O) con­
version steps. Moreover, only the data to be manipu­
lated has to be encoded. 

IAI 

IEncodinal 
~ 

I EIO I 

~ OSP 

Ipl 
\ 

\ 

IDecodina 
i 

I OlE I 

OSP ~ 
figure 2: encoding and decoding. 
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osp operation 

1. A part of the input is used for table-lookup and 
switch management (indicated by 'electronics'). 

2. The input signal is copied and delayed by 0, 1 and 2 
time-slots (=bits), respectively 

3. When the input consists of biphase pulses, appropri­
ate adjustment of the electro-optic switches (sw1 , 
sw2 and sw3) enables us to select a '1' or a '0' in 
every time-slot and forward it to the output (see 
example below). 

input output 

- optical path 
electrical path 

figure 3: OSP configuration 

Example 

logical representation: 1 1 0 1 0 
biphase representation: 01011 0 0110 

signal I' . . . . . .. .. '1 
delay:: Ifl0191811161514131211161 time-slots 

OT...... ..0101100110 
H .......... 0101100110 
2T ... _ .... 0101100110 

Conclusions 

Optically transparent signal processing, based on 
blphase pulse line-coding, has been presented. 
The advantages are: 
• Independent of modulation format since the input 

bits are only rearranged to obtain the output bits. 
Transparent to wavelength. 

• High speed operation. 
• Possibility to integrate. 

Possible improvements: 
• Use of Aunlength Limited line-coding to improve 

code rate and to reduce the required hardware. 

Other application: 
• All optical Add/Drop Node 
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Abstract 

A novel optical signal processing (OSP) method is 
proposed which is able to manipulate data in the 
optical domaih. It uses biphase pulse line-coding 
and time-slot shifts of the input signal in order to 
enable signal manipulation. 
It features wavelength transparency, a constant 
processing delay, signal regeneration in case of 
on-off keying and suits most modulation formats. 
Although it can be used in many applications it is 
presented here as an ATM cell header replacement 
module. 
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Possible Application 

In ATM networks cells are being routed through the 
network on basis of the information contained within 
the header (see figure 1). Optical transparency can be 
achieved when the main functions of the switching 
nodes can be performed in the optical domain. These 
functions are: 

* header replacement of ATM-cells at switch input. 

* routing of ATM-cells from switch input to output. 

101 
Rx 

figure 1: simplified ATM network example 
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Line-code requirement 

Based on an electrical interface at the sender (Tx) and 
receiver (Rx) side, figure 2 gives the required biphase 
pulse encoding, decoding and electro-optic (E/O) con­
version steps. Moreover, only the data to be manipu­
lated has to be encoded. 

IDI, 
\ 

\ 

asp ----------- asp 

figure 2: encoding and decoding. 
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osp operation 

1. A part of the input is used for table-lookup and 
switch management (indicated by 'electronics'). 

2. The input signal is copied and delayed by 0,1 and 2 
time-slots (=bits), respectively 

3. When the input consists of biphase pulses, appropri­
ate adjustment of the electro-optic switches (sw1, 
sw2 and sw3) enables us to select a '1' or a '0' in 
every time-slot and forward it to the output (see 
example below). 

asp I 

input output 

- optical path 
- electrical path 

figure 3: asp configuration 
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Example 

logical representation: 1 1 0 1 0 

biphase representation: 0101100110 

signal 
delay 109 6 0 time-slots 

OT. _________ . 0101100110 
1T. ________ .0101100110 
2T. ______ .0 10 11 0 0 110 
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Conclusions 

Optically transparent signal processing, based on 
biphase pulse line-coding, has been presented. 
The advantages are: 
• Independent of modulation format since the input 

bits are only rearranged to obtain the output bits. 
• Transparent to wavelength. 
• High speed operation. 
• Possibility to integrate. 

Possible improvements: 
• Use of Runlength Limited line-coding to improve 

code rate and to reduce the required hardware. 

Other application: 
• All optical Add/Drop Node 
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Abstract 

A BPSKIDS-CDMA modem is described. Many 
functions of this spread spectrum modem are 
implemented in software on a DSP board. 
Constraints for proper IF receiver operation are 
given, plus BER measurement results for a 
prototype and a frequency-synthesizer resolution 
enhancement algorithm. 

Brief description of the poster session 

The poster session describes the design of a 
direct-sequence spread spectrum modem based on 
a signal processing board that contains a 
D/A-converter, an AID-converter, and two digital 
signal processors (DSP) [2,3]. The spread 
spectrum signal is generated at baseband by 
mUltiplying each bit with the pseudo-noise code, 
so Tb=NcTc where Nc is the code length [chips]. 
The modulation scheme applied is BPSK with 
square-root raised-cosine pulse shaping of the 
chips (p 1). The IF receiver demodulates the input 
signal at an intermediate frequency (e.g. 
hr128 kHz) through coherent subsampling, using 
a software Costas loop for carrier tracking. This 
subsampling creates a baseband replica by 
spectrum folding (p2). The despreading also 
occurs in software by means of a serial search 
code acquisition scheme, and a delay-lock loop 
(DLL) for code tracking [6]. The proper operation 
of the DLL and Costas loop is determined by 
three constraints that concern the resolution of the 
sample frequency its and chip rate !C, the loop 
bandwidth BL and the loop sample frequency ff 
[1,4,5] (p3). A prototype version of the modem 
was built using one TMS32OC25 DSP. This 
prototype can achieve 16 kchip/s and 
measurement results are presented of its bit error 
rate performance (p4). A new design of the 
modem uses two TMS32OC50 DSPs. On this new 
modem a multiple correlator scheme can be 

implemented, in order to increase the sample 
frequencies of the loops, so fs»iJ, instead of fs=fb' 
Furthermore, thanks to a smooth resolution 
enhancement algorithm, both the sampling 
frequency and the chip rate can be generated by 
means of the timers of the DSPs. The algorithm 
has a recursive structure and is implemented by 
means of a look-up table. The O's and 1 's in this 
table state whether the next timer period has to be 
T or T+l [.1.Tmin], and the size of the table 
determines the resolution enhancement factor (e.g. 
a factor 7). Together the two DSPs are expected 
to be sufficiently powerful to implement in 
software all functions of the baseband transmitter 
and IF receiver for chip rates up to 
64 kchip/s (p5). 
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pI 

The BPSK / DS-CDMA transceiver 

• The baseband transmitter and modulator 

data od c e 
d; Data signal Pi Pulse i 

fb spreader fo 
shaping I 

. filter 
I' 

Pi 

C25-transceiver 

--..t DAC f--~ LPFT 
fDAC 

Transmit 
clock 

analog 

Vo(t) = Ad(t)p(t) 
,...-----, cos(21tfIl,t) 

BPSK 
modulator 

IF carrier 
oscillator • 

• The IF receiver 

---.. 

To analog amplifiers in the receiver 

Frequency synthesizer AGC 

,-{ Receiver control I 
frs NCO J~ 

, 2( ,,. 

BPFR 
Vi Digital I,Q Pulse shaping ~ Despreading 

- data .. 
ADC f-+ --JI> r 

flF down conversion HR(z) i fb 

i C25-transceiver 

Tasks: 
Demodulation 
Despreading 

~databits 
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p2 

Demodulation by subsampling 

4 
• Digital I,Q downconversion, ffs = 2m+ 1 fIF 

Time domain: 
• = sample moment 

t 

Frequency domain: 

Baseband replica 
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p3 

Oespreading by correlating with the code I 

IF in 

Correlators 
~ It====== Correlators 

Early 
Late 

PN code 
generator 

Code 
tracking 

i Chip rate NCO 1'01-",,---

Code phase! 

Baseband -----..... Data out shift I 

Digital Central l'vlC 

~ Nc 
downconverter VI I VIC> V QC 

ADC I,Q ~-'+-----+i Correlators If-------+i 

f-------l VQ '----....--------' Nd 
Frequency 

fro synthesizer Costas 
loop 

Code II 
acquisition I i 

I j 

Sampling frequency Carrier 
tracking 

····················--·······::::]. _______ 1 ________ 1. 
, , 

1 Receiver control I 
I • 1 ________________________ ... _ .. _______ * 

• Functions: 

• 

1 Code acquisition (coarse) 
2a Code tracking delay-lock loop, DLL (fine) 
2b IF carrier tracking Costas loop 

Constraints for the loops: 
. 1 
DLL: ~Tmin< SON f ' 

d c 

Costas: 
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LiT ;in < O.SBL , 
Tc 

~fmin< O.SBL , 



Performance of the C25-transceiver 

• BER measurement results: 
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• Chip rate: fc ~ 16 kchip/s 
(due to limited processor capabilities) 

• Bit rate: fb ~ 250 bitls 
(due to the minimum update frequency fs of the 

control loops ) 

code length: Nc = 63 chips 
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The CSO-transceiver 

• Schematic diagram of the DSP board: 

~r 
Receiving 

...----+1 ADC 

;). 
I 

L......-...-... timer I 

TMS320 
C50 

• Expected performance: 
- fc = 64 kchip/s 

t Transmitting 

DAC 

.. 
timer J 

TMS320 
C50 

- Increased fs by means of multiple correlators 

• Particularities: 
ADC samples switch 

- Two timers for generating Tc and Tfs ~:~:~:~:~:~:~ 
~ 0,0,1,0,0,0,1 

.4 "'R p • • 0, 1,0, 1,0,0, 1 
Resolution enhancement algonthm, e.g.: 0,1,1,0, 1,0,1 
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ABSTRACT - The performance analysis in 
terms of bit error rate, throughput and delay of 
a hybrid Direct Sequence (DS)/Slow Frequency 
Hopping (SF1/), DS and SFH is analyzed for a 
Ridan and Lognormal fading channel. Expres­
sions for Bit Error Rate (BER), throughput and 
delay are derived for BPSK and QPSK modula­
tions. The effect of Selection Diversity (SD) and 
Forward Error Correction (FEC) coding on the 
performance is also investigated. 
The performance of hybrid DSlSFH has been 
compared with that of pure DS and SFH for a 
given delay spread Tm and fixed bandwidth BT• 

Multipath, mUltiple access and thermal noise are 
considered here as the only sources of interfer­
ence. Also, a comparison in terms of bit error 
rate has been made between the shadowed Ri­
cian fading channel and the Rician fading chan­
nel without shadowing. 

1. INTRODUCTION 

In recent years there has been a steadily growing 
interest in wireless communication systems. The 
main causes of this rapid expansion are the devel­
opment of affordable wireless technologies. 
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Beside applications of these wireless services in an 
outdoor environment, there is an increasing devel­
opment of wireless systems in an indoor environ­
ment. Especially in the office environment the 
application of these systems, such as wireless 
computer networks and cordless telephones, offers 
the advantages of flexibility and saving of costs 
compared to the cable systems. 
Spread Spectrum (SS') multiple access techniques 
can be used in order to provide the possibility for 
users to transmit simultaneously. Code Division 
Multiple Access (CDMA), of which Direct Se­
quence (DS) and Slow Frequency Hopping (SF1/) 
systems are two implements, provide a good an­
swer to the problem of multiple access communi­
cation systems in fading environments. 
DS is a good mean to combat the multipath fading 
[I]. However, DS/SS is known to suffer from the 
near-far effect. On the other hand, SFH is a good 
solution to cope with the multiple access interfer­
ence. Besides, it is less sensitive to the near-far 
effect [2], As a consequence, the combination of 
DS with SFH in a Hybrid system is an attractive 
solution for combating the multi path effect, the 
multiple access interference and reducing the near­
far problem [1,2]. 



The objective of this paper is two fold. Firstly the 
performance of a hybrid DS/SFH is investigated in 
a pico-cellular environment which can be charac­
terized by a Rician and Lognormal fading channel. 
Secondly, a comparison has been made between 
hybrid DS/SFH, DS and SFH CDMA. 
This paper is organized as follows. Section 2 gives 
the system description. The Bit Error Rate (BER) 
is studied in section 3. Section 4 shows the nu­
merical results for the BER. Throughput and delay 
are discussed in section 5. In section 6 we find the 
numerical results for the throughput and delay. 
Finally, conclusions are given in section 7. 

2. SYSTEM DESCRIPTION 

The system is a star connected network with K 
users. All of them are at the same distance from 
the base station. We study the performance of the 
system when the base station is in receiving mode. 

2.1 Transmitter model 

For the transmitter model, we follow the same 
methodology as the one given in [1]. After appro­
priate filtering, transmitted signal for QPSK be­
comes: 
s~ (t) = mac,k (t)bc•k (t) 

. cos[oo"t + 00 k (t)1 + a.k (t) + Ok] (1) 

+ .fiPa. k (t)b. Ie (t) 

. sin[oo ct + 00 k (t)1 + a.k (t) + Ok] 

where P is the transmitted power and ad (x=c,s) is 
the spreading sequence. The quantity ak(t) repre­
sents the phase shift introduced by the frequency 
hopper when it switches from one frequency to 
another. The results obtained in case of QPSK can 
also be used in case of BPSK modulation by set­
ting bs.k(t) = 0, bc,k(t) = b«t) and ac.«tJ ak(t) in 
equation (1). 

2.2 Channel model 

The link between the kth user and the base station 
is characterised by a lowpass equivalent impulse 
response given by : 

hk(t) = ±J3k~(t-tkl)exP(jYId) (2) 
/=1 

where kl refers to path I and user k. We assume 
there are L resolvable paths associated to each 
user. The lth path of the kth user is characterized 
by three random variables: the gain Pkl, delay Tkl 

and the phase Ykl. We make the following assump­
tions concerning the channel: 
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- The path gain Al is Rician and Log-normal dis­
tributed; 
- The delay Tkl is assumed to be uniformly distrib­
uted random variable over [O,T]; 
- The phase factor Ykl is uniformly distributed over 
[O,21t]; 
- The random variables Pkl, Ykl and Tkl are inde­
pendent for different values of k and I; 
- The channel is assumed to be of the slow fading 

type, which means that the different random 
variables do not change considerably over the du­
ration of one bit. 

- The rms delay spread T R/ is less than the bit du­
ration T in order to avoid intersymbol interfer­
ence; 

In a radio environment fast and slow variations of 
the received signal strength occur. The fast varia­
tions are described by a Rician PDF [3]. The PDF 
of the signal amplitude conditional on Po (Po :::::::: 
(J/2)A2) is written as: 

Pp (rlFo) = -;'exp[- r2 + ~Po] 
Or 20r r;;:: 0, A;;:: 0(3) 

.Io[~rl 
where A and O'r represent the Line Of Sight (LOS) 
and scattered components of the radio signal, re­
spectively_ R is called the Rician factor and is de­
fined as the ratio of the LOS power A212 and the 

scattered power (1;. The slow fluctuations in the 

received mean area power Po caused by signal ob­
struction, can be modelled by lognormal PDF: 

1 {[In(Po)-mf } (4) 
h(Po)= ~ exp - 2 

'" 2x . o· Po 20 

where O'and ~=exp(m) are the logarithmic vari­
ance and area mean power, respectively_The value 
of 0' is the most of time given in dB, where: 

aNal = adD In(1O) = O.23adD' The unconditional PDF 
10 

can be obtained from equations (3) and (4) [4]: 

PIl(r) = r -;'ex1 r2 + ~Po]'Io[r'~l 
Or L 20 r 0 r (5) 

1 [ (In(Po)-m)2] . exp dPo 
..[2;oPo 20

2 

2.3 Receiver model 

We assume that a received signal is composed of 
the contributions of the different users, their differ­
ent paths and additive white Gaussian noise. 
Therefore, we have for QPSK the following re­
ceived signal: 



ret) = .J2P2:2:J3k1aC,k (t - tkl )bc,k(t - tk) 
k I 

'CQs[roct+rok(t-tk)t+<Xk +ek +'Ytcl] 

+ .J2P2:2:13k1a •. k (t - tk) )b •. k (t - tk) 
Ie I 

.sin[roct+rok(t-tld)t+<Xk +ek +'Ytcd 

+n(t) 

(6) 

where n(t) is white Gaussian noise with single­
sided power spectral density No [W/Hz]. 
we defme the following correlation functions [1,5]: 

.... 
R~: (t kl ) = J ax.1 (t)ay.k (t - tkl)dt and 

o 

R XY(t ) = IT a (t)a (t _ t )dt in which X and y lk k) x.l y,1c k) 

'" 
may be both c or s. In these definitions the perio­
dicity has been taken into account. We also define 
the following parameters: 

x~y = :Lf3k1 f ['¥k1]Rff'(tkl ) and 
I 

x~y = 2)k1f['¥k1]R~l(tkl)' When x=y, f(') is a c0-
l 

sine function else it is a sine function. If k= 1 we 
take I ::j: j. So, after dehopping and despreading, 
we have for the in-phase component: 

ZO,< /fTPlj>g} 

+/f :L[dl(b;;:i)b;ix,t< +d1(b:'k~:'kif 
" 

(7) 

+dJ(b;,i~;,ixt + d2(b:' .. )b:'/tit] + Vc 

where b;'fc and b gk are the previous and the cur­

rent bit of in-phase data stream of the kth user. In 
case of BPSK receiver, we do not have a quadra­
ture component (bs.k(t) =0). 

3. STUDY OF THE BER 

We follow the similar methodology as the one pre­
sented in [2], [6] and [7]. The conditional bit error 
probability, which is computed as the mean of sev­
eral situations, corresponding to the possible hit 
situations produced by the multiple access interfer­
ers, is then given by: 

k-I 

P'(kIP) = LP.(niIP)P(n,) (8) 

where P,/nil/J) is the conditional bit error rate as­
suming there are nj active interferers out of k-l, 
and P(nJ is the probability of having nj active in­
terferers out of k-l. For random hopping patterns 
with a number of frequencies equal to q, the prob­
ability that any two users use the same frequency 
is given by lIq, So, P(nJ is given by 
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P(n,) = [k n~ 1 ~ T [I -~ r-I-I\ which is a binomial 

distribution. The probability Pe, assuming nj inter­
ferers is defined as the probability that the decision 
variable is lower than 0 assuming a "1" is trans­
mitted (or conversely). It is the same for each of 
the two components (in-phase and quadrature) in 
case of QPSK. We get then: 

PP = p(zo.c < Olb~l = 1) = p(zo.s < Olb~l = I) where 

Zo.c is given by: 
(9) 

in which Ic.mp and Ic.mo are the multipath and the 
multiple access interferences of the in-phase com­
ponent. These interference parameters are mod­
elled as Gaussian random variables with zero mean 

and variances cr ~.mp and cr ~.ma' respectively. The 

bit error rate Pe for BPSK is defined as: 
PeB = p(zo < Olb? = 1) where Zo is given by: 

Zo = AoP1jb\oT +1l1VJ + 1_ + v . 

The power of the multipath of the in-phase and 
quadrature components is given by: 

~flV' =a{flV'=f(L-;{ ,,:+e~ m+ ~)J ~; (10) 

and the power of the multi-user interference is 
given by: 

~- ai_=fnl{..:+ex{m+ ";)J~ (11) 

for both QPSK and BPSK. The bit error rate can 
be computed as a function of the bit energy Eb to 
total noise power spectral density No, assuming the 
value of {3Ij. The bit error rate has to be averaged 
over the distribution of {3Ii' If we assume that the 
total noise is Gaussian with zero-mean and vari-

2 , 22th b' ance CT tot = CTfnp + CT ma + CT v, we can use e It error 

rate given in [8] as: 

p. = !..eifc[JT] = !..erJc[ ~r~ ] (12) 
2 V NT 2 -v2a 101 

We define the instantaneous received power Pr 
2 

over one period of the carrier as follows: p =!:..-, 
, 2 

We assume that the multipath interference. asso­
ciated with the reference user, is due to L paths 
instead of L-l. So, in case of BPSK, we can write 
the conditional bit error rate given a number of nj 
active interferers as: 

P/(niIPr)=f'ifC{([~r 2P
r 

3~r 
(13) 

h{oi·+·~lln 



Assuming that Nq = 2Nb we find for QPSK the fol~ 
lowing expression: 

p~(ni'P,)=~etTc{([!:r I L (14) 

'(l+n i { a: +ex~ m+ a;JJf} 
The bit error rate is given as a function of the 
mean received bit energy Eb to noise No ratio. 

3.1 BER in case of SD 

The process of choosing the strongest signal from 
a set of M signals carrying the same information, is 
called selection diversity (SD) of order M. The M 
signals are assumed to be equally distributed and 
mutually independent. 
The Cumulative Density Function (CDF) of theM 
signals subject to both Rician fading and Log­
Normal fading is given in [4] by: 

Pot,): !(l-~ .J~~o ·:J)~apo (15) 

. ex{ (In(p;~, m)']dPo 

The CDF of Pmax is the CDF of equation (15) 
raised to the power of M. The PDF of Pmax can 
now be obtained by differentiating the CDF with 
respect to r: 

Ir)= M[J~[l-qJ].P; ~)J-l ex{- (In(po)-m)2)dP. ]M-l 
p~ •• ' cr ' cr I2itcrP la' n o t r 't/.G1t 0 

,r'" ~ex{- rl + 2Po ]'Io[rJ].P;] 
Jo 0; 20: a; 

._l_ex{_ (In(pol-m)l}po 
$aPo la t 

(16) 
the average bit error rate is given as a function of 
the mean energy to white noise ratio by: 

«l i-I 

p. = JLp/·Q(n,lPr)P(n,)pp"",,(Pr)dPr (17) 
0'1=0 

where P r = ';12 and we used the fact that 
Pp_ (p,.)dP,. = Pp_ (r)dr. 

3.2 BER in case of FEe coding 

In this subsection the bit error rate is considered 
when Forward Error Correction (FEC) block codes 
are used. An (n,k) FEC block code is a FEC code 
which encodes k data bits into n encoded bits 
called a block. The code can correct t (d-1)!2 
errors per block [9]. if d is the Hamming distance. 
A specific code used here is the (23,12) Golay 
code. The Hamming distance of this specific code 
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is given by doc = 7 which can correct t =:= 3 errors 
per block. 
The probability of having m errors in a block ofn 

bits is given by P(m,n) = (j. Pem(l- Pe)n-m where 

Pe (=PlnjIP j) is the conditional bit error rate at 
the hard decision output. The probability of having 
more than t errors in a code block of n bits is 

p., = t P(m,n) . An approximation for the bit error 
m=l+l 

rate after decoding, PecI, is given in [8] by: 

P
tel 

=]" t m(n). p'm(l- p,)lt-m (18) 
11_1+1 TIl 

With the substitution of equation (18) in equation 
(8), we get the average bit error probability: 

'" 1-1 (19) 
P, = JL P,c1(n/IPr)P(nJpp"", (Pr)dPr 

0'1=0 

4. BER RESULTS 

4.1 Assumptions 

In this paper we present the numerical results of 
the average bit error rate in a single Pico~Cellular 
environment. The performance is given in terms of 
BER of hybrid DSISFH, DS and SFH techniques 
with selection diversity (SD) and a (23,12) Golay 
coding. In order to get a good idea about the per~ 
formance of BPSK compared to that of QPSK 
modulation scheme we will keep the bandwidth, 
the bit rate and the rms delay spread fixed. This 
means that qNRb has to be the same for both 
modulation techniques. Since the bit rate in both 
systems should be the same, we will have Tq =:= 

2Tb, where Tb and Tq are the bit duration for BPSK 
and QPSK respectively. Assuming the same num­
ber of frequencies q for these two modulation 
types, we finally have: Nq = 2Nb. In this considered 
Pico-Cellular system, the standard deviation of the 
Log-Normal distribution is taken equal to 4 dB and 
the Rice factor R equal to 6.8 dB [9]. The fixed 
bandwidth is taken equal to 80 MHz (BT = 80 
MHz) and the rms delay spread Tm equal to 150 
ns. We will consider a number of users K=15, un­
less stated otherwise. For a hybrid DSISFH tech­
nique, the number of frequencies in the hopping 
pattern q is taken equal to 10, the bit rate Rb is 64 
kbitsls (in case of FEC coding, the bit rate Rb is 
128 kbitsls), the number of resolvable paths L is 2 
and the code sequence period N is 127 and 255 in 
case of BPSK and QPSK (in case of FEC coding, 
it is 63 and 127) respectively. In case of pure DS 
technique, the number of frequencies is reduced to 
1, the bit rate is the same as in case of hybrid 



DS/SFH, the number of resolvable paths is 13 and 
the code sequence period is 1270 and 2550 for 
BPSK and QPSK (in case of FEC coding, it is 630 
and 1270) respectively. In case of pure SFH, the 
code sequence period is reduced to 1, the number 
of resolvable paths is also reduced to 1, the bit rate 
is the same as in case of hybrid DSlSFH and the 
number of frequency hopping is 1270 and 2550 for 
BPSK and QPSK (in case of FEC coding, it is 630 
and 1270) respectively. 

4.2 Results 

... " ... ,----;====.,~ _____ _, 
lOt.I 

IO£.' 
........ ~ .. 

"'IN, 

Figure 1: Effect of SD on the BER of hybrid 
DS/SFH system for BPSK and QPSK for 0=4dB. 

A,B:M=l; C,D:M=3 

In figure 1, we can see in one plot the effect of SD 
(M=3) on the performance of the BER compared to 
that without selection diversity (M=l). Using SD 
means that we select the largest signal of all the 
signals we receive, which means that this signal 
has the largest power and that is why the perform­
ance with SD is much better than that without SD. 

.. , 
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Figure 2: Effect of Golay coding on the BER of 
hybrid DS/SFH system for BPSK and QPSK 

modulation without SD (M=J), for 0=4 dB; A,C: 
Golay coding; B,D: no coding 

The effect of FEC coding on the performance of 
the hybrid DS/SFH system for BPSK and QPSK 
without selection diversity is shown in figure 2, 
again with the constraint of a fixed bandwidth and 
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as a function of the ratio of the source bit energy 
and the spectral density No. It is seen that in figure 
2, the performance with coding and without SD is 
not improving. This is due to the value of the 
spreading sequence period of N=63 in case of 
BPSK andN=127 in case of QPSK, which has 
worse correlation properties than N=127 and 
N=255 for BPSK and QPSK respectively. 

... 
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Figure 3: Effect ofSD (M=3) and FEC coding on 
the BER of hybrid DSlSFH system for BPSK and 
QPSK modulationfor 0=4 dB; A,C: no coding; 

B,D: Golay coding 

In figure 3 is the effect of FEC coding on the per­
fom1ance of the hybrid DS/SFH system for BPSK 
and QPSK with selection diversity presented. With 
the constraint of a fixed bandwidth and as a func­
tion of the ratio of the source bit energy and the 
spectral density No. We can see that using FEC 
coding with SD in figure 3 improves the BER. We 
can also see that QPSK has a better performance 
than BPSK in case of fixed bandwidth, bit rate and 
delay spread. This is due to the larger spreading 
sequence in case of QPSKbecause of the band­
width and bit rate constraint mentioned before. As 
a result of this larger spreading sequence there is 
less multipath and multi-user interference with 
QPSK. This is reflected in a lower bit error rate . 

... 
lO[~ ,------------------, 
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Figure 4: Effect ofSD on the BER of hybrid 
DS/SFH with (0=4 dB) and without shadOWing 

using QPSK as modulation technique 



In figure 4, the effect of SD in terms of the BER is 
given for selection diversity of order one, two and 
three in case of shadowing. The performance is 
given for a hybrid DSISFH with shadowing com­
pared to that without shadowing and without SD, 
using QPSK as modulation technique. We can see 
that without use of SD (M=l), the performance of 
the system without shadowing is better than that 
with shadowing. It is also seen that the influence of 
shadowing on the performance can be compensated 
with use of selection diversity. This is due to the 
fact that in case of shadowing with SD, we select 
the largest path of all paths in all antennas used. 
The received power in case of shadowing is less 
than that without shadowing and this is the result 
of the obstacles we find between sender and re­
ceiver. 

t.DE+OIl ,..--___________ ----, 
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Figure 5: Effect ofSD and Golay coding on the 
BER of hybrid DSISFHwUh (cr-=4 dB) and with­

out shadowing for QPSK 

In figure 5, the effect of FEe coding with SD is 
given in terms of the BER. The performance is 
done for a hybrid DSISFH \vith (cr=4 dB) and 
\vithout shadowing, using QPSK as modulation 
technique. It is seen that the performance of this 
system without shadowing is better than that with 
shadowing, when the same order of diversity is 
used. The power in case of shadowing is less than 
in case without shadowing because of the obstacles 
we have between sender and receiver. We can also 
see that the performance in case of shadowing is 
improving \1.1th use of SD and FEe coding and it is 
better than using only FEe coding. This is due to 
the selection of the largest path of all the paths, 
which means that there are less errors. Some of 
this errors will be corrected by use of FEe coding. 

5. THROUGHPUT AND DELAY 

The throughput is defined as the average number 
of successfully received packets per time slot. The 
throughput S for a slow fading channel is defined 
in [10] as: 
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s = r. k . P
k 

• P~(k) [packets/time slot] (20) 

where: 

P;k(k) = [[1 - Pe(kIJlI1UU')]N P f(llmax )dI3max is the 
J3max 

probability of one successful packet given k simul­
taneous transmitting users, and 

Pk = (~) . {Pnt)k .(1-Pnt)C-k is the probability that k 

packets are generated during a time slot. The prob­
ability that a user has a packet (new or retrans-
mission packet) is given by Pili = G , where the of-

e 
fered traffic G is defined as the average number of 
transmissions (new packets plus retransmitted 
packets) per time slot by k users. 

The average delay is defined as the average num­
ber of time slots it takes for a packet to be success­
fully received. The probability of success per 
transmitted packet can be defined as P(suc. per 

packet) = S . The average delay D in an indoor 
G 

environment, assuming negligible propagation de­
lay can be obtained on the same basis as was done 
in [11,12]: 

D=l.5Tp+(~-l}(Tp+Ta+Tr) (21) 

where (GIS -1) is the average number ofretrans­
missions for a packet to be successfully received. 
The normalised average delay Dn is given by: 

(22) 
( 0 ) ( Ta Tr) Dn = 1.5+ --I . 1+-+-

S T, Tp 

6. THROUGHPUT AND DELAY RESULTS 

6.1 Assumptions 

In this subsection we use the same assumptions as 
in subsection 5.1. 

6.2 Results 

In figure 6 and figure 7 respectively, the through­
put and delay of the hybrid DSlSFH is shown. The 
influence of the order of diversity M for a packet 
size Np is presented. An increase of the order of 
diversity M results in a higher throughput and 
lower delay. QPSK has a better performance than 
BPSK for fixed bandwidth, bit rate and delay 
spread. This is due to the fact that the multipath 
and multiple access terms are smaller in case of 
QPSK modulation as can be seen from equations 
(17) and (18). 
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Figure 6: Effect ofSD on the throughput ofhy­

brid DSISFH for 0=4 dB, using QPSK and BPSK 
as modulation techniques. A,D:M=3; B,E:M=2; 

C,F:M=l 

Figure 7: Effect ofSD on the delay of hybrid 
DSlSFH for 0=4 dB, using QPSK and BPSK as 

modulation techniques. A,D:M=3; B,E:M=2; 
C,F-M=l 

Figure 8: Effect ofFEC coding with SD (M=3) on 
the throughput of hybrid DSlSFH for 0=4 dB, 
using QPSK and BPSK as modulation. A,C: no 

coding; B,D: Golay coding 
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Figure 9: Effect ofFEC coding with SD (M=3) on 
the delay of hybrid DSISFH for 0=4 dB, using 

QPSK and BPSK as modulation techniques. A,C: 
no coding; B,D: Golay coding 

Figure 8 and figure 9 respectively, show the com­
parison of the throughput and delay with and with­
out coding for a hybrid DSlSFH system with se­
lection diversity of order 3. SD with FEC coding 
yields the best result, with respect to the through­
put and delay. 
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Figure 11: Comparison in terms of the through­
put between hybrid DSlSFH, DS and SFH for 

0=4 dB, using QPSK and BPSK as modulation 
techniques with SD (M=3) and Golay coding. 

A,B: Hybrid; C.D: DS; E,F: SFH 
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Figure 12: Comparison in terms of delay between 
hybrid DSISFH, DS and SFH for 0=4 dB, using 
QPSK and BPSK as modulation techniques with 
SD (M=3) and Golay coding. A,B: Hybrid; C,D: 

DS; E,F- SFH 



In figure 11 and figure 12 respectively, the 
throughput and delay of the hybrid DS/SFH tech­
nique is compared with the throughput and delay 
of the pure DS and SFH techniques, with FEC 
coding and selection diversity of order 3. The hy­
brid DSlSFH technique has the highest throughput 
and lowest delay performance. The maximum 
throughput for both SFH and DS is almost equal, 
however the throughput for SFH does not vary 
much over the large range of the offered traffic G. 

7. CONCLUSIONS 

The perfo~ce in terms of bit error rate 
throughput and delay has been investigated for a 
single Pico~Celiular radio channel using hybrid 
DSISFH, DS and SFH CDMA with QPSK and 
BP SK modulation. The performance has been 
evaluated using an analytical uniform delay pro­
file. The radio channel in the Pico-Cellular envi­
ronment is characterized by a shadowed Rician 
slow fading type. 
From the performance results we have seen that for 
a fixed bandwidth BT and fixed rms delay spread 
T m the hybrid DSlSFH CDMA technique has a 
better performance than the pure DS and SFH 
CDMA techniques. We have also seen that under 
the assumption of fixed bandwidth and bit rate 
QPSK yields a better performance than BPSK.' In­
creasing the order of diversity M and using for­
ward error correction (FEC) coding, both yield a 
better performance for aU three techniques. 
After comparing the performance of a shadowed 
Rician fading channel with that of a Rician fading 
channel in a single Pico-Cellular environment, it is 
observed that due to shadowing, the performance 
in terms of BER, throughput and delay is worse 
than that without shadowing. This effect can be 
compensated with use of SD and FEC coding. 
The results presented in this report are valid under 
the assumption of uniform power delay profile, 
perfect power control and perfect synchronization 
and tracking at the receiver. 
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ABSTRACT 

The paper presents the throughput of Slotted ALOHA 
and unslotted non-persistent ISMA and spectrum effi­
ciency of a single .cell data network. These have been 
analysed using interference model in Rician fading 
environment and capture effect in a single cell struc­
ture. The results maybe of importance for the future 
Indoor Wireless communications (IWC). 

1. Introduction 

In the last few years the demand of IWC has 
grown significantly. This fast growing numbers of 
users demands efficient use of scarce frequency 
spectrum. Cellular radio systems has been classi­
fied into three categories: i) marcocclls of 2 to 20 
km diameter, ii) microcells of 0.4 to 2 km and iii) 
picocells of much smaller size (20 to 400 m) espe­
cially suited for indoor radio communications (e.g. 
offices, research laboratories, hospitals modem 
factories, university campuses, etc.). 
This paper considers the situation where terminals 
communicating with a centrally located base sta­
tion using packet radio. During this communica­
tion, terminals compete with each other to get ac­
cess to the common channel, thus giving a reason 
to investigate, which multiple access protocols are 
suited for this required situation. Two protocols 
have been investigated for the performance in pico 
cellular systems for a single cell structure. 
The rooms of 19th and 20th floors of Electrical 
Engineering, Delft University of Technology, 11le 
Netherlands, has been considered for this investi­
gation [1]. The rooms arc located on the both sides 
of 65 m long and 2 m wide, straight corridor. Each 
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room is 4 m wide, 6 m long and 2.80 m high. 
These rooms are separated by a wall made of 
plaster board, rockwool and steel frames. The 
separating wall of corridor and rooms is made of 
bricks. The floor is made of inforced concrete of 
50 em and above the doors of each room, at the 
height of 2.10 m, a glass window runs up to the 
ceiling. There is an open stairway on the both end 
of the corridor leading to the upper and lower 
floors. Each room has been considered a cell, with 
a centrally located base station using packet radio. 
The investigation ineludes the channel where the 
test terminal and the interfering terminals are 
within a small cell, so the signals coming from 
both the test terminal and the interfering terminals 
are Rician distributed. Spectrum efficiency has 
also been looked into. 

2. Indoor wireless Communication 
Channel 

The terminals are assumed to be in one room of the 
19th or 20th floor with base station in the centre. 
In this way, the amplitude of the signals can be 
modelled by Rician pdf (probability density func­
tion) [IJ 

A A2 +s2 As 
f( A) = 0'2 exp(- 20'2 )fO 0'2 (I) 

where A is the signal amplitude, a 2 is the average 

fading power, s is the peak amplitude of the 

dominant received multipath component and In 0 
is the modified Bessel function of the first kind and 



nth order. From (1) the pdf of the fast varying in-

stantaneous power, p = , is found as 

(2) 

where PO = ~ +Jo2 ,is the local mean power and 

K the Rician factor , which is defined as the ratio 
of the average power of the dominant multipath 
component and the average fading power receiver 
over the non-dominant paths 

2 

K _s_ (3) 
2*(52 

The values ofK are 8.2, 7.6 and 3.8 dB. 

3. Performance Analysis 

The protocol performance has been measured in 
terms of throughput S in relationship with the of­
fered traffic G. The efficiency of the protocol can 
be measured by the throughput and is defined as 
the fraction of time in which correct data packets 
are received. 

3.1 Slotted ALOHA 

All active terminals are assumed to transmit their 
messages to a single receiver over a common 
channel in packets of duration r , regardless of the 
results of the competing terminals. An unsuccess­
ful packet will be retransmitted after waiting a 
random number of slots. The channel is memo­
ryless, i.e., a retransmitted packet experiences col­
lisions uncorrelated with its previous attcmpts to 
capture the receiver [2]. 
If the number of packets generated in the network 
(for messages plus retransmissions) arc binomial 

distributed, with mean generation rate A. packets 
per second, the mean offered channel traffic ex­
pressed in packets per time is 

(4) 

The probability of a test signal being overlapped 
by n other packets is then 
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(N\[G]n[ G]N-n 
Pr[n] nj N I-N (5) 

where G is the offered traffic as the average num­
ber of transmissions per time slot, n is the active 
number of users and N is maximum number of 
users in a cell. With capture effect 

N 
pcap(zo)=l- L Pr[n]Prob{Psl Pn <zo} 

n=1 
(6) 

The channel throughput S is given [2] by 

with 

as distribution function to calculate the throughput 
in the presence of Rician interfering signals. 

3.2 Unslotted Non-persistent ISMA 

In Unslotted np-ISMA, the transmission only oc­
curs when the terminal gets permission to transmit, 
i.e., if an idle signal is received on the signalling 
channel. If there is a busy signal, the transmission 
attempt will be unsuccessful. Such packets are 
rescheduled for later by putting them into re­
transmitting buffer. We assume that the arrivals of 
these packets are generated by a binomial 
process. 
The throughput is given by using cq.(5) and (6) 

s 
I 

1 +2d + -exJ{-dG) 
G 

where d is the inhibit delay fraction [3,4]. 

(9) 



4. Spectrum Efficiency 

This section describes the indoor wirclcss data 
network structure for the 19th floor of the E1cctri­
cal Engineering Department of the Delft University 
of Technology by evaluating the spectrum effi­
ciency. 
We know from [1] that the maximum failure prob­
ability for the 19th floor network is 1.46%. There­
fore the capture probability can be obtained by 

(10) 

So, pcaAzo) = 98.54% from eq. (10). Any net­

work should provide the maximum channel capac­
ity and the highest spectrum efficiency. We know 
from eq. (7) and (9) that the throughput is maximal 
for the maximum success probability. Therefore 
for the both protocols, PcaAzo) 98.54%, pro-

vides the maximum throughput. 
Spectrum efficiency can be obtained by [6] 

(11) 

[ 
bits ] 

sMHz km2 

where the modulation speed r represents the bit 

rate (Rb) to bandwidth (B T ) ratio, r = Z with 

Br W, s is the cell area, L is the packet length 

and H is the length of the header. The number of 

user data bits per packet is L-H. The Pcap (z 0 ) 

depends on certain values of the receiver threshold. 
Different values of threshold corresponds to a cer­
tain type of modulation. For example, with modu-

lation type FSK (fb = ~) and DPSK (M=8), r 

amounts to 1 and 3 respectively. 
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Figure 2: Spectrum Efficiency SE versus cluster 

size e" for r = 1 and s :::: 1 km 2 

Fig. 2 shows the plot of spectrum efficiency versus 
cluster size (Cu) and reuse distance (Ru)' Cluster 

size and reuse distance are related as [5] 

(12) 

the cluster size is given by [5] 

C =1 1 +i"+J'2 i,J'c.o u . ' 
(13) 

with integer and j. Eq.(13) gives 
CII = 1.3.4, 7,9, 12,13."" 
It can also be seen from fig. 2 that the spectrum 
efficiency is maximum for C li 1 and minimum 

reuse distance. 
Fig. 3 shows the plot for spectrum efficiency ver­
sus packet length (L) for header length (H) as a 
parameter 

Figure 3: Spectrum efficiency SE versus packet 
packet length L for H=6 and 8 bytes in case of 

CII = 1 , r = 1 and s == 1 km 2 

Thus we know that at maximum spectrum effi­
ciency highest throughput can be obtained for unit 
cluster size. 



4. Conclusions 

The throughput of the Slotted ALOHA and Unslot­
ted Non-persistent ISMA, protocols have been 
analysed by considering a Rician distribution with 
capture effect. 
Further study has been done to spectrum efficiency 
for indoor wireless data network structure for 19th 
floor. 
When comparing spectrum efficiency of packet 
length of 20 and 40 bytes \'lith header length 6 and 
8 bytes respectively, the latter system offers higher 
maximum spectrum efficiency at cluster size 1, 
thus giving the highest throughput. 
The present study will be extend by developing a 
model to Rician fading interfering signals and in­
fluence of multiple cell for indoor wireless com­
munications, taking into consideration protocols 
like Unslotted ALOHA, Unslotted Non-persistent 
ISMA, Slotted Non-persistent ISMA and p­
persistent ISMA. 
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Abstract 

In the following paper the simple non-coherent 
differential detection of multi-amplitude continuous 
modulation scheme iy analysed in mobile radio 
channel. The proposed MACPM differential non­
coherent detector consists of two parts: frequency 
discrimination detector and differential envelope 
detector. BER is simulated and plotted taking into 
consideration various distortions caused by mobile 
radio channel such as: Rayleigh fading with Doppler 
frequency shift and Gaussian noise. It was found out 
that non-coherently detected MACPM signals have 
worse performance than non-coherently detected 
CPM signals even though MA CPM signals have 
higher bandwidth efficiency. 

1. Introduction 

In the second generation mobile radio systems the 
modulation techniques (GMSK and 1t/4 QPSK) with 
relatively low bandwidth and high power efficiency 
are implemented. The allocated frequency band and 
expected bit rates for future mobile radio stimulate 
mobile system designers to investigate the modulation 
techniques with higher bandwidth efficiency. 

The bandwidth efficiency can be improved: 
• by increasing the modulation dimensionality: Two 

dimensional schemes are usually implemented in 
mobile communication systems. If orthogonal data 
shaping and orthogonal carriers are used, the 
signal dimension is increased by the factor of two. 
The Q2PSK modulation is an example of four 
dimensional modulation scheme, where two 
orthogonal carriers (sine and cosine) and two 
orthogonal data shaping pulses (sine and cosine) 
are used to increase the signal bandwidth 
efficiency. 
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• by increasing the modulation level: In the past 
mostly binary modulation schemes were used 
(BPSK), where one bit is transmitted per symbol 
interval. In the case that two or more bits per 
symbol interval are transmitted, the bandwidth 
efficiency of the signal is increased. Examples of 
multi-level modulation schemes are: M-ary PSK 
and M-ary QAM. 

• by superposition: If two modulated signals with 
constant envelope and with different amplitudes 
are summed up, the non-constant envelope signal 
with higher bandwidth efficiency is obtained. An 
example of so improved bandwidth efficiency is 
multi-amplitude continuous phase modulation 
MACPM scheme. 

By increased bandwidth the power efficiency of the 
signal is usually decreased. The power efficiency can 
be increased again by adding an appropriate encoder to 
the system. 

Bandwidth efficient multi-level, multi-dimensional 
and superimposed modulation techniques require 
receivers with a high degree of complexity. The 
coherent detection with perfect carrier recovery 
outperforms non-coherent detection of the signal in the 
Gaussian channel. The complexity of coherent 
receiver, which requires the implementation of carrier 
recovery circuit, is higher than the complexity of non­
coherent receiver. However, in urban and rural mobile 
radio environment, where the main source of errors is 
due to movement of mobiles, the coherent detection is 
inferior to the non-coherent differential detection, 
therefore the differential receivers are usually 
implemented in the second generation mobile 
communication systems. 

In the paper we are analysing a non-coherent 
differential detection of multi-amplitude continuous 
phase modulation (MACPM) scheme for different 



modulation indices. The MACPM signal is obtained 
by a superposition of two continuous phase modulated 
(CPM) signals. By MAC PM signal a compromise is 
reached among power efficiency, bandwidth efficiency 
and implementation complexity. 

At the beginning of the paper the MACPM signal is 
described. After that, the non-coherent differential 
receiver for MACPM signal is introduced and 
analysed. After the description of simulation model the 
results for non-coherently and differentially detected 
MACPM and CPM signals are computed, plotted and 
analysed. At the end a comparison between the 
complexity of coherent and non-coherent detection is 
made and discussed. 

2. Multi-amplitude CPM signal 

Multi-amplitude CPM (MACPM) signal is defined as 
a superposition of two CPM signals with different 
amplitudes 

8(t,<1>I,<1>2) = K cos(21t Ii +<1>1 (t ))+ 

KAcos(21t Ii + <1>2 (t )) 
(1) 

where 

K= 2E 1 
T (2A+ 1) 

is the average signal energy, E is the symbol energy, T 
is the symbol interval, fc is the carrier frequency, h is 
the modulation index and q(t} is the phase pulse given 
by 

to 

q(t) = J g(t )dt , 

where g(t} is the frequency pulse. The CPM signal is 
obtained when the parameter A=O, while the optimal 
value of parameter for MACPM signals. 

The information carrying phase is defined as 
n 

<1>} 21th La~)q(t-iT)+<1>}o j= 1,2 
i=-oo 

where a/J is the symbol value the of i-th symbol 
interval chosen from following set of values 

(i) { } a E ±l, ... ± (M - 1) . 

Various MACPM modulation schemes are obtained by 
the choice of modulation index h, maximum symbol 
value M, pulse shaping function and duration. By the 
increased value of modulation index and maximum 
symbol value M, the signal bandwidth is increased as 
well. The power efficiency of the MAC PM signal is 
proportional to the value of modulation index. Pulse 
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shaping and pulse duration have also influence on 
power and bandwidth efficiency. For example, if the 
raised cosine pulse shaping is used instead of the 
rectangular pulse shaping, the signal bandwidth is 
decreased and power efficiency remains nearly the 
same. The comments about MACPM signals are not 
valid for weak modulation indices. 

Our analysis is limited to the rectangular pulse shapes 
and pulse duration of one symbol interval. We took 
into account the following modulation indices: h=O.5, 
h=O.25 and h=O.125. If the modulation index is not 
the rational number, the signal has infinite number of 
phase states. Only rational modulation indices are 
convenient for hardware realisation. 

~f~ Win#=O Win Size= 1024 pts Shifl=O Target=I~1.new 
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:~f~~~} 
PDl'r. =:" 
l~a. .,." HOGII 
IJGlllo = -1.1' 

l'5Jj It?! 
Figure I: MAC PM signal for h=O.5 andfc=2lTand 

input data for CPM components 

The MACPM signal for h=O.5 and carrier frequency 
fc=21T is plotted in Figure J-Sl. The corresponding 
input data a/J for CPM component with low 
amplitude and input data a/iJ for CPM component 
with high amplitude are shown in Figure 1-S3 and 
Figure 1-S2. T denotes the bit interval. The signal 
phase is continuous and the signal envelope is 
variable. If the data inputs are compared with the 
MACPM signal it could be found out that ali) define 
the frequency or phase changes of the output signal. If 
a/i)=+ 1 the signal frequency is 

1 1 
j, Ie + 2 2T 

and if the a/i)=-l the signal frequency is 



1 1 
/,=fc- 22T' 

The phase change in one symbol interval is +1tI2 for 
ai}= + 1 and -1tI2 for a/O=-1. The signal envelope 
depends on both input data. The relations between 
symbol envelope and input date are shown in Table 1. 

ali} ali) envelope(i) envelope(i+ 1) 

I +1 +1 1 1 
+1 -1 1 3 

I -1 +1 1 3 
i -1 -1 1 1 
I +1 +1 3 3 

+1 -1 3 1 
I -1 +1 3 1 

I -1 -1 3 3 
Table 1: Relations between MACPM signal envelope 

and input data. 

It is evident form Table 1 that the signal envelope does 
not change in the next symbol interval, if both input 
signals a l) and ail have the same value. If the signal 
values a/I) and ali) are different, the signal envelope 
is changed from one symbol interval to another. The 
above mentioned signal envelope property can be 
applied in differential amplitude detection of MACPM 
signals. 

The signal envelope and the phase changes can be 
clearly shown in the constellation diagrams. The 
constellation diagrams of MACPM signals for h=O.5, 
h=O.25 and h=O.125 are plotted in Figure 2. 

Figure 2: MACPM signal constellation diagrams for 
a) h=O.5, b) h=0.25 and c) h=O.125 

3. MACPM non-coherent differential receiver 

The non-coherent MACPM receiver, based on the 
assumption that MACPM modulation is a combination 
of frequency and amplitude modulation, is plotted in 
Figure 3. 

After IF filtering the signal is processed in automatic 
gain control circuit (AGC). After AGC the receiver is 
divided in two parts. The upper part is simple FM 
demodulator based on discrimination detection. It is 
used to detect data carried by the high amplitude CPM 
component. The lower part is differential envelope 
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demodulator which detects data carried by the low 
amplitude CPM component. 

Figure 3: Non-coherent MACPM receiver for 
MAC PM signals 

The MACPM signal written in Equation I can be 
modified and written in the following form 

s(t,tVptVz)= ~5+4coS(8tV) 

CO{21tfJ +tV2 + arctan( sin(~tV) )]] (2) 
2+cos dtV 

where 8tV is the phase difference d$=tVl-(h In 
Equation 2 the ratio of CPM component amplitudes 
A=2. In this case the MAC PM signal has the form of 
FM modulated signal with amplitude fluctuation. If the 
condition 

( 
sin(d$) ] 

tV? > arctan () 
- 2+cos dtV 

is satisfied, the non-coherent detection of MACPM 
signal can be implemented. 

The received and amplified MACPM signal is then 
processed in the limiter-discriminator block. The 
limiter-discriminator block performs as a detector. Its 
output is smoothed by an integrate-sample-and-dump 
(ISD) filter with the integration time T. The output of 
the discriminator is the derivative of the received 
signal phase. The integrate-sample-and-dump filter re­
integrates the signal phase producing the phase 
difference in each sample interval 

where d$2 is the phase difference of high amplitude 
CPM signal component and dll is the phase noise 
caused by fluctuation of signal envelope and channel 
imperfections. 

The AGC output signal is processed by envelope 
detector in the lower part of the receiver. The envelope 
change in symbol interval is detected by simple 
differential decoder. After differential decoding the 
low pass filter filters out the higher frequency noise. 
The filtered signal is hard detected. The symbol 
carried by the small amplitude CPM component is 
obtained by the XOR operation on FM discriminator 
and envelope detector outputs ofthe receiver. 



4. Simulation model 

The simulation model for MAMSK signal analysis 
consists of 
• two random binary sources 
• MACPM modulator 
• mobile channel 
• MACPM demodulator and 
• error counter 

Two random bit generators generate two pseudo 
random bit streams. The bit generation frequency is 
normalised to 1 Hz in each bit stream. 

Each CPM component modulator is implemented as a 
voltage controlled oscillator (VCO). The VCO gain 
factor depends on modulation index. The output signal 
of one CPM component modulator is amplified by 3dB 
and added to the other non-amplified CPM signal 
component of the other CPM modulator. The 
simulations are done in baseband so the signal carrier 
frequency isfc=O. 

The mobile radio channel distorts the MAMSK signal. 
The mobile channel model takes into consideration 
following distortions: 
• Rayleigh fading 
• Doppler frequency shift and 
• white Gaussian noise. 

The fast Rayleigh fading and the Doppler frequency 
shift are simulated by multiplying the MACPM signal 
by a single complex time-varying weight. The weight 
is generated by passing complex white Gaussian noise 
through a fading filter, and interpolating the output of 
the fading filter afterwards. The fading filter is based 
on the Jake's model, which has the following 
frequency response 

A 

H(J)= ~l-[:' J 
o for \II> fa 

where fd is the Doppler frequency shift and A IS a 
constant. 

In the model the signal power, the signal-to-noise ratio 
and the bandwidth of the signal are calculated. The 
adequate amount of Gaussian noise is added to the 
signal. 

The MACPM non-coherent receiver is used in the 
model according to the description in the previous 
section. 
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BER is obtained by counting the errors. At least 50 
errors should be counted out to calculate BER and at 
least 1000 bits should be processed in simulation run 
to find out the value for low signal to noise ratio. 

5. Simulation results 

The MACPM and CPM signals in Gaussian noise 
environment are simulated at the beginning. The BER 
simulation results for MAC PM signal and for CPM 
signals are plotted in Figure 4 and Figure 5 
respectively. The bit error rate (BER) is in inverse 
proportion to the value of modulation index. The CPM 
signals achieve lower BER at the same signal to noise 
ratios than the MACPM signal, because of the better 
minimum Euclidean distance. 

Figure 4: BER for MACPM signals (h=0.5, 0.25, 
0.125) in Gaussian channel 

Figure 5: BER for CPM signals (h=0.5, 0.25, 0.125) in 
Gaussian noise channel 

In the next simulation run CPM and MACPM signals 
are analysed in a typical mobile radio communication 
environment characterised by Rayleigh fading and 
Doppler frequency shift. Rayleigh fading channel 
models are used in mobile communication systems to 



simulate the effects of multiple point scatters in the 
neighbourhood of the moving receiver. The Doppler 
frequency shift is caused by random motion of mobile 
terminal. It depends on the mobile terminal velocity 
and on the angle between the mobile motion direction 
and the incoming radio wave direction. The maximum 
frequency shift is achieved in the case of direct 
approaching or moving away. BER for CPM and 
MACPM signals caused by Rayleigh fading and 
Doppler frequency shift is plotted in Figure 6. The 
Doppler frequency shift is normalised by the bit 
interval T. The curves for MACPM signals are close 
together, because the majority of errors are caused by 
differential amplitude detection which is independent 
of the modulation index value. For CPM signals the 
influence of modulation index on Doppler frequency 
shift is greater. Small modulation indices are less 
resistant to Rayleigh fading and Doppler frequency 
shift. 

Figure 6: BER for CPM and MAC PM signals in 
Rayleigh fading channel with Doppler frequency shift 

Figure 7: Non-coherently detected CPM signal with 
h=0.5 in Gaussian noise and Rayleigh fading with 

Doppler frequency shift channel. 
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Figure 8: Non-coherently detected CPM signal with 
h==O.25 in Gaussian noise and Rayleigh fading with 

Doppler frequency shift channel. 

Figure 9: Non-coherently detected MACPM signal 
with h=0.5 in Gaussian noise and Rayleigh fading with 

Doppler frequency shift channel. 

Figure] 0: Non-coherently detected MACPM signal 
with h=0.25 in Gaussian noise and Rayleigh fading 

with Doppler frequency shift channel. 

In Figures 7, 8, 9 and 10 the BER diagrams for CPM 
and MACPM signals distorted by Rayleigh fading, 
Doppler frequency shift and additive Gaussian noise 



are shown. At lower values of signal to noise ratio 
(SIN) the dominant distortion is Gaussian noise. At 
higher SIN values the Rayleigh fading and the Doppler 
frequency shift are the main source of errors. 

5. Conclusion 

The non-coherent detection of MACPM signals is 
analysed in the paper. The proposed receiver structure 
is easy to implement, because no carrier recovery 
block is needed. 

If the results for coherently detected MACPM signals 
with ideal carrier recovery are compared with the 
results for non-coherently differential detected 
MACPM signals, the degradation of the system 
performance is noticed only for Gaussian channel 
model. The non-coherent MACPM signal detection 
performance in Rayleigh fading channel with Doppler 
frequency shift is similar to the performance of the 
coherent signal detection. In the channel taking into 
account Gaussian noise, Rayleigh fading and Doppler 
frequency shift the degradation of few dB can be 
observed for non-coherent detection comparing to 
coherent detection. 

If we compare non-coherent MACPM detection to 
non-coherent CPM detection we can conclude that 
CPM signals with non-coherent detection have better 
performance than MACPM signals in all analysed 
types of channels, although their bandwidth efficiency 
is substantially lower. Due to their high bandwidth 
efficiency the MAC PM signals could be the choice for 
future mobile communication systems. 

Low power efficiency of the MACPM signal can be 
improved by convolutional encoding. 
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Abstract: A dual-sigual receiver (DSR) is proposed using 
differentially coherent detectors for simultaneous reception of 
two Differential Phase Shift Keying (DPSK) modulated co­
channel signals. Differentially coherent detection does not 
require phase reference recovery, which makes this dual­
signal receiver suitable for application in the fading mobile 
channel. In this paper the DPSK DSR is analysed for the 
non-fading A WGN channel. Computational and simulation 
results for the bit-error-rate (BER) are presented. It is shown 
that the DPSK DSR is near-far resistant. For BER = 10-4

, the 
DPSK DSR shows a degradation of 2 dB for the large signal 
and less than 1 dB for the small signal at SNR = 12 dB when 
compared to the coherent BPSK DSR. 

1. Introduction 

The demand for frequency bandwidth for mobile radio 
and wireless indoor communications is increasing 
dramatically. The expected dense use of the spectrum 
requires that the scarcely available bandwidth must be 
shared by the users as efficiently as possible. Protocols, 
modulation types and coding schemes have been 
developed to achieve efficient usage of the available 
bandwidth in a multi-user environment, without 
destroying each others transmissions. In ccllular 
networks, co-channel interference is a main capacity 
limiting factor. Further enhancement of frequency 
efficiency can be achieved by improving the match of the 
receiver to the multi-signal environment. 
In reference [1-3], a dual-signal receiver (DSR) was 
proposed for simultaneous reception of two Binary Phase 
Shift Keying (BPSK) modulated co-channel signals. The 
receiver consists of two coherent BPSK detectors in 
succession, where the first detector demodulates the large 
signal by exploiting the capture effect. The fact that both 
data signals are uncorrelated was used to separate both 
signals by remodulation of the input signal with the 
detected symbols of the large signal and suppress this 
signal. The small signal is then demodulated by the 
second detector. The BPSK DSR needs an accurate 
carrier phase reference to perform coherent detection and 
signal suppression. While every symbol is detected by 
comparing it to the reference carrier, errors are made 
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independent of previous symbols, and signal suppression 
can be implemented by subtraction of the detected 
symbol from the input signal. Therefore, in addition to an 
accurate phase reference, also an accurate amplitude 
estimate is required. 
The requirement of accurate phase and amplitude 
references is difficult to fulfil in a mobile fading channel 
where the received signal varies rapidly. For 
differentially coherent detection, the phase of the 
previously received symbol is used as a reference, which 
requires a phase correlation time of only two symbols. 
Therefore, differentially coherent detection is well suited 
for use in the mobile fading channel. 
In this paper a receiver structure is presented for 
receiving two DPSK modulated co-channel signals 
simultaneously, using two differentially coherent 
detectors in succession. Because carrier recovery is not 
needed, this receiver requires little synchronisation time 
and is also cheaper to implement. 
The fact that no accurate phase reference is available 
makes the differentially coherent detector more sensitive 
to co-channel interference [4]. The interference not only 
deteriorates the actual symbol to be detected, but also the 
reference symbol. Furthermore, it is impossible to do 
straight cancellation by subtraction of the estimated 
signal from the input signal, like in coherent BPSK. 
The contents of this paper is as follows. In section 2 the 
DPSK DSR is introduced. The differences with the 
coherent BPSK DSR are discussed. In section 3, BER 
expressions for the large and small signal are derived. 
Computational BER results and simulation results for the 
DPSK DSR are given in section 4, and compared to the 
results for the coherent BPSK DSR. In section 5, 
conclusions are given. 

2. DPSK dual-signal receiver 

The composite received signal r(t), consists of two 2-
DPSK modulated signals Sj and Sc of different strength 
and AWGN n(t); 
r(t) = ~bi COS(lOot + ,pi) 

+ AcPc COS(lOot + ,pc) + n(t) 
(1) 



Here, A denotes signal amplitude, (1)0 is the carrier 
frequency and ; indicates carrier phase. The signal 
parameters of the large and small signal are indicated by 
the subscripts i and c, respectively. bi care as}nchronous 
random antipodal differentially encOded symbols with 
rectangular pulse shape and duration Ts. The differential 

encoding operation is given by: 

deode,k = deode,k-l $dk (2) 

where deode,k is the kth differential encoded bit, d k is 

the klh input data bit, and d e {O,I}. $ indicates the 
exclusive-or operation. The transmitted symbol 
b" :2dcode,,, -1, hk e{-l,+l} with equal probability of 

occurrence. 
In figure 1, the block diagram of the DPSK DSR is 
shown. 

Figure 1: Dual-signal receiver structure for 2-DPSK modulated co­
channel signals. 

The DSR consists of two demodulators in succession, 
and is equivalent with the structure of the DSR for 
coherent BPSK signals [1]. Both demodulators are 
identical with complex equivalent baseband block 
diagram as shown in figure 2. 

Figure 2: Complex baseband equivalent block diagram of the 
optimum 2-DPSK demodulator. 

di,O d' l 1, Si 
----~--------~----------~--------

Figure 3: Signal constellation with overlapping large and small 
signals. 

In figure 3, a simple signal constellation is shown, where 
10 = Refj + j Re/Q is the reference symbol and 

11 Sigj + j SigQ the symbol to be detected. The 

decision making by the detector is performed as: 
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dk =1 if SigjRefl +SigQRefQ >0 

dk =0 if Sig/RefI +SigQRe/Q <0 
(3) 

The operation of the DSR is as follows. The first detector 
is captured by the large signal S i and determines an 

estinIate d, of the transmitted data signal d;. This 

estimate d, is used to cancel Sj in a delayed version of 

the input signal r(I). The delay Ts is required to 

compensate for the integration time in the detector. 
The first step in the cancellation process is to make both 
signals Sj and se distinguishable. This is done by 

remodulation of the delayed input signal with bi , which 

is the differentially encoded estimate d,. b, is correlated 

with hi but fully uncorrelated with he because both data 

signals d i and de are independent. The effect of the 

remodulation is that the signal power spectrum is 
concentrated in a bandwidth much less than the original 
bandwidth of 11 Ts ' whereas the spectral bandwidth BW 

of biSe increases to lITs<BW<2ITs depending on the 

symbol timing difference between bi and he' So after 

remodulation with bi both signal spectra have become 

distinct because of the large difference in bandwidth. 

Unlike for coherent BPSK., the detected estimate dt is 

uncorrelated with bi , but requires differential encoding to 

become correlated. Remodulation with bi results in the 

term blbi . For coherent BPSK, the corresponding term is 

didi . At first glance both results look identical, however, 

they are not because the differentially encoded variable 

bi contains phase memory. The changes of sign of the 

terms bibi and didi for both modulation techniques can 

be modelled by a Markov state diagram as shown in 
figure 4. 

---.~------

a. 

b. 

Figure 4.: Phase state diagram for the reverse modulated signal with 
a). Coherent BPSK modulation and b.) Differentially coherent 
DPSK modulation. 

This clearly illustrates the difference. For coherent BPSK 

the remodulated signal did; = I in case no error is made 



in the detection of d; and did; = -1 in case of an error. 

So the average value of E[d;d;] > O. This DC 

component results in a delta function at f = 0 in the 
frequency spectrum, [1]. However, for 2-DPSK, the 

remodulated signallh;b;l= 1, but changes sign every time 

an error occurs in d;, and therefore the average value of 

E[b;b; ] = 0 . The average sign change rate is 

Rsign = Pei 1 r; and depends on ~;, and therefore, also 

the bandwidth of the remodulated signal depends on Pei . 

The remodulated signal bib; can be seen as a digital 

signal with amplitude values ±A; and a random time 

between sign changes. The probability of a sign duration 

of kTs is Pe;(I- Pe;)k-l . For low Pei , the distribution of 

the sign changes can be approximated by the continuous 
Poisson distribution with average change rate 
p = Pei 1 Ts. The signal power spectrum of the signal 

bib; is then found by taking the Fourier transform of the 

autocorrelation function Rbb (T) = A 2 exp( - 2.ujrl) : 
GA (f) = A2 = A2r; (4) 

bb 11 + (if Ip)2] Pei[ 1 + (1if1's 1 ~;)2] 
The spectrum of bib; is shown in figure 5. for several 

values of Pej. It is clearly seen that the amount of 

decrease of the bandwidth is determined by Pei . 
Power (dB) 
~,--------,--------~--------~------~ 

·20 

·30 

.40 L __ ~:::i::::L __ --.J __ =========_ 
o 0.25 0.5 0.75 

ITs 
Figure 5: Frequency spectrum after remodulation for different BER: 

a.) Pel = 10-1 ; h.) Pe; = 5 .10-2 ; c.) Pel = 10-2 ; d.) Pel = 5 .10-3 ; 

e.) Pel = 10-3 ; f.) Pei = 10-4. 

The power of the large signal is removed by filtering the 
remodulated signal with a high pass filter (HPF). 
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Figure 6: Time domain sample of the baseband signal of ~ without 

timing error: a.) estimated data dl , & indicates an error; h.) signal 

after the 1st remodulation with bj ; c.) remodulated signal after 

filtering; d.) signal &i after the 2nd remodulation with bi · 

The filter bandwidth is a compromise between: i.) 
filtering out as much of the large signal power as 
possible. This requires a HPF with a high cut-off 
frequency. ii.) leaving the weaker reverse modulated 

signal bisc undistorted. This requires a very low cut-off 

frequency. Here, a first-order high-pass RC filter (HPF) 
with time constant T is used. Now, the remaining 
interference of the large signal is an exponentially 
decaying voltage which starts with amplitude 2Aj • This 

is shown in figure 6. After the second reverse modulation 

with bi which is required to restore sc' the remaining 

interference of the large signal is an exponentially 
decaying burst of symbols which starts each time an 
error has occurred in the first demodulator. It can be 
sho\\'Jl that the amplitude of the interfering bits has 
dropped to Asup after N symbols with N given by 

N - rl-~ln( AsupTs)1 (5) I 2Ts 'l'(l- exp( - 2Ts 1 r) 

For l' = 159Ts , the 3 dB bandwidth is OJ 1 Ts and the 

value for N ::: 4 with Asup ::: -30 dB. A small T will 

result in less interference caused by the remaining of the 
large signal due to errors made in the first demodulator, 
however, it will also cause more distortion to the small 
signal. For large 1:, the opposite is the case. There exists 
an optimum r as a function of Pe;. Optimisation of the 

suppression filter is subject of further research. 



3. BER calculations 

BER for the large signal. For the calculation of the BER 
of the large signal, we start with an arbitrary sample of 
the signals as shown in figure 7. Both signals are 
assumed asynchronous, and receiver timing with respect 
to the large signal si is assumed perfect. 

d •• O I de,l di,2 &; 
------~_th=====$C==t~~~~_t-2~-L----

: (l-A')T 1!:T: 

I 10 I II 

__ L-____ -+I ___ d~~~_4I---d~~~I--4-------~- '0 
I I 
I I 

Figure 7: Symbol constellation for the large signal. 

For every symbol I j of si to be detected, three symbols 

of se are involved. Every different combination of these 

symbols results in a different BER for the symbol d;. 
The symbols of S e that influence the detection of symbol 

II of si can be written as se = Acdc,j' with j E {O, 1, 

2}. The effective signal Cj in one bit interval of si is 

C~ ==Ac{(l-A')dc,j +A'dc,j+d==AcKc,j' Let the in­

phase and quadrature-phase signal- and reference 
samples be defined as 

Slg1,Q == I 1I,Q + C~I.Q + nII •Q 

Refl,Q == I01,Q +C~l,Q +noI,Q 

(6) 

where 10,1 and CO,1 are indicated in figure 7, and noj,Q' 

nII,Q are statistically independent AWGN noise samples. 

Now the conditional error probability is defined as 
Pej(E.jA',;',d;,1 = 1) = Pr(SiglReh +SigQRe!Q < 0) (7) 

with ,p' is the phase difference between s i and s e' and 

d'Ts is the timing difference between bi and be. For 

high signal-to-noise ratio, where the influence of the 
quadratic noise terms nojnIl and 110QnlQ can be neglected 

[5,6], it can be shown that the conditional BER is of the 
form: 
Pet (el A' ,;') = 05exp(-,ur i) (8) 

with, r i == E bi / No, and ,u is determined by the symbol 

constellation of Si and Se: 

mK AI< 1 mK 0 +K 1 1 + C,lrc, + c, c, cos,p' 

( 
'/") _ 'If; [ti; 

,u m,Kc,O,Ke,l> 'If;,,!, - 2 2 
K 0 +K 1 mK 0 +K 1 . 1+ c, c, + c, c. sm;' 

2'1fi [ti; 
(9) 
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Here, 'If; = A;21 A; and m == d;,od;,1 E {-I,+l}. Because 

three interfering symbols are involved, the average 

conditional BER for d; is given by 

P(el;',A') =~ L L05.exp(-,ur;) (10) 
2 All m 23 strings 

The average Pel is calculated by integration of (10) over 

..1' and ,p'. 

BER for the small signal. The small signal is detected 
after suppression of the large signal. For the model used 
to calculate the BER P ec of the small signal we make the 

following assumptions: i.) The exponentially decaying 
interference of ru; becomes zero after N correctly 
detected symbols following an error. Here, 
Asup == -30 dB is taken. ii.) When an error occurs, the 

interference amplitude is reset to the initial condition of 
2A; . So the interference is always due to one error, and 

not the sum of the influence of more that one error within 
Nsymbols. 

Figure 8: Symbol constellation for the small signal. 

Now, the symbols of ru; that influence the detection of 
symbol C 1 of Sc> have an exponentially decaying 

amplitude. The amplitude of the /h symbol of ru; can 

be written as Ajajbj,j,wherej E to, 1,2},and 

a j = __ 1 js 2exp(-t)dt 
Ts (j-l)Ts t' 

= ~ exp( -(j~l)Ts)(I_exp( -~$)) 
(11) 

The effective amplitude I~ in one bit interval of Sc is 

l~ = ~ {a j(l- A')b;,j + a j+lA'bj,j+l} = ~K;.j' with 

~',J =~ exp( -:'){+xp((I-~)T')_l) 
+bj+{l-~ -~,))} 

(12) 

The BER for three interfering symbols, as shown in 
figure 8 is calculated with (8) and (9) by replacing: 



Yi --+ Y c = Ebc 1 No, I/Fi --+ I/F c = 1/1/F;, Kc,j --+ Ki,j' and 

m=de,odc,l E {-I,+I}. 

For the average BER the probability of all possible 
amplitude levels in the interfering string caused by the 
remaining of the large signal I:!.s;, have to be taken into 
account. These probabilities Pr(string) are given in 

AppendixA. 
Now the average conditional BER for the small signal is 
given by 

p(sI;"a') =~ L Pr(string) L 
2 All strings All m 

(13) 
Again, Pee is calculated by integration of (13) over .1' 
and ¢'. 

4. Computational results 

In this section different performance results for the 
DPSK DSR are presented. For the computational results 
the HPF time constant T = 15.9Ts has been taken, which 

corresponds to a -3 dB bandwidth of O.OllTs' For the 

coherent BPSK DSR a suppression error of -30 dB is 
assumed due to inaccurate amplitude estimation. 

Bit Error Rate 
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Figure 9: BER P ei (a) and P ec (b) as a function of SII;, for 

the DPSK DSR ( •••• ) and the coherent BPSK DSR 
(-), for SNR; = 12 dB. 

In figure 9, the BER performance of the DPSK and the 
coherent BPSK DSRs are compared. Computational 
results are given for Pei and Pee as a function of SIR; 

with constant SNRi 12 dB for the large signal. In 

figure 10, the same results are given for SNRj = 18 dB . 
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Figure 10: BER P ei (a) and P ec (b) as a function of SIR;, for 

the DPSK DSR (- - - -) and the coherent BPSK DSR 
(-), for SNI; = 18 dB. 

For small SIR; • the errors made by the second 

demodulator are highly correlated with the errors made in 
the first demodulator, which detects the large signal. This 
is because of the high interference levels caused by these 
errors. The small signal BER Pei reaches a minimum 

where the BERs due to large signal interference and noise 
are balanced. For larger SIR; the decreasing SNRc is the 

main cause of the increasing P eo . The performance of the 

DPSK DSR for the large signal at ~i = 10--4, shows a 

degradation of2 dB (SNRj = 12 dB) and 1 dB (SNR; = 
18 dB) compared to the BPSK DSR. The detection 
performance of the small signal shows a degradation of 1 
- 2 dB compared to the BPSK DSR. 
In the figures 11 and 12, simulation results are compared 
to the computational results for the worst case of 
synchronous symbol transmission (11' = 0) for the large 
and the small signal, respectively. It is seen that the 
simulation results for the large signal are in good 
correspondence with the computational results. For small 
SIR; < 2 dB, the theoretical model is not accurate yet. In 
the simulation results for the small signal, as shown in 
figure 12, also the effect of the HPF bandwidth BWHPF 

has been taken into account. The computational results 
are for BWHPF = O.OllTs' Simulation results are given 

for BWHPF = 0.02ITs. O.OllTs and 0.005ITs' From 
these results it is clear that a single bandwidth for the 
HPF will not give optimum performance. For high Pei , 

which results in a wider large signal spectrum after 
reverse modulation as shown in figure 5, a larger filter 
bandwidth is required to achieve optimum performance 
than for low Pe;, where the HPF distortion of the small 

signal is the dominant deteriorating factor. 
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Figure 11: Computational (- - - -) and simulation (--) 
BER results for the large signal as a function of SIR; for 
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the DPSK DSR for: a.) SNR; = 12 dB and b.) SNR; = 18 dB. 
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Figure 12: Computational and simulation BER results 
for the small signal of the DPSK DSR as a function of SIR; 

for: a.) SNR; ::::: 12 dB and b.) SNR; = 18 dB; 

BWHPF =0.02/Tg (-), BWHPF =O.OIlTs C._ .. _ .. )and 

BWHPF = 0.0051 Ts C __ ->-

In figure 13, the perfonnance of a desired signal is shown 
as a function of SIR. The SNR of the signal is constant 
SNR = 12 dB and 18 dB. For positive SIR the desired 
signal is the large one which is demodulated by the first 
demodulator. For negative SIR, the desired signal is 
demodulated by the second demodulator. The results are 
compared to the performance of the BPSK DSR. Again 
is clear that the difference in performance between the 
DPSK and BPSK DSR is not very large. The 
deterioration of the BPSK DSR for the small signal for 
very small SIR is caused by the assumption of the non­
perfect amplitude estimate. Note that the desired signal 
can be well demodulated for SIR« 0 dB. So, the DPSK 
DSR does not suffer from the near-far effect. The 
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challenging area for further research is of course the area 
of SIR close to 0 dB. 
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Figure 13: BER of the desired signal as a function of SIR, for 
the DPSK DSR (- - - -) and the coherent BPSK DSR 

for: a.)SNR = 12 dB and b.)SNR = 18 dB. 

6. Conclusions 

In this paper, the BER performance of a dual-signal 
receiver (DSR) coneept using differentially coherent 
demodulators for simultaneous reception of two DPSK 
modulated co-channel signals, has been analytically 
evaluated for both, the large and small signal. Because no 
phase reference needs to be recovered, which requires a 
stable received signal phase, the DPSK DSR is well 
suited for use in the mobile fading channel. 
The demodulation performance for the large signal is the 
same as is achieved with a conventional differentially 
coherent demodulator. After cancellation of the large 
signal, a desired signal can be well demodulated for SIR 
« 0 dB. So, the DPSK DSR does not suffer from the 
near-far effect. The performance of the DPSK DSR 
shows a degradation of only a few dB compared to the 
coherent BPSK DSR. 
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Appendix A: String probabilities 

Let an erroneously detected symbol of the large signal be 
indicated by E. In case that N or more successive 
symbols of the large signal were detected correctly, than 
the interfering amplitude has decayed to zero, and is 

indicated by ". Symbols transmitted less than N'4 after 

an error show decaying amplitude and are indicated by J 



with J E {2, .. ,N}. Now the probabilities of occurrence 
of the different string types are given by 

Pr(17, 17, 17)= (1- p~f+2 

Pr(17,17,E)= Pr(17,E,2)= Pr(N,17,17) = ~;(1- p~f+l 

Pr(17,E,E) = ~7(1- Peif 

Pr(E,E,E)=~ 

Pr(N -l,N,17)= Pej(l- Pelf 

Pr(J,J +1,J +2)=~i(1-P~i+l 

Pr(J,J + 1,E)=P~(l-Peii 

Pr(J,E,2)= Pe70-~d 
Pr(J,E,E)=~(1-~if-1 

Pr(E,2,3) = Pej(l- Pej r 
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Abstract- Guided scrambling, a line coding tech­
nique introduced recently, can be used to generate 
DC-free codes. This algorithm is compared to tra­
ditional high-rate DC-free codes based on a simple 
efficiency criterion using the product of the vari­
ance of the running digital sum and the redundancy 
of the code. During the analysis a random model 
of guided scrambling is introduced. Encoder com­
plexities are considered. 

I. INTRODUCTION 

In optical and magnetic recording the channel code 
has to conform to a variety of constraints. One of 
these constraints is the DC-free (also called balanced) 
property, which means that the spectral density of 
the coded sequence should be zero at spectral fre­
quency zero. The purpose of this is to prevent the 
accumulation of charge in the receiver circuits and to 
allow transmission of a pilot tone or some other low­
frequency signal without interference. 

In considering DC-free sequences the term disparity 
plays an important role. The disparity of a binary 
sequence gives the number of ones minus the number 
of zeros in the sequence. The disparity of the coded 
sequence from a given instant (t = 0) to the current 
position is called the running digital sum (RDS) of the 
coded sequence. 

From a channel coding point of view the DC-free 
property can be assured if the RDS of the coded se­
quence remains bounded, which means that in the 
long term the numbers of zeros and ones transmitted 
are approximately equal. 

Figure 1 demonstrates the RDS: the transmission of 
a one or a zero respectively increases or decreases the 
RDS by one. 

The DC-free property is not sufficient to ensure at­
tractive features: the spectrum of the code should also 
remain low in the low-frequency interval. To meas­
ure low-frequency suppression we introduce the cut­
off frequency, wo, which is defined as follows: 

L. Patrovics is a Ph.D. student at the Technical Uni­
versity of Budapest, Hungary. He is working as a trainee 
at Philips Research Labs until December 1995. After this 
period he can be contacted at the following E-mail address: 
patro@fix.fsz.bme.hu. 
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Fig. 1. Illustration to the RDS. 

1 
H(wo) = 2' 

where H(w) is the spectral density function of the 
coded sequence. For a general code the value of Wo 
is hard to calculate, but Justesen [4] ha.<; found a use­
ful relation between the sum variance and the cut-off 
frequency of a DC-balanced code. That relation is 

1 
Wo ~ 282 ' 

where the sum variance 82 is defined by the following 
expectation: 

(1) 

and Zi is the running digital sum at instant i. 
If we consider codes taking at most N different RDS 

values, we can see that the channel capacity, C(N), 
of these codes is quite close to unity even for small 
values of N (e.g. for N = 11, C(N) ~ 0.95). 

The traditional measure of the efficiency of a code 
is the ratio of the code rate to the channel capacity 
of the code. A new measure that takes also the sum 
variance of the code into account was introduced by 
Immink [2]. The efficiency of a balanced code taking 
at most N different RDS values is 

(1 - C(N))(j2(N) 
(1 - R)82 

where C(N) and (j2(N) are the channel capacity and 
the sum variance of the maxentropic code [2, p. 178], 
and R is the rate of the implemented code. According 
to the new efficiency measure a code is more efficient 
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if its redundancy is lower (or, equivalently. its code 
rate is higher) or its sum variance is lower. Several 
high rate codes and their efficiencies are described in 
the next section. 

The product (1 - C(N))cr2(N) converges to the 
value 0.2326 very quickly, so that the new efficiency 
can be estimated from 

E = 0.2326 
(1 R)s2' 

(2) 

II. HIGH-RATE DC-FREE CODES 

As mentioned above, the channel capacity of DC­
free codes is close to unity for large values of N, so 
codes with a high rate can be constructed. As we 
are primarily interested in high-rate codes (codes hav­
ing rate greater than 8/9), we do not consider tra­
ditional, low-rate channel codes but concentrate on 
codes whose rate approaches unity asymptotically. 

In the sections which follow we describe several 
high-rate coding algorithms and examine their effi­
ciency on the basis of Immink [2]. The efficiency of 
the algorithms will serve for the purpose of compar­
ison with the guided scrambling algorithm. 

High-rate codes using enumeration are not covered 
in what follow as we have found no results relating 
their efficiency in the literature. 

A. Polarity-bit code 

This algorithm has very low redundancy: only one 
redundant bit is sufficient. For each source word 
x = (Xl, ... , Xm) we have two codewords: c 
(1, Xl, ... ,xm ) and c (0, XI, ... , xm), where is 
the complement of the bit Xi. 

Denote the RDS after transmission of the previous 
codeword by z and the disparity of c by dc . The 
principle of operation is as follows: 

1. If zdc 0, then we choose between c and c ran-
domly. 

2. If zdc < 0, then we transmit c . 
3. If zdc > 0, then we transmit c . 
Figure 2 illustrates the method: in the case shown, 

zdc > 0, so we select c for transmission. 

inverted 

Fig. 2. Illustration of the polarity-bit algorithm. 

The rate of the polarity-bit code is 

R 
n-1 

n 

1 
1- -. 

n 

Immink calculated the sum variance of the al­
gorithm as [2, p. 203] 

2 2n-1 
s =---

3 

so that 

( _ R) 2 _ 2n 1 1 .5 - ---:---:-
3n 

From (2) the asymptotic efficiency is 

E 
2 

0.2326 : 3 ~ 0.3489. (3) 

B. Zero-disparity codes 

The RDS bounds are aut.omatically satisfied if only 
zero-disparity codewords are used, i.e. codewords hav­
ing equal numbers of zeros and ones. A unique zero­
disparity codeword is assigned to each source word. 
If we use codewords of length n, the number of such 
codewords is: 

so the code rate is 

R = 10gM 
n 

Using Stirling's formula, n! ~ (n/et v21Tn, we get: 

R~l 
log n1T - 1 

2n 

As the sum variance of the code is (n + 1)/6, the 
redundancy-sum variance product 

( R) 
2 ~ (log mr 1) ( n + 1) 

1- s "" 
12n ( 1) log n 1T - 1 

1 + ;;, 12 

tends to infinity as n -+ 00, so the efficiency of 
the code is asymptotically O. For smaller codeword 
lengths (n < 160), however, zero-disparity codes are 
more efficient than the polarity bit algorithm. 

C. Low-disparity codes 

Low-disparity codes use codewords of disparity 
0, ... ,±K. The zero-disparity codewords are as­
signed uniquely to source words, and the complement 
codeword pairs of non-zero disparity also belong to a 
source word. In the latter case the RDS determines 
which of the two codewords is transmitted, as in the 
case of the polarity-bit algorithm. 

Calculations of the efficiency have shown [3] that the 
asymptotic efficiency of low-disparity codes is max-
imal for K ~ 0.47,(ii, and here ~ 0.56. 
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III. GUIDED SCRAMBLING 

The polarity-bit principle can be generalized as fol­
lows: for every codeword x we have a set of code­
words ex = {Cl, ... , C L}, and we choose the one with 
the best properties for transmission. In the case of 
balanced codes the term "best" denotes the codeword 
that minimizes the absolute value of the RDS at the 
codeword end. 

To implement the above algorithm we need a 
simple method providing a one-to-L invertible map­
ping between x and ex. The method called guided 
scrambling, suggested by Fair et al. [1], has selection 
sets of size L = 2r (r is the number of redundant bits) 
and can be summarized as follows. 

1. Given the source word x, generate the set Bx = 

{b l , ... , bd by preceding x by all the possible 
binary sequences of length r. Hence: 

bl=(O,O, ... ,O,Xl, ... ,Xm), ... , 

bL = (l,l, ... ,l,Xl, ... ,Xm). 

(This process is called augmenting.) 
2. All the vectors in Bx have to be run through a 

self-synchronizing scrambler (see below) to obtain 
the elements of ex. 

3. Select from ex the best codeword for transmis­
SIOn. 

4. At the receiver end, descramble the codeword 
and remove the first r bits. We then have the 
original source word x. 

A. Self-synchronizing scrambler 

A self-synchronizing scrambler of length s performs 
the following operation on its input u = (Ul, ... , un) 
to produce v = f(u) (see Figure 3a): 

s 

Vi = Ui + L akvi-b (4) 
k=l 

where Vi = 0 (i = -1, '" -k + 1) in the case 
we are examining (so-called block guided scrambling), 
which means that the contents of the scrambler before 
scrambling consists entirely of zeros. 

At the receiver end, u can be obtained from: 

s 

Ui = Vi + L akvi-k· 
k=l 

The structure of the descrambler is illustrated in Fig­
ure 3b. 

The scrambler can be briefly characterized by its 
characteristic polynomial: 

s 

s(x) = 1 + L akxk. 
k=l 

~61.61-"·l 
~ i·~ i ·a2 ·as 

IN-61 -r-L I I =TI 
L---OUT 

a. Scrambler 

b. Descrambler 

Fig. 3. Self-synchronizing scrambler. 

B. Augmenting 

To understand the effect of augmenting, several 
properties of scramblers should be noted. First, the 
scrambler is linear in the following sense: if f (u 1) = 

VI and f(u2) = V2, then: 

(5) 

Considering the above, complementing the ith bit 
of u means adding to u the ith unity vector defined as 
ei = (0,0, ... ,1, ... ,0,0), where the single one is at 
position i. Let us call Si = f(ei) the ith characteristic 
sequence of the scrambler. 

If we use x' to denote the vector (0, ... ,0, 
Xl, . .. , Xm) (x preceded by r zeros) and c' = f(x' ), 

then the process of augmenting can be considered as 
follows: if x is preceded by (d l , ... , dr ), then, accord­
ing to (5), the corresponding element of ex will be: 

f (XI + ~diei) = c ' + ~diSi' 
A scrambler can be considered "good" if adding the 

linear combinations of {sd (i = 1, ... , r) produces 
sufficiently different codewords, providing a broad 
enough selection set. A sufficient condition to en­
sure that balanced transmission is possible even under 
worst case conditions of the source input is that the 
all-ones vector is a member of the linear combinations 
of the characteristic sequences. 

C. Scrambler examples 

Fair et al. [:I] suggested several scrambling polyno­
mials, two of which will be described in this section. 

C.1 The 1 + X scrambler 

This scrambler uses one redundant bit, and the 
scrambled sequence obtained with Vi = Ui + Vi-l ac­
tually performs discrete integration of the input se­
quence. The vector Sl is the all-ones sequence, so 
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the augmenting inverts or non-inverts the vector e' . 
It can be seen that this is essentially the polarity-bit 
algorithm, and if binary one and zero have the same 
probability in the input sequence, the statistical prop­
erties are also the same. 

C.2 The 1 + x a scrambler 

This scrambler uses a redundant bits. The al­
gorithm can be considered as an "interleaved polarity 
bit" method: setting di to one means inverting every 
dth bit of x', beginning with the ith bit. Setting all 
di's to one inverts the whole sequence, so that this 
algorithm also produces a balanced code. 

D. Analysis of guided scrambling 

To determine the efficiency of the algorithm we need 
the sum variance of the code sequence. By construct­
ing the finite state automaton model of the encoder it 
turned out that general results cannot easily be given. 
The state transition matrix depends greatly on the 
length and feedback points of the scrambler. 

During the analysis we used the following simplified 
model of the algorithm. For each source block x we 
obtained the set ex by randomly drawing L from the 
2n possible codewords independently and we trans­
mitted the "best" of them. As we concentrated on 
high rate codes, the length n was assumed to be very 
great, e.g. n > 50. 

One difficulty with the model is that its state space 
is infinite: it might happen that only codewords of 
positive (or negative) disparity are drawn, resulting 
in a monotonic increasing (or decreasing) RDS. The 
probability of this, however, is negligible in the cir­
cumstances considered. It can be shown that the 
transmission is almost certain to be balanced. To ob­
tain a finite number of states we truncated the state 
space by omitting those states which can be reached 
from the RDS=O state with a probability of less than 
10-6 . (In fact, such states do not contribute signific­
antly to the sum variance.) 

D.1 Transition probabilities of the finite state ma­
chine 

Let Zi, i 0,1, ... , denote the RDS sum value after 
transmission of the ith codeword (note the difference 
from Zi in (1) which was defined at the bit level). 
We will also use Zi for the encoder state after the ith 
codeword has been transmitted. 

In this section we will calculate the following prob­
abilities: 

D(z") = P (Zi+l z"lzi ZI) 

(for convenience's sake we will omit the condition Zi = 
Zl, which is always assumed). 

We make the following remarks concerning the ana­
lysis: 

1. For the sake of simplicity only codes using code­
words of even length are considered. 

2. For reasons of symmetry we only need to calcu­
late the probabilities for z' 2:: O. The results can 
be easily extended for Zl < O. 

3. As already stated, we only consider states that 
can be reached from z' = 0 with a probability 
greater than 10-6 . Since the absolute value of 
the codeword disparity is at most n, we are not 
interested in z' > n. 

We now define several quantities to make the equa­
tions shorter. 

Note that the probability of drawing a codeword of 
disparity d from the 2n possible codewords of length 
n is 

( 
n~d ) 2-n

. 
~ 

(6) 

Using (6), the probability of the next state being 
= z, + dis 

Pz* = ( 

For states z* where Iz* z'l is odd or greater than n, 

let pz. = O. 
Denote by zj, j 1, ... ,L the state drawn in the 

jth draw. The state finally chosen will be Zll = zk 
if /zk/ :$ /zjl for all j. If kl and k2 such that Zk~ = 
-Zk

2 
and IZkll IZkzl :$Izjl for all j exist, we choose 

between zki and Zk2 randomly. 
We introduce the quantity R(a, b) for the probab­

ility that during the L draws no state is drawn from 
the interval [a, b]. 

(
b) J, 

R( a, b) = 1 - ~ Pi 

and we use R( -00, b) for the probability of drawing 
only states having RDS greater than b. 

According to the value of Zll we can distinguish two 
cases: 

1. If Zll > n - Z', then P-Zll = 0 because 1- Zll - z'l > 
n. In this case we call z" single. 

2. If /z"/ :$ n - Zl, then P-Zll > 0 and Zll is double. 
In the single case D(ZIl) is easy to calculate: 

D(z") = R( -00, zit - 1) R( -00, Zll). (7) 

If Zll is double, we define the following probabilities 
for a non-negative z": 
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Dl (Zll) = P {z" is minimal and was not drawn} 

R( -z", Zll - 1) - R( 1 Zll). 

Similarly, 

Dl ( - Zll) P { - Zll is minimal and Zll was not drawn} 

R( -Z" + 1, z") - R( _Z", Zll). 

We define D2(ZIl) as the probability of cases in 
which among the states drawn both a negative and 
a positive state have minimallRDSI: 

D2(ZIl) p {Zll is minimal and -Zll was drawn} 

= R( -Zll + 1, z" -1) R( _Z", z") - Dl (Zl/) - Dl (-Z'/). 

As mentioned above, if both Zll and - z" were 
drawn, we choose between them randomly. Hence: 

D(ZIl) 

~ [R( -z" + 1, z" 1) + R( _Zll + 1, Zl/) 

R( _Z", Z" - 1) - R( -z", ZIl)J . 

Similarly, 

D(_Z") = Dl(-Zll) + ~D2(Z") = 
2 

l (R(_Z" + l,z" -1) + R(_Z",Z" 1)-

(8) 

R(-i' 1,z") R(-ZIl,Z")J. (9) 

D.2 Calculating the sum variance 

Using equations (7), (8), and (9), the transition 
probabilities for each pair of RDS states can be de­
termined. Let us denote the largest significant state 
by K. After omitting the non-significant states we 
get the truncated transition probability matrix Q with 
elements qi,j (-K ~ i ~ K,-K ~ j ~ K). 

The sum variance can be obtained from [2, p. 199]: 

8
2 E{Zf} = E{zl} - ~ (n2 

-1)1'0, (10) 

where 1'0 is the correlation between two different pos­
itions of the same codeword. 

The stationary probabilities of the RDS states, 1fi, 

and the value of E {z[} can be calculated on the basis 
of the state transition matrix Q: 

K 

E{z;} 2: 
j=-K 

·2 
1fjJ . (11) 

We know that [2] 

Using the above, we obtain that 

I( I( . (l-j) 
1'0 = 2: 1fj 2: P1'{zi+l = llZi = J}1' -. 

j=_1( l=-f{ 2 

t 1fj t qj,l_l_ [~ (~) 2 - 1] 
j=-K 1=-1( n - 1 n 2 

= -- 2: 1fj 2: q.1,I(l 1 {1 [ K K 

n - 1 n j=-J( I=-K 
jl'] -1 }. (12) 

The sum variance can be determined using (10) and 
(12): 

J( 

8
2 = 2: 1fjj2 

j=-K 

J( 

'" ·2 L.t 1fjJ -
j=-K 

n + 1 [J( K 2] n + 1 - -- 2: 1f.1 2: q.1,I(l - j) + --. 
6n .1=-K I=-K 6 

D.3 Results of the analysis 

(13) 

On the basis of (13) we calculated the efficiency of 
the random drawing algorithm. Figure 4 shows the 
efficiencies for different codeword lengths and redund­
ancies. The points connected have the same redund­
ancy R, and the ith point on a curve belongs to a code 
with i redundant bits and codeword length i*, For 
comparison purposes we have also plotted the asymp­
totic efficiency of the polarity bit algorithm (see (3)) 
in the figure. 

0.5O=­
r 

R=1I512 

R=11256 

R=1/192 

0.000,'-' ~~5::"-bo~~-·1ioo 1~--L-~~ .. ~oo 

Codeword length 

Fig. 4. Efficiency of random drawing algorithm. 

~ow only the correlation remains to be determined: vVe can see from the curves that the efficiency of a 
code is essentially determined by the number of re-

ro = E{Cjl Ch}, ]1 -:f h. dundant bits used. If the number of redundant bits 
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is fixed, the code efficiency is practically independent 
of the codeword length. Codes having two redundant 
bits (or, equivalently, L 22 4 random draws) have 
the greatest efficiency. Codes using three redundant 
bits are also efficient. 

With increasing number of redundant bits the effi­
ciency tends to zero. This can be explained by the 
fact that two or three redundant bits provide a broad 
enough selection set to have a codeword with small 
sum variance. Increasing the redundancy further does 
not decrease the sum variance significantly, hence the 
efficiency decreases. 

The use of two redundant bits means that four dif­
ferent codewords have to be compared before trans­
mission. This requires a more complex encoder than 
the polarity bit algorithm, but the encoder complexity 
still remains relatively low. 

To check the validity of the calculations, we per­
formed simulations on the guided scrambling al­
gorithm using several different scrambling polyno­
mials. The efficiencies obtained for pseudorandom 
scramblers corresponded well with the analytical res­
ults. The 1 + xa scramblers, however, showed smaller 
efficiencies than the calculated values. The 1 + 
scrambler still produced a slightly better efficiency 
than the polarity-bit algorithm, but the 1 + x3 scram­
bler was inferior to it. Finding the reasons of lower 
efficiencies of the latter scramblers can be subject of 
further research. 

IV. CONCLUSIONS 

\Ve used a new efficiency criterion to examine the 
guided scrambling coding algorithm. We have found 
that if two redundant bits are used the guided scram­
bling algorithm is more efficient than the polarity bit 
algorithm and requires only relatively low encoder 
complexity. 
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Abstract 

This paper presents two dynamic distributed 
restoration algorithms, i.e. LINKRES and 
PATHRES, to restore disrupted traffic in meshed 
broadband ATM networks due to single or multiple 
link failures or node failures. The performances of 
these algorithms are analysed on two test networks. 
The results are compared with other distributed 
restoration algorithms published in literature and 
with graph theoretical algorithms. It is shown that 
LINKRES and PATHRES achieve fairly high 
restoration ratios in seconds, though they are less 
efficient in terms of resource utilisation compared to 
the graph theoretical algorithms. 

1. Introduction 

Network failures in high-speed and highly integrated 
broadband public networks can cause huge loss of 
service. This results in serious revenue loss for 
business customers, causes inconveniences for 
residential customers and can be critical for human 
life-savings in case of emergency situations. Hence, 
survivable network design ensuring service 
continuity at an affordable cost becomes increasingly 
. 1 Important. 

A number of survivability techniques have been 
proposed to protect traffic against network failures. 
Usually these techniques are engineered for a specific 
transport architecture, i.e. Wavelength Division 
Multiplexing (WDM), Synchronous Digital 
Hierarchy (SDH)2,3,4,5,6, Asynchronous Transfer 
Mode (ATM)7,8.9, and a specific network topology, 
i.e. ring or mesh. Survivability techniques are further 
classified12 based on their control mechanism, i.e. 
centralised or distributed, their type of alternate 
routing, I.e. link or path, and their route calculation 
process, i.e. preplanned or dynamic. 
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In case of centralised survivability techniques, a 
central operations system (OS) calculates the 
alternate routes to reroute the affected traffic due to 
the network failure. In case of distributed 
techniques, the reconfigurable cross-connects (CC) 
themselves calculate the alternate routes in a parallel 
manner. Techniques with a combined centralised and 
distributed control are also possible. Centralised 
techniques use resources more efficiently since the 
OS has a global view of the network status - in terms 
of connectivity and spare resources - at the time of 
the failure. Distributed techniques in contrast have 
only local information and are likely to be less 
optimal. Though, centralised techniques require 
reliable comrnunciation means between the OS and 
the CCs and extra care to maintain a consistent and 
up-to-date view of the network. Furthermore, 
distributed techniques achieve much higher 
restoration speeds than centralised techniques. 

Survivability techniques using a link or local type of 
alternate routing reroute affected connections 
between the nodes adjacent to the failure. Techniques 
using a path or source-destination type of alternate 
routing reroute affected connections between their 
end nodes. Link restoration techniques tend to be 
faster and easier to implement, whereas path 
restoration techniques tend to be more efficient in 
terms of resource utilisation. 

Preplanned survivability techniques make use of 
preassigned spare stand-by resources at the time of 
the failure, e.g. Automatic Protection Switching 
(APS 1 :N) and Self Healing Rings (SHR). Dynamic 
techniques on the other hand make use of spare 
resources which are available at the time of the 
failure, e.g. dynamic distributed restoration 
algorithms. Preplanned techniques are extremely fast 
- 100 ms - but are economically less attractive due to 
the deployment of dedicated spare resources. 
Moreover, dynamic techniques are more flexible to 



cope with multiple failures whilst preplanned 
techniques are designed for a specific limited set of 
possible failure conditions. 

This paper presents two dynamic distributed 
restoration algorithms for meshed public broadband 
networks, i.e. LThTKRES and PATHRES, The 
approach taken in LlNKRES is based on an initial 
distributed link restoration algorithm 10. The most 
significant difference is the extension of the confirm 
phase to optimise the restoration of node failures. 
PATHRES is derived from LINKRES, but uses path 
restoration. 

The rest of the paper is organised as follows: section 
2 discusses two dynamic distributed restoration 
algorithms LINKRES and PATHRES. Section 3 
analyses the performances of the algorithms on two 
test networks and compares these results with results 
of other distributed restoration algorithms published 
in literature. Finally, conclusions are presented in 
section 4. 

2. Link versus path restoration 
The first algorithm, LINKRES, uses a link 
restoration approach (Figures 1 and 2). Whereas 
most distributed restoration algorithms using link 
restoration presented in literature are inadequate for 
multiple link failures and node failures, LINKRES is 
able to recover from single and multiple link failures 
as well as node failures. Komine's algorithmS 
handles node failures, but assumes unidirectional 
trails. However, in order to comply with ITV 
recommendations 11, ATM trails are to be 
bidirectional and both directions should follow the 
same route. Hence, the designation of sender and 
chooser roles to the nodes adjacent to the failure, 
based on upstream and downstream positioning, is 
not free of ambiguity. If, on the other hand, the 
designation is based on an arbitration convention 
such as node identifier (ID), deadlock occurs if the 
node with the lowest ID fails. Indeed, the neighbour 
nodes, having higher IDs, cannot distinguish a link 
failure from a node failure. They play the role of 
choosers and await in vain request messages coming 
from the failed sender node. 

The second algorithm, PATHRES, on the other 
hand, uses a path restoration approach (Figure 3), 
As any other path restoration technique, PATHRES 
is also able to recover from single as well as multiple 
link and node failures. A major drawback of dynamic 
distributed path restoration algorithms is that for 
every failed connection a restoration process is 
invoked. So, many more restoration messages are 
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generated which slows down the overall restoration 
speed. However, PATHRES is to be used in 
combination with rapid back-up VPC restoration 
techniques8

,9. Hence, during the restoration phase 
some of the disrupted VP connections are recovered 
via their preassigned back-up VPCs while the other 
VP connections, which do not have preassigned 
back-up VPCs, are recovered using PATHRES. 
Next, during the post-restoration phase PATHRES is 
used to reconstruct back-up VPCs. In order to 
further reduce the number of messages, failed 
connections between the same pair of end nodes may 
be grouped into VP groups (VPG). 

Figure i In case of link restoration, the two end nodes of the 
failing link are deSignated sender nodes. The initial route (iR) 
is rerouted to the alternative route (AR) between these sender 
nodes. 

Figure 2 in case of link restoration, the nodes adJacent to 
the failing node are des ignated sender nodes. The initial route 
(IR) is rerouted to the alternatieve route (AR) between the 
matching sender nodes SN1 and SN}, 

Figure 3 In case of path restoration, the end nodes of each 
failing restoration unit (due to a link or a node failure) are 
deSignated sender nodes. The initial route (IR) is rerouted TO 

the alternative route (AR) between these end nodes. 

Both LINKRES and PATHRES assume 
bidirectional VP connections. Since all restoration 
messages express bandwidth information in pairs, 
the algorithms can handle symmetrical as well as 
asymmetrical connections, Furthermore, whereas 
conventional SENDER - CHOOSER algorithms 
flood request messages from one single sender node 
all the way to the chooser node, LINKRES and 
P ATHRES flood request messages from multiple 



sender nodes towards each other. Hence, these 
algorithms can set the hop COlU1t limit to almost half 
of the conventional algorithms which reduces the size 
of the restoration area. The algorithms are deslgned 
for A TM networks, but with some mmor 
modifications they can also be applied in SDH 
networks. 

2.1. Link restoration algorithm 
LlNKRES 

LINKRES utilizes four phases (Figure 4) to restore 
disrupted traffic between the nodes adjacent to the 
failure, i.e. a request phase, a confirm and decision 
phase, a connect phase and a release phase. In the 
following paragraphs we will discuss each phase of 
the algorithm in tum. 

The nodes adjacent to the network failure, called 
sender nodes, detect the failure and invoke the 
request phase. In case of a link failure (Figure 1), 
the two end nodes of the link act as sender nodes, 
while in case of a node failure (Figure 2), the 
neighbour nodes of the failing node act as sender 
nodes. During the request phase, nodes search for 
candidate alternative routes by selectively flooding 
request messages. Each sender node selectively 
floods request messages on all of its outgoing links 
excluding the link on which it detected the alarm. 
Tandem nodes store and selectively rebroadcast 
updated copies of received request messages. Hence, 
logically, N trees TRn (n=l, ... ,N) are constructed 
branch-per-branch originating from the N sender 
nodes SNn. Nodes explicitly reserve spare capacity 
requested in the propagating request messages. If the 
sum of the requested capacity of all forwarded 
request messages is less than the requested capacity 
of the corresponding received request message, this 
received request is stored in a hold buffer. Later on, 
if reserved spare capacity is released, the requests in 
the hold buffer are further rebroadcast. In addition to 
the requested capacity, request messages contain a 
sender ID SN; to identify the tree TRi to which the 
request belongs. Signatures are used to distinguish 
between different requests on the same link belonging 
to the same tree. A hop count is included to limit the 
extent of the restoration area. While expanding, 
branches of different trees, e.g. TRi and TRj, meet at 
collision nodes CN;/ (k=l, ... ,K). A collision 
identifies a candidate alternative route CARil and 
triggers the next phase of the algorithm, i.e. the 
confirm and decision phase. A tandem node 
determines whether two requests collide based on the 
contents of their list oj other sender nodes. Each 
sender node initializes this list of a request message 
with the IDs of all other sender nodes which are one 
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or two hops away and between which at least one 
connection is disrupted. 

e~UESTO} 0 {O··Q"{. 

S ~CQN~ 0 e 

Figure 4 Overview of the execution phases of LlNKRES. 

The confirm and decision phase is necessary to 
resolve so called over-requests. An over-request 
occurs during the request phase if the sum of the 
requested capacity of all forwarded requests is 
greater than the requested capacity of the matching 
received request. In order to prevent looping and 
enable localisation of over-requests, request 
messages contain a route field. The collision node 
CN/ assigns an lU1ique key to the candidate 
alternative route CARUk, designates the two 
originating sender nodes SNj and SNj of the 
interfering trees TRi and TRj as master node MAij 
(e.g. SNi) and slave node SLij (e.g. SNj) - based on 
an arbitration convention (e.g. node ID) - and 
forwards a confirm message towards the master 
node MAij . The confirm message is a combination of 
the two colliding request messages and informs the 
master node concerning the other end node (i.e. SLij), 

the capacity and the route of CARl. Upon receiving 
the confirm message, the master node MAij detects 
and resolves all over-requests in the master part and 
some of the over-requests in the slave part of the 
candidate route Hence, the master node forwards its 
partial decision by means of a decision message to 
the slave node SLij via the candidate alternative route 
CAR;/, Finally, upon receiving the decision message, 
the slave node is able to determine the actual 
available capacity of the route. As such, the CARl 
becomes pemanent and the connect phase is 
instigated. 

The slave node SLij allocates disrupted connections 
to the alternative route AR/ and transmits a connect 
message towards the master node along AR{ 
Nodes, upon processing a connect message, perform 
the necessary cross-connections, mark the requested 
capacity as permanently connected and forward 
release messages wherever over-requests occured to 
break down obsolete parts of the request trees. 
Releasing a branch of a request tree TRi stimulates 



the elaboration of another tree TRj and thus the 
continuation of the search process. 

2.2. Path restoration algorithm 
PATHRES 

Though PATHRES is similar in approach to 
LINKRES, there are some major differences which 
simplify the algorithm (Figure 5). Suppose that each 
VPC or VPG - from now on shortly denoted as 
restoration unit (RU) - has an unique key known by 
botli of its end nodes. Upon detecting alarm signals, 
the end nodes selectively flood request messages per 
failed RU. Unlike LINKRES where a sender node 
SNj floods one type of request messages which 
collide with request messages originating from other 
different sender nodes SNj G=l, ... ,i-l,i+l, ... N) 
dependent on their list of other sender nodes, in this 
algorithm different trees originate at a sender node 
each representing one RU;j. Furthermore, a tree TRij 
only collides with its complementary tree TRji 
originating from the other end node SNj. The 
flooding of request messages in tandem nodes is even 
more restricted, i.e. apart from hop count limitation 
and loop prevention, only the first request message of 
a tree TRij is flooded. All following request messages 
belonging to TRij are released. A .request message is 
flooded on a link if, and only if, the unreserved 
capacity of the link equals at least the capacity of 
RUij . Over-requests are still possible, though only 
one request message of TRij is ever flooded on a link, 
even if reserved spare capacity is released. 

o {OREQ{Ta 
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G 

Figure 5 Overview of the execution phases ofPATHRES. 

Trees TRij and TRji meeting at intermediate nodes 
CN/ identify a CAR;/. To retain a single alternative 
route from the multiple collisions between TRij and 
TK the collision node transmits a confirm message :I" 

towards the master node MAij . The alternative route 
is selected based on a first-come-first-served basis, 
i.e. the first confirm message arriving at MAij 
determines the CARi/ which is used to reroute RUij . 
A tandem node propagates a confirm message 
towards the master node if, and only if, previously it 
has not received any confirm messages related to 
other candidate alternative routes between MAij and 
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SLu If so the node releases also the corresponding u' , 
outgoing branches, with exception of the branches 
which are part of CARl The first confirm message 
arrivmg at the master node is made permanent by 
issuemg a connect message towards the slave node. 
Upon processing a connect message, the node 
performs the cross-connection. While obsolete parts 
of the (master) tree TRij are released during the 
confirm phase, the obsolete parts of the (slave) tree 
TK· are released whenever a node in the slave part :I' 

receives a connect message. Upon receiving the 
connect message at the slave node, the rerouting of 
the affected RUij is completed. 

3. Simulation results 
In this section we will analyse LINKRES and 
PATHRES on two different test networks, i.e. the 
New Jersey LATA network (Figure 6) and the 
CATS network (Figure 7), using an object-oriented 
discrete-event simulator ATMSIM. Each node in the 
network is equiped with a single-server-FIFO 
controller to process restoration messages. We 
adopted following assumptions to be inline with the 
RREACT paper4

: all messages are 64 bytes long, all 
messages have equal priority, it requires lams to 
service any arriving message and an additional 10 ms 
to generate each forwarded message, the propagation 
delay on any link is set to 0.5 ms in the New Jersey 
LATA network and to 1 ms in the CATS network, 
the signal transmission rate is set to 64 kbitls, 
bandwidth is expressed in equivalent units, the 
bandwitdth of any VPC equals one unit, all VPCs 
are symmetric and fault detection times are 
neglected. 

Figure 6 New Jersey LATA network (11 nodes, 23 links) 

In the following simulations we have also solved the 
restoration problems using graph theoretical 
algorithms, i.e. Busacker-Gowen and Dijkstra (not 



taking time aspects into consideration nor any hop 
limit (HL) restrictions) This allows for a resource 
utilisation and restoration ratio comparison between 
dynamic distributed algorithms and centralised 
algorithms, It turns out that distributed restoration 
algorithms are suboptimal, but the restoration speed 
of distributed algorithms is shown to be on the order 
of seconds, whereas the restoration speed of 
centralised algorithms is expected to be on the order 
of minutes or more12 

Figure 7 CATS test network (32 nodes, 54 links, 340 VPCs) 

3.1. Evaluations on the New Jersey 
LATA network 

The RREACT paper presents simulation results of 
link failures in the New Jersey LATA network using 
different link restoration algorithms, i,e. FITNESS6

, 

Two-Prong3 and RREACr. Table 1 provides a 
comparison of the restoration performances of these 
three algorithms and of LINKRES for a particular 
example link failure. These results show that 
LINKRES attams full restoration and is as cost 
efficient as RREACT and Two-Prong. Though the 
restoration speed is lower compared to Two-Prong, 
LINKRES outperforms FITNESS by far. From 
Table 2 we can conclude that an average restoration 
ratio of 98% is achieved within the typical 2 second 
restoration requirement. LINKRES assigns affected 
VPCs to alternative routes on a first-come-first­
served basis and hence, as argued by Anderson et 
alB, is likely to be suboptimal. The optimal solution 
for the single-commodity minimum-cost restoration 
problem, which we have calculated with the 
Busacker-Gowen algorithm (Table 3), confirms this 
statement. The evaluations on the New Jersey LATA 
network show that the performance of LINKRES is 
comparable to RREACT and Two-Prong while 
offering the extra asset of restoring node failures. 
This is demonstrated on the CATS network. 
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link failure NOS-NOS 
(81 working dlanne1s lost) 

Rcstoratim Restoratim Rcstoratim Rcstoratim 
algorithm ratio (%) resource usage time (ms) 
RREACT 100 204 402 
FITNESS 100 289 1756 

Two-Prmg 100 210 273 
LlNKRES 100 204 647 

Table 1 Comparison of four dynamic distributed link 
restoration algorithms for a particular example single link 
failure in the New Jersey LATA network. 

i\ vcragc restoratim ratio (%) Restoration time (s) 
(LINKRES,HL ,; 5) 

85 0.60 
90 0.75 
95 1.15 
100 5.00 

Table 2Restoration times necessary to achieve specific 
average restoration ratio thresholds using LINKRES in the 
New Jersey LATA network. 

LlNKRES BUSACKER-
(HL,;S) GOWEN 

i\ vcrage restoration ratio 100 100 
(%) 

Restoration time (s) S.OO -
Total resource usage of 4322 4182 

restored connections 

Table 3Restoration peiformance of LINKRES for all passible 
single link failures in the New Jersey LATA network (the total 
resource usage of affected connections equals 1252). The 
restoration peiformance achieved with Busacker-Gowen is 
also included, 

3.2. Evaluations on the CATS 
network 

We will first consider single link failures and next 
node failures. For the evaluation of PATHRES, we 
aggregate all VP connections between the same pair 
of end nodes in one VPG and use these VPGs as 
restoration units. Moreover, we assume that before 
the PATHRES algorithm is invoked all affected 
VPCs are torn down. So, more spare capacity is 
available for restoration. 

3.2.1. Single link failures 

Tables 4 and 5 as well as Figure 8 show that, for the 
given default assumptions, LINKRES restores all 
link failures within 1.4 s, whereas PATHRES 
attains full average restoration within 7.1 s. 
PATHRES is clearly much slower than LINKRES. 
The worse time performance of P A THRES is due to 
the higher number of restoration processes invoked 
(i.e. summed over all link failures: 54 for LINKRES 
versus 836 for PATHRES) and consequently the 
larger amount of restoration messages generated. 
Furthermore, in case of PATHRES the restoration 



information has to travel between the end nodes of 
the VPGs, whilst in case of LINKRES the 
information travels between the nodes adjacent to the 
failure, As a result of the differing restoration 
approach the hop limit (HL) for LINKRES is set to 
3 whereas for P A THRES it is set to 6. 

Link restoration Palh restoration 
LINKRES BUSACKE PATHRES DIJK-
(HL=3) R-GOWEN (HL=6) STRA 

Average 100 100 100 100 
rt.'Storation 
ratio (%) 

Restoration lAO - 7,10 
time (8) 

Total 6719 6679 6017 5111 
resource 

I 
usage of 
restored 

connections 

Table 4Restoration peiformance of LlNKRES versus 
PATHRES for all possible single link failures in the CATS 
network (the total resource usage of affected connections 
equals 3824), The peiformances achieved with Busacker­
Gowen and Dijkstra for respectively link and path restoration 
are also included. 

Link restoration Palh restoration 
IA verage restoration Restoration time (5) Restoration time (s) 

ratio (%) (LINKRES,HL = 3) (PATHRES,HL=6) 
85 0.60 2,90 
90 0,70 3AO 
95 0,85 4.20 
100 lAO 7,10 

Table 5Restoration times necessary to achieve specific 
average restoration ratio thresholds using LINKHES versus 
PATHRES in the CATS network 

Average I Restoration Restoration Restoration 
restorallon timet(s) timct(s) timet(s) 
ratio (%) , (SER= 10ms, (SER lOms, (SER= 100 ms, 

i GEN= 10ms) GEN=O.1 ms) GEN=O,l InS) 
85 0,60 0,35 2.15 
90 0,70 OAO 2.50 
95 0,85 0.55 305 

10O lAO 0,85 5,05 

Table 6Restoration times necessary to achieve specific 
average restoration ratio thresholds using LlNKRES in the 
CATS network for different service and generation delays. 

Table 4 also indicates the optimal solution obtained 
with the Busacker-Gowen algorithm for link 
restoration, For path restoration we sequentially 
searched for all affected VPGs the shortest (in terms 
of cost) alternative path using the Dijkstra algorithm, 
each time updating the spare capacity of the links in 
the network We cannot apply Busacker-Gowen as 
this algorithm possibly splits up the affected flow 
into multiple alternative flows, It should be stressed 
that the iterative Dijkstra restoration solutionl4 does 
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not provide us with the optimal nnrumum-cost 
solution, i,e, the outcome depends on the order in 
which the VPGs are restored, Path restoration is 
more cost efficient than link restoration, i,e, path 
restoration uses less spare capacity to reroute all the 
affected connections, Moreover, LINKRES and 
P A THRES are shown to be less cost efficient 
compared to respectively Busacker-Gowen and 
Dijkstra. 

Table 6 illustrates the influence of the service and 
generation delays of restoration messages in the 
controllers on the overal restoration time 
performance, Neglecting the delays associated with 
the generation of forwarded new restoration 
messages, reduces the restoration time with almost 
35%, Detailed studies of restoration message 
processing in ATM cross-connect are ongoing. 
Preliminary simulation results indicate that service 
delays measure approximately 100 ms and that the 
generation delays are indeed neglectable, Hence, full 
average restoration takes 5 s instead of 1.4 s, 
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Figure 8 Average restoration ratio in function of restoration 
time to restore single link failures in the CATS network using 
LINKRES versus PATHRES. 

3.2.2. Node failures 

Evaluation results of node failures using LINKRES 
and PATHRES are summarized in Tables 7 and 8 
and Figure 9. Note that for the calculation of the 
metrics only restorable connections - connections not 
terminating at the failing node - are taken into 
account. PA THRES restores node failures more 
adequately than LINKRES, i,e, LINKRES restores 
less than 90%, whereas PA THRES easily restores 
95%, Again we note that link restoration is 
remarkably faster than path restoration: LINKRES 
reaches an average restoration ratio of 85% after 1,8 



s whilst PATHRES needs 3.5 s Similar conclusions 
as for link failures can be drawn: PATHRES is more 
efficient than LlNKRES, while the graph algorithms 
achieve better performances. 

Link restoration Path restoration 
LINKRES UUSACKE PATlIRES DIJK-
(HL=5) R-GOWEN (IllF7) STRA 

Average 88.67 97.79 97.53 99.05 
restoration 
ratio (%) 

Restoration 3.75 - 8.20 -
time (s) 

Total 3728 4443 4026 3812 
resource 
usage of 
rerouted 

c01l1lections 

Table 7Restoration performance of LINKRES versus 
PATHRES for all possible single node failures in the CATS 
network (the total resource usage of affected connections 
equals 2802). The performances achieved with Busacker­
Gowen and Dijkstra for respectively link and path restoration 
are also included. 

Link restoration Path restoration 
Average Restoration time (8) Restoration time (8) 

restoration ratio (LINKRES, HL = 5) (PATHRES,IllF7) 
(%) 
80 1.30 3.00 
85 1.85 3.50 
90 - 4.00 
95 - 5.10 
100 - -

Table 8Restoration times necessary to achieve specific 
average restoration ratio thresholds using LINKRES versus 
P ATHRES in the (/lTS network. 

Whereas link restoration of a single link failure is a 
single-commodity flow rerouting problem - just one 
pair of nodes adjacent to the link failure - link 
restoration of a node failure is a multi-commodity 
flow rerouting problem as there are multiple pairs of 
nodes adjacent to the node failure between which 
affected flow needs to be restored. Hence, Busacker­
Gowen does not provide us with the optimal 
rmmmum-cost solution. Moreover, we applied 
Busacker-Gowen iteratively for the different flows. 
Neither Busacker-Gowen (link restoration) nor 
Dijkstra (path restoration) succeed full restoration of 
all node failures, which gives us confidence on the 
restoration performance of LINKRES and 
PATHRES. Remark that PATHRES performs 
nearly as well as Dijkstra. 

4. Summary and conclusion 

Two distributed dynamic restoration algorithms were 
presented. Both algorithms restore bidirectional 
(symmetrical and asymmetrical) VPCs in meshed 
ATM networks which have failed due to link or node 
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failures. LINKRES is a link restoration algorithm, 
whilst P A THRES is a path restoration algorithm. In 
the first phase of the algorithms, restoration 
messages are flooded to search for candidate 
alternative routes. The second phase selects 
alternative routes amongst different candidates. 
Finally, during the third phase affected connections 
are allocated to the established alternative routes. 
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FIgure 9 Average restoration ratio in function of restoration 
time to restore single nodefailures in the CATS network using 
LINKRES versus PATHRES. 

The algorithms were analysed by computer 
simulations on two test networks. Simulations of 
single link failures on the first test network revealed 
that the restoration performance of the LIl'JKRES 
algorithm matches the performance of the RREACT 
and the Two-Prong algorithms, and outperforms the 
FITNESS algorithm. The restoration of single link 
failures and node failures was simulated on the 
second network using LINKRES versus P A THRES. 
Hence, PATHRES demonstrated to achieve higher 
average restoration ratios for node failures than 
LINKRES. However, LINKRES proved to be much 
faster. The processing delay of a restoration message 
is shown to have a severe influence on the overall 
restoration speed performance. Concerning future 
work, the obtained results encourage us to enhance 
the restoration of link and node failures using 
LINKRES, and to evaluate the performance of 
PATHRES in co-operation with backup-VPC 
restoration techniques. 
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Abstract 
Locating, tracing and addressing, are key functions in 
a universal PCS. While for the general case there ex­
ist recommendations and standards, fast moving su b­
scribers (such as air travellers), represent an open 
challenge. 
Following recent developments and trends, the paper 
proposes a methodology to develop and establish ef­
fective techniques for locating, tracing and addressing 
very fast moving portables. 
In doing so the paper identifies key requirements to 
achieve a given set of objectives as well as critical ar­
eas where necessary work has to probe further. 
The proposed feasible techniques are also treated for 
optimisation concerning the bulk of addressing over­
heads, adaptive routing and call set-up delays. 

1. Introduction 
A future Universal PCS should be able to provide reli­
able (at least) toll level quality communication 
(voice/data) "from any place to anybody, anytime, 
anywhere ... ". All these services should be "personal", 
meaning that are addressed to the individual rather 
than to a certain location. 
These conditions cannot be met when a subscriber 
moves with exceptionally high speed (of the order of 
1000 km/h) in a non-ordinary RF environment. For 
this work, fast moving portables are those that have 
been carried into a commercial aircraft. This results to 
a loss of communication at least for two reasons: i) 
electromagnetic isolation and ii) very high speed that 
is beyond the limit covered by land mobile systems 
(cellular, tetepoint, etc.). For the case of the air travel­
ler concern has been already expressed by interna­
tional standardisation bodies and forums[ 1 ,2]. 
There have also been efforts that try to alleviate the 
problem by offering voice (and in the near future 
fax/data) services to air passengers by means of the so 
called Aeronautical Passenger Communications 
(APC), which uses mainly downlink VHF or satellite 
communications. APC and similar future systems 
(like the Terrestrial Flight Telephone System devel­
oped in Europe by ETSI) do not meet the basic PCS 
requirements, as passengers can only originate calls, 

136 

when over certain areas, while themselves cannot be 
accessed by an external calling party. 
In past work[3] we had examined the possibilities and 
drawn proposals for the necessary measures and ad­
aptations to portables of current (e.g. DECT) and fu­
ture mobile systems (such as FLMPTS and UMTS) 
that will enable them to interoperate with subnetworks 
within an aircraft. In this paper we assume that the in­
tegration of the portable into the aircraft's subnetworks 
has been achieved and we shall be dealing with the 
question of locating, tracing and addressing the active 
airborne portable. 
The actual conventional methods [ 4,5] for tracing 
moving portables within a land mobile network is 
paging andlor registration (spontaneous or inten­
tional), followed by authentication. Considering the 
situation with the airborne portable, neither technique 
can be applied. The airborne portable is actually dis­
connected as the aircraft moves up and over uncovered 
areas. Currently the use of all portables within aircraft 
is simply forbidden, mainly due to uncertainty con­
cerning harmful effects on the avionics. 
The paper approaches the problem by defining a do­
main of suitable quality and properties. With respect 
to this domain the active airborne portable is virtually 
still and perfectly accessible. It is envisaged that this 
special domain should have practically zero relative 
speed with respect to the portable, thus representing a 
"moving cell" (MC), around it. 
The paper further describes the mechanism that allows 
the portable to perform a controlled transit to this MC 
through service access points, which could be nodes of 
a world-wide intelligent network [6]. Since these 
points represent a gateway from one state to an other, 
we shall call them "migration points" (MP). Thus the 
problem of locating, tracing and addressing the port­
able, collapses to the question of locating, tracing and 
addressing its associated "moving cell"(MC). The 
question of accessing the portable within the MC was 
addressed in [3]. 
The paper follows a top-down approach for a proposed 
system concept. In this system context, some system 
segments have been already developed, others are un­
der development and others are completely open. The 
paper examines the various components necessary for 



system integration as well as the work needed to im­
plement the missing or open system segments. 
The text generally follows the terminology established 
by lTV in [4]. 

2. The Aeronautical Telecommunication Network 
How an MC (ie. a parked or flying aircraft) can be ac­
cessed by any calling party in the world and how the 
calling party could "know" that the called entity is 
actually served by the particular MC? To answer 
these questions, we must first explain briefly about the 
Aeronautical Telecommunication Network (A TN). 
The A TN[7] development is the result of work initi­
ated by SICASP (Secondary Surveillance Radar Im­
provement and Collision Avoidance System Panel) of 
International Civil Aviation Organisation, to support 
Communications, Navigation and Surveillance serv­
ices to aircraft. It mainly envisaged as a global data 
transfer switching. During the development it was 
decided that the network should better be of open ar­
chitecture able to interconnect a number of systems 
(and eventually subnetworks) using standard protocols 
from the standard ISO/OSl reference stack) and inter­
national communication links 
The general frame of the A TN architecture encom­
passes at least three classes of subnetworks: 
• the ground subnetworks 
• the airborne subnetworks 
• the mobile subnetworks 

The ground subnetworks have all their nodes on the 
ground and are normally dedicated to Air Transport -
Air Traffic Management Services. They are open to 
external access (PSTNIlSDN and other) via their own 
nodes. 
The airborne subnetworks are distinguished in three 
categories: 
The avionics subnetwork servicing airborne CNS ap­
plications which interwork rather automatically with 
the related ground based ones. 
The Flight Deck subnetwork providing access to A TN 
for pilots and cockpit crew and the cabin management 
subnetwork connecting passengers and cabin crew 
with the ground and is mostly suitable for supporting 
APC services. 
The mobile subnetworks in the frame of A TN, provide 
connectivity between ground subnetworks and air­
borne ones. Due to the openness of the A TN architec­
ture there is virtual1y no restriction in the use of these 
subnetworks. Some examples are: 

• Gatelinks: A data/voice, link, based on infrared or 
fibre optic carriers, which provides connectivity 
when the aircraft is gate-parked at the airport. 
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• VHF Voice/Data Communications with two ele­
ments, one strictly dedicated to Air Traffic Con­
trol services and the other intended to serve APC. 

• Satellite Communications (Voice & Data): cur­
rently based exclusively on the INMARSAT sys­
tem offering APC and Automatic Dependent Sur­
veillance (ADS). 

The generic structure of A TN architecture is given in 
fig. 8. Its main element is the A TN Router which in­
terconnects subnetworks at the network level and sup­
ports interworking for different Physical and Datalink 
Layers. 
The organisational unit of the A TI'J, is the Router Do­
main (RD), with its Domain Main Router and possibly 
additional ones. An RD communicates with the "rest 
of A TN" via special routers which act as Boundary In­
termediate Systems (BIS). 
By using BIS to interconnect Router Domains (RD), 
the A TN exhibits both a hierarchical and a distributed 
structure (fig. 1). 

Fig. 1: Example of ATN structure 

Standard ISO protocols are used at each layer level 
(for peer to peer communication and addressing) and 
special functions and applications are under specifica­
tion development. 
ICAO standards for the A TN air-ground (mobile) sub­
networks are in the final stage of development. It has 
to be noted that this development has not so far took 
into account any potential use of these subnetworks to 
support PCS mobility. 

3. Aspects of Addressing within A TN 
As mentioned already, A TN standards follow ISO 
Reference Model. Hence the corresponding address­
ing plan has been developed accordingly to provide 
the network layer with addressing information to be 
utilised by A TN End Systems (ES), and A TN Inter­
mediate Systems (IS) located at the boundaries of avi­
onics, mobile and ground subnetworks. Furthermore 
the addressing plan of the A TN Network Service Ac­
cess Point (NSAP) specifies a hierarchical, name­
based format and is applicable for either fixed or 
mobile end and intermediate systems. (see fig. 3). 
Particular subnetwork addressing format was avoided 
since A TN ES and IS were specified to perform 



translation between the A rn NSAP (ISO) format and 
possibly private format required on the next-hop sub­
network. This was designed as to provide interoper­
abiliry and interworking between different (existing or 
private) subnetworks within the A rn domain space. 

I~( ----Network Service Accea PoInt (NSAP) AddrelS -------ioI)! 
~!~ I I ~.~n,..)I+.(----- DomaInSpec:itlc Pa/t-----,..)I)I 

Patt 

- -joE- L .... U )1< ....... 1 --~ 
IIouIIog IIoIItJng 

joE-lntel'oomaln Roullng )IE Intra-Domain Routing --~)I 

I+~ ---- NelwoI1I EntllYTltIe (NET) -------i)+EI<"71Se':.71 

lOP: 
DOMAIN: 
LOC-AREA: 
10: 
SEL: 

Initial Domain Part 
Domain !denUfier 
Local Area ldenllfler 
System Identilier 
NSAPSelec;tor 

Fig. 2: Arn NSAP address structure (from [7]) 

The Moving Cell (ie. the aircraft) is provided with a 
global unique address identifier (ie. the 24 bits address 
as defined by ICAO Annex 10, Vol. I, Part I, Chapter 
2,2.5.6.1). This is a critically important property that 
actually enables the location and tracing (and even­
tually addressing) of an active portable within the air­
craft's subnetwork. Thus every MC possesses a 
globally unique address and an infrastructure exists to 
support call routing to it. 

4. The Proposed Method 
As it was already mentioned the initial concept was to 
assign to the fast moving portable a new domain (the 
moving cell) and thus converting the problem of locat­
ing and tracing the portable into locating and tracing 
the moving cell. We have also discussed that using 
the advent of A rn and its internal addressing func­
tions together with the important fact that every air­
craft in the world will have a unique ID and address 
within A rn, we may access a particular aircraft (ie. a 
moving cell) from an external to ATN network (ie. 
PSrnIISDN, etc.). This possible via the Arn Bound­
ary Intermediate Systems (ie. Routers), which can be 
specially designed and specified to act intelligent in­
terfaces between A rn and PSrnlISDN or the global 
AIN in the future (WIN). In the following paragraphs 
we shall propose a working philosophy and analyse in 
some detail how this can be achieved. 

5. A Case to Case Approach 
To facilitate the analysis the proposed working phi­
losophy is decomposed into individual cases. This is 
done with respect to factors defining the status of the 
mobile when a call set up is requested. 
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A set of key definitions is necessary to support the 
breakdown of the proposed methodology. 
Local calls : those originated within the area served by 
subscriber's home Mobile Switching Centre (MSC). 
This covers calls originated either by a mobile or fixed 
tenninal. 
Remote call: any other call. 
Local MP : any MP within the area served by the sub­
scriber's MSC. 
Remote MP : all other MPs. 
As the Me moves towards its destination is sequen­
tially served (accessed) by consecutive MPs 
Entry MP : the first in the sequence (could be either 
local or remote). 
Interim MP (local or remote): any other MP. 

The subscriber's MC can be accessible (ie. served) by 
either the entry MP (ie. during the first segment of the 
trip) or by any other MP, along its route. As a result 
calls are grouped into two main categories with re­
spect to entry MP status: Group L: when the entry MP 
is local, and Group R: when the entry MP is remote 
(ie. the portable enters an A rn domain while being in 
a roaming condition). Each Group can be further 
subdivided into four cases depending whether the call 
is local or remote and the Me is served by the entry 
MP or an interim one. Table I illustrates all possible 
combinations. 

Table I: Routing cases 
for accessing the airborne portable 

Group 
Serving CALL 

MP 
L Entry Local 

(Entry MP Remote 
Local) Interim Local 

Remote 
R Entry Local 

(Entry MP Remote 
Remote) Interim Local 

Remote 

Following the designation in Table 1, we may establish 
a code name for each case as follows: LEL case is the 
one for which the entry MP is local, the MC is served 
by entry MP and the call is local. The rest of the code 
names are derived accordingly. 

6. General Considerations 
As the portable enters an Me (within an Arn do­
main), it performs registration (followed by authenti­
cation) to the associated VLR Data Base (functioning 
within the entry MP). Since several routers can co-



exist within the same A TN domain, they may act 
(following standardisation arrangements) as Base Sta­
tion Systems (BSS) for the MC, but the domain's 
MSC shall be the entry MP. This is because MSC and 
HLRlVLR functions should be performed by an A TN 
Boundary Intermediate System (BIS), thus ensuring an 
effective interface between the A TN domain and the 
rest of WIN (or AIN). 
MC's unique global address and ID (the so called 
Mode S address [10]) is known by default to the entry 
MP and thus can be associated (following addressing 
arrangements; see also para. 3) as a prefix to the port­
able's (or subscriber's) unique global address. MP­
MC connection is realised via the optimum available 
ATN subnetwork (gatelink, VHF, satellite, etc.). Dy­
namic adaptive routing is part of A TN standardisation. 
Effective caU set-up procedures within the aircraft are 
presented in [3] and partly in [9] and they may cover 
current systems (ie. GSM, DECT) or future ones 
(FLMTS, UMTS). 
In analysing the various cases, due consideration is 
paid to the possibilities offered by dynamic routing 
and the optimised combination of hierarchy and dis­
tributed intelligent in an Advanced Intelligent Net­
work[8]. 

7. Case by Case Analysis 
7.1. LEL Case 
The call is straightforwardly directed to the Home 
MSC and after the associated HLR has performed the 
necessary bookkeeping, the call is forwarded to the 
entry MP, consequently to the MC and to the active 
portable, thus establishing a call set-up. Fig. 3 
.ilIustrates the proposed procedure for case LEL. 

MC=Moving Cell 
EMP=Entry Migration Point 
HLR=Home Location Register 
VLR=Visiltors Location Register 

Local EMP/Entry MP Serving/Local Call 
(LEL Case) 

Fig. 3: LEL Case 
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7.2. LER Case 
The only difference with respect to case LEL, is that 
the call is originated from an area not covered by the 
Home MSC. After reaching the MSC the call is 
routed as in case LEL. Fig. 4 .illustrates the proposed 
procedure for case LER. 

7.3. LlL Case 
Here the MC has moved into another A TN domain 
and eventually is served by an interim MP following a 
handover from the entry MP. There are two possibili­
ties for the entry MP: i) to remain active in the loop 
receiving and rewriting all the calls to the interim MP 
or ii) to relay all the routing information to the home 
MSCI HLR and then withdraw from the loop. The 
second possibility is the optimum one since it is fore­
seen that remote A TN domain shall be connected via 
"ordinary" PSTN/ISDN links. Fig. 5 illustrates the 
case with the two options. 

MC.Moving Cell 
EMP=Entry Migration Point 
HlR=Home location Register 
VlR=Vis~tors Location Register 

IREMOTE] 
, CALL j 

\ 
i 

/ 

Local EMPlEntry MP Serving/RemoleCall 
(LER Case) 

Fig. 4: LER Case 

7.4 LIR Case 
It could be identical to case LIL with a remotely origi­
nated call, but the advent of dynamic routing and dis­
tributed intelligent multi-layered AIN[7] offers a 
much more efficient alternative: 
The home MSC/HLR receives updates for the new 
MC/portable location and address (ie. interim MP), 
and continuously broadcasts these data to the nearer 
higher layer AIN nodes having DB management ca­
pabilities. 
The data are further forwarded to higher layer nodes 
possibly up to the highest AIN level. As a result the 
remote call is dynamically routed following the opti­
mum route (concerning AIN situation and traffic 
conditions) to the interim MP. This location/tracing 
strategy constitutes a deviation from [4] and [5] rec­
ommendations and standards and is analysed 



(including its benefits, requirements and perform~ 

ances) in [7]. 
The implications and the impact on Data Bases per­
formance and capacity requirements will be discussed 
later. Fig. 6 depicts the case with the two alternatives. 

MC=Moving Cell 
EMP-Entry Migration Point 
IMP=lnterim Migration Point 
HLR:otHome Location Register 
VLR'*Vtsitto(s Location Register 

7.5 RIR Case 

Local EMPJlnlerim MP Servingllocal Call, with two 
options 

Fig.5: LIL Case 

This case was chosen from the total of Group R be­
cause it represents extreme conditions. The benefits 
of a multi~layered, distributed intelligent and quasi­
hierarchical AIN are shown better. In this case the 
portable has entered an ATN domain while already in 
roaming condition. After that its MC was handed­
over to an interim MP and then call was originated 
from a remote area (ie. outside the Home MSC/HLR 
coverage). Following the recommendations in [4] and 
[5], the call should be routed to the portable's 
MSC/HLR where a bookkeeping is performed con­
cerning the portable's whereabouts and consequently 
the call is forwarded to the entry MP, or to the interim 
MP (following the options described in para. 6.3). In 
the alternative proposed by [7], the call, after reaching 
the first higher layer node containing the necessary 
addressing data in its DB, is dynamically routed to its 
final destination (fig. 7). 
To better visualise the case let us imagine the follow­
ing scenario: A subscriber in the Netherlands calls a 
mobile in Athens Greece, while the mobile itself is 
about half an hour before landing in Stockholm, after 
having started an air trip from Rome. Conventionally 
the call is addressed to MSC/HLR in Greece, then is 
forwarded to Rome and after that following A TN 
andlor PSTN routes reaches the interim MP in Stock­
holm from where is relayed to its MC and hence to the 
active mobile. Instead and following the proposed in 
[7] location/tracing strategy, the call after reaching the 
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nearest higher layer node (of a future AIN), is dy­
namically routed to Stockholm's MP and then to the 
mobile. 
To achieve this the overall system design and specifi­
cations (in the form of a standard) should allow for a 
minimum defined performance. 

MC=Moving Cell 
EMP=Entry Migration Point 
IMP=INTERIM Migration Point 
HLR=Home Location Register 
VlR=Visittors Location Register 
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Fig. 6: LlR Case 

For the rest of the cases of Group R the reader is in­
vited to extrapolate the corresponding procedures. 

MC=Moving Cell 
EMP=Entry Migration Point 
IM~lnterim Migration Point 
HLR=Home location Register 
VLR= Visitors Location Register 

Remote Entry MP/lnterim Serving MP/Remote Call 
(two alternatives) 

Fig. 7: RIR Case 
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8. Impact on distributed Data Bases capacity and 
other network performance requirements. 

The proposed scheme should be specified and de­
signed as to: 
• cope with required data flow rates associated with 

Data Bases (eg. queries, updates, system mes­
sages, etc.) 

• exhibit minimum performance (eg. delays, avail-
ability, resilience, etc.) 

In order to do so it is critical to know or to esti­
mate/model, the nature of data to be carried, the ex­
pected traffic and its projections, the Data Base system 
performance minimum requirements including over­
load control, etc. 
A number of important services related to AIN have 
also to be taken onto account: 
• authentication and verification 
• encryption/decryption 
• special services (call waiting, voice mail, etc.) 
• billing 
Effort on these issues should be co-ordinated with the 
development of the World-wide (Advanced) Intelli­
gent Network. 

9. Proposals for Future Action 
A brief summary of proposed future action is given 
below: 

Short term actions: Research should be carried out (as 
to conduct simulations and measurements) to reveal 
potential problem of Base Terminal Station and Port­
ables interworking with avionics. 
A TN standards to be adapted accordingly to allow for 
PCS services. 

Medium term actions: To design suitable BTS for 
OSM (including its DCS1800 version) and optionally 
DECT for operation within aircraft (to achieve low 
power/weight equipment and connectivity to the cabin 
management subnetwork). 

Long term actions: ICAO, lTU and ETSI to cooperate 
as to develop standards for their ATN, FLMTS and 
VPTS so that systems can interwork in the future. 
Foreseen multimode portables to be able to operate in 
low power and different frequency bands. 

Furthermore work has to be carried out on MP nodes 
in order to develop system requirements for DB 
structure, management and (simulated) traffic load 

10. Conclusions 
The paper described a methodology to cover air travel­
ler increasing need to remain connected while travel-
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ling long distances in high speeds. Developments in 
different areas (ie. Future WINI AIN, A TN ISO/OSI 
network interworking , 3rd generation PCS, etc.) were 
conceptually brought together in a system context, 
points open to further development were identified 
and the work to be done was outlined. In addition is­
sues concerning air interface compatibility and system 
interworking (such as pes and avionics) were ad­
dressed. 
The novel features of the proposed methodology are 
the use of A TN infrastructure and , capabilities to­
gether with the introduction of the Moving Cell and 
Migration Point concepts. 

The proposed location and tracing methodology if 
implemented should allow location and tracing of very 
fast moving active subscribers while minimising ad­
dressing overheads and call set-up delays. 
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Abstract- This paper proposes a wireless 
asynchronous transfer mode (A TM) based mobile 
broadband system (MBS). The system is proposed for 
integrated services mobile broadband network that 
provides an extension of fibre optics based A TM 
network capabilities. This means the proposed system 
must support reasonable number of service classes bit 
rates and quality of service (QoS) levels associated ~ith 
ATM. 
Different modulation techniques, protocols, medium 
access control, error control and handover issues 
required are finally presented in the paper. 

1. Introduction 

Recently study of MBS, A TM and ATM oriented MBS 
has drawn the attention of several researchers [1 H24]. 
With enormous complexity of managing and operating 
the many different types of networks that are now in 
use, the door is open for finding a common platform - a 
network on which all established services can be 
supported and which will allow new services to be 
introduced without needing new networks to run them 
on. The answer seems to be asynchronous transfer 
mode (ATM). This is the technology being defined and 
standardised for broadband integrated services digital 
network (B-ISDN). Thus, ATM, when adequately 
modified, is also an answer for the future mobile 
broadband systems. 
The aim of this paper is to give a proposal for the use 
of mobile broadband system (MBS) with ATM. 
Different modulation techniques, protocols etc. 
necessary to be implemented for the use of A TM in 
MBS will be finally presented 
The goal ofMBS is to make B-ISDN services available 
for mobile users. Thus it has to be able to transmit most 
of the broadband services and conventional narrowband 
services over the air interface without a great loss of 
quality. The high data rate envisaged for MBS require 
operation at higher frequencies, currently taken to be 
the 60 GHZ band. 
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Asynchronous Transfer Mode (ATM) has to be adapted 
so as to reach this aim. The basic idea of ATM is the 
separation of services, their data and data rates. Thus 
an ATM-Net does not have to make available service 
specific channels. Because of great number of different 
services this leads to a flexible, service independent and 
uniform network structure. 
A TM is a packet oriented transmission scheme. The 
transmission path of the packets of constant length, the 
so called ATM-Cells, will be established during 
connection set-up between the two end-points by 
assigning a virtual channel. At this time, the necessary 
resources are provided and the logical channels are 
assigned. All packets of a virtual channel are carried 
over the same path. The transmission capacity of 
virtual channel are characterised by the parameters 
mean bit rate and peak bit rate during connection set­
up. ATM-CeUs are generated according to the need of 
data source. Thus, A TM is a very good method to meet 
dynamic requirements of connections with variable data 
rates. 

MBS will be the interface between the fixed ATM-Net 
at the base station side and mobile A TM-Net at the 
mobile station side. Normally, the ATM-Net at the 
mobile station side will only consist of one end system. 
For every end station it is possible to operate several 
virtual channels with different data rates at the same 
time. 

2. Criteria for System Design 

The main MBS concept is to provide mobile users, 
access to all range of services which is or will be 
available for fixed users of IBCN. Multimedia 
requirements being the driving force behind the 
development. 
Thus the main features of the system level design can 
be summarised as below: 

- Capability of working with a variety of services 
including voice, data and multimedia. 



- Good quality of service (QoS) for various service 
types. 

- Compatibility with A TMlBISDN (future 
broadband networks). 

- Low tenninal cost/complexity/power 
consumption. 

- Efficient, scaleable and moderate cost network 
architecture. 

- Compliance with regulatory constraints (in 
tenns of operating bandwidth, power levels etc.) 

3. MBS Transport Architecture 

This section is focused on the issues related to 
achieving ATM-type broadband communications 
capabilities. A conceptual view of such a network is 
shown in Figure 1. 

/I,/" 

graPhi~ 
display --.-

Multimedia 
hand held 

Connection to telephone or 
BISON network 

Mobile 
Multimedia PC 

Figure 1: Conceptual view ofMBS 

3.1 ATM-Based Wireless Transport 

Most important benefit of ATM is its flexibility, it can 
be used for the new high bit rate services which are 
either variable bit rate (VBR) or burst traffic. Several 
factors that tend to favour the use of A TM cell 
transport in MBS, can be given as follows: 

- flexible bandwidth allocation and service type 
selection for a range of applications, 

- efficient multiplexing of traffic from bursty 
data/multimedia sources, 

- end-to-end provisioning of broadband services over 
wireline and wireless networks, 

- suitability of available A TM switching for 
inter-cell switching, 

- improved service reliability with packet 
switching techniques, 

- ease of interfacing with wired BISDN systems. 

Taking the above considerations, adoption of ATM 
compatible fixed length cell-relay fonnat for MBS can 
be recommended. A possible ATM-compatible MBS 
approach is given in Figure 2. 
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With this approach the 48 byte A TM cell payload will 
become the basic unit of data within the MBS network. 
Within MBS, specific protocol layers (e.g., data-link 
and medium access control layer) will be added to the 
ATM payload as required, and replaced by ATM 
headers before entering the fixed network [18]. The use 
of A TM switching for intercell traffic also avoids the 
crucial problem of developing a new backbone network 
with sufficient throughput to support 
intercommunication among large numbers of small 
cells. ATM multiplexers may be used to combine traffic 
from several base stations into a single A TM port. 

- Witelea MBS Network 

"-4Sbytes -

I lu-", I ATMCelI 
/ 

ATM<dl_ 

Figure 2: A TM-compatible MBS 
approach 

3.2 Protocol Layering 

For a seamless intemetworking mechanism with the 
wired broadband network it is vital to have the MBS 
protocol layering hannonised with the ATM stack. In 
Figure 3 a protocol reference model is proposed. In this 
approach new wireless channel specific physical, 
medium access control and data-link layers are added 
below the ATM network layer. This means that regular 
network layer and control services such as call set-up, 
virtual channel identifier/virtual path identifier 
(VCINPI) addressing, cell prioritisation and flow­
control indication will continue to be used by mobile 
services. While, the baseline ATM network and 

Control Signalling User Process 

A TM Adaptation Layer AAJ.. 

A TM Network Layer 
MBS QaIa UnI< 

I MaSw,c 

Physical Layer 
_Modium 

Figure 3: Relation of wireless network 
protocol layers 



signalling protocol will have to be specified to specific 
mobility related functions such as address registration 
(roaming), broadcasting, hand-off etc. 

In the following sections, issues related to design of the 
wireless medium specific layers (i.e. physical layer, 
medium access control and data-link) are discussed. 

3.3 Physical Layer 

Right kind of modulation method and bit rate selection 
for macro, pico and micro cell is an important issue for 
the system design of MBS. The actual bit-rates to be 
used will depend upon the balance between service 
requirements and signal quality, bandwidth and power 
constraints. 

After studying different techniques from the reference it 
is found that modulation technique based on coherent 
orthogonal frequency division multiplexing (COFDM) 
of multiple (N)>1) quadrature amplitude modulation 
(QAM) carriers (currently being used for digital audio 
broadcast in Europe and is also under consideration for 
digital high definition television (HDTV)), can achieve 
bit-rates up to 155.5 Mb/s. Which is necessary for 
broadband services, thus COFDM of multiple QAM 
carrier is proposed for MBS. This modulation 
technique is relatively impervious to interference. 
OFDM permits any subset of transmitters to 
compatibly operate at a peak bit-rate lower than the 
nominal channel speed. 

3.4 Medium Access Control 

To extend services integrating fixed networks to mobile 
users (MBS - B-ISDN) an adaptation of the MAC 
schemes specialised in transmission of constant data 
rates of speech services to the variable and high data 
rates of broadband services is necessary. 
This section presents consideration on the MAC scheme 
for MBS which has to be adapted to the transmission 
virtual channels of ATM based Networks like B-ISDN. 

The uplink of MBS air interface is the critical part of 
MAC scheme. As depicted in Figure 4 it consists of a 
system of mobile stations each having a different 
number of virtual channels (VC) as message sources 
and one base station as message sink. 

The generation times of ATM-Cells of virtual channels 
can only be estimated by using stochastic processes 
characterised by mean bit rate and peak bit rate. As 
cells of different virtual channels of a mobile station 
have to be handled with different priorities due to 
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different data rates, there has to be a separate queue for 
each virtual channel as shown in Figure 4. 

Thus, as the uplink structure is described, it is 
the task of the MAC scheme to assign transmission 
slots to virtual channels in such a way that the Quality 
of Service (QoS) parameter of the ATM-Net and the 
desired transmission rates of virtual channels are 
guaranteed. MAC scheme has to keep the delays at a 
minimum as ATM-Net will remove the cells with a 
delay greater than a specific limit. As well, it has to 
maximise throughput because of the limited channel 
capacity. Thus. it is necessary to fmd a optimum value 
between transmission delay and throughput in a MAC 
protocol so as to reach the QoS parameter as close as 
possible. 

Figure 4: VC queuing in mobile stations 

Due to variable cell generation rates the MAC scheme 
has to adjust the allocated transmission capacity to the 
varying short·term requirements. 

Work done in [9] shows that a minimum transmission 
delay in combination with maximum throughput will be 
reached using Dynamic Slot Allocation (DSA) 
protocol. Sophisticated algorithms can be used to lower 
the delay furthermore. As concluded in [24] dynamic 
addressing reduces addressing overhead by a factor 8. 
This results in performance improvements ranging from 
5% to 33%. Besides this dynamic addressing has two 
important features, real-time support and security. 
Considering these factors dynamic addressing is 
proposed for MBS system. 

3.5 Data Link Layer 

From Figure 3 it can be seen that wireless medium will 
generally require a custom data-link protocol that 
interfaces with ATM transport layer in relatively 
seamless manner. This layer is required to insulate the 
A TM-type service from wireless medium specific 
problems caused by high error rate at the physical level 
and/or delaylblocking at medium access control level. 



At the same time, it is desirable to keep the additional 
MBS data-link functionality to a minimum in order to 
limit the amount of gateway processing required at the 
base stations. 

From Figure 2 it can be seen that, the baseline 
approach for maximum ATM compatibility is to define 
MBS data-link packet as 53 byte A TM cell encapsu­
lated by an additional MBS header. As per [17], so as 
to avoid high protocol overheads, it may be appropriate 
to compress essential ATM header information into an 
abbreviated network layer header. To this header then a 
wireless medium-specific data-link header is added. An 
example ofMBS data-link packet format can be seen in 
Figure 5. 

Functions as shown in Figure 5 are described in the 
following: 

Service Type Definition 

A suitable field in the MBS header may be provided to 
indicate whether a packet is of type supervisory/control, 
CBR, VBR, data, burst etc. 

MBS 
MIS Del. Link Compr<osud A TM Trailer 1- ----t--- -----j--ATMSarvic. -t-

- Del. 

-. Type 
eomprH_ ATMpayIoad - '­ChIroMIID 

Fieure 5: Example MBS data-link packet 
format. 

Error Control 

The A TM Cell Header is coded only by the cyclic error 
correction (CRC), used for single error correction and 
multiple error detection. In MBS there is a different 
scenario. If there is a line of sight path, the link quality 
will be affected by fast Raleigh fading processes. 
Obstacles like buildings, trucks or others will cause 
interruption of direct path. This may also occur in 
indoor environment due to moving people or other 
obstacles. 

The following proposal is based on a scenario including 
one link between mobile station and base station. 
Furthermore it is assumed that fast handover processes 
are possible and variable delay is not critical. 
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The truncated ARQ type-II scheme is applicable to 
MBS, if fast handover process is possible and variable 
delay is not critical. If the above assumption is correct 
the truncated ARQ type-II with FEC as Co is proposed 
forMBS. 

Hand-offlhandover Support 

It is very important for MBS to defme a sophisticated 
handover scheme, because the severe propagation 
conditions at 60 GHz have a great effect on handover 
and system performance. Due to the fact that LOS path 
is required for a communication link, it will be 
mandatory to have a very fast handover decision 
scheme, which takes into account that total number of 
handover has to be as small as possible, which will be 
much higher as in other cellular radio networks, 
because due to propagation at 60 GHz the cell sizes are 
much smaller than the conventional networks. 

In the following an outline of a handover scheme is 
presented. 

Handover 

A lot of reasons can request handover. The mam 
reasons are classified as follows: 

Radio Reasons: This can be either an unacceptable 
radio transmission quality like a high error rate or a low 
signal level. 

Operation and Management (O&M) Reasons: This 
includes normal maintenance of equipment, equipment 
failure and channel rearrangement. 

Traffic Reasons: If the traffic load is distributed uneven 
over the base station some mobiles at the border of cell 
can be allocated to an adjacent cell. 

Handover is performed in three steps. First, measur­
ements are made to get reliable information on the 
current situation in the scenario. Second, measurement 
value has to be processed in an appropriate manner to 
decide which base station is the most suitable. Finally, 
the execution of the handover, where the connection is 
switched to another base-station. 

For MBS a Mobile Controlled Handover (MCHO) 
scheme is recommended in [3]. The main advantage of 
MCHO scheme is the low time elapsing for a handover. 

The decision for handover are based on the measur­
ement performed by the stations which are evaluated by 
the handover algorithm in an appropriate manner. 



Handover Execution 

In general two different handover procedure exist, the 
forward and backward handover. The backward 
handover performs signalling completely via the current 
base station and the mobile terminal changes its point 
of attachment to the fixed network after the connection 
of the new point has been established. The forward 
handover establishes a signalling link to the target base 
station before releasing the communication link with the 
current base station. This kind of handover is most 
suited to 60 GHz transmission, because if the signalling 
link fails for any reason, possibly an obstructed LOS a 
call could be established. 

4. Conclusions and Recommendations 

A TM compatible MBS approach has been presented. 
Asynchronous Transfer Mode can be used for bit rates 
needed for MBS. 

For the use of ATM with MBS a new architecture of 
ATM cell has been described. Specific layers (e.g. data­
link and media access control layers) should be added 
to the A TM payload. 

After studies COFDM modulation technique 
has been proposed, DSA protocol has been chosen for 
MBS and MCHO scheme has been chosen for handover 
techniques. 

At present a lot of work has to be done in the area of 
millimetric waves. For application of MBS the 
proposed ATM architecture can be used, but, yet it has 
to be tested. Further studies have to be done to find the 
appropriate kind of modulation teclmique, protocols 
and handover techniques etc. For millimetric (mm) 
waves, thus, technological developments remains to be 
done. 

Biological effect of mm waves has yet to be 
studied. 
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Abstract 

The car traffic has reached its 
saturation point. Ridesharing offers an 
alternative to maintain or even increase 
our mobility, on condition that rides can 
be offered in a flexible way. In this 
paper a GSM-based service, Global 
Shared Mobility with GSM or GSM2

, is 
described that realizes the above-stated 
objective. In GSM2 three sub services are 
distinguished: hitch-hiking, transport 
on demand, and home-to-work traffic. 
The description of these GSM2 services 
and their components are further 
worked out in the paper. Implemen­
tation based on an intelligent network 
(IN) strategy is proposed. For the home­
to-work subservice a simulator has been 
developed. 

1. Introduction. 

In the industrialized world, a 
continuous increase of mobility is 
experienced. Figure 1 illustrates this 
evolution for the past 20 years. 

The higher mobility is reflected in an 
increased road traffic, as the public 
transportation has even decreased over 
the same period of time. The popularity 
of the car can also be concluded from 
figure 2, which gives the distribution of 
the various means of transport for home 
to work traffic. It shows that 63% of the 

people uses the car, of which only 8% as 
a passenger. As a consequence, most 
cars are occupied by only one person [2]. 
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Figure 1: Mobility in Belgium from 1970 

to 1990 (from [1]). 
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Figure 2: transportation means for 
home-to-work traffic (from [3]). 

This situation causes frequent traffic 
jams, which cost in Belgium 20 billion 
Belgian francs a year, according to the 
calculations of the "Federatie van 
Belgische Importeurs en Automobiel­
constructeurs (FEBIAC)"[ 4] . 

To solve (or reduce) this problem, we can 
do three things: invest in public 
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transport, construct more roads, or 
promote ridesharing. Although the 
service of the public transport can be 
improved dramatically, the small 
market share limits the impact of these 
measures. Therefore an overall solution 
should mainly focus on the road traffic. 
The construction of extra roads is an 
expensive solution, against which a lot 
of resistance exists. This is certainly 
true in a country like Belgium, which 
already has a dense network of 
highways and almost no open space left. 

As a consequence, we believe that the 
only viable solution is the more efficient 
utilization of the present transportation 
capacity by means of ridesharing. In 
this paper, we interpret ridesharing as 
all possible ways too share a car, 
including hitch-hiking and carpooling. 

If we want to increase ridesharing we 
first must understand why it is not 
widely spread nowadays. The results of 
such a study are summarized in table 1. 

not often ssible 20.0% 
15.0% 
12.8% 
10.5% 
8.3% 
7.1 % 

too man roundabouts 6.4 % 
not reliable 3.6 % 

2.6% 
2.1% 
1.9% 

other reasons 9.7 % 

Table 1: Primary reason for not using 
ridesharing (source [5]). 

As can be seen, the majority of these 
reasons have to do with the way 
ridesharing is currently organized. If 
we would have a centralized ridesharing 
system, which is flexible and easy in 
use, about 60% of these obstacles could 
be solved. An additional 10% can be 
tackled by a good marketing strategy or 
an extra financial incentive. 

In this paper, we present a centralized 
ridesharing system based on GSM. The 

remainder of this text is organized as 
follows. Section 2 introduces the GSM2 

service. Next, we propose an approach to 
implement this service. In section 4 we 
present the GSM2 simulator. In the last 
section we discuss the future of GS~. 
Finally we draw some conclusions. 

2. The GSM2 Services. 

In GSM2 three sub services can be 
distinguished, depending on the wanted 
flexibility and the exploited transport 
capacity: hitch-hiking, transport on 
demand, and home-to-work traffic. Each 
of these subservices will be described 
more in detail In the following 
subsections. 

2.1 Hitch-hiking with GS~ 

This first sub service adds the possibility 
of identification and accounting to the 
plain old hitch-hiking. The 
aforementioned identification increases 
the safety of passengers as well as 
drivers. Upon embarking user's 
identification is send to the GS~ 
exchange, where verification and 
accounting takes place. 

Following components are involved in 
the system: 

• A GSM phone. 
• A passenger identification number. 
• A passenger signalisation sign. 
• A driver identification number. 
• A driver signalisation sign. 
• The GSM2 exchange, an intelligent 

switch. 

A passenger wishing to drive along 
makes his way to a place with sufficient 
potential transport capacity and makes 
his wish clear with his signalisation 
sign. When a driver who stops has a 
driver sign on his car, the passenger 
knows that he is registered with the 
GSM2 service. 

Before starting off, a data-message is 
send to the GSM2 exchange via the GSM 
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phone. This message contains the 
driver- and the passenger identification 
and the kilometer reading. The GSM2 

exchange immediately confirms whether 
both parties are conform to the 
regulations of the service. 

The advantage of such an identification 
is the higher security because one is 
sure that: 

• the driver has a valid car-insurance 
and drivers license 

• the driver is free of serIOUS 
infringements to the traffic code or 
public law, and has not caused a 
serious accident. 

• the passenger is not a criminal and 
has an account that guarantees the 
payment of the traffic costs. 

At the destination, there is again a data 
communication where the driver 
identification and the kilometer reading 
are passed-on to the GS~ exchange. 
Accounting takes than place auto­
matically. 

To limit the manual actions, a further 
improvement could be the incorporation 
of a card reader in the system. The 
identification number can then be stored 
on personalized cards and need no 
longer be typed in via the GSM phone. 
Also an automatic reading of the 
kilometer counter would reduce the 
required actions. Unfortunately both 
options seem to be quite expensive and 
thus are currently considered 
unrealistic. 

2.2 Transport on demand with 
GSM2 

The second GSM2 service is a superset 
of the previous one. Indeed, besides 
identification and automatic accounting, 
the service brings together passengers 
and drivers. For this purpose the service 
works with a network of fixed stop­
places (e.g. bus stops). It hence offers 
the facilities of a bus in a flexible way, 

making use of the available transport 
capacity in private cars. 

To operate this service, following 
equipment is needed: 

• A GSM phone for the driver. 
• A network of stop-places. Every stop­

place is numbered and equipped with 
a phone. 

• A road-map with the numbered stop­
places. 

• The GSM2 exchange. 

A potential passenger goes to a stop­
place and sends the GSM2 exchange a 
data message by aid of the stop-place's 
phone. This message contains the 
passenger's identification number and 
the number of the start and destination 
place. 

The GSM2 exchange thereupon broad­
casts this request in the relevant cell 
(cells). The driver willing to grant the 
request for mobility notifies the GSM2 

exchange of his engagement by sending 
his identification number. If several 
drivers react, one will be selected by the 
GSM2 exchange. The exchange sends the 
driver and eventually the passenger a 
confirmation. 

The driver makes his way to the start­
place, using the numbered road-map, 
and picks up the passenger. The actual 
begin and end of the ride are notified to 
the GSM2 exchange by sending the 
passenger identification number and 
position of the kilometer counter. 
Accounting can hence take place 
au tomatically. 

In the case of a lack of drivers, a taxi 
could be contacted to guarantee the 
passengers a transport certainty. As 
passengers are very sensitive to 
reliability this would be a great 
advantage of the service. However, it is 
only feasible if it will be needed 
exceptionally. 

A useful addition to the transport on 
demand service would be offered by the 
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Global Positioning System (GPS). 
Indeed, potential drivers can then be 
addressed more selectively and vehicles 
can be guided to the stop-place. Because 
a fast breakthrough is expected for 
vehicle guidance systems based on GPS, 
this option might be feasible in a near 
future. 

2.3 Home-to-work traffic with GSMi 

The last GSM2 sub service aims at 
utilizing the regular traffic flow from 
residences to working places and back 
more efficiently as transport capacity. 
Unlike the previous sub services, the 
GSM2 exchange will actively match the 
passengers with the drivers, using a 
database which contains the mobility 
profile (the daily trajectory) of the 
subscribed drivers and passengers. 
Identification and automatic accounting 
is also possible with this subservice. 

Following components are needed: 

• A GSM phone for the driver. 
• A phone (GSM or fixed) for the 

passenger. 
• The GS~ exchange. 
• The GSM2 database with the 

mobility-profile of the users (pas­
sengers as well as drivers). 

The GSM2 database makes a distinction 
between users that want to be 
passenger, driver, or both. A further 
classification is based on the available 
data about their daily trajectory 
(whether or not start time, start 
coordinates and destination-coordinates 
are known). The data is collected with 
the subscription form to become member 
of the GSM2 service. Subsequent 
changes can be made via a new form or 
directly via a PC with modem. 

With his phone, the passenger passes on 
his identification number to the GSM2-
exchange. If he uses a GSM, the 
identification can be based on his smart 
card. If the start coordinates and stop 
coordinates of the requested ride are not 

available in the database the exchange 
asks for the mlssmg data. The 
mechanism to pass the coordinates can 
be based on a fixed set of stop places, 
the location of fixed telephones, or the 
zip-codes. 

The GSM2 exchange interprets the 
incoming call and start a matching 
procedure. It returns a list of potential 
drivers, whose trajectory and start-time 
correspond with the asked ride. The 
GSM2 exchange sends a data message, 
that contains the start and destination 
coordinates to the first driver on the list, 
who gets the GSM2 message on his 
display. 

If the driver accepts the call, he is put 
through to the passenger so that both 
parties can arrange the details of the 
ride, for instance the exact pick-up 
place. At the end of the conversation the 
GSM2 exchange is notified that an 
agreement is reached and the 
identification number of the driver is 
registered. 

The match can also be unsuccessful: the 
driver can reject the call, for instance 
because he does not follow his standard 
trajectory, or ignore it. It is also possible 
that no agreement is reached during the 
conversation. In all these cases, the 
GSM2 exchange calls the next driver on 
the list. 

If after several efforts no driver has 
been found, the GSM2 exchange broad­
casts a paging message to all GSM users 
within a certain cell. The further 
operation is then very similar to the 
previous sub service, except that the 
passenger and the driver have a 
conversation to arrange the details. 

Also similar extensions, i.e. taxi 
company and GPS, can be made to the 
service. In addition, GPS would allow to 
widen the set of possible drivers with 
ones that have neither a fixed departure 
time nor a fixed trajectory. 
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Concluding, the last two sub services 
search at every instant of time the best 
combination of offered transport 
capacity and potential users. They differ 
in the a priori knowledge and the 
offered flexibility. 

3. The GS~ Exchange. 

As can be seen in the previous section, 
the GS~ exchange plays a crucial role 
in the service. It interrogates the 
passenger about his requested ride, it 
performs a matching procedure in close 
cooperation with the GS~ database and 
it sets up a connection between the 
passenger and the driver. 

To realize such complex functionality in 
the telephone network the intelligent 
network (IN) concept seems to be the 
most appropriate. In IN [6], the control 
functions are separated from the 
switching functions and brought 
together in an Service Control Point 
(SCP). If specialized resources are 
needed, for instance to interact with the 
user, they are located in a separate 
device, the Intelligent Peripheral (IP). 
The detection of IN -calls and the 
controlled switching takes place in the 
Service Switching Point (SSP). 

Figure 3 shows how GSM2 can be 
realized as a IN service. The SSP detects 
that the user calls the GSM2 service. It 
then gives control to the SCP via the 
signaling network (dashed lines). The 
SCP instructs the IP, which has text-to­
speech capabilities, to ask the 
appropriate questions and to return the 
answers. Consequently the SCP 
terminates the call and starts a 
matching procedure in the GSM2 

database. Because this functionality 
requires complicated actions, the 
matching will be performed on a 
separate computer that is connected to 
the SCPo When a match is found the 

SCP sets-up the connection between the 
selected driver and the passenger. 

-------i D.~base I 

Driver 

Passenger 

Figure 3: GSAr as a IN-service. 

4. The GSM2 Simulator. 

To prove the feasibility of the proposed 
GSM2 service we developed a simulator, 
of which a screen dump can be found in 
figure 4. The simulator was developed in 
C++ with a portable graphics library 
XVT. As a consequence, it can be run 
both on a PC as well as on a Sun 
workstation. 

The GSM2 simulator focuses on the 
functionality of the service from a user's 
point of view. It can hence be used to get 
feedback from a wide audience of 
potential customers. Especially, the 
mechanisms to communicate start- and 
destination coordinates to the GSM2 

service must be further evaluated. 

Also the IN concept is already 
introduced in the GSM2 simulator. 
Indeed, the IP and SCP entities are 
present and perform their respective 
functions. However, the GSM2 database 
is still situated in the SCPo In the next 
step this database will be transferred to 
a separate entity. 
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Figure 4: Screen dump of the GSM simulator. 

5. The future of GSM2. 

In the near future, we will further 
investigate the technical feasibility of 
GSM2. In the simulator we will move the 
database to a separate entity and 
incorporate the feedback on the service 
functionality. Later on, we plan to make 
a prototype of the system on a real SCPo 

Other aspects, however, are also crucial 
for a successful introduction of GSM2. 
First of all, the GSM2 system supposes 
already from the start a sufficient 
number of members. As a consequence, 
a wide proliferation of GSM (higher 
than 10%) and a marketing approach on 
a massive scale are prerequisites for 
success. Other promoting factors are a 
high fuel cost and persistent traffic­
jams. Also government initiatives that 
reward shared mobility, e.g. by car-pool 
lanes or financial incentives, will be 
advantages for the GSM2 service. 

Finally the main question remains: who 
is going to exploit the GSM2 service, the 
government or a private company? In 
the latter case rendability is an 
important issue. To this end, the service 
can generate income by means of 
membership fees, overhead on the price 
per kilometer which is transferred from 
passenger to driver, or charges on the 
telephone costs to the GSM2 exchange 
(cfr. service lines). 

Socio-economic studies have to be 
performed to evaluate the market 
potential and economic rendability of 
the GSM2 service. Given the above 
constraints it should not be expected 
that the GSM2 service is operational 
before 2000. 

6. Conclusions. 

In this paper we discussed a new GSM­
based service, that organizes rideshiring 
in a more flexible and efficient way. For 
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the implementation of this GSM2 

service, we proposed an implementation 
based on an intelligent network (IN) 
strategy. We also presented our 
functional simulator of the service. 
Further work will concentrate on the 
technical feasibility and socio-economic 
factors. 
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ABSTRACT 

Two lock detectors for clock recovery circuit are 
presented in this paper. Both of them are 
associated with the Gardner timing error detector 
(GA-TED) which requires two samples per symbol 
period, T. The first one (Detector A) requires two 
additional samples and hence, an oversampling 
frequency of 4fT is needed. The second (Detector 
B) is more attractive in practice. It is based on the 
same signal samples required for the GA-TED and 
thus an oversampling frequency of 2fT is 
sufficient. The paper describes the basic principle 
of these lock detectors and concentrate on the, 
analysis of their performances. We show that the 
performance of Detector A is completely 
independent of channel distortion. And, Detector 
B becomes sensitive to channel distortion when the 
hermetian symmetry of the channel transfer 
function is destroyed. However, based on a 
computer simulation study it is shown that 
performance degradation remains negligible even 
for severe channel distortion. In addition, we 
discuss practical implementation of these lock 
detectors and analyze its consequence on the 
system performance. 

I - INTRODUCTION 

Usually, in digital communication systems the 
symbol rate is accurately known and the clock 
recovery circuit implemented in the receiver does 
not require any acquisition-aiding technique. 
However, in some applications [1, 2] the symbol 
rate can be variable in a large range and the 
receiver should make use of such techniques to be 
able to recover the symbol rate used by the 
transmitter. Thus, the clock recovery circuit takes 
the form of a phase lock loop (PLL) using an 
acquisition-aiding technique, e.g., sweeping, which 
only operates during the out-of-Iock mode of the 
loop. Consequently, a reliable lock detector is 
needed to indicate whether the PLL is in the in-

156 

lock or in the out-of-Iock mode and to switch off 
or on, respectively, the acquisition-aiding 
technique. 

One can Imagme a lock detector for clock 
synchronizer based on the analysis of the received 
signal constellation. Assuming a noiseless ideal 
channel, it is known that the received signal, 
sampled at symbol rate, is always different from 
zero if the clock synchronizer is locked. Thus, by 
defining a window around the signal constellation 
origin, a lock detector can be obtained by counting 
the number of times the received signal point is 
within the window, and compare the obtained 
result to a predefined threshold. When the 
threshold is exceeded the clock synchronizer is 
considered unlocked, otherwise it is locked. In 
practice, the implementation of this detector is 
very simple, but its performance is very sensitive 
to signal-to-noise ratio (SNR) and channel 
distortion. 

In this paper we investigate two lock detectors 
which exploit the correlation property of the 
received signal. Both detectors are associated with 
the Gardner timing error detector (GA-TED) and 
are quasi-insensitive to SNR and channel 
distortion. The GA-TED has been introduced in 
[3]. It requires two samples per symbol period and 
its S-curve has a sinusoidal shape. The lock 
detectors presented in this study lead to S-curve 
whose shape is cosinusoidal in comparison to that 
of the GA-TED. Thus, when the GA-TED is 
operating at its stable equilibrium point, i.e., the 
clock synchronizer is locked, the lock detector 
produces its maximum average output. 
Conversely, when the clock synchronizer is 
unlocked, the timing error is an increasing (or 
decreasing) function of time and the lock detector 
average output is zero. Hence, the in-lock and out­
of-lock modes of the clock synchronizer can be 
easily distinguished by measuring the lock detector 
average output. 



The first lock detector we present requires two 
samples per symbol period which are located 
halfway between the samples needed by the GA­
TED and thus, four samples per symbol period are 
needed in total. We will show that its performance 
is completely independent of the shape of the 
received baseband pUlse. In other words, the 
optimal sampling instant given by the GA-TED is 
also optimal to the lock detector and leads at its 
output, to the maximum average signal. Hence, 
this lock detector is "matched" to the GA-TED. 

The second lock detector requires the same two 
samples per symbol, as needed by the GA-TED. It 
is not matched to the GA-TED, i.e., its 
performance depends on the channel distortion and 
the optimal instant given by the GA-TED does not 
correspond to the maximum of the lock detector 
S-curve. However, by means of analysis and 
computer simulations we will show that its 
performance degradation is negligibly small even 
for severe channel distortion, which makes it very 
attractive in practice. 

The paper is organized as follows. The basic 
principle of both lock detectors is described in the 
next section. In section III, we derive some of their 
characteristics. Practical implementation issues are 
discussed in section IV, and finally section V is 
dedicated for conclusions. 

II - BASIC PRINCIPLE 

Denoting by x(t) the received baseband complex 
signal, we can write: 

X( t ) = L ai g( t - iT + 't )+ n( t ), (1) 

where get) represents the channel impulse response 
including the pulse shaping of the transmit and 
receive filters, the ak's the data symbols, T the 
symbol period, 't the phase of the symbol clock, 
and nCt) the equivalent baseband noise. 

The GA-TED implementation requires two 
samples per T and its output signal at the decision 
instants kT +1, where 1 represents the estimated 
phase of the symbol clock delivered by the clock 
synchronizer, can be written as: 
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ek = Re[xk(x* 1 x' 1)] 
k+- k--

2 2 

(2) 

where Re(.) is the real part and Xl = x(fT + i). 

In what follows, we present two lock detectors 
which are associated with the GA-TED. The 
input-output relationship of Detector A is given 

::=Re[x 3(X*5-X*1)] (3) 
k+- k+-

4 4 

The analysis of (2) and (3) shows that Detector A 
requires two samples per symbol that are located 
halfway between the samples needed by the GA­
TED. Hence, four samples per T are needed in 
total and the receiver implementation requires an 
oversampling frequency of 4IT. 

The second lock detector (Detector B) requires 
the same two samples per T, as needed by the GA­
TED. Thus, an oversampling factor of 2, in 
comparison to the symbol rate, is sufficient to 
implement the system .. The output of detector B 
can be written as: 

(4) 

The principle of these lock detectors is based on 
the fact that the derivation of their S-curves, leads 
to a cosine waveform vs. timing error 't e = 't 1: , 
whereas the S-curve of the GA-TED has a 
sinusoidal shape. The lock detector system 
operates in parallel to the clock synchronizer 
which takes the form of a PLL incorporating the 
GA-TED. When the PLL is locked, the average of 
the GA-TED output is zero, and the lock detector 
average output is at its maximum. Whereas, when 
the PLL operates in the out-of-Iock mode, 'te 

varies continuously with time and the average of 
the lock detector output can be obtained by 
integrating its S-curve which leads to zero. 
Consequently, the block diagram of the lock 
detector system can be sketched as in Fig. 1. The 
output signal of the lock detector is first averaged. 
Next, a decision device compares the averaged 
signal to a positive threshold to discriminate the in­
lock and out-of-Iock modes of the PLL. 



Signal 

Samples Lock 

Detector Average Decision .., 

A or B 

Fig. 1: Block diagram of the lock detector system. 

III - DETECTOR CHARACTERISTICS 

A. S-curves derivation 

To analyze the performance of the lock detectors 
presented, we derive their S-curves and compare 
them to that of the GA-TED. The S-curve is 
obtained by computing the average of the detector 
output signal. 

Considering detector A, its S-curve is given by 
E(uk), where E(.) represents the expectation 
function. Using (3) we can write: 

Assuming uncorrelated data symbols with a 
variance (J~ and a white noise, applying (1) into 
(5) leads to 

E(uJ= (J~Re[~g('te-~ T-iT)g*('te-~ T-iT) 

-~ g ( t, -~ T - JT ) g' ( t, -! T JT) ] (6) 

where it can be noted that E(uk ) is independent of 
noise. 

Using Poisson's formula and assuming that G(f), 
which is the Fourier transform of get), vanishes 
outside the bandwidth [-1 / T, 1 / T] we can 
rewrite after a long derivation (avoided here for 
brevity): 

E(Uk) = 4 Iy 1 cos (21t i + e). (7) 

where Iy 1 and e are the magnitude and phase, 
respectively, of a complex term y given by: 

y = IYle j9 

= (J~ f+= G* (-f) G (l -f)sin1tfT.df (8) 
T -= T 
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Similarly, the derivation of the GA-TED S-curve 
leads to: 

(9) 

Thus, comparison of (7) and (9) shows that the 
lock Detector A has an S-curve identical to the S­
curve of the GA-TED shifted by a phase 1t /2. 
Therefore, when the S-curve of the GA-TED 
crosses zero, the S-curve of the lock Detector A 
reaches its maximum. In other words, when the 
clock synchronizer is locked, the GA-TED 
operates at its stable lock point which corresponds 
to E(Ek) = 0, given by: 

'to = - ~ e. 
e 21t 

(10) 

Hence, the average of the lock detector output is: 

(11 ) 

which corresponds to the maximum value. Note 
that this property is completely independent of the 
shape of get). Hence, Detector A is matched to the 
GA-TED. 

When the clock synchronizer operates in the out­
of-lock mode, 'te varies with time and the average 
of the lock detector output is obtained by 
averaging (7) versus 'te which leads to zero. 
Consequently, the two modes: in-lock and out-of­
lock of the synchronizer can be easily 
discriminated by comparing the average detector 
output of the lock detector to a threshold between 
zero and 41YI. 

The S-curve of Detector B can be obtained by 
averaging vk given by (4) 



Using (1) and the correlation property of data and 
noise lead to: 

E(v,) O;Re[~g«. iT)g·«.-iT) 

-~g «. -~ -JT) g' «. -~ -JT) ] (13) 

Finally, we obtain: 

(14) 

where \pl and e are the magnitude and phase, 
respectively, of the complex constant 

. 0'2 1+00 

• ( 1 ) P = IpleJ'lf = _a G (-I) G - - I dl 
T -00 T 

E(Vk) has its maximum at the timing phase: 

T 
- - '\If 

21t 

(15) 

(16) 

The analysis of (8), (10), (15) and (16) shows that 
unless G(f) has hermetian symmetry, Detector B 
produces its maximum average value at a timing 
phase which does not correspond to the stable 
equilibrium point of the GA-TED. Hence, 
Detector B is not matched to the GA-TED when 
the channel distortion distroys the hermetian 
symmetry of G(f). However, if we assume that 
't~ < is sma1l, the signal loss (in comparison to 
the maximum value) at the lock detector output 
for 'te 't~ (stable lock point) becomes negligible. 
This point is investigated in the next subsection. 

B. Effect of channel distortion 
In the previous subsection, we have shown that 
Detector A is matched to the GA-TED and its 
performance is completely independent of channel 
distortion. Here, we investigate the effect of 
channel distortion on Detector B which is not 
matched to the GA -TED when the hermetian 
symmetry of G(I) is distroyed. For this purpose, 
we consider a channel introducing one echo in 
addition to the direct path. Its impulse response is 
given by: 

g( t) = h( t) + ~ h (t - I:!.) (17) 
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where ~ is a complex coefficient, I:!. a delay, and 
h(t) the impulse response of a raised cosine 
Nyquist filter with a roll-off factor a.. 

We fix a. = 0.5 and I:! = 0.4 T and we compute 
'to - 't I for different values of Q. It appears that in e e P 

all cases, 't~ - 't~ == 0 and the signal loss at the 
output of Detector B is negligible. For example, 
with I~I = -5 dB and Arg(~) = 0.62832 rd we 
obtain: 

't~ = - 0.1259 xT 

and 

't! = - 0.1258 xT 

which lead to 't~ < = 10--4 X T. Considering a 
QPSK modulation, Fig. 2 shows the corresponding 
S-curves of the GA-TED and the lock detectors A 
and B. It can be seen that the S-curve of Detector 
B is very close to that of Detector A which 
matches the S-curve of the GA-TED. Note also, 
that the maximum amplitude of the S-curve of 
Detector B is greater than that of Detector A. 

0.6 

0.4 

__ (0) 

_ (1) 

... (2) 

~ 

:J .e. 0,2 
:J 
o 

~ / 
U ! 
~ 0.0 I 
'Q I 
II) i 
0' i 
e l '" -0.2 l i{ . 

-0.4 

; 
; 

./ 

/ 
/ 

-0.6 :",,,,,,.1,,,,,,,,.1,, ,,,,,,1,,·,,,,,,1,,.,,,,,.1,,,,,,,,.1,,,,,,,,.1,,, , 
-0.50-0.40-0.30-0.20-0.100.00 0.10 0.20 0.30 0.40 0.50 

Timing error (xT) 

Fig. 2: S-curves with I~I = - 5 dB 
(0): GA-TED 
(1): Lock Detector A 
(2): Lock Detector B. 

In conclusion, Detector B is to be preferred over 
Detector A in practice, because of its similar 
performance at a much lower complexity (two 
samples per symbol versus four samples per 
symbol). 



IV - PRACTICAL IMPLEMENTATION 

In the previous sections, we assume an ideal 
average operator E(.) at the lock detector output. 
But in practice, this operator is approximated 
using an estimator given by: 

1 k.N 

Zk =- LZi 
N i=(k-l)N 

(18) 

where Zi represents the lock detector output (Uj for 
Detector A and vi for Detector B), N the number 
of zi values used for one estimation of the average 
value and k a positive integer. Note that the 
estimator gives an output value each N x T period. 

The reliability of this estimator depends strongly 
upon the value chosen for N. Furthermore, it 
depends on noise variance (or SNR) and channel 
distortion. Thus, the performance of the lock 
detectors A and B becomes sensitive to noise and 
channel distortion. 

In addition, when the clock synchronizer is 
unlocked, the lock detectors performance depends 
on the value of the frequency offset Af between the 
symbol clocks used at the transmitter and receiver. 
For a given N value, large Af corresponds to a 
rapid evolution of 'te with time. Hence, the 

integration vs. 'te of the lock detector S-curve is 
well approximated using (18) and Zk "" 0 for any k. 
Inversely, small Af values lead to a slow evolution 
of 'te with time. Thus, only a small part of the S­
curve is integrated and Zk becomes variable with 
time and different from zero. 

In the rest of this section, we concentrate on the 
lock detector B and investigate its performance by 
means of computer simulations to analyze the 
effects of N, Af, SNR and channel distortion when 
using (18) to approximate the operator E(.). 

The effect of Af is first studied by considering an 
ideal noiseless channel with a QPSK modulation. 
In Fig. 3 the computed Zk values are shown vs. 
time. When the clock synchronizer is locked, 
'te == 0 and Zk corresponds to the maximum value 
of the lock detector S-curve which is theoretically 
E(uk) = 0.5. We remark that: 

(19) 
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where Bk is a noise caused by the estimation given 

in (18), with a variance 0
2

• 

• 0.4 
t:. 
o 
c 
C1' 
'iii 

::; 
.B- 0.2 
::l 
o 

20 40 60 80 100 
Time (xN.T) 

Fig. 3: Estimator output vs. time with N = 1000: 
Diamond points: unlocked with Af = Af1 

Triangular points: unlocked with Af = Af2 
Square points: locked. 

Considering the synchronizer in the out-of-Iock 
mode, two frequency offsets have been used in our 
simulations Ail = 5.7 I T and Ai2 == 8.10-} / T. 
The results in Fig. 3 show that in this case 
E(uk) = 0, and (19) still valid. Note that when the 
synchronizer is unlocked, 0

2 increases when Af 
decreases. However, in this example there is no 
difficulty to discriminate the in-lock and the out­
of-lock modes of the synchronizer. To highlight 
this point, we consider N = 100 in Fig. 4. It can be 
seen that the estimator noise variance increases 
tremendously when the synchronizer is unlocked 
for Af = Af2. Thus, it is no longer possible to 
discriminate the two modes of the synchronizer 
when Af is small. 

In order to evaluate the performance of the lock 
detector we compute the estimator noise variance 
0 2 when the synchronizer is locked and unlocked 
with Af = Afl (large frequency offset) and Af = Af2 
(small frequency offset). Table I gives the result 
for N = 100, 500 and 1000 considering an ideal 
noiseless Nyquist channel with a roll-off factor 
a = 0.5 and a QPSK modulation. In addition, we 
compute a normalized ratio 0/ A max ' where Amax 
represents the maximum amplitude of the S-curve. 
Also, ~max represents the ideal distance between 



Zk in the in-lock mode and out-of-lock mode of 
the synchronizer. Table I shows clearly that 
decreasing N increases 0'2 if the synchronizer is 
unlocked with small frequency offsets 

0.8 

tl 0.4 

o 
.:: 
0' 

'(i) 0.2 

o 20 40 60 
Time (xN.T) 

Fig. 4: Same as Fig. 3 with N .. 100. 

Nj Synchronizer 0'2 
mode 

1000 Locked 4.7 x 10-4 

Unlocked, tlfl 3.5 x 10-7 

Unlocked, tlf2 2.5 x 10-4 

500 • Locked 9.8 x 10-4 
I 

I Unlocked, tlf, 2.5 x 10-6 

Unlocked, tlf2 5.3 x 10-4 

100 Locked 5.6 x 10-3 

Unlocked, tlfj 4.8 x 10-5 

Unlocked, tlf2 0.11 

o 

80 100 

0'2/ tl
2 

max I 

1.9 X 10-3 

1.4 X 10-6 

1.0 X 10-3 

3.9 X 10-3 I 

1.0 X 10-5 I 
2.1 X 10-3 

i 

2.2 X 10-2 

1.9 X 10-4 

0.44 
I 

Table I: Performance of Detector B in the 
presence of a Nyquist noiseless channel. 

Table II gives the effect of noise. In this table the 
same channel is considered but the SNR = 7 dB. In 
Table III, in addition to the noise, we consider the 
effect of channel distortion and take get) as given 
in (17) and use the same parameters considered in 
subsection III-B. 
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I 
N! 0'2/tl2 

i Synchronizer 0'2 

I 
max 

mode 

1000 I Locked 9.7 x 10-4 3.9 X 10-3 

I 
7.6 X 10-5 3.0 X 10-4 

i Unlocked, tlfJ 

Unlocked, tlf2 7.3 x 10-4 2.9 X 10-3 

500 I Locked 2.1 x 10-3 8.4 X 10-3 

i 

1.8 X 10-4 7.2 X 10-4 
Unlocked, tlf1 

Unlocked, tlf2 1.5 x 10-3 6.0 X 10-3 

100 Locked 1.0 x 10-2 4.0 X 10-2 

I 
Unlocked, tlf1 1.0 x 10-3 4.0 X 10-3 

LI Unlocked, tlf2 0.12 0.48 

i 

I 
I 

Table II: Performance of Detector B with an ideal 
Nyquist channel and SNR = 7 dB. 

N Synchronizer 0'2 
I a2/tl2 

max 
mode 

i 

1000 Locked 7.7 x 10-4 4.4 x 10-3 

Unlocked, tlfl 8.0 x 10-5 4.6 X 10-4 

Unlocked, tlf2 5.8 x 10-4 3.3 X 10-3 

500 Locked 1.4 x 10-3 8.1 X 10-3 

Unlocked, tlfJ 
1.7 x 10-4 9.8 X 10-4 

Unlocked, tlf2 1.1 x 10-3 6.3 x 10-3 

100 Locked 7.0 x 10-3 4.0 X 10-2 I 

Unlocked, tlf1 9.8 x 10-4 5.6 x 10-3 

Unlocked, tlf2 6.4 x 10-2 0.37 

Table III: Performance of Detector B with 
channel distortion and SNR = 7 dB. 

The results show that noise and channel distortion 
do not seem to have significant influence on the 
lock detector performance. However, a particular 
care must be taken when dimensioning the value of 
N, to avoid the degradation caused by the effect of 
small frequency offsets when the synchronizer is 
unlocked. 



v ~ CONCLUSIONS 

Two lock detectors associated with the GA-TED 
have been described in this paper. Detector A 
requires an oversampling frequency of 4fT at the 
receiver, but its performance is independent of the 
shape of the channel impulse response and thus it 
matches to the GA-TED. Detector B uses the 
same signal samples needed for the GA-TED, i.e., 
the required oversampling frequency is 2/T, but it 
does not match to the GA-TED. However, we 
have shown by means of computer simulations 
study that Detector B is quasi-independent of 
channel distortion. 

In addition, we have discussed some of the 
implementation issues and studied the effect of 
SNR, channel distortion and frequency offset 
between the symbol clocks used at the transmitter 
and receiver. 
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Abstract - In this contribution we investigate 
the jitter accumulation in a long chain of 
identical regenerators that perform timing 
recovery by means of a nonlinearity, followed 
by either a PLL or a bandpass filter for 
extracting the spectral line at the symbol rate. 
Assuming jitter peaking, we derive a simple 
inequality in terms of the jitter transfer 
function that determines whether the random 
jitter or the systematic jitter accumulates 
faster. From this inequality, we show that a 
second-order PLL yields systematic jitter that 
accumulates faster than random jitter, whereas 
the opposite holds for a symmetrical bandpass 
filter with second-order equivalent low pass 
transfer function. 

I. INTRODUCTION 

For transmitting digital information over very 
long distances (e.g. a transoceanic fiber optical 
link), a cascade of regenerators is often used. Each 
regenerator detects the digital information 
transmitted by its upstream regenerator, and sends 
the detected information to its downstream 
regenerator. The regenerator's symbol clock 

needed for the detection and transmission of the 
digital information is recovered from the signal 
received by the considered regenerator. 

In many cases, timing extraction involves 
passing the received signal through a nonlinearity, 
in order to generate a sinusoidal component at the 
symbol rate. This sinusoidal component at the 
output of the nonlinearity is extracted by a 
narrowband bandpass fIlter tuned to the symbol 
rate, or by a phase-locked loop. Because of 
additive noise and the randomness of the data 
(self-noise), the symbol clock derived from the 
extracted sinusoid is affected by jitter [1]. The 
jitter components caused by additive noise and 
self-noise are called random jitter and systematic 
jitter, respectively. 

When the jitter transfer function (to be dicussed 
in section II) exhibits peaking, both the random 
and the systematic jitter accumulate exponentially 
along the regenerator chain. Some authors find 
that systematic jitter accumulates faster than 
random jitter [2], while others have observed the 
opposite phenomenon [3]. 

In this contribution we investigate the 
accumulation of the random and the systematic 
jitter. We derive a very simple condition, involving 
the magnitude and the phase of the jitter transfer 

• This work has been supported by the European Human Capital and Mobility Project No. CHRX-CT93-040S . 
•• This author is supported by the Belgian National Fund for Scientific Research (NFWO). 
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function, which determines which type of jitter 
accumulates faster. Our main conclusion is that 
random jitter accumulates faster than systematic 
jitter when timing extraction is performed by 
means of a typical bandpass fIlter, and the opposite 
occurs when a typical PLL is used for timing 
extraction. 

II. JrITER ANALYSIS 

The jitter in a chain of identical regenerators is 
investigated by means of the Chapman model, 
shown in Fig.I. In this model, 9t(t) denotes the 
jitter at the output of the k-th regenerator, 
measured with respect to a jitter-free clock. The 
noise terms I%(t) can be decomposed into a 
random component nr,k(t) caused by additive noise, 
and a systematic component ns,k(t) caused by self­
noise. The random components nr.lc( t) are 
uncorrelated, and have a constant power spectral 
density Sr. The systematic components are 
identical (ns,k(t) = ns(t» because each regenerator 
transmits the same data sequence, and have a 
constant power spectral density Ss. The quantity 
H(f) is the jitter transfer function of the 
regenerator. In the case of timing extraction by 
means of a PLL, H(f) equals the closed loop 
transfer function of the PLL. In the case of timing 
extraction by means of a symmetrical bandpass 
ftlter, H(f) equals HE(f)IHE(O), where HE(f) is the 
transfer function of the equivalent lowpass ftlter. In 
both cases (PLL or bandpass fIlter), H(O)=1. 

We restrict ourselves to the following type of 
jitter. The jitter 9t(t) is the jitter at the output of 
the k-th regenerator, measured with respect to a 
jitter-free clock. This jitter has a random and a 
systematic component. The variances of these 
components at the output of the k-th regenerator 
are denoted by CJ;,,(k),CJ;.s(k) where the subscript 

t refers to jitter, while the subscripts r and s refer 
to the random and the systematic component of 
the jitter. 

From Fig.1, it can be derived that 

CJ2 (N) 1" 
t.j =-JT ·(f,N) d+-

CJ2.(I) B t,} 'rI t., n 0 

(1) 

where j=r or j=s, Bn is the noise bandwidth of the 
jitter transfer function, Le. 

.. 
Bn = JIH(f)12 dl (2) 

o 

and ([2]-[6]) 

T (f N) = IH(/)12IH(f)11N -1 
t.r ' IH(ft -1 

(3) 

T (I N)=IH(/)11IHN(f)-1\2 
t,s , \H(f) _ ~2 (4) 

We will investigate the jitter accumulation in 
the case of a jitter transfer function given by 

H - 1+2ja~(1 / 10) 
(f)-1+2j~(f / 10)-(1 / J,J2 

(5) 

where fa and ~ denote the natural frequency and 
the damping factor. For (1=0, H(f) is the jitter 
transfer function corresponding to a second-order 
symmetric bandpass ftlter. For (1=1, H(f) is the 
jitter transfer function corresponding to a second­
orderPLL. 

When IH(fm)12 = max IH(f)12 exceeds one, jitter 
peaking occurs. In this case, the variances of the 
considered jitter components will increase 
exponentially with N, because the frequency 
components near f=Em are amplified by each 
regenerator in the cascade. For (1=0 and a=1, jitter 
peaking occurs for ~ ~ .fi/2 and irrespective of 
~, respectively. The amount of jitter peaking in dB 
is expressed as 20 log IH(fm)1. 

In the case of jitter peaking and a large number 
N of regenerators, the integral in (1) is dominated 
by the contribution from the integrand near 
f=Em.Using a similar approach as in [5], the 
following approximations are obtained near f=fm : 

(6) 
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(7) 

where 

(8) 

This yields [5], [6] 

From the above, it follows that for large N, the 
dependence on N is the same for all considered 
jitter variances : the jitter variances are 

proportional to IH(fm)12N /.JFi . It is the constant of 
proportionality that determines whether the 
increase of the random jitter is larger than the 
increase of the systematic jitter. From (9)-(10), we 
obtain for large N : 

Hence, when the ratio R, given by 

R _IH(fm) _112 

-IH(fm~2 -1 

(11) 

(12) 

is larger (smaller) than one, it is the random (the 
systematic) jitter that exhibits the larger increase, 
both for the jitter and the alignment jitter. 

The condition R> 1 is easily shown to be 
equivalent with 

where ",Cf) is the phase of the jitter transfer 
function H(f). 
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The condition (13) can be interpreted in the 
following way. The random jitter at the N-th 
regenerator consists of contributions caused by 
llr;k(t) for k=l •... ,N; these contributions are 
uncorrelated. The systematic jitter at the N-th 
regenerator consists of contributions caused by 
ns,k(t) for k=l,,"_.,N; the contributions from ns,l.:(t) 
and IlsJ(t) ..are corre1ated; Jheir correlation 
coefficient evaluated at the jitter peaking frequency 
is cos«k-l}'lf(fm». Hence, when ",(fm) is 
sufficiently small, the systematic contributions are 
essentially in-phase : most of the correlation 
coefficients are large, so that the sum of the 
correlated contributions (Le. the systematic jitter) 
yields a larger variance than the sum of the 
uncorrelated contributions (i.e. the random jitter). 
On the other hand, when ",(fm) is sufficiently large, 
many of the correlations cos«k-l)",(fm» are 
negative, because the systematic contributions are 
not well aligned in phase; consequently, the sum of 
the correlated contributions (Le. the systematic 
jitter) yields a smaller variance than the sum of the 
uncorrelated terms (Le. the random jitter). 

In the case of timing extraction by means of a 
second-order PLL, the ratio R is given by 

(14) 

where 

(15) 

It is easily verified that R<l for 0<~<1, which 
indicates that systematic jitter accumulates faster 
than random jitter, "irrespective m the amount of 
peaking. 

When timing -extraction is performed by means 
of a symmetrical second-order bandpass fIlter, the 
ratio R is given by 

(16) 

provided that ~2<l/2 (no peaking occurs for 
~2>l/2). We observe that R>1 for O<~2<1/2, so 
that random jitter accumulates faster than 
systematic jitter. 



m.RESULTS 

In Fig.2, the ratio R is shown as a function of 
the jitter peaking, for timing extraction by means 
of a bandpass filter ( i.e. a.=0 in (7) ) and by means 
of a PLL ( i.e. a.=1 in (7) ). We observe that R>1 
when a bandpass filter is used, and R<1 when a 
PLL is used. Hence, for a long chain of 
regenerators, the random jitter exhibits a larger 
(smaller) increase than the systematic jitter. when 
timing extraction is performed by means of a 
bandpass filter (by means of a PLL). This is 
confirmed by Figs. 3 and 4, which compare the 
increase of the random and systematic components 
of the jitter, for both the bandpass filter and the 
PLL timing extraction. Figs. 3 and 4 show the 
correct results (1) obtained by numerical 
integration along with the asymptotic (large N) 
results (9)-(10). In the case of a large amount of 
jitter peaking and a large number N of 
regenerators in the considered chain, the correct 
and asymptotic results match quite well; this 
indicates that the ratio of random to systematic 
jitter accumulation is close to the ratio R, given by 
(12) and shown in Fig.2. Note that for a jitter 
peaking of about 0.15 dB, the random jitter 
accumulation is about 10 dB larger (smaller) than 
the systematic jitter accumulation when timing 
extraction is performed by means of the bandpass 
filter (by means of the PLL). 

IV. CONCLUSIONS 

In this paper we have shown that, in the case of 
jitter peaking and a large number of regenerators, 
the increase of the random components of the jitter 
and the alignment jitter is larger (smaller) than the 
increase of the systematic components of the jitter 
and the alignment jitter, provided that the real part 
of the jitter transfer function (evaluated at the 
frequency where the peaking occurs) is smaller 
(larger) than one. 

When timing extraction is performed by means 
of a symmetrical second-order bandpass fIlter, the 
above condition indicates that random jitter 
accumulates faster than systematic jitter (as 
observed in [3] ). On the other hand, when a PLL 
is used for timing extraction, the above condition 
indicates that systematic jitter accumulates faster 
than random jitter ( as observed in [2] ). 
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ABSTRACT 

There is a growing use of Trellis Coded 
Modulations for systems in which a gain in terms of 
power or bandwidth is required. The receiver has two 
major functions : carrier and symbol synchronisation 
and decoding/demodulation. This paper deals with 
the synchronisation part of an all digital 
demodulator, with input signals being telemetry data 
received from observation satellites or microsatellites. 
This study has been performed under CNES/DGA 
funding [CNE-94]. 

1 INTRODUCTION 

With the growing interest in Earth Observation, 
the X band (8.025 to 8.4 GHz), allocated to payload 
telemetry for this service, is becoming more and 
more crowded. The use of quasi-polar circular Low 
Earth Orbit satellites, of higher precision instruments 
(and the coupling between them: optical with radar 
for instance) increases the overall data rate to several 
hundreds of megabits per second. Moreover, the 
transmission scheme used for telemetry must also 
comply with the maximum authorized power flux 
density on earth for those bands. So, there is a need 
for high overall spectral efficiency. 

In the same way, micro or small satelIites need 
high power efficient modulations for their telemetry 
even if the rates are under the megabits per second. 
As the S telemetry band (2.208 to 2.29 GHz) is also 
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becoming crowded, there is again a need for high 
spectral efficiency with good BER performances. 

In both cases, the use of Trellis Coded 
Modulations (TCM) allows the achievement of high 
spectral efficiency: 
- X Band : the system specifications ( 10-6 BER at 
Eb/No=lOdB , spectral efficiency 50% higher than 
the one of QPSK) leads to the use of ] 6-ary 
modulation. A 4* 16PSK TCM has been selected 
bacause of the non-linearity of the satellite channeL 

S band : A 4*8PSK TCM has been selected to 
comply with system specifications (spectral 
efficiency of QPSK, 10-5 BER at EbINo=6dB). 

Moreover, both MCT have to be rotationally 
invariant. 

The paper will be restricted to the synchronisation 
aspects of the demodulator. 

Main specifications are the following: 
* modulation: 16PSK (X band), 8PSK (S band) 
* maximum frequency deviation : 0.24% Rs (X 
band). 20% Rs (S band) where Rs is the symbol rate. 
* maximum frequency ramp: -10-4 Rs/s (S band), 
-7 10-3 Rs/s (S band) 
* cycle slipping rate (CSR):::;; 10-7 (X band), ::;; 10-
6 (S band).This very tight specification is due to the 
use of rotationally invariant TCM (each cyc1e slip 
generates about 2 errors) 

The main differences with former studies are the 
following: 

large amount of frequency deviation (up to 20 % 
of the symbol rate for S-band) 



-low EbINo 
- use of higher order modulations (M=8 or 16, most 
of the former results being for M=4). 

2 RECEIVER ARCHITECTURE : 

21 General: 

The functions to be implemented are the 
following: 

- baseband conversion and generation of in-phase 
(I) and in-quadrature (Q) channels : In an analog 
receiver, this function is linked to the phase recovery 
In a digital receiver, it is a specific circuitry called 
DAF ( Digital Anti-aliasing Filter). 

- carrier phase recovery : this is the main 
difficulty because of the very low specified CSR. 
Feedforward structures cannot be used because their 
noise bandwidth is much larger than those of 
feedback structures. A PLL is necessary. 

carrier frequency recovery : 
* 16PSK: With a specified frequency deviation 

equal to 0.24 % Rs, it is not worth implementing a 
specific circuitry for frequency correction. This 
function is performed by the PLL. 

* 8PSK : a digital PLL cannot recover a 
frequency deviation of 20% Rs. A specific circuitry 
is necessary. In a noiseless environment, a frequency 
estimator can cope with a frequency deviation up to 
6.25% Rs for 8PSK. Our specifications (20% Rs 
frequency deviation, low EbINo) leads to the use of a 
feedback structure. 

- symbol timing recovery: This function is not 
critical, as very robust timing recovery schemes are 
available. Both feedforward and feedback structures 
can be used. The main advantage of feedforward 
structure ( no acquisition time) is not important 
because of the use of a PLL for phase recovery : the 
ac~ui.sition time {)fthe timing 100pis negligible wrt 
the acquisition time of the PLL. 

2 2 Architectures: 

-* 16PSK : 

The architecture is shown in figure 2-1. It has the 
main characteristics of a digital receiver with small 
frequency deviation wrt the symbol rate: 
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first stage is downconversion and I1Q channels 
generation (DAF) 

matched filtering is performed before 
frequency/phase correction ( small frequency 
deviation). 

- timing recovery is performed prior to phase 
recovery 

* 8PSK: 

The architecture is shown in figure 2-2. The 
differences with the 16PSK case comes from the 
specified frequency deviation: 

- matched filtering is performed after frequency 
correction. 

- frequency/phase loops switching : as will be 
pointed out later, the frequency loop has to be 
desactivated before the phase loop starts because 
frequency variation generated by the frequency loop 
would drive the PLL out of lock. 

- matched filtering is performed after phase 
correction because the PLL performs frequency 
tracking (necessary because of the specified 
frequency ramp) when the frequency loop is 
switched off. 

3 DAF AND SYNCHRONISATION 
ALGORITHMS: 

3 1 Digital Antialiasing Filter : 

* 16PSK : 

The input signal, centered at FI=B, is sampled at 
Fe=4 B, where B -is 1he bandwidthoccupieu. by the 
signal. The signal is then frequency translated by -Fl, 
filtered by a half-band filter HpB and downsampled 
by a factor 2 (figure below). 

S:J __ -I 
Fe=4FI 

-Ft 

Implementation is very simple because: 
frequency translation by -F! is a simple 

multiplication by (_j)n 
half of the filter coefficients are equal to zero 

(property of half-band filters). 



- the half-band filter is polyphased in two paths : 
one is a simple delay, the other is a filter HI with the 
odd coefficients of HpB . 

The resulting architecture is given hereafter: 

+/-1 

Fe=4 FI 

+/-1 

* 8PSK: 

Two possibilities have been investigated: 
- classical DAF (as for 16PSK case) 
- a simplified DAF, described hereafter. 
When a frequency loop is necessary, it can be 

seen that frequency correction can be used to 
perform downconversion, further filtering being 
performed by the matched filter. 

In this scheme, the input signal centered at FI=BI2 
is sampled at Fe = 2B. Then, it is frequency 
translated by -FI ( which is a simple mUltiplication 
by (_j)n). Fine downconversion is performed by the 
frequency loop, I and Q channels are generated at 
the matched filter output. 

S(~ 

Fe=4 Fi 

-FI I .. 

matched f=¥ 
filter 

.. 
frequency correction 

The classical DAF has been selected because it 
allows the use of IF filters with broader transition 
bandwidths. 

32 Carrier frequency recovery (8PSK): 

Numerous detectors are available in the 
litterature. In [MOE-94], it is shown that they are all 
related to the detector derived from the Maximum 
Likelihood (ML) criterion [GAR-90] ( called ML 
detector in the following). 

The ML detector output is: 
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e(k)=Im{x(to+kT)y*(to+kT) } 

where: 
-to is the timing error, 

-T the symbol period 
-x(t) the matched filter (g(t» output 
-yet) the frequency matched filter (gf(t» output. 

gf(t) is given by : gf(t)= -2j1t t g( -t). 

An extra filter is necessary, which leads to an 
increased complexity. 

A simplified algorithm ( called SML in the 
following) which does not require an extra filter has 
been proposed in [KAR-92], The frequency 
matched filter is approximated by a filter with 
impulse response: gs(t) = -j sgn(t) g(-t), Its output is 
easily derived from the matched filter output. 
Frequency responses of gs(t), gr(t) and get) and 

given hereafter (with Rs=0.25 Hz). 
It can be noticed than gs(t) is less selective than 

gr(t). 
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Another problem is relative to the dependence on 
timing error. The slope at the origin for the ML 
detector is given by : 

A(to)oo~os2(n;O ) 
where a is the rolloff. 
With 1 sample/symbol, all the loop parameters are 

timing-dependent. It can be easily shown that 2 
samples/symbol are sufficient to get a timing­
independent frequency loop. 

Two types of loops can be defined: 
- timing independent "asynchronous" loops with 2 

samples/symbol 



timing dependent "synchronous" loops with 1 
sample/symbol 

The synchronous loops leads to lower variance 
Andhas.been~. 

Next step is the detector selection. The following 
table gives the frequency error standard deviation for 
both detectors at Es/NO=lO dB. Bl is the loop 
bandwidth. 

ML detector SML detector 

BIT=O.OOOI 0.23 % Rs 0.3 % Rs 

BIT=O.OOI 0.55 % Rs 0.6 % Rs 

BlT=O.Ol 1.7 % Rs 2.8 % Rs 

For Es/No=lO dB, performances are similar. The 
SML detector is selected because of its lower 
complexity. 

The loop bandwidth value Bl results from a trade­
off between acquisition time and steady state jitter. 
Loop bandwitdh switching between acquisition and 
tracking is necessary to reduce acquisition time. 

3·3 Carrier phase recovery: 

The use of a feedback structure is mandatory 
because of the specified cycle slipping rate. It is 
important to note that the frequency loop has to be 
switched off before the phase loop starts : in effect, 
the frequency variation generated by the frequency 
loop would drive the PLL out of lock. 

Various algorithms for MPSK are available 
[MOE-~4-2], [GAR-88]. 

* detector selection for MPSK (M=8 or 16): 

Two detectors have been studied: 

- detector derived from the ML criterion: 

with p(k)=p(k)exp{j'l'(k)} the matched filter 
output at time kT. 

- Viterbi et Viterbi [VIT-83] (or NDAVVFB) 
algorithm: 
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f L Im(Y(k»)} 
<P=~Arctan\ t Re(~k» 

y(k)=I{p(n)]exp[jM'I'(n)], where pen) and v(n) 

are respectively the modulus and the phase of pen) 
and F[p(n)] is a non-linear function (pm) . The 
optimum value of m depends on the SNR. 

Both detectors have similar performances in terms 
of variance and leads to hardware complexity of the 
same order. 

* Acquisition time : 

* 8PSK : Initial frequency deviation is given by 
the frequency standard deviation (0.3% Rs) in the 
frequency loop. Bandwidth switching is necessary to 
achieve an acceptable acquisition time. It should be 
noted that acquisition fails with too large bandwidths 
because of the low Es/NO. 

* 16PSK : Initial frequency deviation is equal to 
0.24%Rs. Same remarks for 8PSK apply. 

* Cycle slipping rate (CSR) : 

This parameter is very important when 
rotationally invariant MeT are used. An upper 
bound is given in [JON-93]: 

CSR:exp{- _2_} 
M2cr~ 

where cr~ is the PLL closed loop variance. 

With BlT=0.5 %, the cycle slipping rate is below 
the specified values for both 8PSK and 16PSK. 

3 4 Timing recovery: 

This function IS the less critIcal one. 

Two possibilities have been investigated: 
feedforward structures, based on the use of a 

estimator (such as [OER-88]). The main advantage 
of this structure is that there is no acquisition time. 

- feedback structure : a carrier independant 
detector is necessary. The classical Gardner detector 
[GAR-86] with 2 samples per symbol has been 
considered. Correction is performed by interpolating 



the matched filter output ( this function is efficiently 
implemented by polyphasing the matched filter). 

Acquisition time of the timing loop is not critical. 
It is in fact negligible compared to the acquisition 
time of the PLL. Moreover, we have checked by 
exhaustive simulation that, in the case of 8PSK, 
timing and frequency loops have a correct behaviour 
during the acquisition time. 

So, a feedback structure based on the Gardner 
detector has been selected. 

4 RESULTING ARCHITECTURES AND 
PERFORMANCES: 

This paragraph sums up the results of the 
previous ones. 

- 8PSK (figure 4-1): 
'" Frequency/phase correction is performed 

before the matched filter 
'" frequency loop : 

detector : SML 
- loop bandwidth (acquisition): 10-3 Rs 
- acquisition time : 6000 symbols 
- loop bandwidth (tracking): 10-4 Rs 
- frequency jitter at EslNo=lOdB: 0.3% Rs 
'" phase locked loop: 
- Viterbi detector 

loop bandwidth (acquisition): 4 10-2 Rs 
acquisition time : tens of thousands of symbols 

- loop bandwidth (tracking): 5 10-3 Rs 
- phase jitter at EslNo=1O dB : 2.50 

- CSR: 210-7 

* timing recovery: 
- Gardner loop 

- 16PSK (figure 4-2): 
'" phase correction is performed after the matched 

filter 
* phase locked loop: 

Viterbi detector 
noise bandwidth: 10-2 Rs(acquisition), 5 10-3 

Rs (tracking) 
acquisition time: tens of thousands of symbols 
phase jitter at Es1N0=16 dB : 0.80 

- CSR : 2 10-17 

'" timing recovery: 
- Gardner loop 
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5 CONCLUSION 

A all-digital demodulator for rotationally 
invariant TCM based on 8PSK and 16PSK has been 
proposed. The major difficulty is relative to the use 
of a PLL, necessary to comply with the specified 
CSR. 
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In the DPOLSK transmission system the 
state of polarisation (SOP) of the 
lightwave is the information carrying 
parameter. The receiver calculates the 
Stokes parameters of the incomming 
lightwave, which completely characterize 
the SOP. Exact expressions for the pdfs 
of the relevant parameters are derived 
implicitely. Explicit evaluation of those 
expressions is quite cumbersome and gi­
ves little insight in the analysis process. 
It is shown that for SNR's which are not 
too small, all relevant variables may well 
be approximated by gaussian distributi­
ons. It is shown how the non-linear ope­
rations in the receiver change the signal 
and noise spectra, in this way enabling to 
study the influence of phase noise on the 
performance of the receiver as well. The 
results of the analysis show that descri­
bing the pdfs by gaussian distributions 
approximates the BER's within tens of a 
dB compared with the exact analysis. Our 
method is much less involved and gains 
more insight in the signal and noise pro­
cessing. 

The DPOLSK receiver 

The DPOLSK receiver is outlined in fig 
1. The received optical signal is split in 
the polarization beam splitter into two 
orthogonal polarized signals. The local 
laser signal is split likewise into two or­
thogonal polarized components, which are 
added to the corresponding polarized in­
put signal components. 
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Fig. I. The DPOLSK receiver 

These optical signals are then converted 
to two electrical signals in the photodio­
des. The signals from the photodiodes are 
filtered by two IF filters. 
The infonnation is differentally encoded 
by flipping the polarization of the trans­
mitted signal. The state of polarisation at 
the receiver is random because of the 
transmission through the fiber. Whatever 
the change in polarisation caused by the 
fiber, the polarisation states of the recei­
ved signal will correspond with two anti­
podal points on the Poincare sphere.[l] 
These points can be found by computing 
the Stokes parameters of the received 
signaL 

The relevant Stokes parameters are: 
(x and y denoting the IF signals) 
SI : x.y 
S2: x.H {y} ; H {y} denoting the 

Hilbert transfonn of the signal y. 
S3: x2 _y2 



S1, S2 and S3 are the x, y and z coordi­
nates respectively of a point S on the 
Poincare sphere. 
To recover the information sent, we must 
take the product of consecutively compu­
ted Stokes parameters and evaluate the 
sum of these products. 

Analysis 

To determine the Stokes parameters we 
process the signals from the fotodiodes in 
three subsystems: 
Box 1: multiply 
Box 2: multiply 
Box 3: square-and-difference 

These three signal are lowpass filtered 
and then fed to the de1ay-and-multiply 
boxes. 
The output signals are added and after 
lowpass filtering fed to a comparator 
where the decision 0 or I is made. 

The analysis is straightforward if the sig­
nals in the receiver are all modelled as 
Gaussian processes. 

We shall discuss the actuall distributions 
and compare them with gaussian distribu­
tions. 

Without loss of generality, we will assu­
me that the received signal is linearily 
polarised and all the power is in the x­
branch. [2] 
This implies that the signal in the x­
branch has mean: /Ax and the y-branch has 
mean :zero. 

Our second assumption is that the IF sig­
nals x and y are gaussian distributed, 
which is valid if the power of the local 
oscillator is large enough.[3] 
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Since we want to study the high SNR 
case, we assume that,uz >ux .The signals 
x and y are gaussian distributed and un­
correlated . 

The power spectral density of x and y in 
the passband of the IF filter is given by 

1 
Sxx (f) =Syy (f) =eRB Nl P L 

The bandwidth BN of the IF filter equals 
Iff with T equal to the symbol time. 
R is the responsivity of the photodiodes, 
PL is the local laser power. 
From this it follows ; 

Box 1: multiply 

z=x.y; 
x and y are gaussian and independent 



Now the autocorrelation of z is given by 

R.u(7') = 
E{x(t )x(t +7')y(1 )Y(1 +7')} 

Since x and y are independent it follows: 

R.u(7') 
E{x(t )x(t +7') }E{y(t )y(t +7')} 

Rzz ( 7') =~ ( 7') , ~ ( 7') 
~ (7') =( elX (7') +/L;) , ~ (7') 

while lext (7') 1<0; 
and assuming /L; >0; 

The exact pdf of z is given by: 

Wl'th 2 2 2 o =Ox=Oy 

·15-
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which will be approximated by a gaussian 
pdf 

Since we are interested in the tail of the 
pdf we will compare the distributions, 
In fig 2 the exact distribution of z and 
the gaussian approximation are shown. 
At high SNR the approximation is good. 

pdf(Z) !Lx ;10 pdf(Z) !Lx =20 _ 

N(O.ifJO) N(O . .;oO) 

16 )8 19 20 21 U 

Fig. 2. Comparison of distributions 

Interesting is that in the high SNR case 
the term 

~. Syy (f) 

is dominant, so the spectrum of z is the 
same as the spectrum of y, 
there is no doubling of the input spec­
trum. 

lO*logJO(z) 



Box 2: multiply 

z=x.H{y}; 
x and y are gaussian and independent 

analysing as in box 1 we find essentially 
the same result as for box 1: 

The exact pdf of z is given by: 

which will be approximated by a gaussian 
pdf 

Box 3~ -square and difference 

z=x..x-y~y 

x and y gaussian distributed and indepen­
dent 

Now the autocorrelation of z is given by 

~(T) = 

E{x(t )x(t )x(t +T)X(t +T)} 
E{y (t ) Y (t ) y (t +1') Y (t +1') } 
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We know that for gaussian processes with 
zero mean: 

E{X 1XzX3X4}= 
E{x 1x 2 }· E{X 3X4 }+ 
E{.llX 3 }· E{X 2X 4 }+ 
E{x IX 4}' E{x zX 3} 

with J1:x unequal to zero we find: 

with J-l; >a; it follows 

')) 4 
~z( 1') c;;Cu.-{ 1') +4jL;. CAd (1') +J-lx 

"} 

J-l: =J-l; 
, 'J ') 

a;=4J-l;. a; 

The exact pdf of z is given by: 

1 ~.,:) c-f : (z ) . e - . I o(J-lx . yZ ) 

Which will be approximated by a gaussi­
an pdf 

In fig 3 the exact distribution and the 
gaussian approximation are shown. At 
high SNR the .appmximarion is good. 



·10 

log (l-F.(Z)) 
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-4., 

-6-

·8, 
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·16 c 

·18~ 

log (F.(Z») 

12 

,Z(2.IOO) 
\, 
." 
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N(lU0,4{)Q) 

(2.100) 

14 16 

Fig. 3. Comparison of distributions 

Baseband filter 

Nt400,1 bOO) 

28 29 

18 20 22 

The basebandfilter is a 10wpassfIlter with 
bandwidth 1/2T with T equal to the sym­
bol time. 

-1 1 1:4, (f) =1; 2T<f < 2T 
1:4, (f) :0; elsewhere 

We observe that the bandwidth of this 
filter is half the width of the spectrum of 
the dominant signal coming from the 
square-and-difference box. 
The power spectral density of this signal 
is flat, so the variance of the output sig­
nal is half the variance of the incoming 
signal. 

,Z (1.400) 

30 

24 
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Multiply by 2 box. 

The output has double the mean and 4 
times the variance of the input. 

Delay and multiply box. 
z(t)=x(t).x(t-T) ; T = symboltime 

Now the autocorrelation of z is given by : 

~ ('r) 
E {x ( t ) x (t -T) x (t +7) X (t +7 - T) } 

with eX\: ( 7) =0 and 

J.l; >u; it follows 

while if Px=O then 

The exact pdf of z is given by 



which will be approximated by a gaussian 
pdf : 

if JLx =0 then fA z) =N( 0, 40:). 
otherwise f z ( Z ) =N( JL;, 4 JL;. 0;) 

Predetection filter 

The predetectionfilter is a lowpass filter 
with bandwith 1/2T with T equal to the 
symbol time. 

-1 1 
~f(f) =1; 2T<f <2T 
~ (1) =0; elsewhere 

The input signal from the square and dif­
ference box is dominant. The spectrum of 
this signal is confined to the same band­
width as the predection filter, so this fil­
ter does not change the variance of this 
signal. 

Results 

Inspecting the signals coming out of the 
predection fIlter we observe that the sig­
nal coming from the square;..and- differen­
ce box is dominant. We find that the out­
put of the predection filter has: 

To compute the BER we must evaluate 

Q (!f:- )=Q ( JL; ]=Q (:~ ) 
PI 2. JLx' Ox x 

with Px originating from the signal power. 
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In fig 4 this result and the original result 
found by Benedetto[2] are shown. 

BER 

10-8 : ...................... . 

i 
I 

10-5 

10-10: 

-11 10 _ ....... _ ... _--
12 I~ 16 18 20.sNli 22 

Fig. 4. Comparison of BER vs. 8NR (dB) 

Conclusion 

Comparing the results obtained by Bene­
detto and from this analysis we conclude 
that the Gaussian approximation gives 
satisfying results. 
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Abstract 
We present simulation results for the computation 
of the bit-error-rate in optical communication 
systems. The methods we use to solve this 
problem are the gaussian approximation and the 
Gram-Charlier series expansion. 

1. Introduction 
Bit-error-rate computation in optical fibre links is 
a difficult task because the quantum nature of the 
light has to be taken into account. This property 
introduces a fundamental noise called quantum 
noise [1] and is responsible of the fact that all the 
noise parameters (mean, variance, statistical 
distributions, ... ) are correlated to the optical 
digital signal transmitted along the fibre which, in 
tum, leads to very evolved computational effort. 
In order to compute the bit-error-rate, several 
techniques exist and we use the gaussian 
approximation [2] to have a quick answer and the 
Gram-Charlier series expansion [3] to compute 
with more accuracy. The mathematical theory is 
also generalised to the case of multilevel optical 
communication systems [4]. • 
The first method is very simple and can be used to 
obtain analytical expressions or rapid numerical 
solutions which allow us to quickly study the 
influence of the link parameters. Of course this 
gaussian approximation neglects some 
fundamental properties of the link and its accuracy 
strongly depends on the validity of the 
assumptions used to compute the bit-error-rate. 
The second method is an efficient and rapid 
numerical way to compute the bit-error-rate in an 
optical fibre link and can take into account a lot of 
parameters such as the quantum noise, the receiver 
noises, the fibre dispersion and attenuation, ... The 

idea is to multiply the gaussian distributions by 
appropriate correction polynomial functions whose 
coefficients are easily computed from the link 
parameters. This method is well suited to study the 
effects of optical noises (modal noise [5], partition 
noise [6], chirping noise [7], ... ) on the link 
performances. 

2. Modelling 
Figure 1 shows a typical optical receiver which is 
composed of an optical to electrical DIE converter 
(PIN or APD) followed by appropriate 
equalisation and amplification circuits. 
The incident power pet) is converted into the 
electrical signal vet) and the receiver noises net) 
simply add to vet) to form the signal v'(t) from 
which clock is recovered and decision is taken to 
regenerate the emitted signal. 

~ P(t)1 OlE H JJ H c> :~t) + vet) 
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Figure 1: typical digital optical receiver scheme 

The incident power pet) has the expression: 

+00 
pet) = I apr(t-pT) 

p=-oo (1) 

with ap E {ai} i = O,l, ... ,m-l 

where ret) is the elementary optical signal at the 
fibre output, ap is the emitted symbol, T is the 
symbol duration and m is the number of levels (for 
binary communications m=2). 



In practice, the signal ret) is the convolution of the 
signal emitted by the laser and the fibre impulse 
response which allows us to take into account the 
fibre attenuation and dispersion. 

Due to the quantum nature of the light and the 
optical detection process, it can be shown that the 
voltage vet) is stochastic and comes from a filtered 
randomly multiplied Poisson process [8]. The 
statistical behaviour of V'(t) can be analyzed 
through its cumulants of order n which are given 
by [3]: 

where'l1 is the detector quantum efficiency, hv is 
the photon energy, Gn is the nth avalanche gain 
moment, h(t) is the receiver impulse response, pet) 
is the incident power given by (1) and An,n is the nth 
cumulant of the noise net). 
The coefficients Gn can be found in [3] and are 
given by the following recursive relations: 

2n-1 

Gn == L Cn,mGl
m 

m=l 

Cn+l,m = -m(l - k)C",m + (m - 2)kCn.m_2 + 
[1 + (m - 1)(1 - 2k)]Cn,m_1 (3) 

Cn m == 0 ifm S; 0 or m ~ 2n 

C1,1 = 1 

where k is the ionization ratio of the APD 
photodetector. In the case of a PIN photodetector, 
the relation (2) is correct with Gn = 1 for all n. 

Equation (2) is the key relation and shows that the 
statistical properties (mean, variance, ... ) of v'et), 
given the particular emitted symbol ap=aj, are 
dependent on the emitted sequence A={ a..,., ... , 
ap'I, ap, ap+l, ... , a+oo} which means that there is 
intersymbol interference on an infinite number of 
elements. (in (2) I A reminds that these quantities 
are sequence dependent). 
In practice, we shall assume stationarity so the bit­
error-rate is independent of the time and can be 
computed on any transmitted ap (i.e. ao) and limit 
the number of interfering symbols to the p 
preceding symbols and the s succeeding symbols 
around ao. 
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The bit-error-rate is finally computed from the 
following relation: 

m-I 

BER == LPr[ao = a;lPr[bo ;c aolao = a i ] (4) 
i=O 

where Pr[A] means the probability of the event A 
and bo is the regenerated symbol. 
The computation of the bit-error-rate by (4) is 
numerically difficult because we only know an 
infinite series of cumulants (2) from which we 
have to build the m probability functions Pr[bo ;c ao 
I ao aj] of detecting a wrong symbol. Relation 
(2) also shows that these functions are different 
and do not necessarily follow gaUSSIan 
distributions. 

To solve this problem, several approximations 
exist and two are used here: 

a) the gaussian approximation which only takes 
the first two cumulants and thus neglects the 
higher order cumulants. This approach is 
equivalent to model the probability functions by m 
different gaussian distributions. 

b) the Gram-Charlier series expansion in which 
the m gaussian distributions of point a) are 
multiplied by correcting polynomial functions 
whose coefficients are related to the cumulants 
(2). 

3. Gaussian approximation 
In this approximation, we suppose that all the 
cumulants for n > 2 are equal to zero which 
implies that V'(t) is a gaussian variable with mean 
and variance at the decision time to for ao: 

From these two relations, we can compute, for 
each ao ai, Pr[bo '# ao I ao = aj] by calculating the 
mean, over the sequence A={ a-p, ... , a·I, ao, aI, ... , 
as}, of the gaussian distributions defined by (5) 
l.e. : 

[ ] 
1 (VI (to) - Jl 'IA J2 

Pr v' (to)IA = 5 exp v (6) 
2ItO'v'IA 20' v'IA 

So we have: 



As (7) is also gaussian, the quantities Pr[bo ':f:. ao I 
ao ail are easy to compute by classical 
integration [11] and the bit-error-rate is finally 
obtained by (4). 

4. Gram-Charlier series expansion 

The idea behind this technique is to express the 
unknown distributions Pr[v'(to) I A] as a function 
of a well-known probability distribution p(v'(to» 
and its successive derivatives p(n)(v'(to»: 

-+-
Pr[v'(fo)IA] = LdIA.nP(n)(V'(fo» (8) 

n=O 

where: 

p(n) (v' (I » = d ll

p(v' (to» (9) 
o dv' (toY 

It is important to note that only the coefficients 
dJ A,n depend on the sequence A. Now, the goal is 
to choose the distribution p(v'(to» and to find the 
coefficients dJ A,n as a function of the cumulants (2). 
In practice, one takes for the well-known 
distribution the normalized gaussian variable Z(x): 

Z(x) = ~exp(-x I 2)2 (10) 
",2n 

with: 

v' (to) - ).iv'IA 
X = ------:- (11) 

(J v'IA 

and the coefficients dJ A,n are obtained from the 
following recursive relation [3,9]: 

d = (-IY XIA.n (12) 
IA,n n! 

with: 

XjA,O = 1 

XIA,I = XIA,2 = 0 (13) 

_ ~ (n) Av'IA,i+1 (to) 
XIA,n+1 - ~ i A(i+1)/2(t) XIA.n-i 

1-2 -l A •2 0 

To compute de bit-error-rate, one must proceed as 
follow: 
1°) compute the coefficients dJ A,n for each 
sequence A={ a-p, .. " a.I, ao, aI, ... , as} by relations 
(12) and (13), 

2°) compute Pr[v'(to) I A] by (8), (9) and (10). 
3°) follow the same procedure as for the gaussian 
approximation, i.e. compute (7) and so on. In 
fact, in (8) the only stochastic terms are the 
coefficients dJ A.D., so it is equivalent to compute: 

(14) 

and write: 

-+-
Pr[v1(to)lao = ail = Ldlao ,np(n)(v'(to»)(15) 

n=O 

In practice, to use the Gram-Charlier series 
expansion, one has to limit the number of terms to 
N because relations (15) and (8) hold an infinite 
number of components, 

By manipulating the recursive relation (12) and 
using the properties of the gaussian variable and its 
derivatives [11], it can be shown [4,10] that 
relations (8) and (15) are equivalent to multiply 
Z(x) by a correcting polynomial R(x), 

5. Results 

The top of the figure 2 shows the probability 
density functions computed in the binary case by 
the gaussian approximation (GA) and by the 
Gram-Charlier series expansion with 10 terms 
(GCA) whereas the bottom of this figure shows 
the bit-error-rate versus the decision threshold. In 
any case, the right part of this figure gives a zoom 
of the intersection of the two probability density 
functions of the left part. We can see that the 
difference between GA et GCA is in the tails of the 
distributions and that the best decision threshold is 
slightly different. 
Figure 3 shows a comparison between the 
probability density functions computed by the GA 
and by the GCA. As we can see, the Gram­
Charlier method is equivalent to multiply the 
gaussian approximation by correction polynomials 
which depend on the link properties. In this 
simulation, we can see that the correction 
polynomials are quite flat in the region where the 
curves intersect, so the difference between GA and 
GCA is quite low. This is due to the fact that no 
optical noise has been taken into consideration. 
Figure 4 compares the two methods to compute 
the bit-error-rate versus the mean received optical 
power for a link working at 1310 nm, with an 
APD gain of 40, at 2.4 Gbit/s and with modal 
noise (or any additive zero mean gaussian noise). 
In each point the decision threshold is optimized to 
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minimize the BER and we can see that the GCA 
method gives a slightly lower BER than the GA 
method when the power is high and that the BER 
tends to saturate. So we can say that the very fast 
GA method gives an upper bound on the BER. 
Figure 5 shows the results for 2.4 Gbit/s link 
working at 1550 nm on a fibre optimized for 1300 

nm. In that case, the dispersion is taken into 
account by introducing the fibre impulse response 
into the computation of the received signal ret) and 
assuming that the optical signals along the fiber are 
gaussian. We can clearly see that the dispersion 
degrades the BER. 

Figure 2: probability density functions and bit-error-rate versus decision threshold 

Figure 3: probability density functions 
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Figure 4: comparison of the bit-error-rate at 2.4 Gbit/s computed by GA and GCA 

APD, G1=50, A=1550nm, B=2,488Gbitls, £=0,1, D=17ps/(km.nm), O',,=lnm 
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Figure 5: bit-error-rate in a link where there is dispersion 
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Figure 6: bit-error-rate in m-ary link 

In the case of multilevel transmission systems, 
similar results can be obtained. In particular, m 
gaussian probability density functions and m 
correction polynomials are computed and the 
graphs of figure 2 and 3 simply show m functions. 
As an example, figure 6 compares the results for 
binary, ternary and quaternary transmission at 
1300 nm and with an APD of mean gain of 80. Of 
course, when the number m of levels increases, the 
mean power needed to achieve the same quality 
increases also. 

6. Conclusions 

We have compared the gaussian approximation 
and the Gram-Charlier series expansion in the 
problem of computing the bit-error-rate of an 
optical link. The results show that the Gram­
Charlier method is equivalent to mUltiply the 
gaussian approximation by appropriate correction 
polynomials whose coefficients can be computed 
from the link parameters. 
It has been shown that the gaussian approximation 
is faster than the Gram-Charlier method and gives 
an upper bound on the bit-error-rate. 
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Abst1'act~ We have compared the operation and applicabil­
ity of soliton transmission systems versus NRZ (Non Return 
to Zero) tran~mission systems for the 1300nm optical win­
dow. For a dIfferent number of in-line amplifiers theBER 
(Bit Error Rate) curves of both transmission systems have 
been simulated. For both systems the same fibre .dispersion 
and attenuation has been assumed and all amplifier gains 
have been chosen so that the fibre losses are compensated 
for. In case of the soliton system an extra dispersion shif­
ted fibre has been located directly after the laser diode to 
unchirp and ~ompre~s the laserpulses. With respect to the 
BER simulatIOns, solIton and NRZ transmission systems are 
expected to be competitive. Transmission exhibiting an er­
ror probability below 10-9 is attainable for both systems 
Under equal circumstances, we conclude from our simula~ 
tions that soliton systems show better BER performance 
t?an NRZ systems beyond 450 km. Owing to the disper­
sIOn compensating properties soliton transmission systems 
are advantageous when long haul transmission is considered. 
However, NRZ transmission is both a well established and 
relatively simple technique and can be more readily imple­
mented. 

L INTRODUCTION 

Since the introduction of standard single mode fibre 
(SSMF) more than 55 million kilometers has been in­
stalled. At present 2.5 GbitJs data transmission has 
become a commercial standard. In the near future 
the increasing demand for more network capacity can 
be satisfied by introducing 10 GbitJs transmision sys­
tems. The very low dispersion in the 1300 nm win­
dow of SSMF makes a 10 GbitJs system attractive. 
Considering the recently achieved progress in the de­
velopment and use of quantum-well laser amplifiers 
(QWLAs) [1], [2], [3]' attenuation of over 50 km of 
SSMF can be easily compensated for, making repeat­
ers superfluous. Recently, more and more promising 
experimental results are being published on NRZ [4] 
[5] as well as soliton transmission. Even 20 Gbit/s 
soliton transmission over 200 km [6] has been realised 
as well as 2 x 10 Gbitfs wavelength division multi­
plexed NRZ transmission over 63.5 km [5]. As solitons 
can be mUltiplexed easily in the time domain it is 
more likely that for higher bitrates (i.e. ~ 40 Gbit/s) 
soliton systems will be prefered to NRZ systemE whose 
maximum bitrate is limited by the maximum achiev­
able electrical bandwidth in current electronics. Al­
though the literature available on soliton as well as 
NRZ systems is extensive, theoretical study on long 

.~, BER 
Detector . ~ti!1 ,..Ll· iLl 

Receiver J Fi~er QWLA r i Attenuator 

i 
CIOck~'. ,.1' 

I Laser 
L~""~ 

(A) Optical Transrrussion System 

Data 

- . ...i- · ...... l'"~" ",.~ ... > .J.
1NRZ 

~..... "'F'" Output I .l-'" Output 

3 km DSF Modulator QWLA I Laser 
. ..~ L 

(B1) Soliton Transmitter (B2) NRZ Transm~ter 

Figure 1: Optical Transmission System (A), Soliton Transmitter 
(Bl), NRZ Transmitter (B2) 

haul transmission systems with cascaded QWLAs is 
not yet complete. The effects of amplifier satura­
tion, ASE and timing jitter on system performance 
still need investigation. In this paper we compare the 
performance between a 10 Gbit/s NRZ system [4J, [5] 
and a 10 Gbit/s soliton system theoretically by means 
of computing bit error rate (BER) curves. 

II. TRANSMISSION MODEL 

Figure 1 shows the NRZ and soliton transmission 
system. In the case of NRZ transmission the laser 
diode is directly modulated with the PRBS signal. 
The soliton system requires a more complex transmit­
ter. Chirped near-soliton pulses are generated by gain 
switching of the laser diode and unchirped and com­
pressed in the dispersion shifted fibre after which the 
optical modulator modulates the data on the soliton 
train. Finally, the power is boosted by a QWLA up to 
a level where nonlinear effects compensate dispersion 
effects in the SSMF. Both soliton and NRZ transmis­
sion systems are built up out of eight different com­
ponents figure 1, namely QWLAs, fibres, a laserdiode, 
a photodiode, a PRBS generator, a BER detector, a 
filter and an attenuator. The soliton system needs 
an additional modulator. Therefore nine models are 
needed for a theoretical description of both systems. 

QWLA model 
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The model used to describe the QWLAs is based upon 
the rate equations in [7] and [8]) where the z-depen­
dency has been eliminated by integration over the 
amplifier length L. The ASE is wavelength dependent 
[4], namely: 

c2 NF P t(T'x) = R (T'x)eh(r,A) + h __ eh(r,A)d,X (1) au, m, ,X3 2 

with 

and 

h( T,'x) = foL g(z, T, 'x)dz , 

1 
'Paut(T,'x) = 'Pin(T,'x) - 2CXHh(T,,X) 

ah( T, ,X) h(T,,X) - go(,X)L 
aT Tc 

(2) 

(3) 

_LAi ~Pin(T,'xi)/Psat('x) . (eh(r,A) -1), (4) 
Tc 

where Tc is the carrier lifetime, Psat('x) represents the 
l/e saturation output power, go(,X)L represents the 
small signal amplifier gain, h( T, ,X) is the time depend­
ent amplifier gain, CXH is the linewidth enhancement 
factor, d,X is the wavelength discretisation stepsize, h 
is Planck's constant, c stands for the velocity of light, 
NF is the fibre coupled noise figure, and Pin(T,'xi) 
represents the total inputpower to each amplifier, i.e. 
the sum of input signal power and ASE originating 
from the previous amplifiers. T is the reduced time 
with respect to a reference plane moving with the sig­
nal (T = t - 3..., with Vg the group velocity). The amp-

Vg 

lifier is assumed to have zero reflecting input/output 
facets and to be polarization independent. The gain 
is assumed to have a Gaussian shaped spectrum. The 
equations are numerically solved using Euler forward 
iteration. 

Fibre model 
Propagation in the fibre is discribed by the nonlinear 
Schrodinger equation [9], 

where A is the slowly varying envelope of the optical 
signal, cx represents the losses in the fibre, 'Y is the non­
linearity parameter and f32 = - D 2>-;C is the dispersion 
parameter. D is the dispersion. Eq. 5 is numericaly 
solved using the split-step Fourier method. 

Laser diode model 
The model employed is a simple Fabry Perot model 

where the z-dependence has been eliminated [10]. 
Laser pulses are generated by gain switching of the 
laser diode. After transmission through a dispersion 
shifted fibre, the pulses closely resemble soliton pulses. 
In the case of NRZ modulation the signal shows an 
extinction ratio and slopes equal to experimentally 
observed values. 

Photodiode model 
The optical signal is converted to the electrical domain 
by the photodiode as discribed by [11]. A quantum 
efficiency of 0.8 is taken. The model includes shot 
noise, signal-spontaneous beat noise, spontaneous­
spontaneous beat noise and thermal noise. The elec­
trical bandwidth is 10.2 Ghz and the thermal noise 
is adjusted, so that the receiver has a senstivity of 
-13.7 dBm at 10 Gbit/s NRZ and a BER of 10-9 , in 
agreement with measured data (figure 2). 

Optical filter 
The optical filter is assumed to be square and suffi­
ciently broad with respect to the signals bandwidth. 
The optical filter reduces the ASE by allowing only 
a small fraction of the ASE spectrum to pass. The 
effective bandwidth of the filter is 2 nm and the filter 
introduces a loss of 2 dB. 

Optical attenuator 
The optical attenuator is used primarely to attenuate 
the signal in order to compute BER values for different 
receiver input powers. 

Optical modulator 
The optical modulator has only functionallity in the 
soliton system. Its purpose is to modulate the soliton 
train. When the modulator is excited by a logical one, 
a raised-cosine window is opened letting a soliton pass. 
When a logical zero is applied, a window of smaller 
amplitude is opened, attenuating the soliton. The 
optical modulator introduces a loss of 5 dB. The roll­
off factor of the raised cosine function is f3 = n/2, 
with Tb the bit time. The extinction ratio i.e. the 
ratio between the peak power of a logical one and a 
logical zero is equal to ER = 20. 

P RBS generator and BER detector 
The PRBS generator generates a 27 - 1 pseudo­
random bit sequence. The BER detector com­
putes the optimum BER for a number of detection 
thresholds and sampling times, assuming a gaussian 
distribution for all noise sources. The BER is obtained 
by averaging over all 27 - 1 bits. We emphasize that 
the clock of the PRBS generator is used to sample the 
received data and that there is no clock recovery at 
the receiver. 
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Figure 2: Measured and simulated BER curves in absence of clock 
recovery, E R = 6 

III. COMPUTER SIMULATIONS 

At 1300 nm the 50 km SSMF sections exibit a loss 
of a = 0.4 dB/km and a dispersion of D = 

0.6 ps/km/nm and a nonlinearity parameter of r = 
2.1 W /km. The 3 km dispersion shifted fibre exib­
its a loss of a = 0.4 dB/km and a dispersion of 
D = -17 ps/km/nm. The QWLAs are adjusted to 
a gain of 22.5 dB at the signal wavelength of A = 
1310 nm, almost equal to the loss of the 50 km fibre 
span. A 60 nm gain bandwidth was assumed. The 
fibre to fibre noise figure of the amplifier was estim­
ated at 9 dB. For the 3 dB saturation output power 
Psat,3dB = 10 dBm was assumed. The linewidth en­
hancement factor was estimated at aH = 5. For 
the gain-recovery time Tc = 200 ps was taken. Using 
the NRZ or soliton transmitter a power of 2 dBm or 
6 dBm respectively, is launched into the first fibre sec­
tion. All computer simulations were carried out with 
the same algorithms. The only difference between the 
NRZ and soliton simulations is the number of sample 
points per bit. Because the phase of the solitons is 
of major importance, 256 sample points per bit were 
used for soliton simulations while 20 sample points 
sufficed in the case of NRZ simulations. Figure 2 
shows measured and simulated NRZ BER-curves with 
an extinction ratio of ER = 6. The good agreement 
between the measured and theoretical curves validates 
our model. 

IV. DISCUSSION 

Figure 3 depicts the simulated BER-curves for NRZ 
and soliton transmission over 150 km and 200 km. 
The higher receiver input power of the soliton sig­
nal is due to the amplifier in the soliton transmitter, 
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Figure 4: Simulated NRZ and soliton BER curves in absence of clock 
recovery, ER = 20 

therefore better BER performance is expected. Addi­
tional simulations reveal that this different behaviour 
can be explained by the absence of clock recovery. As 
solitons are sensitive to timing jitter caused by satur­
ation and soliton interaction, timing jitter is expec­
ted to be the most likely cause. In contrary to NRZ 
transmission it can be clearly seen that in the case of 
soliton transmission at 200 km a better BER is ob­
tained with less input power than at 150 km. The 
same result is obtained for longer transmission links, 
presented in figure 4. However, after 450 km no fur­
ther improvement is observed. Additional simulations 
show that the improvement of the soliton signal could 
be explained by lesser non-linear effects in the fibre 
caused by saturation of the amplifiers resulting in a 
broadened pulse which is less sensitive to timing jit-
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Figure 5: Receiver sensitivity versus transmission distance at BER = 
10-9 

ter, resulting in a better BER. The degradation after 
450 km is probably caused by less dispersion compens­
ation due to diminishing output power caused by sat­
uration of the amplifier by ASE. By placing an addi­
tional ASE-filter at 450 km we expect to increase the 
maximum transmission distance at a BER = 10-9 . 

In contrary to NRZ transmission soliton transmission 
simulations did not reveal BER floors however. Fig­
ure 5 shows that the receiver sensitivity of the NRZ 
system at BER = 10-9 in contrary to the soliton 
system is strongly dependent on the transmission dis­
tance due to built up ASE. Only after 450 km the 
soliton system shows a better sensitivity. When a 
BER of 10-12 is required, a soliton system is prefered 
when more than 350 km needs to be bridged. 

V. CONCLUSION 

A transmission model has been presented for simu­
lation of NRZ and soliton systems. With respect to 
the simulated BER curves we expect soliton transmis­
sion to be superiour to NRZ when long haul trans­
mission systems beyond 450 km are considered. Tim­
ing jitter caused by soliton interaction and satura­
tion of the QWLAs is expected to seriously degrade 
the performance of soliton transmission systems and 
therefore needs further investigation. The relatively 
complex transmitter makes NRZ systems preferable 
to soliton systems. 
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Abatract- We have compared the operation of semi­
conductor and fibre optical amplifiers for the 1300 nm 
optical window. The key paraIneters are considered 
and evaluated with regard to different amplifier ap­
plications in telecommunications systems. We have 
studied representative data of both amplifier types, 
i.e. characteristics of indium gallium arsenide strained 
quantum well laser amplifiers (QWLA's) and Pr3 +_ 
doped germanium gallium sulphide fibre aInplifiers. 
Concerning the QWLA's, use of both compressively 
and tensile strained quantum wells allow for a high po­
larisation insensitivity while maintaining a high gain. 
For these amplifiers experimental as well as modelling 
data are available. Looking at the fibre amplifiers, Ge­
Ga sulphide glass is a-promising host glass material for 
a state-of-the-art device due to its low phonon energy. 
Optical properties of bulk sulphide glass already allow 
for modelling of the fibre amplifier characteristics. 
In general, semiconductor and fibre amplifiers exhibit 
competitive performances in terms of gain, saturation 
power and polarisation insensitivity. In WDM and 
analogue CATV systems implementation of fibre amp­
lifiers is expected to be more attractive than semi­
conductor amplifiers, mainly due to the low carrier 
lifetime (::::::200 ps) of the latter amplifier type. N ev­
ertheless, this application is still under investigation. 
On the other hand, the low carrier lifetime provides 
the opportunity of wavelength conversion within the 
semiconductor amplifier. 

1. INTRODUCTION 

At present more than 90% of the terrestrial 
fibre network is based on standard single mode 
fibre (SSMF), showing zero dispersion at a wave­
length of about 1310 nm. In order to pro­
tect the huge investments already made an up­
grade of the existing systems to higher bitrates 
(10 Gbit/s and beyond) is desirable. When op­
erating in the 1300 nm window and applying 
SSMF, a high bitrate x distance product could 
be achieved, if it were not for the relatively large 
attenuation of the fibre. This draw-back can be 
overcome by the implementation of optical amp~ 
lifiers in future networks. 
As opposed to the development in the 1550 nm 
range, where the Erbium Doped Fibre Amp­
lifier (EDFA) clearly has left the competition 

far behind, the competition between semicon­
ductor and fibre amplifiers in the 1300 nm win­
dow still has not been resolved. Therefore, a 
comparison between state~of-the-art devices of 
both types is helpful in determining their ap­
plicability. Questions that arise are which type 
of amplifier will show the best performance in 
due course and does it depend on application. 
In order to the initial impetus to the an­
swers we firstly describe the different amplifier 
types and corresponding characteristics in sec­
tion II. Then, the system performance of the 
optical amplifiers when applied in various sys­
tems is discussed in section III. In Section IV we 
will come to some answers concerning the ques­
tions mentioned above. Finally, conclusions are 
drawn in section V. 

II. DEVICE CHARACTERISTICS 

In this section we take a dose I' look at the funda­
mental parameters of both amplifier types. We 
have extracted our data from literature, simula­
tions as well as experimental results. The follow­
ing subsections will give an insight in the cur~ 
rently potential amplifier performance of each 
type separately. In order to obtain a clear pic­
t.ure an overview is presented at the end of this 
section. 

A. Quantum well laser amplifiers 

The operation of QWLA's is described by the 
rate equations presented in [lJ. After elimination 
of z by integration over the amplifier lengt.h L 
and introduction of wavelength dependency we 
arrive at the following reduced rate equations, 
namely 
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(1) 

with h(T,.\) = foL g(z, T, .\)dz , 

h(T,.\) - gO(.\)£ 
~ + 

Tc 

_I:Ai ¥Pin(T,.\d/Psat('\) (eh(r,A) -1), 
Tc 

(3) 

where Tc is the carrier lifetime, Psat(.\} represents 
the saturation output power, go(.\)£ stands for 
the small signal amplifier gain, h( T, .\) is the time 
dependent amplifier gain, all is the linewidth en­
hancement factor, d.\ represents the wavelength 
discretisation stepsize, h is the Planck constant, 
c stands for the velocity of light, N F is the fibre 
coupled noise figure, !.pin(T,.\) and !.pout(T,.\) rep­
resent the phase of the input and output signal 
respectively, Pout ( T, .\) is the amplifier output 
power, and ~n(T, .\i) represents the total input 
power to each amplifier, i.e, the sum of input 
signal power and ASE originating from the pre­
vious amplifiers. \Vhen near zero facet reflectiv­
ity is assumed the gain may be represented as a 
Gaussian shaped spectrum. 

go(.\)£ In 10 { (.\ - .\p) 2 } -- 9 -12 --
10 p .6..\ ' 

(4) 

where gp represents the peak gain in dB at 
wavelength .\p and .6..\ stands for the amplifie.r 
3 dB bandwidth. 
In order to solve these equations numerically 
measured or estimated values for small signal 
gain, peak wavelength, saturation output power, 
optical bandwidth, noise figure, and carrier life­
time have to be provided. Residual polarisation 
sensitivity can be taken into account by solving 

the Rate Equations 1, 2 and 3 applying different 
parameter sets for TE and TN! gain respectively, 
assuming all gains are saturated equally by TE 
and TN! intensities. 
From literature [2, 3, 4] and additional measure­
ments we have derived up to date values for the 
fundamental parameters mentioned above. Us­
ing pump currents of 400-500 rnA fibre coupled 
gains up to 33 dB have been recorded together 
with 3 dB saturation output powers of more than 
13 dBm. Furthermore, saturated output powers 
of 16 dBm are demonstrated. When no high 
gain is required 3 dB saturation output powers 
of even 18 dBm can be achieved, whereas fibre 
coupled output powers exceed 20 dBm [5]. The 
wavelength at which the peak gain is experienced 
can vary within the range of 1280-1330 nm. The 
amplifier modules exhibit a 3 dB optical band­
width of approximately 60 nm and a carrier life­
time of about 200 ps. Residual polarisation sens­
itivity is reduced to 0.5 dB. Noise figures as low 
as 6.5 dB have been shown, however at record 
gain a noise figure of 9 dB is expected. 
Some of the amplifier characteristics mentioned 
above are illustrated by Figures 1 and 2. 
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Figure 1: Polarisation resolved fibre to fibre gain versus output 
power, at 400 rnA 33 dB fibre to fibre gain is obt.ained for both 
polarisations (after ref. [5]). 

B. P"J3+ -doped fibre amplifiers 

Until today, most Pr3+ -doped fibres were based 
on ZBLAN fluoride glasses. Unfortunately, these 
glasses have a limited quantum efficiency. An ef­
ficiency of 3.4 % was reported in [6]. Therefore, 
there is considerable interest in the development 
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Figure 2: Amplified Spontaneous Emission spectrum recorded 
at 400 rnA drive current (after reI. [5]). 

of low-phonon energy Pr3+ -doped glasses for im­
proved efficiency. We show that germanium gal­
lium sulphide is a very promising host glass for 
efficient Pr3+ -doped fibre amplifiers. 

4 

3 

2 

Pump' 
GSA 

Signal 
emission 

'0, , 

I 't 

fall non-radiatively to the 3H4 ground state. 
The main problem of PDFA's used to be the 
limited spontaneous emission lifetime T of the 
meta-stable leveL In glasses with a relatively 
high phonon-energy (ZBLAN) the majority of 
pumped electrons will be lost by multi-phonon 
relaxation. This results in a spontaneous emis­
sion lifetime as low as 110 fLS in ZBLAN. Fur­
ther losses are due to signal ground-state absorp­
tion (GSA) and signal excited-state absorption 
(ESA). These two mechanisms are most harmful 
at the long-wavelength tail of the 1300 nm win­
dow. 
To obtain accurate results in all operating re­
gimes of a PDFA we must resort to a numerical 
model which evaluates both forward and back­
ward propagating ASE across the whole 1300 nm 
window. In order to find the optimum fibre geo­
metry, the profiles of the optical modes must be 
included in the calculation. The transition rate 
lV[ J( between any two levels I and f{ can be 
expressed as [7] 

".::. ... ::;:::.{':::, " . 
where h is the Planck constant and (l[K(V) is 

:~. the cross-section that is involved. P(v, z) is the 
optical power spectral density in W 1Hz over the 

'H, . 
I I 

o 

}'igure 3: Energy levels of Pr3+ in a glass host. 

fibre cross-section. I(v, r) is the transverse m-
'H. tensity distribution of the optical mode at fre­

quency v, normalised to 

The energy level diagram of Pr3+ in a host ma­
terial is depicted in Figure 3. Various electron 
transitions must be considered to understand the 
operation of the PDFA. Some of these trans­
itions are required to obtain gain, while oth­
ers are undesirable. Firstly, the amplifier must 
be pumped by a laser, exciting electrons from 
the 3H4 ground state to the IG4 meta-stable 
state. The optimum pump wavelength is about 
1020 nm, depending on the glass composition. 
The IG4_3H5 transition can be induced by sig­
nal photons in the 1300 nm wavelength region. 
This stimulated emission is responsible for the 
gain. From the 3H5 level the electrons rapidly 

21f J I(v,r)rdr = 1. (6) 

Equation 5 is used to evaluate the pump ab­
sorption rate W03 , signal excited-state absorp­
tion rate W34 and the signal stimulated emission 
rate W31 . 
Once these transition rates are known, the 
steady state population densities can be calcu­
lated using 

TJ3(r,z) = p(r)x 

(7) 
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and 

'l}o(r, z) = p(r) - 173(r, z) , (8) 

where 'l}3(r, z) and 'l}o(r, z) are the densities of 
Pr3+-ions in the IG4 and 3H4 states, respect­
ively. p( r) is the total density of Pr3+ -ions. 
In [8] propagation equations are given for 
PDFA's. The propagation of the pump, signal 
and ASE beams is expressed as 

(10) 

and 

dP~e(z, /J) _ [( ) 
dz - ± .ge Z,/J ga(Z, /J)+ 

(11) 

±2h/J!:l./Jge(Z, /J) , 

where !:l./J is the bandwidth of the wavelength 
section being considered. The pump ground­
state absorption, signal/ ASE stimulated emis­
sion, signal/ ASE excited-state absorption and 
signal/ ASE ground-state absorption factors are 
given by 

and 

9g(::, v) = 21f(J02(V) loa 770(1', z)1(1', /J}rd 1', (15) 

where a is the fibre core radius. The background 
loss a( v) is expressed in m -1. 

Using the optical properties of bulk glasses 
(cross-sections and lifetime) [9], the optimum 
structure of Pr3+ -doped sulphide fibres was de­
termined [8]. A cut-off wavelength of 800 nm was 
chosen and a numerical aperture of 0.3. Using 
these optimised parameters the amplifier gain 
under various circumstances has been evaluated. 
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Figure 4: Gain versus input signal power for different pump 
powers. 

In Figure 4 the gain versus input signal power is 
shown. We assumed a 500 ppmwt Pr3+ -doped 
fibre with a background loss of 0.1 dB/m. The 
fibre length is optimised for each pump power. 
The signal wavelength is 1310 nm. A gain of 
more than 25 dB is expected at 50 m W pump 
power. This pump power can be delivered by a 
single laser diode. For even higher gains a bid­
irectional pump configuration with up to 4 pump 
lasers can be used. Depending on pump power 
3 dB saturation output powers of 10-18 dBm and 
saturated output powers of 13-20 dBm are ob­
tained. 
No noise figure data on sulphide fibre is available 
yet, but it is expected that it will be comparable 
to ZBLAN fibres, where values as low as 3.5 dB 
have been reported [6]. 
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Figure 5: Gain versus input signal wavelength for different 
input signal powers. 

In Figure 5 the gain versus signal wavelength is 
depicted for input signal powers ranging from 
1 jj,W up to 10 mW using a pump power of 
100 m W. The maximum small-signal gain is ob­
tained at approximately 1335 nm. If the input 
signal power to the amplifier is increased, the 
gain curve becomes increasingly fiat. 

C. Overview 

The information presented in the previous sub­
section is summarized in Table 1. Concerning 
the PDFA data one should note that most of 
the values given result from reliable simulations. 
Although the proposed PDFA is not commer­
cially available yet, a lot of effort is put into the 
development of a method to draw a fibre from 

promising host material. 

III. SYSTEM PERFORMANCE 

A diversity of applications is distinguished when 
the usage of optical amplifiers is concerned. In 
this paper we consider a limited subset of ap­
plications in both digital and analogue networks. 
We also show that amplifier nonlinearities can be 
essential assets for certain applications. 

A. Long haul transmission 

Short-term applications of 1300 nm optical amp­
lifiers can be found in high bitrate long haul 
transmission systems. We distinguish three pos­
sible locations of the amplifiers in the link as can 

Table 1: Key parameters of quantum well laser amplifiers and 
Pr3 + -doped fibre amplifiers -_ .... 

Parameter QWLA PDFA 

Small signal > 30 dE > 40 dE 
peak gain 

Peak gain 
1280-1330 nm ~ 1335 nm 

wavelength 

Optical 
bandwidth 

~ 60 nm ~ 25 nm 

! 

Small signal 
gain at > 30 dE > 30 dE 

1310 nm 

3 dE 
Saturation 13-18 dEm 10-18 dEm 

output power 

Saturated 
output power 

16-20 dEm 13-20 dEm 

Noise Figure 6.5-9 dE ~ 4 dB 

Inversion 
~ 200 ps ~ 350 /-LS 

I 
lifetime 

I 

be seen in Figure 6 where an example of a trans­
mission link is presented. The optical amplifiers 
can either be used as booster, e.g. in a soliton 
transmitter, as preamplifier in order to increase 
the receiver sensitivity, or as in-line amplifier to 
compensate the fibre losses of the previous sec­
tion. 
The feasibility of 10 Gbitfs KRZ opt,ical trans­
mission over 200 krn of fibre using QWLA re­
peaters has been demonstrated in [10j. Depend­
ing on the extinction ratio of the input signal 
a transmission length of even 450 km is attain­
able. When we take into account the informa­
tion of Table 1 a better performance is expec­
ted with the implementation of PDFA's instead 
of QWLA's owing to the smaller noise figure, 
When only considering application as booster no 
substantial difference in performance is expected 
between the two types of amplifiers, because the 
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noise figure is of less importance in that case. 
In WDM systems implementation of fibre amp­
lifiers is favoured since no cross-gain modulation 
penalties will occur contrary to the use of semi­
conductor amplifiers. Due to the fact that the 
inversion lifetime of the latter amplifiers is in the 
same order of magnitude as the bit period of the 
optical signals, modulation of the gain spectrum 
will occur. Thus, interaction between any two 
signals will cause additional penalties in receiver 
sensitivity. On the other hand, the optical band­
width and the peak gain wavelength of QWLA's 
are better matched with WDM system require­
ments, i.e. channel wavelengths around 1307 nm 
and a fiat gain spectrum over a large bandwidth. 

B. Analogue CATV distribution 

In CATV distribution systems optical fibre is 
used for the transmission of analogue subcarrier­
modulated video signals. Great interest is shown 
in optical amplifiers for the 1300 nm window 
to upgrade these systems and to allow for high 
splitting ratios. Optical amplifiers must be 
highly linear for this application to avoid dis­
tortion. Due to the low carrier lifetime QWLA's 
will introduce distortion when they are driven 
into saturation. The spontaneous emission life­
time of the PDFA is large enough to avoid this 
undesired effect, making it the preferred amp­
lifier for analogue CATV systems. The tilt in 
the gain versus wavelength characteristics can 
however lead to nonlinear distortion due to the 
chirping of the laser. 

C. Wavelength conversion 

Nonlinearities like four wave mixing and cross­
gain modulation can be exploited in order to 
accomplish wavelength conversion. The effect 
of four wave mixing occurs in both amplifier 
types when two or more optical carriers are 
launched into the amplifier at sufficiently high 
power levels. In case two input signals at the 
wavelengths Al and A2 are used the optical out­
put spectrum also shows signal components at 
the wavelengths 2A1 ~ A2 and 2A2 ~ Al. Thus, 
up as well as down conversion is possible using 
the effect of four wave mixing. However, employ­
ment of this effect is only suitable for conversion 
over a few nanometers and input powers of more 
than 100 j.LW are required [11]. 
Another nonlinear effect that can be used to 
achieve wavelength conversion is cross-gain mod­
ulation. Since practical signal rates are well 
above 5 kbit/s this effect is only noticeable in 
semiconductor optical amplifiers owing to the re­
latively small inversion lifetime of about 200 ps. 
In order to obtain signal transformation of one 
wavelength to another a continuous wave signal 
at the target wavelength together with the ori­
ginal input signal are coupled into a semicon­
ductor amplifier. By means of cross-gain mod­
ulation the input signal information is copied 
to the target wavelength. Advantages of this 
method over four wave mixing are the smaller 
input powers required (10-20 j.LW) and the pos­
sibility of wavelength conversion over the entire 
optical bandwidth of the amplifier. 

IV. DISCUSSION 

According to Table 1 no striking differences in 
performance between the two amplifier types are 
expected when considering operation at prac­
tical wavelengths near 1310 nm. The only re­
markable distinction is found in the inversion 
lifetime of both types. Therefore, this parameter 
will constitute a crucial factor in the determin­
ation of the best amplifier performance in sys­
tem environments. As is shown in the previ­
ous section a relatively small inversion lifetime of 
QWLA's in combination with the effect of gain 
saturation can indeed deteriorate optical signals 
in certain applications like WDM transmission 

196 



and analogue CATV distribution. On the other 
hand, exploitation of the occurring dynamic gain 
modulation to our advantage leads to a simple 
design for wavelength conversion. 
Clearly, a standard semiconductor optical amp­
lifier is unsuitable for application in analogue 
AM-CATV transmission systems. However, the 
development of a so-called gain clamped laser 
amplifier [12J offers new possibilities for highly 
linear amplification of intensity modulated 
nals in the currently used CATV band. 
At the moment, the PDFA described in this pa­
per has not reached the stage of becoming com­
mercially available yet. So, the QWLA has taken 
a perfect head start over the fibre amplifier com­
petition. Nevertheless, ongoing research and de­
velopments can certainly challenge the present 
position of QWLA's. We expect that in the near 
future both amplifier types will coexist each with 
their specific applications. 

V. CONCLUSIONS 

In conclusion, we have shown that in general 
semiconductor and fibre amplifiers exhibit com­
petitive performances in terms of gain, satura­
tion power and polarisation insensitivity. Fur­
thermore, we have demonstrated that the choice 
whether to apply a semiconductor or fibre amp­
lifier in the 1300 nm window strongly depends 
on the intended application. Although the semi­
conductor amplifier may not be the most suit­
able choice in all possible fields of operation, 
commercial considerations like costs and present 
availability of the amplifiers can tip the balance 
in favour of the QWLA. The main advantages of 
Q'VLA's over PDFA's are their compactness and 
simplicity (only one current source required), 
their cost-effectiveness (no external pump lasers 
and expensive fibre necessary), and their avail­
ability (no Ge-Ga sulphide fibre could be drawn 
yet). However, when a breakthrough in the Ge­
Ga sulphide fibre draw technology is attained 
serious competition of the PDFA is to be ex­
pected, especially in the area of analogue CATV 
distribution. 
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Abstract Multicarrier communication, without 
time-domain equalizer (TEQ), over a channel 
whose impulse response duration is of the same 
order as the inverse carrier spacing, requires a long 
guard interval yielding a considerable loss in both 
power and bandwidth efficiency. A smaller guard 
interval (yielding a smaller loss) can be allowed 
when using at the receiver a TEQ that shortens the 
impulse response of the cascade of channel plus 
TEQ. 

In this contribution the impulse response of a 
FIR TEQ is determined according to a MMSE 
criterion, resulting in an eigenvalue problem. 
Numerical performance results as a function of 
TEQ complexity are presented, assuming both 
upstream a.nd downstream Asymmetric Digital 
Subscriber Line (ADSL) communication over 
twisted pair cable. 

L Introduction 

The last few years multicanier systems, 
consisting of a large number of orthogonal, QAM 
modulated carriers, have been suggested for 
various applications [1-:3]. For example, in [4] 
multi carrier communication was proposed for 
terrestrial and sa.telli te broadcasting of digi ta.l 
audio (DAB) and in [5] for digital terrestrial 
television. Another main application is ill 
hiph-rate communication over twisted-pair cable 
[6J. High rate digital subscriber line (HDSL) 
services can provide full duplex transmission at 1.5 
to 2 l\fbit/s over a distance of about 3.5 km. 
Asymmetric digital subscriber lines (ADSL) can 
offer a. data. rate of 1.5 to 6 Mbit/s from the central 
office to the subscriber over a distance of 3.0 to 5.5 
km. 

Multicarrier systems have some specific assets 
as compared to single-carrier communication. 
They are very robust for communication over 
dispersive channels: because of the insertion of a 
guard time whose duration exceeds the channel 
impulse response duration, no time domain 
equalization is needed at the receiver [1-2J. 
Further, modulation and demodulation can be 
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implemented efficiently by means of a Fast Fourier 
Transform (FFT). This is in contrast with 
single-carrier communication, where a long 
time-domain equalizer is required (high 
complexity, slow convergence). 

However, because of the guard-time insertion, 
a multicarrier system suffers a loss of bandwidth 
efficiency and a loss of power efficiency. A measure 
for this loss is given by 1 + T gF c, where T g denotes 
the guard time interval and Fe the frequency 
spacing between individual carriers. In the case of 
ADSL the carrier spacing is usually 3 kHz and a 
typical value for the impulse response duration is 
250 psec, so that the bandwidth and power 
efficiency are reduced by a factor 1. 75 or 2.43 dB. In 
order to avoid this large loss, a time-domain 
equalizer (TEQ) can be introduced at the receiver 
side, such that the cascade of channel and TEQ 
yields a sufficiently short impulse response which 
allows a short guard time and a correspondingly 
sma1110ss of efficiency [7]. 

In this contribution the TEQ impulse response 
is derived from a minimum mean-square error 
criterion. For a typical channel impulse response, 
the performance of the TEQ is investigated as a 
function of the number ofTEQ taps. 

2. Transceiver description 

A guard time or cyclic prefix is introduced in 
multiearrier transceivers in order to eliminate lSI 
[1,2,:3]. If, in a discrete-time representation, the 
channel impulse response has a, duration of 1/+1 
samples (obtained by sampling at rate F s = N.F c, 
where N is the size of the FFT and Fe the carrier 
spacing), each block of N samples is prefixed by a 
repeat of the v last samples. Note that if we use a 
N-point FFT block, we can transmit at most N/2 
carriers, i.e. at frequencies 0, Fe, ... , (N /2-1 ) Fe· 
For the transmitted signal samples Sk we can write: 

{ N/')~l . 2 I} ~ 1 7r 11< 
Sl-; = He t..J amn exp(' N ) 

n=O 



where amn denotes the m-th symbol on the ll-th 
carrier . and . k fa.lls within the ra.nge 
[m(N+v)-I),m(N+v)+N-l]. As shown in Figure L 
at thereceiver side the cyclic prefix is first rem.oved 
and a serial-to-parallel conversion is performed. 
After that follows a FFT. The output samples of the 
FFT are then fed into a frequency doma.in 
equalizer, which scales and rotates the data 
symbols in order to compensate for the attenuation 
and phase shift in trod uced by the channel. 

The introduction of a guard time of 1) samples 
yields a reduction of both the bandwidth and power 
efficiency by a factor of (1 + v IN). vVhen the 
condition v < < N is not satisfied, the occurrence of 
a large loss can be avoided by using a linear time 
domain equalizer (TEQ) at the receiver. The TEQ 
is a filter with llw taps, that should be selected in 
such a way that the cascade of the channel and the 
TEQ yields an impulse response whose duration is 
essentially limited to nb samples, with 11b < < N. In 
the next section the determination of the TEQ will 
be stated as an eigenvalue problem. 

3. Tbe eigenvalue problem 

Consi d e1' the discrete eq uali zer model of Figure 

2. Assume that h rho ... hM_1JT represents the 

original channel impulse response, w = [wo ... 

w
I1 

_llT the TEQ and h = [bo ... b IlT the 
w . n~ 

(short) desired impulse response of the cascade of h 
and w. Let y denote a vector of 11w received samples 
and Kb an array of Ilb samples of the transmitted 
sequence, delayed over ~ saJnples. Our aim is to 
determine w, h and ~ such that the mean square 

1 t TIlT ... error )e ,ween w .yanc.2 .KbIS11l1111mum. 
For the mean square error we can write: 

E{e2} = E{(w
T
.y-hT.Kb)2} = 

.T R r + 1 T R 1 .).T R 1 w . Vy·v\ .2. xx·.2-~ V\ • vx . .2 (1) 

with Rvv E{y.yT}, R\,x = E{Y.KE} and Rxx = 
E{Kb.KE}. Note that Rvx and Rxx both depend all 
the delay ~. 

For a given ~, the optimal solution for the taps 
of the TEQ, WoPt, ca.n be found by putting 
8(E{ e2})1 fAv = 0, which leads to 

-1 
woPt=Rvv.Ryx.h (2) 

Now (2) is an expression for the optimal w as a. 
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function of h. Substituting this expression in (1) 
gives 

T· T -l)T ) T E{e2} h .(Rxx-Rvx(Rvv Rvx . .I2=b .0 . .12 

l\1inimizing this expression we see that hoPt can be 
found a.s the eigenvector corresponding to the 
smallest eigenvalue of the matrix O. Moreover we 

will choose hopt such that .I2~Pt.hoPt = L The 
minimum eigenvalue ,\min is considered as the 
performa,nce measure, because it equals the 
minimum value of the power of the error signal e. 
vVe will calculate ;\min for various values of ii, in 
order to find the minimum over ~. When this 
globally minimum eigenvalue Aopt and· the 
corresponding eigenvector hopt are found, the 
optimum tap va.lues for the TEQ can be calculated. 

4. N urncrical results 

In order to obtain the numerical results 
presented in this section we considered 
carrier-serving-area. (CSA) loop 110.6 (9000 feet 
length - 26 ga.uge). Figure 3 shows the transfer 
characteristics (including transmit and receive 
filters) for downstream and upstream 
communication, which occupy the frequency 
intervals 144 kHz - 768 kHz and a 144 kHz 
respectively. Figure 4 gives the corresponding 
impulse responses. Note the much longer duration 
of the impulse response in the case of upstream 
cOl1ul1unication. The carrier spacing is 3 kHz and 
the- sampling frequency is 1..536 MHz; this 
corresponds to a. 512-point FFT. In figures .Sa and 
50 the minimum eigenvalue is given as a function of 
the delay ~, applied to the input signal, and this for 
a desired impulse response of 11b 32 taps and 
various lengths nw of the TEQ. As can be seen from 
Fig. 5a, there is a large range of delay values ~ that 
yield a mean square error of less than 0.01 %, even 
for a. TEQ with only 16 taps. The results in Fig. 5b 
show a much worse performance on the upstream 
channel: for 11 b = 32 the mean square error is still a 
few percent. 

In Fig. 6a-6b the energy spectrum is shown of 
the error signa] between the resulting eigenvector 

and Wopt * h = (R~~,).Rvx.hoPt * h. Fig. 6a and6b 
are for downstream and upstream communication, 
respectively. ~ is taken to be 25.5. vVe see that the 
ca.rriers in the transition zone between downstream 
and upstream frequencies are the main 
contri butors to the error signal energy. 



5. Conclusions 

In this paper we presented a method to 
ca1culate the optimum filter tap coefficients for a. 
time-domain equalizer that is used in order to 
shorten the channel impulse response. Performance 
results on a typical channel transfer fUllction were 
ca1cula.ted. Communication over the upstream 
channel proved to be much more critical than over 
the downstream channel. 
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Abstract: In this paper the performance enhancement for 
combining multiple antenna signals is analysed in case of 
co-channel interference. The proposed combining 
technique, is based on quasi-coherent combining of the 
dominant paths of the signals received by a number of 
closely spaced antenna elements. 

. Besides the influence of multipath interference, co­
channel interference is taken into account, which degrades 
system performance severely, especially for small SIR's. 
In the model, the required phase shifts of the antenna 
signals are determined in two ways: with and without 
decision feedback. 
The BER is evaluated for coherent Binal)' Phase Shift 
Keying in the Rician fading indoor multipath channel. 
Computational results show, that quasi-coherent signal 
combining yields a major improvement of the BER 
performance compared to the one antenna case without 
requiring a priori knowledge of the multi path channe1. 
The obtained BER results show that the combining 
method using remodulation with decision feedback results 
in a much better performance than the simple method 
without decision feedback in the case of small SIR. 

I INTRODUCTION 

Frequency bands in the microwave and millimetre wave 
region will be used for indoor wireless personal 
communications in future systems. Advantages of the 
higher frequency bands are: i.) availability of large 
bandwidths; ii.) better shielding by concrete, so that cell 
sizes can be smaller; iii.) antenna dimensions can be 
small. In office environments, applications are foreseen to 
interconnect personal computer systems at high bit rates 
> 20 Mbitls. 
However, the indoor channel is an adverse frequency 
selective multipath channel, causing severe signal 
dispersion which limits the maximum usable symbol rate. 
To improve transmission performance in a multipath 
channel, different antenna combining techniques have 
been proposed, however, which require a priori channel 
knowledge, [1,2]. 
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In [3], a new antenna combining technique was proposed. 
This technique of combining multiple antenna signals to 
achieve better transmission performance can be applied in 
the situation of a multipath frequency selective 
communication channel. The technique is based on quasi­
coherent (QC) combining of the dominant path of the 
signals received by a number of closely spaced antenna 
elements. In case of small array dimensions, the channel 
power delay profile (PDP) is nearly equal for all 
antennae. The signals of the antennae are phase shifted so 
that the phases of the dominant path of all antennae 
become nearly equal. Summation of the signals results in 
nearly coherent addition of the dominant paths of the 
PDP's. Signals which arrive from other directions, will 
add incoherently. Therefore, the dominant path is strongly 
enhanced compared to the other paths in the resulting 
PDP, which shows less time delay spread and 
consequentJy has a more equalised frequency response. 
Besides the influence of multipath interference, which has 
been discussed in [3,4], in this paper co-channel 
interference is taken into account, which degrades system 
performance severely, especially for small SIR's. Another 
extension is made in the way the phase shift of the 
antenna signals is determined in the model. Instead of 
using a simple method without decision feedback, 
remodulation is applied to obtain the phase difference. 
In the next section, the indoor multi path channel is 
modelled. The QC signal combining technique is 
explained in section III. Section IV discusses the applied 
BER model for coherent Binary Phase Shift Keying 
(BPSK) modulated signals. Computational results on the 
BER performance for QC-combining in case of co­
channel interference, obtained for both the simple method 
and the remodulation method, are given in section V. 
Section VI contains the conclusions. 

II INDOOR MULTIPATH CHANNEL 
MODEL 

In a multipath channel, multiple replicas of the signal 
simultaneously arrive at the receiver antenna. The 
received signal consists of one line-of-sight (LOS) 



component or otherwise dominant component, and a 
number of reflected components, each having different 
amplitude, phase and time delay. This muitipath effect 
causes frequency selectivity and dispersion of the signal. 
The muitipath channel is modelled as, [5]: 

N 

h(t)= 2:Pkexp(jOk)~t- 't'k) (1) 
k=O 

where, A is the path gain, Bt- is the phase shift and Tk is 
the time delay of the IIh path (k 0 for the dominant 
signal and To = 0), and 0(.) represents the Dirac delta 
function. We assume that the channel is time invariant. 
From the impulse response, the power delay profile 
(PDP) is derived as 

(2) 

An important characteristic parameter of the multipath 
channel is the Root Mean Square delay spread '[RMS. The 
discrete version can be written as 

T = M2 _(Ml)2 
RMS Mo Mo 

(3) 

N 

with Mn = 2:.0; t,; . 
k=O 

The LOS or dominant path can be modelled as a Rician 
fading channel where the distribution of the instantaneous 
received power Pi, is given by 

( I -) l+K ((l+K).F;+KP) 
fRict .F; K,P = P exp P . 

(4) 

Here, P = Mo is the average received power, and K is the 
Rice factor which is defined by 

K;; Pws = ~ (5) 

PRej1ected 2:.B; 
k=l 

ill QUASI-COHERENT COMBINING OF 
MULTIPLE ANTENNA SIGNALS 

To reduce the multipath effects a signal combining 
technique is applied. From the results presented in [4] and 
[6], it can be concluded that for antennae that are 
separated by a few wavelengths, the amplitudes of 
identical paths in different PDP's are highly correlated, 
especially for LOS situations. The aim of the signal 
combining technique described here, is to sum the antenna 
signals in such a way that the dominant paths of the M 
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antennae add coherently, while the reflected paths add 
incoherently. 

Figure i: Structure of the M-element circular antenna array. 

If a circular antenna array is used, as shown in figure 1, 
where 0 is the origin of the array, P j is the position of 

the /h antenna, n is the direction of the J.dt antenna with 
respect to 0, ak is the direction of arrival of the IIh path, 
and nk is the unit vector with direction at, the phase 

difference between two antennae#m,n is given by: 

!lrPm.n = 2; [(Pm .nk)-(Pn ,nk)] 

= 2~[cos(ak -r m) cos(ak -r n)] 
(6) 

Let the dominant path arrive at the array with reference 
direction aR, and let us take the signal phase of antenna# 1 
as reference phase, with YI = O. For coherent summation 
of the reference path, the M antenna signals are phase 
shifted by 

(7) 

for m E {2, .. ,M}. However, other paths arriving from 
different directions are also phase shifted at antenna m 
with !lrPm.}, which results in a random phase for RIA large 
enough. The resulting phase Om of antenna m for a path 
with direction of arrival ak is 

(8) 

with rP a random phase. As can be seen in [4], for array 
radius R > (M}j4tr) good decorrelation between the 
antenna signals is achieved, which is equivalent with 
antenna distance d > A / 2 . This signal combining 



technique results in beam fonning of the array in the 
direction of arrival aR of the dominant path. 
Applying the signal combining technique results in a new 
Rician channel with improved perfonnance, if the PDP is 
the same for all elements. The improvement is due to the 
following factors which are discussed in detail in [4]. 
First, in case of coherent combining of the dominant 
signals of an M-element array with sufficiently large R, 
the expected value of the Rice factor Ksum of the new 
channel becomes 

_ M2~ 
KSUM = L =MK (9) 

M'LfJk 
k=l 

This means that the interference power from the weaker 
paths, and therefore also the Inter-Symbol-Interference 
(lSI) caused by these signals, decreases with 11M relative 
to the dominant path. For large M and for a large Rice 
factor, the expected value of the delay spread 1:RMS of the 
new channel can be approximated by 

(10) 

where, T~ I) is TRMS for the signal received by one 
antenna. A third factor is the increase of signal-to-noise 
ratio (SNR). At high frequencies the received noise power 
is mainly generated in the receiver front-end. In our case 
the noise is generated in the M front-ends after each 
antenna element. In the combining process, M 
independent noise variables of equal power P n are 
summed, resulting in the final output noise power MP n. 

The ratio of the signal power after combining, S(M), and 
the power of one antenna, S(1), can be approximated for 
largeKby 

S(M) = M2{fo(I+11 MK) -;::;M2 
S(l) {fo(l + 11 K) 

(11) 

So SNR(M) after combining increases approximately with 
MSNR(l). 
For achieving this perfonnance improvement, it is crucial 
that the phase of the dominant path at the outputs of the 
array elements is estimated with sufficient accuracy. In 
our case the phase of the total signal is taken as the 
estimate of the phase of the dominant path. In [4], it is 
shown that for small values of K > 0 dB, which are often 
found in indoor channels, large probability is found that 
the phase difference rp between the resulting phase of the 

total signal and the phase of the dominant component, is 
less than 7[/4, which means a reasonable correlation of the 
dominant signal components after phase shifting. Because 
the detennined phase shift does not exactly result in 
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coherent combining of the dominant paths, the tenn quasi­
coherent instead of coherent signal combining is used. 

IV BERMODEL 

In this section, the BER model as given in [1] is adapted 
for the multipath channel with interference. The input of 
the receiver matched filter in case of multipath is given by 

N 

rdem(t) = 'LfJkd(t - Tk )cos( Ok - <l>c) (12) 
k=O 

where <I>c is the required phase shift. 
This signal consists of the contributions of N+ 1 paths. 
The maximum number of bits which are simultaneously 
active in the channel during one bit time Tis L+2, with L 
= r (rN* raJlT 1 = r rJIT 1 <f x 1 indicates the integer value 
larger or equal to x) which is sketched in figure 2. From 
these active bits, the bit which has maximum average 
energy is selected as the desired bit, which has to be 
detected. 

I r I 

'\1 "0 I 1"1. 
T",tbit 

Figure 2: Schematic representation of the channel impulse 
response used to compute BER values. 

The received power for a single bit is detennined by 
transmitting a test bit over the multipath channel as 
depicted in figure 2. Let the test bit be defmed as 
Ptest(t) == U(I) - U(t - T), then the output signal Steslrj 
after demodulation for given sample time Ts is 

Ts N 

Stest(TJ= f'LfJkPtest(t-rk)cos(Ok-<l>Jdt (13) 
-crT k=O 

Here, r .. is the sample time referred to the delay of the 
paths in the channel impulse response h(t), Ts E [T, 
TN+1). The sign of Ste .. t is detennined by the phases of the 
contributing paths. 
When a data signal is transmitted, a sequence of bits is 
active in the channel. The sequence of active bits can be 
written in vector notation as g = (a_I. ao, aJ, ... , ad-J, ad, 
ad+], ... , ad, with aj E {-1,+1}, and the desired bit is 



indicated as ad. The position of ad in g: depends on h(t), 
and the sample time that maximises the average energy. 
The index d is equal to d = r rlT l. In the integration 
interval [rrT, Ts) in general two bits, a/_l and aj e q, are 
active in path k. The index i is given by i = r TIlT 1. The 
contribution of path k to the output signal of the matched 
filter is given by 

SA; = PkTcos( Ole - cI>J[ (1- ilk )ai-j + ilA;al ] 
(14) 

with Klei_1 ::P/c(I-Ak)Tcos(Ok -<1>.,), and 

Kk,l = PkAkT cos( Ok - <1> c). At indicates the fraction of bit 

aj in the integration interval for path k: 

(r-T) Ale = Frac k T S 

(15) 

The output signal of the matched filter for all N+ 1 paths 
is given by 

Sout(g:, rJ = g:. K( -rJ (16) 

where, K(rs) is the L+2 x N+ 1 path matrix for sample 
time 'ls. 

Ko._1 0 0 0 0 

Ko,o KI,o K 2,o 

0 KI,I Kl,1 

K( -rJ= 0 0 0 (17) 

K N- 1•L- 2 

KN-1,L-1 KN,L-l 

0 0 0 0 KN,L 

Note that K('l) is periodic in T. Row I ofK, with 1 e {-l, 
0, ... , L}, contains the contribution of bit ai, the column 
Kt (0, 0, ... , Kic.i-J, Kic.i' 0, ... , ol contains the 
contribution of path k. Now the received power Sj from 
bit i in a bit interval T, can be 'written as 

(18) 

The received lSI power SISI, is the average received power 
due to bits that are uncorrelated with the desired bit 

N L 

S/.w= LLG,I 
Ie=O /=-1 

bl,a 

(19) 

So far, only the reception of one signal has been 
discussed. In the situation of co-channel interference, 
other signals, also composed of a dominant component 
and a number of reflected components, are received. In 
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case of one interfering signal, the total output signal of 
the matched filter becomes: 

SOUl (g:,g:", rJ :: g:' K( rJ + g: •. K*( rJ (20) 

where .. denotes the undesired signal. The matrices K and 
K* belong to different PDP's. The data sequence g: and 
the data sequence of the interfering signal g: .. are 
uncorrelated. Further, the assumption is made that the 
data sequences g: and g:" are time synchronous, so the 
worst case situation is considered. 
The BER can be calculated as the average BER for all 
possible combinations of the values of the active bits in 
the channels of both the desired and the undesired signal. 
If we let the desired bit have the constant value ad = +1, 

then the vector q takes on V = 2L
+

1 different values. 
Because there is no desired bit in the interfering signal, 

the vector q* takes on W= 2L
' +2 different values. This 

results in V·W possible output signals 

souI(g:Y'g:;lad :: +1), with g:ye{g:I'''''fIv} and 

g:; e{g:: , ... ,~}. The error probability, Peyz, for the 

combination of qy and g:: is given by 

p'yz = p(~ad = +l,Qy,Q;) 

if sign(sout) = sign(sa) 
= 

(21) 

if sign (s",J = -sign(sa) 

00 

with Q(z) = f e-J..212
dJ., and ~ the received noise power. 

z 

Sign(sd) is determined with (13). The BER is determined 
by averaging P eyz over all V·W possible sequences 

(a_l,aO, ... ,ad, ... ,aJ, (a~l,a;, ... ,a~.): 

(22) 

~ is related to the Signal-to-Noise Ratio (SNR) as ~ = 
SalSNR with Sav is the average received power of the 
desired signal 

N 2 
Sav = 'LPk 

k;O 
(23) 



V RECEIVER MODEL 

The required phase shift <l>c (see eq. (12» is calculated in 
two ways. The first method applied is based on 
remodulation. In figure 3, the scheme of a coherent BPSK 
receiver with QC-combining of multiple antenna signals 
is shown for the case of two antennae. Remodulation is 
applied for phase estimation, by multiplying the deJayed 
input signal with the estimated data. The delay of the 
input signal is introduced to take into account the time 
required for optimum detection of d(t). In case no errors 
are made, remodulation fully removes the modulation, 
resulting in a clean carrier signal from which the 
reference phase is determined. In case of errors, the 
fraction (l-2Pef of the total signal power is concentrated 
in the recovered carrier, with Pe is BER, [8]. 

AmnnaIIl 

e' 1 
----I 

I 
I 1\ 

d(f) 

Figure 3: Scheme of coherent BPSK receiver with QC­
combining of multiple antenna signals with decision 
feedback 

In a multipath environment, however, lSI components due 
to reflections are present. Remodulation of a multi path 
signal results in a carrier signal with additional 
components which are uncorrelated or only partly 

correlated with J( t ). 
The complex low-pass equivalent multipath signal can be 
written as 

N 

li/t} = 'LP"d(t- t',,)exp(jO,,) (24) 
"=0 

If we assume that the phase locked loop (PLL) has 
infinitely small bandwidth, rejecting phase-jitter due to 
noise and time variant lSI, the phase recovered after 
remodulation is given by 

<1>, ~rug( EL~!.d(t <k)J(t-<,)exp(jild] 
(25) 

In case of low BER (25) becomes 

206 

where Kit) is the autocorrelation function of d{t), and 
t's is the optimum sample time. Only the paths with a 

time difference less than one bit time with respect to 1: s 

contribute to <l>c. Interference with uncorrelated data 

d* (I) will not affect the phase estimation process. The 

phase shifting of the signal of antenna#m over 
<l> c,l - <l> c,m' is performed by a PLL controlled phase 

shifter. After summation, the resulting signal is 
demodulated by the BPSK demodulator which recovers 
its phase reference from the combined signal in the same 
way as described by (26). 
This method using decision feedback, will be called the 
remodulation method. Here, only the paths of the desired 
signal that contribute to the desired bit contribute to the 
phase shift C!>c,. 

The second method can use a less complex receiver 
structure, as shown in figure 4. 

Antenna#1 

Figure 4: Scheme of coherent BPSK receiver with QC­
combining using the multiplying technique for phase shift 
estimation. 

The phase difference between two array elements is 
determined from multiplying the reference signal with the 
complex conjugate of the signal under consideration: 

<1>c.1 - <1>c.m = arg{E[(1j + Ij" ).(rm + r;)']) (27) 

where r m represents the signal of antenna#m, and ' 
denotes the complex conjugate. Using a PLL with an 
infinitely small bandwidth, the recovered phase difference 
is given by 

ar{;t!p,pp~RA Tp, - TpJexp(j(op, - opJ) + (28) 

~t!n~m R; ( T:, - T:m )exp(A t{ - dq.)) ) 



where Ro( tj and R; are the autocorrelation functions of 
d(t) and d'(t), respectively. Notice that all paths of both 
the desired and the interfering PDP now contribute to the 
estimated phase shift. In the following, this method 
without decision feedback will be called the simple 
method. 

VI COMPUTATIONAL RESULTS 

The BER results of quasi coherent signal combining in 
case of one interfering signal are calculated for both 
phase estimation methods. The cumulative BER different 
distributions (CBD's) are computed from 500 different 
generated channel impulse responses with an exponential 
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power delay profile for both the desired and the 
interfering signal. This is done for different number of 
antennae, different Rice factor, different bit time, and 
SIR, with SNR = 10 dB. The maximum number of active 
bits that are taken into account to calculate the BER is 7. 
In order to compare the performance of different bitrates 
Rb for the same 1:RMS, the normalised bitrate R_, defined 
as 

R AR 1:RMS 
norm = b·TR.MS =--

Tb 
(29) 

is used. 

-8 -6 -4 ·2 o 
Log(BER) 

(b) 

Figure 5: Cumulative distribution function for the BER (remodulation method) with Rnann = 0.01, and K = 6 dB, for: {a} M = 1, 
(b) M = 4; 1.) SIR = 0 dB; 2.) SIR = 3 dB; 3.} SIR = 6 dB; 4.} SIR = ro; 
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Figure 6: Cumulative distribution function for the BER (remodu/ation method) with Rnonn = 2, and K = 6 dB, for: (a) M = 1 
(b) M = 4; I.} SIR 0 dB; 2.) SIR 3 dB; 3.} SIR = 6 dB; 4.} SIR = 00; 
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Effect of quasi coherent signal combining. First the 
effect of QC-combining is evaluated by comparing the 
BER results for M and M 4. CBD's are presented 
for four different Signal·to·Interference ratio's, SIR == 0 
dB, 3 dB, 6 dB, and 00 (no co~hannel interference), and 
for two values of the normalised bitrate, Rnonn == 0.01 
(narrowband case), and Rnonn = 2 (heavy lSI). To avoid 
that multipath interference is dominant over the co· 
channel interference, a Rice factor of K = 6 dB is used. 
Figure 5 shows the results for Roorm = 0.01 without and 
without QC-combining (M=1 andM= 4), figure 6 shows 
the results for Rncmn = 2. The results are obtained using 
the remodulation method. It is obvious that QC· 
combining results in superior performance compared to 
the one antenna case. The results also show that the 
influence of co-channel interference is considerable. It 

1 Prob(Log(BER)<Abcissa) 

0.1 

-6 ·4 ·2 o 
Log(BER) 

(a) 

should be noted however, that these results represent a 
worst case situation since the data sequences of the 
desired and the interfering signal are assumed 
synchronous. 

Effect of remodulation. The effect of remodulation in 
QC-combining is evaluated by comparing the BER results 
obtained for the simple method and for the remodulation 
method. The CBD's are shown for SIR 0 dB, 3 dB, 6 
dB, and 00 (no co~hannel interference), and for two 
values of the normalised bitrate, RJI()rm = 0.01 
(narrowband case), and 2, and M == 4. A Rice factor of K 
= 3 dB is used. Figure 7 shows the results for Rnorm = 
0.01 obtained for the simple method and with decision 
feedback. Figure 8 shows the same results for Roorm= 2. 

(b) 

Figure 7: Cumulative distribution function for the BER with M = 4. and K = 3 dB. obtained for Roann = 0.01 using: (a) simple 
method. (b) remodulation method; 1.) SIR = 0 dB; 2.) SIR = 3 dB; 3.) SIR = 6 dB; 4.) SIR = 00; 
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Figure 8: Cumulative distribution function for the BER with M 4, and K == 3 dB, obtained for Rnorm = 2 using: (a) simple 
method, (b) remodulation method; /.) SIR = 0 dB; 2.) SIR = 3 dB; 3.) SIR = 6 dB; 4.) SIR = 00; 
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The difference in BER results for the remodulation 
method and the simple method is clearly shown in figure 
9. In this figure the CBD's for Rnorm = 0.01, K = 6 dB, 
andM= 4, are depicted for both methods. 

~ -4 ·2 o 
Log(BER) 

Figure 9: Cumulative distribution function for the BER with 
M 4. RIf()Ym 0.01, and K = 6 dB. obtained with the simple 
method - - - and the remodulation method-for: I.) SIR = 0 
dB; 2.) SIR 3 dB; 3.) SIR = 6 dB; 4.) SIR co,' 

VI CONCLUSIONS 

Quasi-coherent signal combining yields a major 
improvement of the BER performance compared to the 
one antenna case. The obtained BER results also show 
that the influence of co-channel interference on the BER 
is considerable. It should be noted however, that the 
results in this report are obtained for the worst case 
situation since the data sequences of the desired and the 
interfering signal are assumed synchronous. 
BER performance in case of co-channel interference is 
significantly better for the method using remodulation 
than for the simple method. This is cause by the fact that 
remodulation selects only the signal which correlates with 
the estimated data for phase estimation. Especially for a 
small SIR the difference is remarkable. 
For SIR = 00, the results obtained for the remodulation 
method are only slightly better than those obtained for the 
simple method. So, in absence of co-channel interference , 
the simple method is an appropriate method for phase 
estimation in QC-combining. 
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