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Summary

High-Dynamic-Range Displays

In daily life, a large range of light intensities can occur. For example, the sun at
noon is up to 100 million times brighter than a starlit night. The human visual
system is capable of adapting to this full intensity range of as much as 10 orders of
magnitude. In comparison, the dynamic range of a typical liquid-crystal display
(LCD) is only 3 orders of magnitude and the peak luminance is usually around
500 cd/m2, which is substantially lower than the average luminance on a sunny
day (100000 cd/m2) or even on a cloudy day (20000 cd/m2). These obvious dis-
crepancies between real-world and display leaves ample room for improvement.

In this dissertation, the poor constrast and peak luminance (also referred to as
dynamic range) of LCDs is addressed. The light efficiency of conventional LCDs
is typically 5-7% due to the crossed polarisers, small pixel aperture, and the pres-
ence of colour filters. In order to achieve high system efficiency, we investigated
three options; (1) an LC-panel with RGBW subpixel layout and local backlight
boosting, Chapter 3, (2) a colour-equential display with local luminance boost-
ing, Chapter 4, and (3) a 120 Hz, 2-field colour-sequential system, Chapter 5. Fi-
nally, we investigated the contrast requirements for high-contrast display systems
by considering human-eye glare the limiting factor (Chapter 6). In order to en-
able the described research, a versatile high-dynamic range display system was
built (Chapter 2).

A prototype display with a backlight consisting of individually-addressable
light-emitting diodes (LEDs) has been constructed. By using the backlight as a
second modulator, which creates a low-resolution approximation of the desired
image, the contrast can be increased by about 2 orders of magnitude. Further-
more, the 1125 segments of individually-addressable and tightly-packed RGB
high-power LED triplets allowed us to raise the peak luminance of a standard
LCD to more than 4000 cd/m2. By careful design, the backlight segments were
optically separated, yet slightly overlapping, allowing a very large modulation
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depth and high uniformity of full-screen luminance. The prototype display has
served as a research vehicle to a majority of the work described in this thesis and
is described in detail in Chapter 2.

Compared to a conventional RGB subpixel layout, the transmission of an
RGBW LCD is 150%, yet colourful images may be perceived as dull and unattract-
ive. When reproducing saturated colours, such as primary red, the transmission
is namely reduced to 75% due to a reduction of subpixel aperture. In order to ad-
dress the luminance shortage of bright saturated pixels, a method is introduced
in Chapter 3 in which a spatially-modulated backlight is locally boosted in re-
gions of bright, saturated colours. Whereas state-of-the-art methods for deriving
backlight drive levels either results in high contrast or temporal stability, we ad-
ditionally present a reformulation of backlight modulation control which results
in both superior contrast and temporal stability. By employing local backlight
boosting, the colour error (99.5%-percentile of ∆E94) is reduced from 12.3 JND
to 4.3 JND on average. Power consumption is reduced by 18% compared to an
RGB LCD with local backlight dimming. Additionally, it is proposed to increase
luminance of desaturated pixels in regions of backlight boosting, which results in
an average luminance increase of 16% for pixels which are boosted.

Colour-sequential LCDs eliminate the need for colour filters. Colour is made
temporally using a flashing backlight of red, green, and blue primary colours.
Such a display is 3-4 times more efficient than a regular colour-filter based LCD.
In addition to this transmission gain, it is possible to further increase peak lumin-
ance up to a factor three for images of limited colour variation. In order to achieve
this, the primary colours are locally adjusted by means of mixing the RGB triplet
of a backlight segment. When the primaries are close-to identical, the gamut be-
comes very tall and allows significant increase of luminance. In Chapter 4, a back-
light control strategy which utilises this insight is presented. The results show an
average luminance increase of 143% for a display with 240 backlight segments.

While the increased transmission of colour-sequential LCDs is attractive , com-
mercial breakthrough has been impeded by requirements for fast LC-panel op-
tical response time. Conventional displays use at least three primaries for full-
colour image reproduction and colour-sequential LCDs are therefore tradition-
ally based on at least three fields per frame. In Chapter 5, a display system is
presented which is based on only two fields. A backlight with locally-addres-
sable LED RGB-triplets is used to produce local and temporally varying primar-
ies. On a local basis, the two primaries that minimises the colour error in a total
least-squares sense are chosen. Colour reproduction of natural images is very
good for a majority of images given a sufficient amount of addressable back-
light segments. A statistical analysis shows that excellent colour reproduction
(∆u′v′ < 0.020) for more than 99.0% of the pixels per frame) can be achieved for
74.2% of the frames using 9216 backlight segments. When the display system op-
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erates at 2 fields rather than 3 fields, the requirements for LC-panel response time
is relaxed by 33% without affecting the high-transmission advantage ascribed to
colour-sequential displays.

In Chapter 6, we investigate the contrast requirements for high-contrast dis-
play systems by considering human-eye glare. Displays based on organic-light
emitting diodes (OLEDs) promises perfect dark-room black level. However, light
scatter in the human eye leads to an increase in retinal black level and suggests
that a close-to-zero black level is not required for natural images. The local in-
crease of black level caused by human-eye glare is estimated. With a spatially-
modulated backlight, an LCD can make enough contrast provided a sufficient
number of addressable segments, in the order of 2000, is used.

In a final contribution (Chapter 7), OLED displays are considered for HDR im-
age reproductions. Whereas the contrast characteristics of state-of-the-art OLED
displays exceed those of most other display technologies, the luminance is still
lower than that of LCDs. As large-sized OLED displays have only recently been
commercialised, the next decade is likely to bring several improvements on light
output. Meanwhile, it is necessary to consider alternative methods in order to
maximise light output. In this chapter, an early-stage study showing experi-
mental data of luminance and thermal characteristics of some OLED displays
is reported. Furthermore, a method is presented which is expected to allow im-
provements of luminance by explicitly modelling heat conduction.

In conclusion, this thesis contributes primarily to the field of display systems
engineering with novel video processing and backlight control algorithms. A
sophisticated backlight with HDR capabilities was constructed to facilitate the
research and to demonstrate the performance of the proposed concepts. Existing
methods for visualising HDR images consider display luminance and contrast
characteristics constant. This thesis contributes by demonstrating that, by con-
sidering such characteristics dynamic, it is possible to increase both contrast and
luminance without physically modifying the display system.
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CHAPTER 1
Introduction

The work presented in this thesis is motivated by the discrepancy between real
world light levels and those which can be reproduced by state-of-the-art displays.
To that end, the dynamic range capabilities of the human visual system (HVS)
is reviewed and compared to the capabilities of state-of-the-art displays in this
chapter. The principles behind the liquid-crystal display (LCD), the most com-
mon display type of today, is introduced and recent advancements in LCD tech-
nology is reviewed. Finally the objectives of this thesis are accounted for and a
thesis outline is presented.

1.1 HVS and Dynamic Range Capabilities

In the world around us, variations in light intensity span over 10 orders of mag-
nitude. For example, the sun at noon may be up to 100 million times brighter
than a starlit night (Reinhard, Ward, et al., 2006). The human visual system (HVS)
is capable of adapting to this range of lighting conditions through a variety of
adaptation mechanisms including the pupil, the duplex retina of rods and cones,
photopigment bleaching, and neural gain controls (Ferwerda, 2001; Rieke and
Rudd, 2009). Figure 1.1 shows the luminance of a sheet of white paper under dif-
ferent natural illumination conditions. The intensity of light reflected of the paper
may vary from 10−3 cd/m2 at starlight to 105 cd/m2 at a sunny day. Whereas in-
stantaneous discrimination of intensity of the HVS is limited to about 3-4 orders
of magnitude (Kunkel and Reinhard, 2010), the system functions over a stunning
10 orders of magnitude, thanks to the coordinated action of the adaptation mech-
anisms (Ferwerda, 2001).

1
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Photopic Vision

10−6 10−4 10−2 0 102 104 106 108Luminance
[
cd/m2

]
Lighting
Indoor

SunlightMoonlightStarlight

Scotopic Vision Mesopic

Figure 1.1: Illustration of the reflected luminance of a white sheet of paper at different
illumination conditions. The ranges of vision is divided into scotopic (rods dominant),
photopic (cones dominat), and mesopic (both active). Whereas the human visual system
can function across 10 orders of magnitude, it can only discriminate across about 3 orders
of magnitude at any instance in time. Reproduced from (Ferwerda, 2001; Reinhard, Ward,
et al., 2006).

As illustrated in Figure 1.1, at luminance levels up to about 10−2 cd/m2, the
vision of rods will be dominating (scotopic vision). At luminance levels from
100 cd/m2 and higher, the vision of cones will be dominating (photopic vision).
In between is called mesopic vision, which is a combination of scotopic and pho-
topic vision where both rods and cones are active.

Whereas the HVS system is capable of adapting to varying illumination con-
ditions this does not happen instantaneously. When entering a tunnel or when
the lights are switched from on to off, it may take many minutes before the visual
system has completely adjusted to the new (much darker) level of illumination.
This process is known as dark adaptation and can take more than a minute for
level differences of 1-2 orders of magnitude and more than 10 minutes for adapt-
ation levels above 2 orders of magnitude (Wyszecki and Stiles, 1982, chap. 7.3;
Ferwerda, 2001). The time course of dark adaptation is shown in Figure 1.2. In
this study, the observer is first adapted to a bright background luminance (ex-
pressed in retinal illuminance, measured in trolands). The detection threshold is
then measured at regular intervals after the observer is put into darkness. When
adapting to darkness from a very bright surround, 400000 Td, improvements in
contrast threshold detection can be observed for up to 35 minutes. When adapt-
ing coming from a relatively dark surround, 263 Td, the recovery is significantly
faster. Notice the kinked curve when adapting from a bright surround. This is
a result of the different speed of recovery of the cone and rod sensitivity. The
first minutes the threshold drops rapidly while the sensitivity of the cone system
is recovering. The following minutes, the detection threshold is relatively con-
stant because, although the cone system has recovered, the rod system has not
recovered significantly. The inverse of dark adaptation is light adaptation. This
process is much quicker compared to dark adaptation and may take up to a few
minutes (Ferwerda, 2001).

Whereas temporal changes in intensity from day to night can be really ex-
treme, light intensity variations within a natural scene can also be quite substan-
tial. The HVS must also be able to quickly adapt to these intensity variations
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Figure 1.2: Time course of dark adaptation expressed as log-threshold of contrast visibility.
Reproduced from (Wyszecki and Stiles, 1982).

when exploring a single visual scene. From highlights to shadows, the dynamic
range of natural scenes may span from a few orders of magnitude (Jones and Con-
dit, 1941), up to five orders of magnitude (Fairchild, 2007; van Hateren, 2006),
and even larger if direct-view light sources are involved. Within a scene, the
HVS is known to function across a range of about five orders of magnitude (Re-
inhard, Ward, et al., 2006). Compared to instantaneous contrast discrimination,
than range is extended due to the adaptation of the neural gain of the photo-
transducers associated with the photoreceptors in the retina. The neural gain
can be adjusted fast enough to match the changes in light intensity produced
as the eyes moves from one location to another within a single visual scene. It
has been established that a set of computational principles translates the indi-
vidual photoreceptor signals into rapid and reliable adaptation levels by means
of receptor pooling and adaptation to the local mean intensity and contrast (van
Hateren, 2006; Rieke and Rudd, 2009).

Despite the ability to adapt to different levels of illumination, the visual per-
formance is not equally good under all adaptation states. At low luminance
levels, scotopic vision in particular, the visual acuity, contrast sensitivity, and col-
our discrimination are all substantially reduced (Ferwerda, 2011).

Natural scenes of extremely large dynamic range may also have a significant
impact on vision. A bright light source in the visual field can lead to reduced
retinal contrast in the proximity of the bright light source due to intra-ocular re-
flections and scattering (Vos, 1984; Vos and van den Berg, 1999; Murdoch and
Heynderickx, 2012). This effect is called glare and impairs detail perception near
high-contrast boundaries. In Figure 1.3 an illustration on how a desk lamp could
be perceived with and without human-eye glare. In the left illustration, the light
bulb is a small bright object and the text inside the reflector (Luxo) is clearly read-
able. This is normally not the case when looking directly into a desk lamp. In the
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Figure 1.3: Illustration of how glare may impair detail perception near high-contrast bound-
aries. In the left illustration of a Luxo-lamp on the table, the light bulb is represented by
a small bright spot and the text inside the reflector is readable. In the right illustration a
simulation of human-eye glare has been added showing the more common experience of a
large halo around bright objects.

right illustration, we have added a large halo around the bright light bulb. This
is meant to illustrate human-eye glare and corresponds better to the experience
of looking into a desk lamp. Notice that the text is now barely readable.

1.2 Dynamic Range and Amplitude Resolution

The term dynamic range is used in engineering to define the ratio between the
largest and the smallest quantity under consideration (Myszkowsi, Mantiuk, and
Krawczyk, 2008). Depending on the technical field of expertise, different meas-
ures may be used. When considering real world light levels, the ratio between the
largest and the smallest amount of light in a scene is often expressed as orders of
magnitude. This is called log-range and defined as the base-10 logarithm.

Besides the base-10 logarithm, a number of other definitions of dynamic range
are in use. Signal-to-noise ratio (SNR) is defined as peak signal intensity in rela-
tion to noise level intensity and is often employed by camera manufacturers to
characterise camera sensors. The unit for SNR is decibel [dB] and expressed as
20 times base-10 logarithm. Occasionally, scene dynamic range is referred to as
exposure latitude expressed in f -stops (base-2 logarithm). This is a legacy from
analogue film and generally discouraged (Myszkowsi, Mantiuk, and Krawczyk,
2008). In display systems, dynamic range is commonly expressed directly in
terms of contrast ratio. It is defined as the ratio between the peak white lumin-
ance and the darkest luminance (black level). For example peak luminance of
300 cd/m2 and black level of 0.6 cd/m2 results in a contrast ratio of 500:1. In
this thesis we will use orders of magnitude and contrast ratio as measures of
dynamic range, consistent with common use in the computer graphics and the
display community, respectively.
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Figure 1.4: Illustration of a video reproduction pipeline from acquisition and transmission
to display. The pipeline basically converts light into a digital signal and back into light.
Adapted from (Mantiuk, Krawczyk, et al., 2007).

Dynamic range is often confused with amplitude resolution, which is defined as
the number of distinct levels that can be recorded by a camera, or portrayed by
a display device. For digital devices, amplitude resolution is often expressed as
the bit depth of the associated signal. There is no obvious relationship between
amplitude resolution and dynamic range, the application of a device governs the
necessary amplitude resolution. For an imaging device, such as a display, it is
a good practice to ensure that each individual amplitude step corresponds to at
most 1 just-noticeable difference (JND) for the human visual system. Obviously
devices of high dynamic range require a high amplitude resolution in order to
prevent large clearly distinguishable amplitude steps, but high bit depth does
not warrant high dynamic range capabilities.

1.3 Reproduction of Real-World Scenes

Considering the enormous dynamic range encountered in the real world and the
impressive adaptability of the human visual system, modern digital imaging de-
vices are in comparison quite limited. The dynamic range of typical devices, such
as front projectors, cathode ray tubes (CRT), plasma screens, and liquid crystal
displays (LCD), ranges from as low as 10:1 for projectors up to 5000:1 for the best
CRTs. For LCDs the typical range is around 500:1 for monitors, and up to 3000:1
for high-fidelity screens. The full-white luminance ranges from about 30 cd/m2

for a cheap projector, and up to 600 cd/m2 for a high-fidelity LCD. When the cap-
abilities of the HVS is compared to the capabilities of a display system, it becomes
clear that conventional display technologies leave ample room for improvement

This discrepancy can partly be ascribed to technological limitations of display
systems, but is also largely related to other elements of video reproduction. In
Figure 1.4, a typical video reproduction pipeline is illustrated. The pipeline con-
sists of three activities; acquisition, transmission, and display. Traditionally, video
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(a) (b) (c) (d)

Figure 1.5: In (a-c) a short, medium, and long exposure. Notice how none of the expos-
ures allows to see the book (bottom atop the drawer) and the building simultaneously. In
(d) the combined exposures is shown. The tonal range of the HDR photograph has been
compressed.

reproduction consists of capturing light of a natural scene using a video camera,
transmission of the video signal by broadcasting or hard-copy distribution, and
reproduction of the light of the scene using a display device. This corresponds to
the top row of Figure 1.4. The past 20 years, visual special effects generated by
computer graphics rendering has won popularity. Abstract computer models of
texture, lighting conditions, and shading information is used to generate photo-
realistic virtual scenes which may be mixed with footage in post processing or
completely replace the traditional camera acquisition. This is illustrated in the
bottom row in Figure 1.4. We review each element of video reproduction in the
following sections.

1.3.1 Acquisition: Capturing and Rendering in HDR Scenes

Electronic acquisition of motion picture using analogue film dominated up until
the 2000’s, after which digital acquisition won out. Photographic film offers a
dynamic range of around 4 orders of magnitude, commonly expressed as 12-13
f -stops, while digital sensors offer a slightly lower dynamic range of 3-3.5 orders
of magnitude, commonly expressed as 65 dB (10-11 f -stops) (Reinhard, Ward, et
al., 2006). In practice, the dynamic range is reduced, in particular in the vicin-
ity of bright objects, such as light sources or the sun, due to optical flare. Jones
and Condit (1941) reported a factor four reduction of dynamic range for cameras
at that time, while Fairchild (2007) reported a reduction by a factor of 1.4 for a
modern digital single-lens reflex (DSLR) still-image camera.

The inherent limitations of dynamic range of image sensors, makes it im-
possible to capture the full dynamic range of a natural scene in a single expos-
ure. The photographer will have to choose which pixels to leave saturated, i.e.
clipped to black or white. However, by taking multiple exposures of a scene with
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different shutter times, each pixel will be correctly exposed in one or more images
in the sequence. Based on this observation, and assuming a linearised camera re-
sponse, it is possible to combine the exposures in order to generate a photograp
of extended dynamic range (Reinhard, Ward, et al., 2006). This method, often
referred to as exposure bracketing, has been particular popular in amateur photo-
graphy and is frequently applied to capture scene illumination using a mirror-ball
for physically-based rendering of photo-realistic virtual scenes.

In order to demonstrate exposure bracketing, we captured three photographs
in an office setting. The exposures are shown in Figure 1.5(a)-(c). The challenge
of the scene lies in the large intensity difference between the sky and buildings
in the background and the book located on the drawer at the bottom of the pho-
tograph. A CCD-sensor-based IDS Imaging UI-2230ME camera was used and
exposure time was set to 1 ms, 8 ms, and 64 ms, respectively (3 f -stops apart). This
particular camera unit provides a linear camera response (Rüfenacht, 2011). The
HDR photograph shown in Figure 1.5(d) is constructed by shifting the intensity
of the individual exposures according to their relative exposure time and com-
puting a weighed average of the measured pixel intensities. In the resulting HDR
photograp, in which mid-tones have been compressed (frequently referred to as
global tone mapping), both the building and the book are recognisable.

Whereas a sequence of exposures is useful for still photography, it is imprac-
tical for capturing video. Kang et al. (2003) have demonstrated a camera setup
with temporally-varying exposure settings. This limits maximum frame rate
and may induce motion blur due to the time-difference between the frames of
low- and high exposure. Nevertheless, RED, a US-based manufacturer of digital
cinema cameras, has commercialised a camera based on this concept. Unger and
Gustavson (2007) have demonstrated a camera system capable of rapid expos-
ures within one frame (25 fps) using a rolling-shutter CMOS-system. With up to
8 exposures per frame, the system can capture a wide dynamic range of up to
140 dB. However, the extremely short exposure times require very sensitive im-
age sensors, or a boosted sensitivity using amplifiers, which unfortunately often
leads to increased noise levels.

Rather than using multiple frames to create different exposures, it is pos-
sible to simultaneously capture differently exposed images using multiple im-
age sensors (Myszkowsi, Mantiuk, and Krawczyk, 2008). Light entering a single
lens is split using beam-splitters and relayed through neutral-density filters res-
ulting in simultaneously recording of radiometrically-offset images. Absorptive
neutral density filters are typically applied resulting in poor optical efficiency
and requiring sensitive image sensors. Tocci et al. (2011) have proposed to use
beam-splitters of different reflective coefficients and redirect reflected light back
into the optical pathway thereby increasing optical efficiency to close-to 100%. At
the ACM SIGGRAPH conference 2010, the German-based Spheron VR, a manu-



8 Chap. 1 Introduction

facturer of cameras used for special effects applications, demonstrated an HDR
video camera operating in real time. The concept of this camera was not disclosed
at the conference.

Besides the multiplexed HDR capture concepts described above, a consider-
able amount of research has focused on enlarging the intrinsic dynamic range of
the image sensors. Some of this research has resulted in commercialised single-
sensor HDR cameras, which are primarily applied in surveillance and industrial
computer-vision applications.

1.3.2 Transmission: Image and Video Formats

Irrespective of the HDR acquisition technology used, it is important to consider
the format used for storage and transmission of the resulting HDR image. Tra-
ditional image formats were designed in a time where CRTs were the dominat-
ing display technology and consequently the limited capabilities of such displays
have dictated the characteristics of popular colour encoding systems typically
used in image formats such as BMP, PNG, JPEG, TIFF, etc. It is typical to use 8-bit
integers to represent each colour (RGB) and consequently the dynamic range is
limited to a few orders of magnitude in order to avoid visible banding (Reinhard,
Ward, et al., 2006).

Besides limitations on usable dynamic range, traditional image formats do
not specify a mapping between digital values and photometric units. Conse-
quently, the maximum digital value is often simply mapped to the maximum lu-
minance of a display device and the minimum value is mapped to the minimum
luminance value. From a mathematical point-of-view, the range of an 8-bit en-
coded RGB signal is around 5 orders of magnitude, (1/255)2,2 : 1, which will lead
to significant visible banding. If each individual step is kept below the visible
threshold, the dynamic range is closer to 1 order of magnitude.1 This is, however,
a very conservative use of the 8-bit encoding, and the dynamic range is likely to
be closer to 2 orders of magnitude (Reinhard, Ward, et al., 2006).

According to HDR-imaging pioneer Greg Ward, the dynamic range capability
of an HDR format should cover at least 4 orders of magnitude (Greg Ward, 2005).
Besides dynamic range, it is desirable that an HDR format encompasses the full
range of visible colours, either with wide-gamut primaries, by allowing negative
primaries, or by using CIE XYZ tri-stimulus coordinates (Berns, 2000). Lastly, it
is desirable that an HDR format can be compressed in order to occupy the least
possible data volume (fewest bits).

1We have made use of the standard display function, which is tabulated in (DICOM Part 14,
Supp. 28, 1998), and relates luminance to a JND index. For a display device of 100 cd/m2peak lumin-
ance, the minimum luminance is 10.6 cd/m2, resulting in a dynamic range of 1 order of magnitude.
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A large variety of lossless HDR image formats have been proposed (Mantiuk,
2006; Reinhard, Ward, et al., 2006). Of these formats, the Radiance HDR (RGBE
and XYZE) format was the first. The format covers well beyond 70 orders of
magnitude, but suffers from colour artefacts of saturated colours due to lack of
de-coupling of intensity and chromaticity. The integer-based LogLUV encoding
solves these issues and covers well beyond 30 orders of magnitude, while main-
taining the maximum relative step size below 0.3% (Greg Ward, 2005). Finally,
the OpenEXR format, is a half-precision floating-point type with a 10-bit man-
tissa and 5-bit exponent, allowing a dynamic range of more than 10 orders of
magnitude while keeping the relative step size below 0.1% (Greg Ward, 2005).

Interestingly, the half-precision format used in the OpenEXR format, has won
wide-spread use in graphics processing units and has served as the basis for an
digital film interchange framework called ACES. The ACES format is used to
store intermediate data before the final video is colour-graded for a particular
display device. For consumer applications it may be beneficial to trade off quality
for lower bandwidth by applying a lossy compression scheme, such as JPEG for
LDR images. Recently, the JPEG committee have approved an extended-range
JPEG format named JPEG-XR (Dufaux, Sullivan, and Ebrahimi, 2009).

Without a display device with HDR capabilities, it is necessary to map the
tonal range of the HDR data to the display device. A comprehensive study on
tone-mapping operators for compressing the dynamic range of still images can be
found in (Devlin et al., 2002), (Reinhard and Devlin, 2005), and (Reinhard, Ward,
et al., 2006). A recent study by Eilertsen et al. (2013), in which tone-mapping op-
erators were applied to video, indicates that with few exceptions, tone-mapping
operators are either sensitive to noise or causing visible flicker. Another problem
is that tone-mapping operators often change the image appearance and may re-
quire considerable processing power. As a solution to this problem, it has been
argued to make a backwards-compatible format which contains a low-dynamic
range image and a residual signal to reconstruct the HDR image. The methods
by Ward and Simmons (2005) and Mantiuk, Efremov, et al. (2006) are examples of
such an approach.

When an HDR image has been acquired, it is obviously desirable to have a
display with HDR capabilities in order to faithfully reproduce the HDR image.
In fact, in a psychophysical experiment on observer preference it was found that
tone-mapped HDR images viewed on an LDR display are no better than the best
LDR exposure (Akyüz et al., 2007). This provides evidence, that in order to truly
benefit from HDR technology one would need an HDR display.
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(a) (b) (c)

Figure 1.6: A photograph of a wide-viewing angle stereoscopic viewer with high-dynamic
range capabilities was presented by Ward in 2002. In (a) a photographic of the viewer, in
(b) and (c), the transparency base- and detail-layer, respectively.

1.3.3 Display: Reproducing HDR Scenes

Printed photography reproduced on paper is generally characterised by a low
dynamic range considerably less than 100:1 due to the relatively low light ab-
sorption of the printed dyes. Being a reflection print, the image quality depends
greatly on the paper, the dyes used, and, in particular, the ambient light under
which the print is observed. A transparency print, such as those used in over-
head and slide projectors, however, largely decouples the light source from the
ambient light. The contrast ratio may be up to 10 times higher than for reflec-
tion prints if viewed in a perfectly darkened room (Reinhard, Ward, et al., 2006).
Nevertheless, both printed photography and projected transparent slides exhibit
insufficient dynamic range to reproduce HDR imagery.

In 2002, Ward presented a still-image stereographic viewer with high-dynamic
range capabilities. The system is based on stacking a set of transparency prints
in combination with a bright light source. When the printed transparencies are
stacked, the density of the dyes is doubled and consequently the dynamic range
is doubled in log-terms. Whereas the dynamic range capabilities of the film re-
corder used was close to 1000:1, the desire to keep all intensity steps below the
visible threshold forced the authors to limit the individual prints to about 100:1
(Ledda, Ward, and Chalmers, 2003). The dynamic range of the transparency stack
was about 10000:1. A pair of 50 W lamps was used as light source and ensured
a peak luminance of about 5000 cd/m2. The input images were digitally divided
across the transparencies using a square-root operation and in order to avoid
alignment problems, one transparency was slightly blurred, while the other was
compensated, such that the product would yield the desired HDR image.

In Figure 1.6(a) a photograph of the still-image viewer is seen. Note the wide-
viewing angle optics and the dual-barrel design for stereoscopic reproduction.
To the left in the photograph two pairs of transparencies can be seen. In Fig-
ures 1.6(b)-(c), the contrast of a photo-realistic rendering has been divided across
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(a) (b)

Figure 1.7: A projector-illuminated LC-panel is simple, yet very effective way of creating a
HDR display. A photograph of a prototype by Seetzen, Heidrich, et al. (2004) is seen in (a).
For this photograph the housing, which is used to reduce unintended light leakage, has
been removed. In (b) a photograph of the display described by Daly et al. (2013a).

two transparencies. The rear transparency has been made monochrome and
slightly blurred, the other transparency contains details and colour. In an ob-
server preference study, where reproductions of a naked-eye natural scene on a
CRT (tone-mapped) and on the HDR prototype were compared, the HDR repro-
duction was favoured (Ledda, Ward, and Chalmers, 2003).

Seemingly inspired by the concept of stacking transparencies, Seetzen, Heid-
rich, et al. (2004) constructed an HDR display using a modified projector and
a conventional LC-panel. A photograph of the display system is seen in Fig-
ure 1.7(a). A conventional LC-panel is being illuminated by a projector, rather
than a set of parallel-mounted fluorescent tubes, as was normal at that time. In
addition to the optical modulation of the LC-panel, the high resolution of the
DMD-based projector allows a second modulating layer. In this way, two stacked
modulating layers are combined in order to create a display with an extended dy-
namic range. Note that the housing which should prevent unintended light leak-
age has been removed for the photograph. In the still-image viewer, the densities
of the transparent prints were added to allow dual modulation of a uniform light
source. In comparison, the projector-based system is a non-uniform light source
illuminating a variable transparent media.

In order to operate efficiently, a number of modifications were carried out
by the authors. The light output of the projector was tripled by removing the
colour-filter wheel. Consequently, the projector could only create monochromatic
images, similar to the approach of Ward (2002). Also, the rear-image (on the
projector) was blurred slightly in order to avoid alignment issues and potential
moiré. Light output towards the viewer was increased by using a fresnel lens in
front of the LC-panel. The contrast ratio of the LC-panel and projector, was 300:1
and 800:1, respectively. In practice a maximum contrast of 54000:1 was measured,
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slightly lower than the theoretical 240000:1. Peak luminance was measured to be
2700 cd/m2.

Interpretation of the reported contrast level should be done with care. Display
system such as the stereographic viewer of Ward (2002) and projector-illuminated
LC-panels are both based on the combination of a low and a high resolution mod-
ulator. The local contrast will depend on the distance to nearby bright objects
due to light scattering from the low resolution modulator. Typically contrast is
computed based on sequential measurerements of a white and black image, or
by measurements of a 5× 5 checkerboard pattern. Consequently, the reported
contrast levels are not representative for the performance to be expected when
depicting natural images.

The projector-illuminated LC-panel was one of the first designs proposed
for a video-capable HDR display, but due to its large form factor and the high
power consumption, it never gained much popularity outside of academic re-
search laboratories. Because of the scarcity of commercially-available HDR dis-
plays and the simplicity of this approach, the recipe has been followed by other
research laboratories, such as Munsell Colour Science Laboratory (Ferwerda and
Luka, 2009), Bangor University (Wanat, Petit, and Mantiuk, 2012), and most re-
cently Dolby Laboratories (Daly et al., 2013a). In this most recent design, a cinema-
grade projector, intended for illuminating screens of 30 metres or wider, was com-
bined with a 23 inch LC-panel. Consequently, the display system has a peak lu-
minance close to 20000 cd/m2 and a dynamic range covering about 6 orders of
magnitude (Daly et al., 2013a). Notice that the colour reproduction method is re-
versed compared to the previous design, as the LC-panel is monochrome and the
projector is providing colour. A photograph of the display system is shown in
Figure 1.7(b). The housing which is used to prevent unintended light leakage has
been removed for the photograph.

LED-Illuminated LC-panel

HDR display prototypes based on a LC-panel with projector illumination are typ-
ically fairly small (up to about 20 inch), but not thin. In order to illuminate a large
TV-sized LC-panel with a projector, a certain throw distance is needed. This lim-
its the minimum thickness of such a display. Further, the projector luminous flux
is roughly proportional to the square-root of the display diagonal. Consequently,
with today’s projectors the display diagonal must be small to obtain a high peak
brightness.

As an alternative to a rear-projection setup, it has been proposed to replace the
projector with a matrix of individually-addressable light-emitting diodes (LEDs)
(Seetzen, Whitehead, and Ward, 2003; Seetzen, Heidrich, et al., 2004; Trentacoste
et al., 2007). Similar to the aforementioned HDR display concepts, the backlight
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Figure 1.8: Illustration of a conventional LCD with a backlight consisting of parallel-
mounted CCFL and a spatially-modulated backlight, for example by means of LEDs. The
light profile illuminating the LC-panel is illustrated behind the LC-panel. Notice the cor-
respondence between dark areas in the image and dark areas in the light profile of the
spatially-modulated backlight.

creates a low-resolution approximation of an image, while ensuring enough light
intensity for all pixels. The LC-panel can then be used to modulate the intensity
to the desired light level and colour. However, the resolution of the segmented
backlight is typically well below that of the LC-panel and smooth optical segment
profiles are characteristic for an LED-based design. It is therefore not necessary
to initially blur the rear-image as it will be low resolution by nature. The optical
profiles, i.e. the point-spread function, of each backlight segment are desirably
smooth enough to provide sufficient uniformity for a full-white image. Typic-
ally a luminance ripple of about 1 to 2 percent is perceptually acceptable (Vogels,
Heynderickx, and Swinkels, 2003). As a consequence of the smooth segment pro-
files, segments generating light for a specific bright object may also illuminate
adjacent dark areas, which may result in unintended bright halo artefacts due to
light leakage through the LC-panel.

An illustration of a conventional LCD is shown in Figure 1.8(a). A conven-
tional LCD is illuminated by parallel-mounted cold-cathode fluorescent lamps
(CCFL) which ensure uniform illumination on the LC-panel, as is illustrated be-
hind the LC-panel. Notice that the light profile is slightly sponge-shaped, with
light intensity dropping towards the edges of the display. Typically the intens-
ity drops by 20 to 50 percent, however the low frequency of the intensity change
makes the reduction perceptually acceptable (Vogels, Heynderickx, and Swinkels,
2003).

Figure 1.8(b) gives an illustration of a spatially-modulated backlight in which
the light profile can be modulated according to the video content by means of
individually addressable LEDs. The light profile is consequently dark in corres-
ponding dark image regions and bright in bright image regions.

The first reporting of a HDR display with a spatially-modulated LED back-
light consisted of a 18.1 inch LC-panel and 760 high-power LEDs resulting in a
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(a) (b)

Figure 1.9: The 18.1 inch prototype HDR display from Sunnybrook Technologies (2004)
is shown in (a). The display features 760 high-power LEDs and a peak luminance of
8500 cd/m2 (Seetzen, Heidrich, et al., 2004). The 37 inch HDR display from Brightside Tech-
nologies Inc. (2005, former Sunnybrook Tech.) with a peak luminance of 3000 cd/m2 is
shown in (b).

peak luminance of 8500 cd/m2 and a contrast ratio of about 280000:1 (Seetzen,
Heidrich, et al., 2004). In Figure 1.9(a) a photograph of this display is seen. A
larger design was created by Brightside Technologies Inc. (Canada), a spinout of
University of British Columbia (Canada). This prototype was based on a 37 inch
LC-panel, 1380 LEDs arranged in a hexagonal pattern, and featured a peak lu-
minance of 3000 cd/m2 and a contrast ratio of 200000:1 (Brightside Technologies,
2012). Due to the high power consumption, the peak luminance was achieved
for about 1/3 of the LEDs at maximum intensity corresponding to a power con-
sumption of 1.6 kW (about the limits of a regular circuit breaker). A photograph
of this display is seen in Figure 1.9(b).

Similar to other display technologies using low and high resolution modulat-
ors, the reported contrast levels should be interpreted with care. Whereas the con-
trast between two sequential images (white and black, respectively) may be very
large, the local contrast of adjacent pixels (white and black, respectively) may
approach the contrast of the high-resolution modulator. This is a consequence
of the lower resolution of the second modulator. With an insufficient number
of backlight segments, LED-illuminated LC-panels are therefore known to suffer
from visibly annoying spatially-varying contrast levels, sometimes referred to as
backlight halo artefacts.

This first commercially-available HDR display was made by Brightside Tech-
nologies Inc. Only a small series was produced, of which most were distributed
across academic research laboratories around the world. In 2009, Italian-based
SIM2 Multimedia presented a 47 inch HDR display product (co-developed by
Dolby Laboratories) which featured 2206 addressable segments and a peak lu-
minance of 4000 cd/m2.

The HDR displays are typically used in research labs and the film industry.
For consumer products, most television manufacturers have high-end products
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Figure 1.10: Observer preference for black luminance, diffuse-range peak luminance (re-
flective objects), and highlights luminance (specular reflections and emmissive objects). In
particular the preference for the 50% (average) observer, the 84% observer, and the 90%
observer is highlighted in the figure. Courtesy of Timo Kunkel (Daly et al., 2013b).

based on the concept of spatially-modulated backlights using LEDs. Such dis-
plays are characterised by a large contrast ratio, but the peak luminance is typ-
ically limited (up to 1000 cd/m2). The displays are promoted as local dimming
LCDs and exhibit up to a few hundred backlight segments.

1.3.4 Observer Preference of Contrast and Luminance

From scene acquisition (camera) to reproduction (display), technological progress
has been made in order to improve the dynamic range. However, how much
dynamic range is actually needed? Rather than letting technological limitations
define the answer, it may be more pertinent to explore observer preference for
contrast and luminance.

It has been observed that subjects prefer a bright image (high luminance) in
the first order, and high contrast in the second order (A Yoshida et al., 2006; Akyüz
et al., 2007). In an experiment relating peak luminance to image quality, Seetzen,
Li, et al. (2006) found that for each contrast level, the image quality increases
with increasing luminance until a particular level has been reached, whereafter
image quality decreases. For example for a contrast ratio of 2500:1, the optimal
luminance is about 800 cd/m2, whereas for a contrast ratio of 5000:1, the optimal
luminance is about 1800 cd/m2.

Daly et al. (2013a) have rigorously investigated observer preferences limits
for black luminance and peak luminance (split in diffusive white luminance and
specular highlights luminance). In order to avoid the HDR display being a lim-
iting factor, a custom-built display with a peak luminance of 20000 cd/m2 and a
contrast ratio of about 6 order of magnitude was constructed. The participants
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were not allowed to adapt to the scene luminance, rather stimuli and a uniform
inter-stimulus was changed with an interval of 4 s.

The main results of this study are shown in Figure 1.10. The average ob-
server preference for dark luminance is 0.1 cd/m2 and diffusive white luminance
650 cd/m2 (contrast of 6500:1). Note that state-of-the-art consumer TVs exhibit
a peak luminance and contrast range close to the average observer preference.
However, the 90-percentile observer preferred a dark luminance of 0.005 cd/m2

and a diffusive luminance of 3800 cd/m2 (contrast 760000:1). This range is orders
of magnitude larger than state-of-the-art displays.

For the study on luminance of image highlight (specular reflections and emis-
sive sources), the average observer preference was 4000 cd/m2, however consid-
erable inter-stimuli variation was observed. The preference ranged from about
18000 cd/m2 to 1400 cd/m2. In an analysis on the subject demographics, it was
revealed that users experienced with HDR technology preferred a diffuse lumin-
ance more than twice as high as the naïve observer (Daly et al., 2013b). This may
suggest that as users become familiar with HDR technology, the luminance pref-
erence may increase.

1.4 State-of-The-Art Liquid-Crystal Display Systems

Whereas spatially-modulated backlights in combination with an LC-panel can
increase both the luminance and the contrast range, only the contrast improve-
ment has found widespread use. A modulated backlight may be used to increase
contrast and achieve reduced power consumption, however, increasing the lu-
minance range results in a significant increase in power consumption. HDR dis-
plays have therefore been limited to experimental research laboratory setups. As
the light efficiency of conventional LCDs is rather low (typically in the order of
5-7%), we expect that higher transmittance will facilitate commercial uptake of
HDR display technology. In the following sections we review state-of-the-art
LCD technology. We limit the review to transmissive LCD suited for large-size
screens and exclude projector technology.

1.4.1 Operation of Liquid-Crystal Displays

Liquid-crystal panels are transmissive flat panels which modulate light from a
backlight unit. A stack of components makes it possible to control the trans-
missivity thereby modulating the light level of the backlight. In Figure 1.11, a
typical stack of components in an LCD is illustrated.
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Figure 1.11: Illustration of the optical stack in a liquid-crystal display. The LC material is
confined between glass substrates whose inner surface is coated with an alignment layer.
Crossed polarisers ensure the electro-optical properties of the stack. A first polariser en-
sures incoming plane-polarised light, while the second polariser absorbs light which has
not undergone a phase change. The transmittance level is controlled by the TFT matrix in
combination with the transparent electrode. The colour filter array divides the LC cells into
red, green, and blue coloured pixels. At the bottom a backlight unit with parallel-mounted
fluorescent lamps is shown. Adapted from (Klompenhouwer, 2006).

The opto-electronic effect of a liquid-crystal panel is mediated by a layer of
liquid-crystal molecules aligned between electrodes. With application of an elec-
trical field, the liquid-crystal molecules tend to re-orient accordingly. Plane-po-
larised light will propagate along the molecular orientation of the liquid-crystal
molecules and result in a change of polarisation state. A first polariser is used
to absorb light that is not plane-polarised, while a second (crossed) polariser ab-
sorbs the remaining light that has not been changed in polarisation state by the
LC-cell. Consequently, varying the electrical field across the LC-cell will result in
varying the intensity of the light.

The liquid-crystal material is confined between two glass substrates of about
0.5-1.0 mm each. The inner surface of the glass is covered by a thin layer of trans-
parent indium tin oxide (ITO), which is used as an electrode. The cell gap is
about 3.5-4.0µm (Lee, Liu, and Wu, 2008). It is important to anchor the liquid-
crystal material in an initial state (no external electrical field applied). This is done
using an alignment layer, traditionally mechanically rubbed polyimide, about
80-100 nm thick, is coated on the inside of the electrodes (Lee, Liu, and Wu, 2008).

The liquid-crystal alignment mode and the electrode configuration is charac-
teristic for the performance of an LC-panel. The most popular alignment modes
for large-sized LCDs are twisted nematic (TN), in-plane switching (IPS), fringe-
field switching (FFS), multi-domain vertical alignment (M-VA), and optically-
bend cell (OCB). The transmittance is voltage dependent and often follows an
S-shaped curve. The curve is either normally black (IPS, M-VA, FFS) or normally
white (TN, OCB) depending on transmittance at 0 V. Perpendicular to the display
surface, the contrast ratio may be around 100:1 to 2000:1. At oblique angles this
is significantly lower (less than 10:1), and often susceptible to visible discoloura-
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tions. Lastly, the transmittance of an LC-panel does not change instantaneously
following a change in applied electrical field. The response time depends on the
liquid-crystal compound (viscosity, in particular), cell thickness, alignment mode,
and the electrodes. We will return to this in Section 1.5.

In order to improve light efficiency of LCDs, optical sheets are typically posi-
tioned between the backlight and the LC-panel. Most important is a reflective po-
lariser film, which allows recycling of light with a polarisation state orthogonal to
the first polariser (light would normally be absorbed). Secondly, micro-prismatic
films which reflect light at angles higher than 35-40◦ are employed, such that light
output toward the viewer is increased, while light at larger angles is reduced.
Both a vertically- and horizontally-oriented micro-prism sheet is often used in
high-end LCDs.

In order to individually control the transmittance of the millions of pixels,
a matrix-addressing scheme is used. Transistor switches allow each pixel to be
applied a different voltage and a capacitor is used to maintain this voltage until
the next addressing moment. Column and row drivers are used to sequentially
address a row of pixels. Amorphous silicon-based thin-film-transistors (TFT) are
most common, but metal-oxide TFTs are gaining popularity due to larger electron
mobility resulting in smaller TFTs and larger pixel aperture.

Reproducing colour images on conventional LCDs is made possible by colour
filters patterned to the front glass substrate, as illustrated in Figure 1.11. In the
following section we review alternative methods for reproducing colour images
on an LCD.

1.4.2 Colour Reproduction on LCDs

In order to reproduce colour images, conventional LCDs rely on red, green, and
blue colour filters patterned on the front glass substrate. This effectively reduces
resolution by a factor of three as three LC-cells are needed to form a white pixel.
These three cells are commonly referred to as sub-pixels. By individually con-
trolling the transmittance of the sub-pixels, a wide range of colours can be repro-
duced.

In Figure 1.12(a), colour reproduction of a conventional colour-patterned LCD
is shown. The white backlight illuminating the LCD is shown behind the LC-
panel. The colour-filter matrix is depicted clearly to emphasise the method of col-
our reproduction. Typically the operating frequency is 60 Hz or higher in order to
preclude visible flicker. This is in accordance with the critical flicker frequency of
the human visual system for an achromatic stimulus (Wyszecki and Stiles, 1982).
However, in order to improve motion portrayal, operating frequencies of 120 Hz,
240 Hz, and even 480 Hz have been reported.
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Figure 1.12: Illustration of LCD colour reproduction methods. In (a), a conventional LCD
with patterned RGB colour filters and a white backlight unit. In (b), a multi-primary LCD
with RGBCMY colour filters. The wide-band colour filters CMY results in increase light
efficiency. In (c) and (d) colour is created timely, using several fields per frame. In the
colour-sequential scheme (c), a flashing backlight of RGB is combined with a colour-filter-
less LC-panel. The operating frequency is seen to be three times that of a conventional LCD.
The spatio-temporal scheme (d) combines colour filters with temporally changing backlight
spectrum. In this example a green-magenta colour filter is combined with a cyan-yellow
backlight. With only two fields per frame, the frequency is lower than colour-sequential
displays, but at least twice the frequency of a conventional LCD.

The range of reproducible colours is defined by the colour of the sub-pixels
(the primaries). These are in turn depending on the backlight spectrum, the
wavelength-dependent transmittance of the LC-panel, and the transmission spec-
trum of the colour filters. Often displays are engineered to have a colour gamut
corresponding to a standard, such as the ITU Rec. 709 sRGB. In such a standard,
the chromaticity coordinates of the primaries and the white point are defined.

The colour gamut is always defined for the sub-pixel in the brightest state
(high transmittance). However, for dark colours, the colour gamut of an LCD
may be significantly different. For an LCD with fixed-intensity white-coloured
backlight, the small light leakage in the dark state will pollute the darkest colours.
Consequently the darkest colours are desaturated toward the native black point
(colour of the small light leakage in the dark state). By applying modulation of
the backlight, either globally or locally, this can be improved by reducing the
relative contribution of the light leakage (Luka and Ferwerda, 2009; Cheng and
Shieh, 2009).
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Multi-Primary LCDs

It is not possible to reproduce all naturally-occurring colours using a standard
colour gamut such as ITU Rec. 709 sRGB. This particular gamut only covers 59%
of the colours of the real-surface objects measured by Pointer (Hinnen and Lan-
gendijk, 2010; Pointer, 1980). Consequently, it is interesting to increase the colour
gamut in order to span a large chromaticity area. This class of displays is re-
ferred to as wide gamut displays. In order to increase the gamut, one could use
RGB colour filters with a narrow transmission spectrum, however, this reduces
light efficiency. Another option is to narrow the RGB peaks in the backlight spec-
trum using RGB LED emitters, or a RGBCY LED emitters (Hinnen, Hammer, and
Langendijk, 2011; Sano, Nonaka, and Baba, 2012). Such a backlight is relatively
expensive. It has therefore been proposed to introduce additional subpixels with
colour filters that have a wider spectra, such as yellow (RG), cyan (GB), or white
(RGB). This class of displays are referred to as multi-primary displays.

In Figure 1.12(b), a colour-reproduction of a multi-primary LCD is shown.
The operating frequency is identical to a conventional LCD and the backlight
illumination is also white.

Interestingly, multi-primary displays exhibits increased light transmittance.
For example, by adding a fourth, white subpixel, light transmittance can be im-
proved with 50% (Elliott, Credelle, and Higgins, 2005; Lee, Park, et al., 2003;
Lee, Song, et al., 2004; Langendijk, Belik, et al., 2007). Compared to a conven-
tional RGB subpixel layout, the transmittance is 150%. However, such systems
also have disadvantages. When reproducing a saturated colour, such as primary
red, the transmittance is 75% (25% area compared to 33% area) of that of an
RGB subpixel layout. Generally speaking desaturated colours will exhibit im-
proved light efficiency, whereas saturated colours will exhibit reduced light effi-
ciency (Hinnen and Langendijk, 2010). Furthermore, multi-primary displays also
increase complexity due to gamut mapping, multi-primary conversion (3-to-N
primaries), and subpixel rendering for increased resolution (Hinnen, Klompen-
houwer, et al., 2009; Teragawa et al., 2011).

Colour-Sequential and Spatio-Temporal LCDs

In LCDs, the presence of colour filters contributes significantly to the low light ef-
ficiency. A colour-sequential LCD, operating without colours filters, can increase
the efficiency by 3-4 times (Lee, Liu, and Wu, 2008). With an RGB-coloured back-
light, one can sequentially flash a red, green, and blue backlight and accordingly
adjust a colour-filter less LCD to create colours temporally (Hasebe and Kobay-
ashi, 1985; Yamada et al., 2002). This is illustrated in Figure 1.12(c). Notice that
the frame rate has tripled in our illustration and that each frame consists of three
fields.
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Colour-sequential LCDs have two major issues to overcome; 1) the slow op-
tical response of LC-panels, and 2) the presence of visible colour breakup. Colour-
sequential LCDs use at least three fields per frame and requires a fast LC-panel re-
sponse time in order to preclude visible flicker. It has been estimated that between
180 Hz and 240 Hz is required in order to provide flicker-free operation (Silver-
stein, Roosendaal, and Jak, 2006). With relative motion between the human eye
and the LCD (tracking moving objects, scanning image scene, or eye saccades),
the temporal colour changes are translated into spatial colour changes, which
causes bright, coloured fringes around high-contrast areas. This phenomena is
known as colour breakup. In order to reduce colour breakup below the threshold
of visibility, field rates as high as 1000 Hz are needed (Post et al., 1998).

Colour breakup may be reduced by other means than increased frame rate.
For example, motion-compensated field-rate up-conversion (Leyvi and van Zon,
2004), inserting black frames, known as the RGB-KKK scheme, (Sekiya, Miy-
ashita, and Uchida, 2006), or desaturation of the backlight primaries (mixing RGB
with white) to match the smallest possible chromaticity distribution of the im-
age (Bergquist and Wennstam, 2006). It has also been proposed to dynamically
choose a fourth field (cyan, yellow, magenta, or white) (Huang et al., 2011). The
authors noted that a backlight segmentation (4 by 4) was instrumental in sup-
pressing colour breakup. Using further backlight segmentation (665 segments)
and three fields with locally-optimised primaries (XXX), it has been shown to
reduce colour breakup to acceptable levels (Lin, Zhang, and Langendijk, 2011;
Zhang, Lin, and Langendijk, 2011).

Operating a colour-sequential display has been complicated by the slow re-
sponse time of LC-panels. In order to address this issue so-called spatio-temporal
displays combine high-transmittance colour filters with sequential colour repro-
duction. This results in a trade-off between field rate and increasing light effi-
ciency (Langendijk, Roosendaal, et al., 2005; Langendijk, 2005; Silverstein, Roos-
endaal, and Jak, 2006). The basic principle is to generate one set of primaries with
one illuminant in field 1 and another set of primaries with another illuminant in
field 2. As an example of such a system we provide Figure 1.12(d). The colour
filter configuration is in our example green and magenta, resulting in a blue and
green primary when the cyan backlight is flashed, and a red and green primary
when the yellow backlight is flashed. Notice that only two fields per frame are ne-
cessary, which means that the response-time requirements are relaxed. Further,
we note that many more configurations are possible, see for example (Zhang,
Langendijk, Hammer, and Lin, 2011b), several of which will have four, rather
than three, distinct primaries. Such systems will, similar to multi-primary dis-
plays, require multi-primary conversion.
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1.5 Temporal Response of Liquid Crystal Displays

Ideally transmittance of an LC-panel should change instantaneous to changes in
the applied electrical field. However, upon a change in electrical field, the re-
alignment of the LC molecules is slowed due to internal flow in the LC-layer.
Common LC-alignment modes, with the exception of OCB-mode, are susceptible
to this backflow effect causing slow response times (Mori, 2005).

The optical response of an LC-panel is typically characterised by means of
the duration it takes to change the transmittance from 10% to 90% of the nominal
transmittance level. However, as transitions between different electrical levels are
frequently occurring, the same definition of 10% to 90% (or 90% to 10%) is used to
characterise the response time for any grey-to-grey level transition. Furthermore,
it is important to separate the optical response time (described above) from the
electrical refresh rate. The latter is a merit of the voltage-controlling circuit and a
fast refresh rate does not warrant a short response time.

The response time may be up to 50 ms, however, state-of-the-art LC-panels
exhibit shorter response times. For example, an M-VA-mode LC-panel with 10 ms
response time has been demonstrated (Lyu et al., 2007). Similar, an IPS-mode LC-
panel with a response time of less than 8 ms has been reported (Hong, Shin, and
Chung, 2007). Recognising that these numbers reflect changes from 10% to 90%
(or 90% to 10%), we realise that the response time is too long for colour-sequential
operation (5.6 ms at 180 Hz).

In order to illustrate the optical response of LCDs, we provide Figure 1.13(a).
Measured using a calibrated photo-diode, the light output of an LC-panel with a
backlight operating in continuous mode is measured as a function of time. When
the externally-applied voltage is changed, the transmittance of the LC-panel in-
creases. The IPS-mode panel measured is engineered for 60 Hz operation, how-
ever, the transmittance is seen to increase over a much longer period than 16.7 ms
(the duration of one frame at 60 Hz).

The measurement of the IPS-mode panel shows an increase in rate of change
at each addressing instance (vertical blue lines at 0 ms, 16.7 ms, and 33.3 ms). This
is not caused by discharge of the switching-circuit capacitor. Rather, this is caused
by the capacitive effect which results in a slight decrease in transmissivity toward
the end of a frame (Bitzakidis, 1994).2 This effect can be observed in most LC-
panels.

Besides slow temporal response, the continuous illumination is the cause of
inter-frame crosstalk. Sluyterman and Boonekamp (2005) proposed to allow each
pixel to respond to the changed electrical field and only illuminate the LC-panel

2When the LC-molecules re-orients according to the externally applied voltage, the di-electrical
properties of the LC-layer also change resulting in a change of capacitance of the LC-layer.
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Figure 1.13: In 1.13(a), change in transmittance of an IPS-mode LC-panel at a refresh rate of
60 Hz. The 10%-90% rise time is about 8.7 ms. In 1.13(b), illustration of backlight scanning.
The transmittance of an LC-panel (two frames white, two frames black) is shown in red.
The desired backlight response is shown black-dashed, whereas the actual scanning back-
light temporal response (blue-solid) is seen to be a combination of the vertically-scanning
segments. Figure adapted from (Hammer and Langendijk, 2010).

for a short time instance. In Figure 1.13(b), the transmittance of an LC-panel is
shown (red-solid) for two frames white and two frames black. This corresponds
to a continuously-operating backlight. A pulsing backlight is illustrated (black-
dashed) which is timely aligned with the addressing of the following frame. It
can be seen that this will significantly reduce inter-frame cross-talk. However, the
intensity of the pulse should be increased inverse proportionally to the reduction
in pulse-width in order to keep the brightness level identical.

The above-mentioned pulsed backlight is not suitable for the TFT addressing
scheme of LC-panels which operates row-per-row. Sluyterman and Boonekamp
(2005) therefore propose to use a backlight with vertical segments and apply the
pulsing in a scanning pattern matched to the addressing of the LC-panel. In prac-
tise, backlight light sources are overlapping, with each lamp contributing to about
30% of the total amount of light directly above it. Consequently, the scanning
backlight will be slightly smeared as illustrated in Figure 1.13(b) in blue-solid.

With breakthrough achievements in LCD technology, a significantly shorter
response time may be obtained. For example, a polymer-stabilised LC blue-
phase-mode have demonstrated sub-millisecond response time (Kikuchi et al.,
2007; Ge et al., 2009; Y Chen et al., 2011), and a device using the π-cell structure
(OCB-mode) has been demonstrated with a maximum response time of 650µs
(at 10 V) and potentially an order of magnitude faster at higher voltages (Cheng,
Bhowmik, and Bos, 2013). A fringe-field-switching alignment mode with a re-
sponse time of maximum 1.29 ms has been demonstrated (Xu et al., 2013), and,
employing a new electrode design, the response time of the wide-spread VA-
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mode has also been demonstrated an order of magnitude faster than normally
(Iwata et al., 2013).

1.6 Objectives of this Thesis

The discrepancy between the real-world light levels and those reproduced by
state-of-the-art displays can be explained by historical choices (technical stand-
ards) and technological limitations, on the one hand, and human visual percep-
tion, on the other hand. Despite that the real-world observer is adapted to the
real-world light levels, and the display observer is adapted to the limited dy-
namic range of the display, the display observer still perceives the reproduced
scene as realistic. Nevertheless, scientific literature shows observer preference
for image reproductions with higher dynamic range than conventional displays
can deliver.

In response to a desire for increased contrast and luminance, several differ-
ent HDR prototypes have been constructed. Such HDR displays are typically
based on an LC-panel and a spatially-modulated backlight (projector or matrix
of LEDs). A spatially-modulated backlight can lead to increased contrast (deeper
blacks), whereas increased luminance is achieved by increasing backlight intens-
ity and consequently increasing power consumption. Existing HDR display pro-
totypes exhibit 3-9 times higher luminance compared to conventional displays.
This results in a significant increase in power consumption.

Existing HDR displays have been constructed using conventional LC-panels
which exhibit a low light efficiency (typically in the order of 5-7%). High-trans-
mittance LC-panel technologies, such as multi primary or colour sequential, can
improve the light efficiency. The potential efficiency improvement of high-trans-
mittance LC-panels is expected to be an enabler for bringing HDR displays to
the consumer. Therefore, it is a goal of the research described in this thesis to
investigate how advancements in LC-panel transmittance can be utilised to create
brighter HDR displays with high image fidelity and without increasing power
consumption.

With respect to advancements in LC-panel transmittance, two major improve-
ments have been proposed that relate to light absorption in the colour filters. The
first is multi-primary in which more efficient colour filters are added to the exist-
ing RGB colour filters. For example by adding a “white” (wide spectrum) colour
filter. A second improvement is to get rid of the colour filters entirely by using
colour sequential technology in which a sequence of coloured (backlight) fields
are modulated to obtain the desired colour. Both solutions have substantial con-
tributions to the light efficiency of a display system, but introduce artefacts that
reduce the image fidelity. This will be discussed further in the following para-
graphs.
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In comparison with a conventional LCD, a multi-primary LCD provides up
to about 50% higher transmittance, but suffers from colour distortions. This is
caused by the gamut mapping necessary to transform the source signal defined
in a three-primary gamut volume to the multi-primary gamut volume. Depend-
ing on the additional primaries, the gamut mapping can be designed to reduce
saturation and/or reduce luminance for colours close to the multi-primary gamut
boundary. A multi-primary LCD may consequently appear of inferior image fi-
delity in comparison with a conventional LCD. With respect to multi-primary
LCDs, it is an objective of this thesis to realise 50% higher luminance compared
to a conventional LCD, while preserving same image fidelity and power con-
sumption.

A colour-sequential LCD does not have colour filters and therefore exhibits
about three times higher transmittance in comparison with a conventional LCD.
An objective of this thesis with respect to colour sequential displays is to realise
three times higher luminance compared to a conventional LCD with RGB colour
filters with the same power consumption and comparable image fidelity.

Although the relative high transmittance of colour-sequential LCDs is an at-
tractive means of increasing luminance, two problems should be considered; 1) the
response time of state-of-the-art LC-panels is too long, which may result in col-
our distortions due to inter-field crosstalk, and; 2) existing colour-sequential LCD
prototypes suffer from visibly annoying colour breakup due to relatively low
frame rate.

With respect to colour breakup, it has recently been demonstrated (Lin, Zhang,
and Langendijk, 2011; Zhang, Lin, and Langendijk, 2011) that by employing
spatially- and temporally-varying primaries using a segmented backlight with
RGB LEDs and advanced backlight control, the colour breakup can be reduced
below the threshold of visible annoyance. It is an objective of this thesis to realise
colour-sequential display with spatially- and temporally-varying primaries as a
means of reducing colour breakup artefacts.

Conventional colour-sequential display systems operate at a minimum field
rate of 180 Hz to avoid visible flicker. In order to reduce the field rate to 120 Hz
without flicker, it has been proposed to use two wide-band colour filters with two
colour fields. This will trade off transmittance for a lower field rate. Typically the
transmittance of such spatio-temporal LCDs is about 50%-150% higher than a
conventional LCD. It is an objective of this thesis to investigate solutions with
only two colour fields and no colour filters which would demonstrate three times
higher luminance and same image fidelity compared to conventional LCDs.

The limited intrinsic contrast of LC-panels is about 3-orders of magnitude and
is insufficient for HDR reproductions. A spatially-modulated backlight is a solu-
tion to increase contrast and extend the dynamic range with about 1-3 orders of
magnitude. Typically such a backlight is constructed using a matrix of locally



26 Chap. 1 Introduction

addressable white LEDs and in response to the video signal, the intensity of the
LEDs is controlled to match the necessary spatial distribution of light. Due to
the resolution mismatch between the backlight and the video pixels, both spa-
tial and temporal smoothing is applied. This reduces the modulation depth and
the potential contrast improvement. With respect to display contrast, it is an ob-
jective of this thesis to realise LCD solutions which utilise spatially-modulated
backlights in order to improve the contrast with at least 2-3 orders of magnitude.
Furthermore, optimisation techniques should be explored which can increase the
modulation depth while providing sufficient temporal stability.

In order to facilitate the research, a prototype display must be constructed.
The display system should consist of a segmented backlight with RGB LEDs and
an LC-panel. As both multi-primary and colour-sequential displays are targeted,
it is desirable to allow easy exchange of the LC-panel. The number of backlight
segments should be at least on par with state-of-the-art research prototypes and
provide better spatial light separation than conventional mixing-in-air designs
utilising segments of LEDs. Furthermore, it must be possible to control signal
amplitude and signal timing for each backlight segment colour individually.

Finally, the overall objective of this thesis can be summarised as follows: In-
vestigate display system solutions in combination with video processing and
backlight control algorithms in order to improve the luminance and contrast of
HDR displays with high-transmittance LC-panels and spatially-modulated back-
lights.

In the following section, an outline of the thesis is presented based on the
main contributions of the described research.

1.7 Thesis Outline and Beyond

In Chapter 2, a custom-built HDR backlight system is described which facilit-
ated a majority of the research described in this thesis. In Chapter 3 we aim
at improving luminance using a multi-primary display. Chapters 4 and 5 con-
cern colour-sequential display operations and aim at luminance increase bey-
ond the improvement in transmittance and reducing the field-rate, respectively.
Chapter 6 describes the contrast requirements for displays while considering
human-eye glare, while Chapter 7 concerns the use of OLED displays for HDR
image reproductions. Finally, in chapter 8 a general conclusion is provided and
some directions for future work introduced.

Directly below is a brief overview of the subjects treated in this thesis includ-
ing the main contributions. It also provides references to the publications that
have been produced based on the work described in this thesis.
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A display prototype with high-dynamic range capabilities (Chapter 2) which al-
lows a peak luminance of more than 4000 cd/m2. The 42 inch backlight unit
had 1125 segments each consisting of a triplet of high-power RGB LEDs.
From 2007 to 2012, the backlight unit has been mounted with 5 different LC-
panels ranging from fast VA-mode, over IPS-mode with patterned retarder,
to fast-response OCB-mode panel type. The prototype served as research
vehicle and was instrumental in several research projects.

A method for boosting luminance of an RGBW LC-display (Chapter 3) An LC-
display system with RGBW-colour filters typically suffers from dark sat-
urated colours. In order to improve colour reproduction, a local backlight
boosting scheme was presented which exhibit good temporal stability (Ham-
mer and Hinnen, 2014). Whenever the backlight was boosted in order to re-
store luminance of bright, saturated colours it was also possible to apply lu-
minance enhancement of desaturated colours. This has also been disclosed
in (Hinnen, Hammer, and Langendijk, 2012).

Boosting luminance of a colour-sequential display (Chapter 4) such that up to
a factor-three luminance increase can be realised using a conventional spa-
tially-modulated RGB-LED backlight unit. The method utilises dynamic
adjustment of local primaries. The method was disclosed in (Hinnen, Ham-
mer, and Langendijk, 2012) and described in the articles (Hammer, Hinnen,
and Langendijk, 2012) and (Hammer, Hinnen, and Langendijk, 2013).

A display with 2-field colour sequential mode (Chapter 5) which allowed full
colour reproduction by dynamically adjusting two local primaries per frame
to the chromaticity statistics. Such a system can operate at 120 Hz field rate,
whereas a conventional, 3-field colour sequential display requires 180 Hz
field rate in order to suppress visible flicker. The method was described in
the following publications (Hammer et al., 2011) and (Hammer et al., 2012)
and disclosed in (Hammer, Baar, Hinnen, et al., 2013).

Study of contrast requirements for high-contrast displays systems (Chapter 6)
while considering human-eye glare. In particular it investigates the visibil-
ity of contrast modulations with different spatial frequencies and of contrast
variations in natural images and applies this to the contrast requirements of
LCD and OLED displays. The method and results were published in (Lan-
gendijk and Hammer, 2010)

OLED displays for HDR reproductions (Chapter 7). Whereas the contrast char-
acteristics of state-of-the-art OLED displays exceed those of most other dis-
play technologies, the luminance is still lower than that of LCDs. An early-
stage study showing experimental data of luminance and thermal beha-
viour is reported. A method for improved luminance, previously disclosed
in (Hammer and de Greef, 2012), is presented.
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Besides the work described in this thesis, a number of publications were gener-
ated on subjects which relate to the presented work. Below is a brief overview of
these contributions.

Spatio-Temporal LC-Displays: In order to balance increased transmittance and
the presence of colour breakup, spatio-temporal displays with two fields
and two colour filters have been proposed (Langendijk, Cennini, and Be-
lik, 2009). However, as visible colour breakup remains present, we pro-
posed mixing the backlight colours locally such that smaller colour gamuts
would be created resulting in less colour and contrast difference between
the fields. With two fields and two colour filters, the system effectively
exhibits four spatially-varying primaries such that dynamic multi-primary
conversion must be applied. Based on simulations, the proposed meth-
ods was verified to reduce the perceived colour breakup. This work was
published in (Zhang, Langendijk, Hammer, and Lin, 2011a) and (Zhang,
Langendijk, Hammer, and Lin, 2011b).

Colour-Breakup Metric: Colour sequential display systems suffer from colour
breakup, an artifact occurring with relative motion between display and the
eyes of the observer. We established a computational metric based on the
presented fields, which could predict the perceived level of colour breakup.
In a psychophysical study, it was established that colour difference and
relative contrast between fields have a strong effect on perceived colour
breakup, whereas correlation with absolute luminance levels, as is often
used in colour-breakup metric, is less pronounced. The proposed method
was verified to have a high correlation with the subjective scores of the psy-
chophysical experiment. This work was published in (Zhang, Langendijk,
Hammer, and Hinnen, 2012).

Wide-Gamut Displays: Natural colours cover a much larger colour gamut, than
can be reproduced by most commercial display systems (Hinnen and Lan-
gendijk, 2010). In order to reproduce the full range of colours, we proposed
a multi-spectral backlight LC-display system with 5 different types of LEDs
(RGBCY). Based on the spectra of the LEDs and the colour filters, a model
was derived to describe the local multi-spectral backlight system. This was
published in (Hinnen, Hammer, and Langendijk, 2011).

Visibility threshold levels for binocular crosstalk (3D perception) has only been
established for limited contrast and luminance levels (up to 100:1 and up
to 100 cd/m2). We investigated the impact of higher contrast and lumin-
ance levels, respectively with an HDR display which allowed independent
adjustments of luminance, contrast, and binocular crosstalk. It was found
that an increase in luminance resulted in a slight reduction of the visibility
threshold for binocular crosstalk, whereas contrast was found to have no
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impact on threshold for contrast levels above 100:1. This work was pub-
lished in (Lambooij and Hammer, 2013).

A comprehensive list of technical publications has been included in the List of
Publications at the end of the thesis.





CHAPTER 2
A Versatile High-Dynamic
Range Display System

As illustrated in Chapter 1, both contrast and luminance of state-of-the-art dis-
plays are considerably lower than the capabilities of the human visual system
and what can be experienced in daily life. In order to facilitate research with
primary focus on improvements of contrast and luminance, a unique display sys-
tem has been constructed at Philips Research Laboratories. The display system is
based on an LC-panel illuminated by an HDR backlight unit consisting of local-
ly-addressable RGB LEDs. For different applications, the backlight unit could be
configured with different LC-panels. Depending on the configuration, the peak
luminance was between 3000 cd/m2 and 7000 cd/m2 while the corner-box con-
trast (ICDM, 2012) ratio was about 7800000:1.

The display system was instrumental for the work described in this disser-
tation, either allowing a physical demonstration of a novel concept (Chapter 4
and 5) or as a source of inspiration (Chapter 3 and 6).

In the following sections, we describe the applications of the display system
and provide a summary of the key performance characteristics. The resulting
design and the considerations behind the design choices are covered in Section 2.1
(optical design), Section 2.2 (electrical, mechanical, thermal), and Section 2.2.4
(backlight control software). In order to use the display, it was necessary to carry
out a calibration of the RGB LED intensity and to characterise the segment spatial
profile (point-spread function), which is treated in Section 2.3 and Section 2.4.

Finally, in Section 2.6 two computational methods are introduced in order to
evaluate the contrast and luminance performance of a display system. We found

31
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these methods particularly useful in the design of the optical stack. These meth-
ods, however, rely on detailed characterisation of the backlight segment point-
spread function. To that end, we review display metrology methods and show
the result of a comparative study on contrast and luminance in Section 2.6.4.

Targeted Specifications

The HDR display was constructed in order to demonstrate state-of-the-art con-
trast and luminance performance. We had the following applications in mind
during the design: 1) colour-sequential operation using a fast-switching colour-
filter-less LC-panel, 2) wide-gamut demonstrations and investigation of novel
colour-gamut mapping algorithms, 3) tone-mapping operations of either HDR
video or legacy video to the displayable dynamic range, 4) vehicle for psycho-
physical studies on contrast and colour perception, and 5) support to Philips
Television product development, for example by means of emulations of high-
contrast display concepts. Consequently, the HDR display should exhibit high
peak luminance, high contrast ratio, large colour gamut, whereas the backlight
halos should be kept below a level of perceptability. The form factor, in particular
display thickness, was considered a less important design parameter.

In the following, the high-level specifications of the display system together
with motivation for each choice is listed. The specifications are shown in Table 2.1.

The display size and complexity were important design constraints. At the
time of the design, high-end LC-based display systems were either 42 inch or
46 inch. The power consumption of a larger display system would result in a
lower peak luminance due to limitations of the wall-plug circuit breaker. It was
therefore chosen to construct a 42 inch display. Due to the considerable amount of
custom-built electronics, it was opted for a modular construction of the backlight
unit, which would allow several design itereations on a small-scale prototype at
manageable costs.

The peak luminance of high-end display systems is about 500 cd/m2. As the
response of the human visual system to increase of light intensity can be roughly
described by a logarithmic relationship, a doubling of the perceived amount of
light corresponds to an increase in light intensity with a factor 6. It was therefore
chosen to aim for at least 3000 cd/m2 peak luminance.

The number of backlight segments and the luminance profile is known to play
an important role on the image quality. Both the spatial frequency and the pres-
ence of bright objects (glare) may reduce contrast perception. In a user-preference
study, Swinkels et al. (2006) measured preference scores for simulated backlight
segmentation on a double-LCD display setup, and found that preference scores
increased up to about 2500 segments. Langendijk and Hammer (2010) estim-
ated the increase of perceived black level due to human-eye glare and found that



Optical Design 33

Table 2.1: Design choices for the HDR display.

Parameter Value Remarks

Peak Luminance 3000 cd/m2 Constrained by circuit-breaker (3 kW)

Panel Contrast 1500:1 or higher

Backligh Segments 1125 About 2 cm pitch, 25 × 45 segments.

Colour Gamut 120% NTSC (u′v′) Use of RGB LEDs will maximise gamut.

Screen Size 42-inch Trade-off between display size and luminance.

about 2304 backlight segments would perform comparable to an ideal HDR dis-
play. Both the experimental and the modelling-based results indicate a limit of a
few thousand backlight segments. However, more backlight segments result in
increased cost of materials and increased complexity of the backlight design. We
therefore settled for a design with 1125 backlight segments.

Lastly, the colour gamut should be at least 120% NTSC (CIE u′v′) in order to
facilitate research on novel wide-colour gamut algorithms and psychophysical
studies on colour perception. The wide gamut was achieved by using RGB LEDs.

2.1 Optical Design

In this section, we elaborate on the choice of light source, LED RGB emitters,
and the design of the optical stack governing the local profile shape, yet ensuring
full-white uniformity.

2.1.1 Light Source

In order to guide the backlight design, the following reasoning was applied. With
a desire for 3000 cd/m2 front-of-screen luminance, assuming 5% LC-panel trans-
mittance, the backlight should be 60000 cd/m2 corresponding to a luminous em-
mitance of 189000 lm/m2. For a 42-inch backlight the flux should be 89000 lm.
For about 1000 LED triplets and assuming a relative contribution of red, green,
and blue of 20%, 70%, and 10%, the luminous flux should be 62 lm, 18 lm, and
9 lm, respectively.

Philips Lumiled Rebels LEDs were chosen as light sources. The specifications
of the red, green, and blue LEDs can be seen in Table 2.2. The luminous flux is
seen to be larger than the desired level. Furthermore, the dominant wavelength
was chosen based on simulations of the resulting colour gamut. In Figure 2.1 the
transmission levels of the red, green, and blue colour filter of a conventional LC-
panel is shown with dashed lines. The chosen spectra, extracted from (Philips,
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Table 2.2: Characteristics of the Philips Lumileds Luxeon Rebel LEDs used in the HDR
backlight.

Red Green Blue

Part Number LXML-PD01 LXML-PM01 LXML-PR01

Type – Bin 040 - G4C 080 - M3D 275 - D5F

Peak λ [nm] 620.5-631.0 530-535 450-455

Luminous Flux [lm] 40-50 90-100 350-425 mW (~11 lm)

Forward Voltage [V] 2.79-3.03 3.03-3.27 3.51-3.75
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Figure 2.1: Measured spectra of the RGB LEDs (solid lines) and the colour filters of the
“VA-mode 1” panel (dashed lines). Note, that the blue LED spectrum has been scaled by
1/3. The peak wavelength of red, green, and blue was 454 nm, 530 nm, and 636 nm, well in
correspondence with the specifications in Table 2.2.

2009) and shown in solid, is seen to match well with the colour filters. As the HVS
is most sensitive to light around 550 nm, the dominant wavelength will impact the
peak luminance. It is therefore important to balance the choice of the dominant
wavelength (wide-colour gamut) and the peak luminance.

In Table 2.2 the LED bin type is listed. The backlight unit was constructed with
LEDs of the same type. Each LED had been tested by the manufacturer to exhibit
dominant wavelength, luminous flux, and foward voltage to within a given range
(seen in Table 2.2). Using a single bin type has several advantages. Variations in
luminous flux and dominant wavelength would require significant calibration
to the worst-performing LED. Besides being undesireable, it would also make
the resulting specifications less predictable. The foward voltage is the voltage
necessary to keep the diode in a saturated regime. Large variations would require
a significant buffer-voltage to ensure correct voltage to all LEDs and consequently
lead to undesireable resistive losses.
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Figure 2.2: Illustration of the optical stack for a single segment. A light-mixing chamber
is responsible for masking the discrete positions of the LEDs and create a wide emission
profile limited by the optical isolator (walls). Two diffusers separated by a transparent
(PMMA) spacer are positioned atop the mixing chamber. The dual-diffuser design is in-
tended to mask the optical isolator and create a smooth spatial light profile. Finally, the
LC-panel is seen at the very top.

2.1.2 Optical Stack

A unique optical concept was developed in order to deliver superior backlight
modulation. In a good backlight design, the spatial light profile of a backlight
segment is confined to a small region, while allowing sufficient mixing with ad-
jacent segment in order to guarantee good uniformity. Conventional backlight
units are based on a matrix of LEDs and an open air cavity for light mixing. How-
ever, this results in a significant cross-talk between the backlight segments. In
our design, it was opted for a backlight structure with optical isolators, that first
transform the coloured point light sources (RGB) into a white area light source
using a mixing chamber, and then control the spatial light overlap between the
backlight segments using a diffuser–PMMA–diffuser stack.

In Figure 2.2 an illustration of the optical stack of a single segment is shown
(side view). At the bottom, the RGB LEDs are positioned with the light-emitting
dies as centrally-positioned as possible. The segments are optically isolated by
a diffuse reflector, which creates a light-mixing chamber. The efficiency of the
mixing chamber is improved by a diffuser-sheet lid, forcing a fraction of the light
to bounce up and down. The mixing chamber is divided in two, a smaller mix-
ing chamber located closely to the LEDs, and a wider upper chamber. The two-
chamber structure was a preferred design option, in which the bottom chamber
would mask the discrete positions of the RGB emitters, and the upper cham-
ber would enlarge the light-emitting area of the segment. It was experiment-
ally found that a height of 20 mm for the mixing chamber provided sufficient
light mixing. Two diffusers separated by a transparent spacer (PMMA) are po-
sitioned atop the mixing chamber. The dual-diffuser design is intended to mask
the optical isolator (walls) and create a smooth spatial light profile that overlaps
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(a) (b)

Figure 2.3: A CAD drawing of an LED tile with the optical structure is shown in (a). The
LED tile, the lower and upper mixing chamber is clearly seen. The transparent (blue) rods
were meant for sense-and-control in an early design, but not included in the final design.
In (b) a CAD drawing showing the assembled structure. Notice how the light-emitting dies
of the RGB LEDs are position centrally as close as possible.

substantially with its neighbouring segments, but has no long tails. Finally, the
LC-panel is shown at the very top.

In Figure 2.3, two CAD drawings of an LED tile are shown. It was opted
for a modular design consisting of tiles of 5× 5 LED triplets in order to manage
cost and design complexity. In Figure 2.3(a), the PCB with LEDs, the small mixing
chamber, and the large (wider) mixing chamber is shown. The vertically-oriented
glass-looking sticks, were PMMA-based light guides intended for real-time calib-
ration. However, in an early prototype it was established that the light guide
would sacrifice backlight modulation depth as it would enable vertical light-
transfer between segments. Secondly, intensity drift of the LEDs proved less of
an issue as initially assumed.

The performance, segment profile shape and uniformity were experimentally
verified in a number of design cycles by constructing small prototypes of 5× 5
segments. In Figure 2.4(a), a photograph of such a prototype is shown. The
LEDs were connected such that the intensity of three circular regions could be
adjusted independently. In Figure 2.4(b) a photograph of the backlight prototype
without the PMMA spacer and second diffuser is shown. The circular pattern of
white-yellow-red can easily be recognised. Also notice the slightly visible optical
separation walls framing each segment. In Figure 2.4(c) a photograph of the back-
light prototype including PMMA spacer and second diffuser are shown. Notice
that the walls are no longer visible, yet the colours of each segment have been
preserved illustrating good optical isolation between each segment.

In the full-sized backlight, the modules, such as that shown in Figure 2.4(a),
were tiled 9 horizontally and 5 vertically resulting in 45 by 25 segments. In Fig-
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(a) (b) (c)

Figure 2.4: Photographs of an early prototype backlight tile. In (a) a LED tile with drive
electronics, the optical isolators and a single diffuser is seen. In (b) the same setup is seen
up close showing three circles of different colour. Notice the distinct separation of the outer
segments from the inner segments. In (c) the PMMA-spacer and a second diffuser has been
position. Notice how the segments are less distinct, yet distinguishable, while allowing a
smooth transition between the differently-coloured segments.

(a) (b) (c)

Figure 2.5: Photographs of the HDR display during build-up. In (a) a close-up of the 5 by 9
LED tiles with 25 segments each. Each LED tile is clearly visible at this stage. In (b) the
structure for optical isolation and light mixing has been mounted and in (c) a single diffuser
has been placed. As the photograph is from an early stage, neither hardware nor software
calibration has been carried out, which is causing the irregular pattern.

ure 2.5(a) a photograph of the backlight unit with the LED tiles mounted on the
aluminium carrier plate is shown. In Figure 2.5(b) the optical isolator structure
has been positioned. In Figure 2.5(c) the first-level diffuser has been placed and
the backlight is emitting light. The backlight is in an uncalibrated state, hence the
large segment-to-segment variations.

2.2 Electrical, Mechanical, and Thermal Design

In this section, we introduce a split design using an LED tile for the 5× 5 LEDs,
and a driver tile holding the corresponding driver and power converter ICs. Sec-
ondly, the backlight power supply module and thermal management system is
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Figure 2.6: LED driver tile top and bottom view. To the left the front view of the tile is
depicted. A matrix of 5× 5 RGB triplets are uniformly distributed over a 10 cm× 10 cm
metal core board. In order to plug it in the accompanying driver tile, two connectors are
mounted at the back of the tile (see lower-right photograph). In the inset, top-right, a close
up of the layout of the RGB LEDs is shown.

treated. Lastly, the backlight data and timing control needed for real-time adjust-
ments of the backlight is discussed.

2.2.1 LED Tile

The modular design of the backlight is centred around a LED tile and a driver
tile. The LED tile consists of a matrix of 5× 5 RGB triplets equally distributed
over a 10 cm× 10 cm metal-core printed circuit board (PCB). A photograph of a
LED tile is shown in Figure 2.6. In the small inset at the top, the discrete position
of the Philips Lumileds Luxeon Rebels can be seen. Notice that the die of each
LED is located as close as possible to the centre of a segment. This is important in
order to have the best colour mixing between the three LEDs.

The design included a metal-core PCB in order to dissipate heat away from the
LEDs and towards the water-cooled aluminium carrier plate, which is discussed
in Section 2.2.3. This would ensure a more stable LED temperature, which may
extend LED lifetime and increase luminous efficacy. Since metal-core PCBs can
only be soldered on one side, a cavity allowed a long-pin connector to be soldered
to the front and stretch to the back. In Figure 2.6(right) these connectors are seen
(back view). The benefit of this mounting method is that a flat front-surface is
realised while gaining maximum thermal conductivity through the metal-core
PCBs.
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(a) (b)

Figure 2.7: Driver tile bottom and top view in (a) and (b), respectively. The bottom side is
facing the LED tile, which will be plugged in the two slim-shaped connectors. Each LED
triplet corresponds to a driver IC, adding up to 5 times 5 ICs. The top view reveals the
drivers, the power supply (chained, in/out), and the data connection to serially connect the
driver tiles. Supply and logic signals are daisy-chained from left-to-right using the “data
in”-“data out” connectors.

2.2.2 Driver Tile

A driver tile is capable of driving a 5× 5 matrix of RGB LEDs (75 LEDs in total).
In order to provide sufficient current to the 3 W high-power LEDs, one driver IC
(Texas Instruments TLC5940) was needed per RGB triplet. In Figure 2.7(a), this
matrix of 5× 5 drivers is shown spread evenly over the bottom side of the driver
tile. The copper on this side of the PCB will take care of directing the heat away
from the driver ICs towards the aluminium carrier plate. In the two slim-shaped
connectors, the LED tile can be inserted.

For controlling the LED intensity a driver IC from Texas Instruments was
used. It allows serial programing of pulse-width modulation (PWM) and amp-
litude modulation (AM) of 16 current sinks capable of up to 120 mA constant cur-
rent. Several outputs were connected in parallel in order to achieve the desired
driving current. To roughly match the desired display white point, the following
current levels were hard-wired; blue LEDs at 600 mA, green LEDs at 840 mA, and
red LEDs at 480 mA. The final white-point adjustment was done using AM based
on a post-assembly calibration (Section 2.3).

All LEDs were supplied by similar power supply modules. The green LED
with a maximum current of 840 mA and a forward voltage of about 4 V was used
as target. Despite the lower maximum current for blue and red, identical power
supply modules were used for all colours for simplicity. In Figure 2.7(b) a pho-
tograph of the driver tile front is seen (this side will face away from the carrier
plate).
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Figure 2.8: A photograph of the LED tile connected to the driver tile (left). The 10 mm gap
between the driver tile and the LED tile is clearly visible in the photograph (right). This gap
is filled by the 42 inch aluminium plate (not shown) with water channels for active cooling.

The left side of the PCB may be regarded as the receiving side for power sup-
ply (48 V) and logic signals (data in). At the right side, the next board in line can
be wired and this can be continued to create a chain of tiles. As the programming
of pulse-width and current (amplitude) of the driver ICs is done in a serial man-
ner, making long chains of driver tiles translates into a long programming time.
On the other hand, a separate cable for each driver tile will result in cable clutter.
We opted for daisy-chaining three tiles which resulted in 15 groups (cables) of
225 LEDs.

In Figure 2.8, a photograph of the LED tile connected to the driver is shown.
Notice the gap between the tiles which is reserved for the aluminium carrier plate.

2.2.3 Power Supply and Thermal Management

For practical and aesthetic reasons, it was decided to put the power supply and
thermal management system in a separate box next to the display, because the
large power and current requirements of the HDR display system together with
the water-cooling unit, would make a combined system bulky and very heavy.
The power box is shown in the photograph of Figure 2.9(c).

The amount of power conducted from the power box to the display unit can
be very high. In order to balance losses and safety of use, the supply voltage was
48 V. Each driver tile was equipped with separate power converters for the red,
green, and blue LEDs, respectively. As the forward voltage of each LED colour is
different (see Table 2.2), this proved useful to adjust the voltage across each LED
colour independently, helping a reduction in losses in the driver ICs.

The amount of energy dissipated in the LEDs would result in an considerable
temperature of the LED dies, which eventually may result in device failure. Con-
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(a)

(b) (c)

Figure 2.9: Photographs of the HDR display during build-up. In (a) a front-view of the
5 by 9 LED tiles is shown. The blue LEDs are acknowledging the Research Laboratories at
Philips. In (b) a rear-view of the backlight unit. Notice the modular build-up based on PCB
tiles of drivers, equivalent to the LED driver tiles on the front, mounted on an aluminium
carrier for cooling. The pressure tubes used for the water cooling are seen in the bottom-left
corner. In (c) the power supply unit is seen. The unit supplied all necessary voltage levels
for LED drivers to digital logic. The water pump and radiator colling is located at the top
of the power supply unit.

sequently, a thermal management system was constructed consisting of a large,
thick aluminium carrier plate with internal water flow. The carrier plate will en-
sure heat spread, while the water flow is responsible for heat extraction.

The full-sized 42 inch backlight unit is based on the aluminium carrier plate
onto which the driver tiles and LED tiles are mounted. The dimensions of the
carrier plate are 1000 mm× 600 mm and 10 mm thick. The layout consisted of 5
vertical and 9 horizontal tiles resulting in a total of 25 by 45 segments. In Fig-
ure 2.9(a) and Figure 2.9(b), photographs are shown of the backlight unit front
and back during buildup, respectively.

Water channels (40 mm) were milled out in the carrier plate, creating a zig-
zagging flow of water from top to bottom. The water channels are located dir-
ectly beneath each tile between the connector openings. Furthermore, extensive
milling is used to match the uneven topography of the driver tile surface. Gap-
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pads are used to avoid short circuits and damp vibrations, and to reduce thermal
resistance (by eliminating air gaps). The thermal resistance between the LED tiles
and the carrier plate was reduced using heat compound.

In the power box, the water flow for thermal management is created using a
small 12 V water pump. The water is cooled using two radiators equipped with
6 fans to facilitate sufficient air-flow. The radiators and fans are mounted behind
the perforated part of the power box and the water pump is located at the top in
Figure 2.9(c).

2.2.4 Backlight Data and Timing Control

In order to adjust the backlight intensity to the video data, each LED should be
updated synchronously with the video data. It was chosen to embed the backlight
data into the video signal and use an FPGA to extract the desired pulse-width and
amplitude modulation. Each of the 15 areas (of 225 LEDs on 3 driver tiles) would
then be programmed in parallel.

The embedded video signal consists of 16 lines; 1 header line with per-row
on-time (for backlight scanning; see next section) and 15 data lines, one row per
area of 3 driver tiles. The driver ICs could adjust the intensity by 6-bit AM and
12-bit PWM. The AM-range was only used for calibration of segment-to-segment
variations of intensity based on a set of static calibration values. The entire PWM-
range could then be used for real-time backlight modulation.

The high peak luminance of the display system made 12-bit PWM necessary.
It was initially estimated that peak luminance would become close to 9000 cd/m2

in a colour-sequential operation. As it is desired to also support operation at
500 cd/m2 it was necessary to retain about 8-bit resolution (562.5 cd/m2 corres-
ponds to 8-bits in this example).

Embedding the backlight control data into the video signal turned out to
provide problems. Small objects such as the mouse cursor could mistakenly be
interpreted as the backlight control signal. This could lead to spurious light gen-
eration when the mouse cursor would move in and out of the region of embedded
data. Each row was therefore equipped with an 8-bit cyclic redundancy check
based on the following generator polynomial: x8 +x7 +x4. If the check failed, the
embedded modulation values would be neglected and a safe state used instead.

Backlight Scanning

LCDs are known to suffer from motion blur due to the slow temporal response of
the LC-panel and continuous backlight illumination. The slow temporal response
is the cause of inter-frame cross-talk, i.e. wrong transmission levels due to insuf-
ficient settling time, whereas continuous illumination results in sample-and-hold
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Figure 2.10: Illustration of options for pulse-width modulation provided by LED drivers. A
simple black-white-black LC-panel response is shown, the frame synchronisation indicated
by t0 and t1. In (a), the pulse-width and the off-time is used, such that increasing pulse
width extends backward in time w.r.t. t1. In 2.10(b), the pulse-width and the on-time,
ton, is used, such that increasing pulse width extends forward in time w.r.t. ton. The first
method is better suited for backlight applications.

behaviour. In a colour-sequential operation both effects will contribute to colour
errors. In this section, it is described how these issues have been addressed.

Improved motion portrayal for LC-displays has been extensively investig-
ated, see for example Klompenhouwer (2006). Reduced illumination duty cycle is
among the most effective remedies and can be achieved using PWM of the back-
light LEDs. This is illustrated in Figure 2.10(a). An LC-panel is switched to high
transmission at t0 and to low transmission at t1. The grey-block illustrates the
light generation from the backlight and is aligned with t1. If the pulse-width is
increased, the off-time is not changed.

As demonstrated by Sluyterman and Boonekamp (2005), a short duty cycle
is not sufficient, the illumination period should also be timely aligned to the ad-
dressing of the LC-cells. The LC-cells in an LCD are addressed row-sequentially,
typically from top-to-bottom. The time needed to address all rows is approx-
imately equal to the frame time. When the illumination period of each row of
backlight LEDs is timely aligned to the addressing of the corresponding row(s) of
LC-cells, the backlight will also operate in a scanning sequence.

Whereas typical LED driver ICs for backlight applications allow specifying
the desired off-time (t1 in Figure 2.10(a)), the chosen driver IC only provides spe-
cifying the on-time. This is illustrated in Figure 2.10(b). In this example, the
light generation is not aligned with t1 and one would have to take the (variable)
pulse-width into account when determining the ton which would align the light
generation with t1. If the pulse-width is frequently adjusted, ton should also be
adjusted frequently. Using the embedded backlight data protocol, it is possible to
adjust the on-time for each of the 25 rows of LEDs in the backlight.
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2.3 Characterisation and Calibration of RGB LEDs

Due to LED-to-LED variations in luminance, colour, forward voltage, and driving
current, it is expected that each LED needs careful calibration after the system
has been assembled. This section describes this automated calibration procedure
using an imaging colourimeter.

2.3.1 Methods

The calibration procedure was split in two. First the intensity of each LED was
levelled such that all LEDs of the same colour were at the same intensity resulting
in a per-colour (red, green, blue) uniform backlight. Secondly, the global relative
intensity of the colours was adjusted to achieve the desired display white point.
The latter depends on the LC-panel and the colour filter, whereas the per-LED
calibration pertains to the backlight unit only. As the white point adjustment is
rather trivial, we will not treat this further in this section.

Rather than manually re-positioning and re-aiming a spot colourimeter, we
made use of an imaging colourimeter. Such a device is based on a scientific-grade
image sensor and a colour-filter wheel which allows sequential measurements of
CIE tri-stimulus values. Each measurement consists of one of the tri-stimulus
values, depending on the position of the colour-filter wheel. Hence, three meas-
urements are necessary to obtain a tri-stimulus colour description.

The transmission spectra of the colour-filter wheel are (typically) approxim-
ations to the 2◦ CIE 1931 color matching functions x(λ), y(λ), and z(λ) (Berns,
2000). Let the transmission spectra of the colour-filter wheel be given by, x̃R(λ),
ỹG(λ), and z̃B(λ). The spectrum of a red LED is denoted by SR(λ, I, p), where I
is current and 0 ≤ p ≤ 1 is pulse width. Then the measured tri-stimulus value of
the red LED is:

X̃R =
∫
λ

x̃R(λ)T (λ)SR(λ, I, p)dλ , (2.1)

ỸR =
∫
λ

ỹG(λ)T (λ)SR(λ, I, p)dλ , (2.2)

Z̃R =
∫
λ

z̃R(λ)T (λ)SR(λ, I, p)dλ . (2.3)

The LC-panel transmission, T (λ), depends on the drive levels and the colour fil-
ters. However, for calibration of the backlight uniformity, T (λ) can be neglected.
Similar, we have neglected the slight wavelength shift of LEDs with elevated tem-
peratures (Harbers, Bierhuizen, and Krames, 2007).

For simplicity it is assumed that the spectra of all LEDs of a particular col-
our are identical. As the backlight is constructed from LEDs which have been
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Figure 2.11: Photograph of the display calibration setup. The imaging colourimeter can be
seen in the front, while the display, with 8 green LEDs turned on, is located at the back of
the room.

factory-measured (binned) to be within a 10 nm range, this is a reasonable as-
sumption (see Table 2.2). Furthermore, the narrow spectra of the red LEDs and
the location of the peak wavelength means that X̃R � {ỸR, Z̃R}. Under the as-
sumption that the spectra of all red LEDs are identical, it is therefore possible
to only measure and calibrate X̃R in order to achieve a uniform backlight. Fol-
lowing the same reasoning for the green and blue LEDs, it is only necessary to
measure and calibrate ỸG and Z̃B, respectively.

The calibration values are conveyed to the backlight unit by means of the amp-
litude modulation signal which leaves the full range of pulse-width modulation
to signal processing purposes. However, LEDs do not exhibit a linear relation-
ship between current and intensity (Philips, 2009). To that end it is assumed that
SR(λ, I, p) u SR(λ)f(I)p, where f(I) is a characterisation of LED current versus
intensity. This curve can be characterised by measuring the response from an
LED. Based on an initial current and a desired linear correction coefficient, an
inverse lookup can be used to determine the calibrated current.

The post-measurement processing is done in a number of steps targeting to
achieve a uniform backlight. Obtain the measured intensities (image) of a seg-
ment, for example measured X̃R for a red LED. Apply a low-pass filter of small-
support (about 3-4 mm) and extract the intensity at the centre of the profile, which
is known a priori1. The result is a per-LED scalar representing the measured (av-
eraged) intensity per segment. Determine the desired intensity, say the median
of the intensities of the red LEDs, and compute the needed relative adjustments.
Using an inverse-lookup in the current vs. intensity characteristic, f−1(I), the
new current level can be computed.

1A geometric calibration relating each image pixel coordinate in the measurement to the coordin-
ates of the display had been carried out using a projective transformation.
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Figure 2.12: Luminous flux as a function of current (amplitude modulation) for 4 red, green,
and blue LEDs. Up to level 28, the intensity is seen to be approximately linear.

In order to verify the result, a second set of measurements can be carried out
using the measurement procedure. It was found that two measurements and a
verification step was necessary in order to obtain satisfactory results.

The strong optical separation of the backlight segments can be exploited to
speed up the measurement process. It was verified, that segments separated by
more than 4 segments, had an inter-segment cross-talk level below 1 promille.
This error is considered acceptable and a pattern based on this criterion can con-
tain up to 8 segments reducing the time of measurement by a factor eight. In Fig-
ure 2.11, the calibration setup can be seen with the backlight having eight green
LEDs on.

The imaging colourimeter was a Radiant Imaging ProMetric, type 1423E-1
with a resolution of 1024 by 768. This device comes with an interactive software
package for device adjustments and control. For the large amount of regular
measurements, it was chosen to design an automated procedure based on the
proprietary software API. The fully-automated procedure would iteratively ad-
just the backlight and capture and store a measurement.

2.3.2 Results

In order to apply the calibration to the amplitude modulation, it was necessary
to characterise the current vs. intensity relation. In Figure 2.12, the response for 4
LEDs is shown. The curve was measured at 17 of the 64 intensity steps (6 bit sig-
nal). Notice that the curves have been normalised at level 24, which corresponds
to the initial current level for all colours. This also allows comparison between
the characteristic curves. Up to level 28, the curve is approximately linear, for
higher levels the intensity increases less with increased current. Good consist-
ency for the blue and red LEDs can be observed, whereas curves for the green
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LED are less consistent. The larger absolute current of the green LED may ex-
plain this behaviour. A per-colour average of these curves was successfully used
to do inverse-lookup for the colour uniformity correction.

Three measurement iterations were carried out. Two for calibration and a last
one for verification. In Figure 2.13, the results of the first measurement procedure
(before any calibration) and the verification procedure are shown. Each segment
is represented by a pixel and the intensity is normalised to the average. In the left
column, the initial measurement results are shown, whereas in the right column
the results of the verification measurements are shown. From top to bottom, the
figures correspond to the red, green, and blue LEDs.

In Figure 2.13(a) and Figure 2.13(c), the measurement of red and green can be
seen. The data is dominated by a low-frequency pattern showing peak intensity
in the centre and a fall-off towards the edges. In comparison, the result of the
blue LEDs seen in Figure 2.13(e), shows significantly larger variations. Blocks of
LEDs are significantly brighter than their surroundings. Besides this, a similar
low-frequency pattern can be observed. The bright blocks corresponds to 5× 5
LEDs on the same LED tile. It was speculated that either two LED wavelength
bins had been used (rather than one) or the LEDs were of different efficacy bins.
By inspection it was verified that the LEDs had similar spectra and the variation
was assumed to be caused by differences in efficacy.

In the second column of Figure 2.13 showing the resulting uniformity, the red
and green uniformity are seen to be within a variation of 10%. The uniformity of
the blue LEDs is comparable, although 5 LEDs were left with a variation above
10%. Due to optical mixing this is not visible when all segments are turned on.
The resulting full-white uniformity was judged visibly imperceptible by a group
of expert viewers.

A histogram of the data of Figure 2.13 is shown in Figure 2.14. The large vari-
ation in intensity of the blue LEDs before calibration is clear from Figure 2.14(c).
The bin-size of the histogram is 2.5% relative intensity. With the exception of a
few outliers for the blue LEDs, all LEDs have been calibrated to within a 10%
range. The standard deviation of the intensity relative average before and after
calibration was 7.8% and 0.9% for red, 9.1% and 1.5% for green, and 22.6% and
2.1% for blue, respectively.

The final result can be seen in Figure 2.15 showing the display before and after
calibration. The regions with a low contribution from the blue LEDs can readily
be seen in Figure 2.15(a). It was judged by expert viewers that the resulting cal-
ibration state seen in Figure 2.15(b) was sufficiently uniform to be suitable for
demos

The automated procedure resulted in fast and robust calibration results. It was
estimated, that manual measurement of all LEDs would take about three days of
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(a) (b)

(c) (d)

(e) (f)

Figure 2.13: Measurement results of relative intensity of red, green, and blue LEDs (top-
to-bottom). In the left column the initial un-calibrated state is shown, whereas the right
column shows the calibrated state. In 2.13(a) and 2.13(c), the high-frequency noise was
slightly visible. In 2.13(e), the strong intra-tile variation was visibly very annoying. By
utilising the AM range, a calibration was achieved which was judged visibly imperceptible
by expert viewers. In this result, 5 blue LED outliers were left with a per-segment variation
above 10%. Due to optical mixing this was not visible when all segments were turned on
(full white).
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Figure 2.14: Histogram of the measured red, green, and blue LEDs before calibration is seen
in the top row. The corresponding histograms after calibration is seen in the bottom row.
The large variation in blue-LED intensity can be observed in ((c)). The standard deviation
before and after was (7.8%, 0.9%), (9.1%, 1.5%), and (22.6%, 2.1%), respectively.

work, excluding the time needed to initially setup the measurement equipment.
The automated measurement approach could do the task in half a day and when
measuring up to 8 segments per measurement the total measurement time was
reduced to less than an hour. In the end, the entire calibration procedure, includ-
ing setting up the system, carrying out the measurements and post-measurement
processing steps, takes about one day.

2.4 Characterisation of Segment Point-Spread
Function

Careful characterisation of the locally addressable backlight segments is neces-
sary in order to make use of the modulating properties of the backlight. The light
from a single backlight segment is engineered to emit light to neighbouring seg-
ments in order to provide acceptable uniformity. Consequently it is necessary to
take these light contributions into account when modulating the backlight seg-
ments.
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(a) (b)

Figure 2.15: Photograph of the HDR display before, (a), and, (b) calibration. Note that the
white-point correction of the camera has caused the yellowish background due the blueish
white point of the HDR display.

For a LC-display with N addressable backlight segments, the light level illu-
minating the i-th pixels can be described by:

Li =
N−1∑
j=o

djhi,j , (2.4)

where 0 ≤ dj ≤ 1 is the backlight drive level of the j-th backlight segment and
hi,j the contribution of the j-th segment on the i-th pixel. In the above equation,
the light level at a particular pixel, Li, is described by the combined contributions
from all backlight segments. Considering all contributions from a single segment
to all pixels is called the point-spread function (PSF) and is comparable to an
image of the backlight segment.

The shape and width of the PSF depends on the optical design of the backlight
unit. It is likely the most critical parameter in accurate rendering of images on a
spatially-modulated HDR LCD (Trentacoste et al., 2007). In this section we there-
fore describe the procedure for measurement of the PSF of our HDR backlight
unit.

2.4.1 Methods

In order to measure the optical profile of a backlight segment, it is necessary
to make use of a flat-field calibrated image sensor. Such a sensor is calibrated
for any geometric and intensity distortions, such that an intensity variation in
the measurement can be directly related to a variation of the backlight intens-
ity. An imaging colourimeter, which comprises a high-quality image sensor and
a colour-filter wheel, can be supplied with such a flat-field calibration. For our
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measurements we made use of a Radiant Imaging Prometric, type 1423E-1 ima-
ging colourimeter.

Despite the actively cooled image sensors, the dynamic range was found lim-
ited to capture the intensity variations from the bright centre to the dark tails of a
segment profile. The capture was therefore split in two exposures. A first expos-
ure would capture the bright details, whereas a second longer exposure would
capture the details in the tails. Consistently with established methods, the two
exposures could be merged in post-processing to obtain a single PSF.

Bright objects may reduce the image quality of nearby features due to lens
flare. Consequently, the measurement of the second exposure would be polluted
by light from the brightest regions of the image. This would be unacceptable.
It was found that the modulating properties of the LCD panel could be utilised
to reduce the intensity of the centre region of the segment profile. In the second
longer exposure, a square region of low LC-panel transmittance was created by
setting the drive levels to 0, while the remainder of the LC-panel was at maximum
transmittance.

In an early stage, it was established that the profile for a red, green, and blue
LED was identical. The following measurement steps were therefore carried out
for each backlight segment:

1. Turn on all LEDs (red, green, and blue) of a single backlight segment.

2. Record the position of this segment.

3. Leave the LC-panel in full transmission mode, i.e. a white image.

4. Measure the spatial profile with a short exposure (depends on lens, dis-
tance, neutral-density filter, etc.).

5. Reduce transmittance of the LC-panel in a small square region directly above
the segment in question in order to block the bright peak directly above the
LED.

6. Measure the spatial profile with a long exposure time (to accurately meas-
ure the segment profile tails).

7. Carry out steps 1-6 for all segment positions.

In the measurement (step 4), a fixed exposure of 1 s and no neutral-density filter
was used for the short exposure.

In order to acquire the segment profiles consistently, it was necessary to have
the entire display in the field of view. The camera was therefore positioned
about three meters from the display, as we did not have access to a calibrated
wide-angle lens. Furthermore, a geometric calibration was carried out. This was



52 Chap. 2 A Versatile High-Dynamic Range Display System

done by recording an image with fiduciaries of known locations and determin-
ing the projective transformation that would relate display coordinates to camera
coordinates.

2.4.2 Results

All backlight segments were measured and the two exposures merged to obtain
one PSF per segment. The geometric calibration made it possible to accurately
crop the measured region to the correct size. Considering the low-frequency
nature of the PSFs, the measurements were transformed and re-sampled at a res-
olution of 480× 270 pixels, i.e. one-fourth of full-HD resolution.

In Figure 2.16(a), the PSF of a centre segment is shown. The PSF is seen to
consist of a small bright spot, with short tails and a large almost-black region.
Whereas the centre of the segment appears squared, the tails appear circular
symmetric. In Figure 2.16(b) the combined result of all segments turned on (full-
white) is shown. This result is based on the individually measured PSFs and
was verified with the actual display. The variation at full-white (uniformity) was
about 2.7%. The reader is referred to a digital copy of the thesis to appreciate the
data of Figure 2.16(a) and Figure 2.16(b).

A horizontal cross-cut of the PSFs of three centrally positioned segments is
shown in Figure 2.16(c). Above the PSFs, the segment pitch is indicated by crosses.
At the intersection of the segments, the PSF is at 70% of the peak intensity. This
does, however, not warrant good optical separation. The contribution of one PSF
to the combined output of all PSFs (full-white) is only about 25%. Therefore,
small image features will be significantly darker than large image features when
spatial modulating is applied. We will return to this in Section 2.6.2.

2.4.3 Analytical Approximation of PSF

Measurements of the PSF typically contain noise and some form of noise reduc-
tion is often applied. The most simple approach is a low-pass filter kernel of
small support applied to the data. However, the risk of changing the PSF is high.
A better approach is to approximate the data by fitting an analytical function.
An advantage of this approach is the possibility to evaluate the analytical func-
tion, rather than reading large amounts of data into memory. Existing systems
have successfully been modelled using a weighted set of Gaussians (Trentacoste
et al., 2007; Seetzen, Heidrich, et al., 2004). A third option is a filter pyramid,
where filtering with a small-sized kernel followed by upsampling is applied it-
eratively. If the filter coefficients of the small-sized kernel and the coefficients of
the upsampling step are optimised to the measured PSF, it creates a good balance
between memory and computational load (Liao and Huang, 2010).
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Figure 2.16: In (a), the measured unfiltered point-spread function of a single centrally-
located segment. When all LEDs are on, a small imperceptible ripple is present, as illus-
trated in (b) - data scaled to make ripple visible. A 1D-plot of three adjacent segments is
shown in (c), while in (d) a single profile is compared to a synthetic Gaussian (solid-red)
and Quadratic Lorentzian profile (dashed-blue).

In Figure 2.16(d), the PSF of the display system is compared to two common
mathematical descriptions of PSFs; 1) a Gaussian function, and 2) a Quadratic
Lorentzian function. For the comparison, the width of the functions were op-
timised using the 25× 45 segment layout and ensuring a full-white uniformity
of about 1%. The Gaussian function (solid-red) is seen to have slightly wider
slopes at the centre and very steep tails tapering faster than the measured PSF.
The Quadratic Lorentzian function (dashed-blue) is seen to match the slope bet-
ter than the Gaussian function. The tails of the measured PSF are also seen to
match well. However, when carefully evaluated, neither of the functions approx-
imate the PSF sufficiently.

A poor approximation may lead to visible artefacts. The predicted light level
falling onto the LC-panel is compensated in order to create the desired intensity.
Consequently any mismatch between the predicted and actual backlight intens-
ity may lead to visible artefacts. For example, a uniform gray box on a white
surround may show visible shadows close to the boundary of the intensity trans-
ition.
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In the following section, an optimisation procedure is introduced which was
used to approximate the PSFs. Besides the procedure, the analytical functions
tested are also presented.

Methods

The problem of obtaining an approximation of the PSF of the j-th segment, qj(i),
by means of a sum of analytical expressions, pk(i), can be defined as:

argmin
p

∥∥∥∥∥∑
k

pk(i)− qj(i)

∥∥∥∥∥
2

, (2.5)

where p is a stacked vector of parameters for the candidate functions, pk(i). This
problem can be solved by means of a numerical non-linear solver.

Rather than obtaining individual approximations for each PSF, the procedure
is used to obtain an approximation of a centre segment. When the approximation
is sufficiently accurate, these parameters are used to determine the error for all
PSFs.

A good approximation is not the only important objective, it is also important
to ensure a uniform result. To that end, it is possible to apply a regularisation
penalty to the optimisation problem of (2.5). Let the desired level of uniformity
be given by utgt, then the penalty could be defined by:

w = u

utgt
, (2.6)

where u is the uniformity of the current approximation. The penalty, w, was
simply multiplied to the error vector of (2.5).

In practise it proved necessary to use three functions (2.5) to approximate the
measured PSF. All three functions were Gaussian functions. The uniformity of
the approximation was close to 1%. Only approximations in linear light were
performed.

Candidate Functions for Modelling the PSF

In Figure 2.17 a sketch of the tested candidate functions is shown. As can be seen,
some profiles are smooth and rather flat in the centre, while others have a rather
fast fall-off farther away from the centre. Visual inspection of the measured PSF,
shown in Figure 2.16, does not directly reveal which function is a good candidate.

The first function described is the Gaussian:

pg(x, y, σx, σy) = g exp
{
−1

2

((
x

σx

)2
+
(
y

σy

)2
)}

, (2.7)
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Figure 2.17: Example of candidate functions for the analytical approximation of the back-
light PSF. Notice how one profile is rather flat, while another has a steeper fall-off. From the
sketch above it is rather difficult to decide which function forms the best basis.

where g is the overall gain, and the parameters σx and σy are spatial scaling para-
meters. Its short tails (very close to zero) make it difficult to realise a Gaussian
PSF in practice. An alternative function is the super-Gaussian function:

psg(x, y, σx, σy, λx, λy) = g exp
{
−1

2

((
x

σx

)λx

+
(
y

σy

)λy
)}

, (2.8)

Where the power of two functions in the Gaussian distribution are variables of
x and y. Another often-used function is the Quadratic Lorentzian distribution
which is wider than the Gaussian function.

pql(x, y, σx, σy) = g

1 +
(
x
σx

)2
+
(
y
σy

)2 , (2.9)

where g is the overall gain, and the parameters σx and σy are spatial scaling para-
meters. The quadratic Lorentzian is a description of a Lambertian diffuser, and
so, this function is a good candidate for backlights based on the principles of
mixing-in-air. For the HDR backlight the tails of the approximation showed to
be too large compared to the PSF of the display. Yet another candidate is the
hyperbolic secant.
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phs(x, y) = g sech
{(

x

σx

)2
+
(
y

σy

)2
}
, (2.10)

where g is the overall gain, and the parameters σx and σy are spatial scaling para-
meters. This also did not turn out to be a good fit. We noticed that the super-
Gaussian profiles were sometimes optimised with a power-function larger than
two and decided to include a very flat candidate function. The following function
describes the convolution between a Gaussian function and a window function.

pgw(x, y, σx, σy, bx, by) = g gN

{
−erf

(
x− bx√

2σx

)
+ erf

(
x+ bx√

2σx

)}
{
−erf

(
y − by√

2σy

)
+ erf

(
y + by√

2σy

)} (2.11)

where

gN = 1
4 erf

(
bx√
2σx

)
erf
(

by√
2σy

) . (2.12)

The offset parameters bx and by define the half-widht of the window func-
tion, while g is the overall gain, and the parameters σx and σy are spatial scaling
parameters. As can be seen in Figure 2.17, this function can represent large flat
surfaces while maintaining smooth tails.

Results

It was expected that at least two analytical functions should be used to approxim-
ate the measured PSFs. One narrow profile to described the local shape and one
wider profile for the contributions farther away toward the display edge. Based
on (2.5) with the PSF in linear light, a non-linear optimisation technique was ap-
plied. Approximations using one, two, or three functions were tested. In practise
it proved necessary to use three Gaussian functions to approximate the measured
spatial segment profile. Visual inspection on the prototype showed, that images
generated using the result of this fit were indistinguishable from images gener-
ated using the original measurements directly. Due to the well-defined edges of
the PSFs, it was necessary to control the overall uniformity in order to prevent in-
troduction of visible noise at a frequency matching the pitch of the segments. To
that end, the weighing of (2.6) was necessary in order to achieve 1% uniformity.
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2.5 Display Applications and Summary of
Performance

In this section, the display demonstrator is presented. For different applications,
the HDR backlight was equipped with several different LC-panels over the time.
The performance in terms of peak luminance and colour gamut is compared for
a number of different configurations.

2.5.1 Display demonstrator

Figure 2.18: Line up of the two 42 inch HDR displays (leftmost) together with a reference
Philips TV set (rightmost). The three large PCs at the shelf below are used for uncompressed
video playback. In this photograph, both HDR displays are mounted with a commercially
available 42 inch LC-panel. The power boxes can barely be seen behind the tables. The
centre HDR display is bright, while the luminance of the right HDR display was adjusted
to the luminance of the reference display.

In Figure 2.18, a photograph of the two HDR displays (left and middle) in a
line-up with a reference Philips TV set (right) is shown. The reference display was
40 inch whereas the HDR displays were both 42 inch. The LC-panels mounted on
the HDR backlight were different, one being an IPS-mode panel and the other an
VA-mode panel. In the photographed setup, the centre HDR display was bright,
while the luminance of left HDR display was adjusted to the luminance of the ref-
erence display. Below the table, three large PCs can be seen. These custom-built
systems provide uncompressed playback of video using hard drives providing
very high bandwidth. As the backlight amplitude and pulse-width modulation
signals are embedded in the video signal, uncompressed video is necessary. In
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Figure 2.19: Specifications for different HDR display configurations using five different
LC-panels (tabulated right). In the 1976 CIE u′v′ chromaticity diagram, the primaries of
the combinations of LC-panel and backlight is shown. In the table the peak luminance
is shown. Besides four LC-panels, the backlight unit without LC-panel (“none”) and a
reference gamut “Rec. 709” is also shown.

the photograph, the two power boxes with water cooling are just visible behind
the table.

2.5.2 Performance

For different applications, the HDR backlight was equipped with several different
LC-panels over the time. The initial configuration was based on conventional LC-
panels with VA-mode and IPS-mode. A fast-switching OCB-mode LC-panel re-
placed the IPS-mode LC-panel in order to facilitate research on colour-sequential
operation. In 2010, the VA-mode LC-panel was replaced by a state-of-the-art VA-
mode LC-panel. A number of less notable configurations has also existed for a
period of time.

In Figure 2.19, the colour gamut and peak luminance of four different con-
figurations and the bare backlight (no LC-panel) is shown. The initial config-
uration consisted of VA-mode 1 and IPS mode with a peak luminance slightly
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above 3000 cd/m2. The improved VA-mode 2 resulted in a peak luminance of
4870 cd/m2. The OCB-mode LC-panel, which does not have any colour filters,
resulted in a much higher peak luminance of more than 7000 cd/m2.

In Figure 2.19, the colour gamut spanned by the different display configura-
tions is shown expressed in CIE 1976 u′v′ chromaticity coordinates. The area of
each triangle compared to the area of a reference gamut (ITU Rec. 709) is repor-
ted in the table as GA R.709 (gamut area). As a larger gamut does not warrant
that all colours in the reference gamut can be reproduced, the area of the triangle
intersection with the reference triangle is also reported as IGA R.709 (intersection
gamut area).

The colour gamut spanned by the bare backlight (LEDs only; shown in grey-
dashed) is extremely wide and encompasses the Rec. 709 (grey-solid). The VA-
mode 1 configuration is seen to reduce the gamut, in particular the saturation
of the blue primary is reduced. This is likely caused by the spectral cross-talk
between the green LED and the blue-colour filter. Despite this, the colour gamut
was 144% (GA R.709) and covered the entire Rec. 709 gamut. The colour gamut
for the IPS-mode configuration and the VA-mode 2 configuration resulted in a re-
duction of colour gamut. For the latter, the colour gamut was very limited for
bluish-colours and covered only 86% of the Rec. 709 gamut (IGA R.709). Meas-
urements on the spectral cross-talk between the LEDs and the colour filters re-
vealed that a wide transmission band of the blue colour filter was the cause of the
reduction in gamut area. The increased transmission of green may also explain
the increased peak luminance. Finally, notice how the colour-filter less OCB-mode
LC-panel has no significant reduction of colour gamut compared to LEDs only
(169% compared to 172% GA R.709).

The maximim corner-box contrast ratio (ICDM, 2012)of the display system
was close to 10 million to 1. In Section 2.6.4 this will be treated in detail with a
comparative study on contrast and luminance in relation to other HDR display
technologies.

2.6 Model-Based and Metrology-Based Evaluation
of Contrast and Luminance

During the design of the HDR display, a number of computational models were
used in order to evaluate the front-of-screen performance in terms of contrast.
Light generated by a backlight segment should be spatially confined in order to
maximise modulation depth, i.e. contrast increase. Full-white uniformity may
suffer from this requirement, however, due to segment-to-segment variations in
light and colour. Therefore, the backlight segments were designed to have an
optimum in spatial confinement and uniformity.
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Figure 2.20: In 2.20(a) the point-spread function of human-eye glare. In 2.20(b) and ideal
HDR display (solid-gray), the retinal luminance of the ideal HDR display by considering
human-eye glare (green-dashed), and the HDR backlight response (red-solid). The image
stimuli was a white block of 21 mm by 21 mm.

2.6.1 Human-Eye Glare and Visibility of Backlight Halos

The presence of bright objects may reduce detail perception near high contrast
boundaries. When a backlight segment is at maximum intensity due to a small
white image feature, the light may leak to surrounding dark image regions. These
backlight halos are particularly annoying as they do not correlate with the image
content. Secondly, image motion may cause apparently random halo flicker. On
the other hand, the visibility of backlight halos may be masked by intra-ocular
glare causing an increase of retinal luminance near bright objects. The human-
eye glare can be described by a point-spread function. The PSF described by Vos
and van den Berg (1999) is shown in Figure 2.20(a).

The PSF can be used to estimate the increase in retinal luminance, similar to
the study described in Chapter 6. A small white block on a black background was
used as test image. The white block was 21 mm by 21 mm, i.e. the same size as a
backlight segment, and phase-aligned with the backlight segment. We assumed
a viewing distance of 3 times the screen height (42 inch). The display luminance
was converted to a retinal image (expressed in visual angle) by assuming that
the flat-field emitter (the display) could be represented by a curved-emitter (at
constant distance from the human observer). This assumption was in practise
irrelevant, as only a small-centre part of the display emitted significant amounts
of light. By convolving the PSF of Figure 2.20(a) with the retinal image, shown
in grey-solid in Figure 2.20(b), the resulting retinal luminance could be obtained
(green-dashed). This retinal image of an ideal HDR display may be compared
with the reproduced retinal image from the HDR display (red-solid). It can be
seen that the backlight halo is masked by the glare. This result has been con-
firmed for a similar design (Seetzen, Heidrich, et al., 2004). We have for this ex-
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periment assumed a modest 1000:1 contrast ratio of the LC-panel. In practise the
contrast ratio of state-of-the-art LC-panels is higher making the backlight halos
even smaller.

When the white block is increased in size, the retinal luminance will increase
significantly, however, this also holds for the backlight halo due to the increased
amount of backlight segments needed in order to illuminate the white-image re-
gion. Moreover, when the white-image region is reduced in size, the retinal lu-
minance will reduce revealing the backlight halo. In conclusion, the backlight
design of the HDR display will make the halos imperceptible for most natural
images. Only images with small, bright image features on a black background,
such as a starlight sky, will result in visible halos.

2.6.2 Direct Contribution

Whereas the light profile of a backlight segment should be confined in order to
avoid visibility of halos, it is advantageous to include sufficient amounts of seg-
ment-to-segment light mixing in order to mask variations in light intensity and
colour. Spatially smooth segment profiles can ensure significant light mixing.
However, when the spatial extent of light from a backlight segment becomes
large, insufficient amounts of light will be generated locally. Consequently many
neighbouring segments are needed in order to achieve a sufficient light output.

We found the direct contribution, the light contribution of a particular back-
light segment to the full white situation, a useful measure. This can easily be
established by turning on a centre segment, measure the luminance right above
this segment, then turn on all segments and measure the luminance at the same
location. The ratio of the numbers is the direct contribution. In our experience,
direct contribution is between 20% and 40% in most designs.

Direct contribution is, however, a poor measure of the shape and spatial extent
of the light profile from a backlight segment. We therefore found it useful to plot
the relative intensity measured right above a particular segment and sequentially
turn on the neighbouring segments in a radial pattern. In this way, the contribu-
tion of close-by and far-away segments can be distinguished. Although the direct
contribution is often only 20%-40%, the relative intensity of a good design should
increase close to 100% using only the neighbouring segments.

In Figure 2.21, the light intensity right above a centre segment (n segments
on) relative to a full-white image (all segments on) is plotted against the distance
to the centre segment. Besides the measured data from our HDR display (black-
solid line), the following backlight division have been simulated: 16× 9 (144),
32× 18 (576), 24× 44 (1056), and 64× 36 (2304). These simulations were based
on a quadratic Lorentzian segment profile. With more backlight segments, a par-
ticular relative light intensity can be reached using a smaller backlight area. For
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Figure 2.21: The light intensity relative to a full-white image right above a centre segment
as a function of the amount of segments turned on (expressed in distance). Four virtual
backlights based on a quadratic-Lorentzian segment profile with 16× 9 (144), 32× 18 (576),
24× 44 (1056), 64× 36 (2304), and 25× 45 (1125) backlight segments (the latter is our HDR
display design) are shown. With more backlight segments, it is possible to achieve a desired
intensity, say 80%, using only neighbouring segments. Consequently, such designs may
exhibit a smaller, more narrow halo. Our HDR display is seen to perform equal to a display
with twice the number of segments.

example, 80% relative intensity can be achieved at 60 mm distance with 1056 seg-
ments, while with 144 segments 130 mm is necessary. Consequently the halos for
the latter system may be more visible. Comparing our HDR display to a dis-
play with quadratic Lorentzian backlight profiles and 1056 segments, it can be
seen that a significantly smaller area of backlight segments is necessary in order
to achieve a particular intensity. In fact, our design is comparable to the system
with 2304 Quadratic Lorentzian segments, which has twice as many segments as
our system.

2.6.3 Contrast Gain of Sinusoidal Patterns

Whereas direct contribution and Figure 2.21 are instrumental in designing a back-
light, it is not easy to translate the results into expected performance for natural
images. Therefore, it has been proposed to take a signal processing approach.
Simulating the resulting backlight modulation as follows from a set of horizon-
tally-oriented sinusoidal patterns (Langendijk, Muijs, and Beek, 2008).

In Figure 2.22(a), a cross-cut of the simulated backlight response to a hori-
zontally-oriented sinusoid of 6 cycles-per-screen width is shown. Similar to the
previous study on direct contribution, the following backlight division has been
included: 16× 9 (144), 32× 18 (576), 24× 44 (1056), and 64× 36 (2304). The back-
light profiles were described by a quadratic Lorentzian profile. The input sinus-
oid is shown in gray (ranging from 0 to 1). The modulation depth with 144 back-
light segments can be seen to be very poor, whereas 1056 segments allows close
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Figure 2.22: In 2.22(a), the reproduced backlight profile in response to a sinusoidal input
(light-grey) is shown. The more backlight segments, the better the sinusoid can be repro-
duced, and the large the contrast improvement. In 2.22(b) the modulation depth (contrast)
as function of cycles-per-screen width is shown. Notice that our HDR display performs
comparable to a display system with twice as many backlight segments (2304) up to 12
cycles-per-screen width. Moreover, for higher frequencies, our HDR display outperforms
this system. The applied method was presented in (Langendijk, Muijs, and Beek, 2008).

to a factor 2.5 in contrast. Our HDR display with 1125 segments performs equal
to the simulated system with 2304 segments when we compare the modulation
depth. We further observe a slight phase offset for the HDR display for this si-
nusoidal test pattern. For natural images, however, this is unlikely to give rise to
visibly-annoying halo artefacts.

In Figure 2.22(b), the modulation depth (contrast) of a sinusoidal reproduc-
tion is plotted against the cycles-per-screen width. As shown in Figure 2.22(a),
the contrast of the HDR display is comparable to the contrast of the simulated
system with 2304 segments for 6 cycles-per-screen width. The results shown in
Figure 2.22(b) further show that the contrast of the HDR display is comparable or
higher for all reproductions from 1 to 24 cycles-per-screen width.

2.6.4 Metrology-Based Evaluation of Contrast and Luminance

It is frequently necessary to compare the contrast and luminance characterist-
ics of a set of HDR displays. This can be done without knowledge of display-
technology specific operational principles in an unobtrusive way by using a spot
photometer (or colourimeter).

Classically, a black and a white image is used to characterise the maximum
and minimum luminance level. The ratio of these is the contrast definition. How-
ever, despite a finite display contrast ratio, this may lead to reporting of infinite
contrast ratios suggesting that the display can show natural images with a high
contrast (ICDM, 2012). For example, in an LCD with global backlight modulation,
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Figure 2.23: In (a), an illustration of the corner-box stimuli. The luminance of the screen
centre is measured by a spot photometer for, 1) the black target in the upper row, and
2) the white target in the bottom row. From left to right 2%, 10%, and 50% white pixels
are set to full white. In (b), the spot photometer is seen located perpendicular to the screen
and covered by a frustum to prevent stray light entering the lens. Illustration in (b) is
reproduced from (ICDM, 2012).

the backlight LEDs will turn off for the black image resulting in no measurable
light and consequently infinite contrast ratio.

As sequential measurements of luminance and contrast can lead to deceptive
results, a checkerboard of white and black (ANSI contrast pattern) is often used.
The presence of white checkers avoids the problem of zero-luminance black. The
method is generally also better in predicting the maximum contrast in natural
images rendered on the display. However, spatially-modulated LCDs are known
to exhibit increased black luminance in the vicinity of bright regions, and OLEDs
are known to shown reduced white luminance when the average pixel value in-
creases. For these situations, the checkerboard contrast pattern is not very suit-
able. Although the number of checkers can be adjusted, this does not provide
sufficient control over the distance between white and black pixels. Secondly, the
checkerboard pattern has 50% white and 50% black pixels by design, such that
the average pixel value does not change.

In the following section we describe the corner-box contrast stimuli (ICDM,
2012) and apply this measure to 5 different display systems.

Methods

Both peak luminance and contrast are important characteristics of an HDR dis-
play and both characteristics can be captured by using the corner-box contrast
stimuli (ICDM, 2012). Furthermore, the measurement method can reveal if dis-
play peak luminance and/or contrast depend on the spatial composition of an
input image.

The corner-box contrast measurement consists of black and white stimuli pairs.
Each pair has a fixed amount of white pixels, either located in the centre, or loc-
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Table 2.3: Five displays (products and prototypes) that have been measured using the
corner-box contrast method. Display 1 and 2 are regular desktop monitors, display 3 is
a professional studio monitor, while display 4 and 5 are HDR display prototypes.

Display Type Model Screen Diag.

1 CRT Monitor iiyama HM 204DT A 20 inch
2 LCD Monitor Philips 190P 19 inch
3 OLED Monitor SONY PVM-2541 25 inch
4 HDR Philips LED-illum. LCD, Philips 42 inch
5 HDR Bangor Proj.-illum. LCD, Bangor Univ. (UK) 15 inch

ated in the four corners. Three such black and white image pairs is illustrated in
Figure 2.23(a). The measurement procedure consists in measuring the luminance
in the centre of the display for all six test images. The contrast ratio is then cal-
culated by dividing the measured luminance of the centre white and the centre
black for all three image pairs.

The particular large dynamic range of HDR displays may result in a very low
luminance level of the black image. In order to prevent stray light from the bright
corners of the image to enter the aperture of the measurement equipment, it has
been recommended by the International Committee for Display Metrology to
cover the lens with a frustum (ICDM, 2012). Furthermore, the photometer should
be positioned perpendicular to the screen surface at a distance close to the normal
viewing distance. For recreational viewing, such as television applications, this
is typically 3 times the screen height. It is advisable to use a angular aperture of
1 degree or less. Such a setup is illustrated in Figure 2.23(b).

Results

In our experiment, we have included five different display technologies, of which
two are HDR displays. The displays are listed in Table 2.3. The first two selec-
ted displays are regular desktop monitors based on LCD and CRT technology,
respectively. The third monitor is a professional studio monitor based on an
organic-light-emitting diode (OLED) display. The fourth and fifth display are
based on different HDR technologies using LED illumination (Philips) and pro-
jector illumination (Bangor University, UK).

In Figure 2.24, the measured luminance is shown as a function of the rel-
ative amount of white pixels in the corner-box stimuli. The luminance of the
LCD (170 cd/m2) and the CRT (80 cd/m2) can be seen to be independent of the
amount of white pixels. This can also be seen for the luminance of the projector-
illuminated HDR LCD (2200 cd/m2). The luminance of the OLED reduces from
210 cd/m2 to 165 cd/m2starting at 25% white pixels, whereas the LED-illuminated
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Figure 2.24: Measured luminance of white corner-box stimuli surrounded by black as a
function of the relative amount of white pixels. In (a) the absolute luminance levels are
seen. The conventional displays are seen to be between 80 cd/m2 and 200 cd/m2, whereas
the HDR displays are several factors brighter. In (b), the luminance data is plotted relative
the maximum luminance. Consequently, it can be observed the the luminance of the CRT
and OLED is reduced with increasing amount of white pixels. The Philips HDR display
shows maximum luminance for a load of about 10% to 20%. Measurements “HDR Bangor”
are courtesy of Robert Wanat.

LCD varies from 2700 cd/m2 at 0.5% white pixels to 1910 cd/m2at 100% white
pixels.

The luminance of the LED-illuminated LCD peaks at 4140 cd/m2 for 20%
white pixels. The initial increase from 2700 cd/m2 to 4140 cd/m2 can be ex-
plained by the low contribution of light from a single LED to the total level of gen-
erated light, see Section 2.6.2. This behaviour is inherent to an LED-illuminated
LCD display system and independent of the peak luminance. With more than
50% white pixels, the luminance in the centre is reduced because the maximum
power consumption is reached while more LEDs (off centre) need to be turned
on). This luminance reduction is not inherent to the display principle and can be
reduced with a more energy-efficient design or a lower peak luminance.

The reduction in luminance of the OLED display for a large amount of white
pixels is typical, because it also has a total power limiter. The size and the applica-
tion of an OLED display is known to dictate the luminance characteristics. Recent
demonstrations of large-sized OLED displays (55 inch) have revealed a peak lu-
minance of 400 cd/m2 and a full-white luminance of 100 cd/m2 (Nam et al., 2013;
Yoon et al., 2013).. A full-white luminance reduction to about 50% to 20% of the
peak luminance is commonly observed.
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Figure 2.25: Measured luminance of a black corner-box stimuli surrounded by white as a
function of the relative amount of white pixels. It is seen that the black luminance is highest
for the LCD (0.25 cd/m2) and independent of the amount of white pixels. For the other
displays, the black luminance increases with increasing amount of white pixels. Measure-
ments “HDR Bangor” are courtesy of Robert Wanat.

In order to compare the changes of luminance across the display types, the
luminance data is plotted relative the maximum luminance in Figure 2.24(b). The
variation in luminance of the OLED and LED-illuminated LCD becomes obvious
in this figure.

In Figure 2.25, the measured luminance of a black corner-box stimulus sur-
rounded by white is shown as a function of the relative amount of white pixels.
It can be seen that only the conventional LCD exhibits a constant black lumin-
ance of 0.25 cd/m2. The projector-illuminated HDR LCD shows a constant black
luminance of 0.012 cd/m2 up to 20%, after which is rises to up to 0.5 cd/m2, cor-
responding to a factor 40. The black luminance of the CRT is seen to rise from
0.0012 cd/m2 to 0.17 cd/m2 (factor 140), and the black luminance of the LED-
illuminated HDR LCD is seen to rise from 0.00026 cd/m2 0.25 cd/m2 (factor 960).
The lowest black luminance is measured from the OLED display. The luminance
is between 0.0002 cd/m2 and 0.0009 cd/m2, with the exception of an out-lier of
0.002 cd/m2 at 2.5% white pixels. OLED displays are renowned for having a very
low black luminance. The slight luminance increase in our measurements of the
OLED display may be a consequence of imperfect measurement conditions, in
particular the frustum is a typical source of errors. The rise of luminance for the
projector-illuminated HDR LCD is not ascribed to measurement errors, as these
displays are known to exhibit deliberate smoothing of the projector-illumination
signal to prevent alignment errors.

The measurements of white and black luminance can be used to determine
the contrast ratio. In Figure 2.26, the contrast ratio of the five measured displays
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Figure 2.26: Dark-room contrast of different displays as a function of amount of white
pixels. It can be seen that older display technologies, such as CRT and LCD, perform worse
than modern HDR prototypes. Dark-room contrast is typically lower for an image with
many bright pixels.

can be seen as a function of the relative amount of white pixels. The LCD shows
the lowest contrast ratio of about 600:1. The contrast ratio of the CRT decreases
from 63000:1 to 500:1 when increasing the amount of white pixels. This relation
between contrast and amount of white pixels can also be observed for the LED-
illuminated HDR LCD, which varies from 7800000:1 to 154000:1, i.e. from close
to 8 orders of magnitude to 5 orders of magnitude. The projector-illuminated
HDR LCD can be seen to exhibit a rather constant contrast ratio of about 180000:1,
which reduces from 20% white pixels down to 5000:1. The contrast ratio of the
OLED display varies between 700000:1 and 150000:1, including the out-lier on
the curve at 2.5%.

In conclusion, the white luminance and black luminance varies depending on
the relative amount of white pixels in the stimuli. The OLED display exhibits a
very good contrast ratio, but the absolute white luminance is comparable to exist-
ing display technologies. The two HDR displays exhibit both high contrast and
high luminance, however, the LED-illuminated HDR LCD was superior for both
attributes. For particular applications, such as psychophysical studies, the con-
stant contrast ratio of the projector-illuminated HDR LCD may prove beneficial.

The results above illustrate the importance of considering complex stimuli,
rather than a black and white image when characterising contrast and luminance
for display systems. The corner-box stimuli successfully reveal spatial interac-
tions between dark and nearby white regions. However, it is not clear how these
results relate to natural images of complex spatial composition and if particular
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parameters are more important than others. We encourage fellow researchers to
consider this topic of future research.

2.7 Conclusions

In this chapter, the design of a 42 inch HDR display with 1125 backlight seg-
ments of RGB LEDs has been introduced. The display system has been instru-
mental for the work described in this dissertation. The many backlight segments
with individually-adjustable colour, the well-defined light profiles, and the ex-
ceptional performance characteristics allowed a large amount of flexibility when
experimenting and exploring options for signal processing and backlight control.

The optical design of the display system, in which the goal was to balance
overall uniformity and local light generation, was realised using a structure of
optical isolators and a diffuser-PMMA-diffuser stack. The electrical, mechanical,
and thermal design was described including real-time control of PWM, AM, and
backlight scanning using data embedded into the video signal.

After assembling the HDR display, the backlight intensity and colour was ir-
regular and required a uniformity calibration. An automated procedure using an
imaging colourimeter was presented to calibrate the 3375 individual LEDs. With
this method, the variation in intensity was reduced to less than 10% and expert
viewers judged the display to be sufficiently uniform.

As the backlight is of lower resolution than the LC-panel, it is necessary to
characterise the PSF of the backlight segments in order to correct for this differ-
ence using the LC-panel. A method for characterisation of the PSF using an ima-
ging colourimeter and multiple imaging exposures was presented. The measured
PSF was compared to simulated profiles and a modelling approach described.

For different applications, the HDR backlight was equipped with different
LC-panels over the time. The contrast was close to 10 million to 1 for all con-
figurations. The peak luminance was between 3100 cd/m2 for a conventional
VA-mode LC-panel configuration and up to 7000 cd/m2 for a colour-sequential
OCB-mode LC-panel configuration. The colour gamut area varied from 119% up
to 169% compared to Rec.709 in CIE 1976 u′v′ coordinates.

During the design phase of the backlight unit, several computational models
were used to evaluated contrast and luminance performance. Human-eye glare
was estimated and shown to perceptually mask the backlight halos for a simple
image with a small white block. The direct contribution, a measure of the light
intensity directly above one segment relative to the full-white image (all segments
on), was presented. It was shown that the HDR display with 1125 segments
performs comparable to a simulated system with 2304 segments of Quadratic
Lorentzian shape. In a last model, a set of horizontally-oriented sinusoids was
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used to gain insight into the frequency-dependent modulation depth (contrast) of
the backlight system. Again, the HDR display systems was demonstrated to have
comparable performance to the simulated display system with 2304 segments.

Finally, a metrology-based evaluation of contrast and luminance was described,
in which a simple photometer was used to compare the performance of different
display systems. The corner-box contrast stimuli were used and the performance
of the HDR display compared to alternative display technologies.



CHAPTER 3
Local Luminance Boosting
of an RGBW LCD

Abstract

Compared to a conventional RGB LCD, an RGBW LCD is known to result in 50%
higher light transmission. However, the reduced aperture for the RGB subpixels
lead to reduced luminance for saturated pixels. Consequently, colorful images
may appear dull due to a lack of sufficient luminance. In this work it is pro-
posed to address the luminance shortage for bright saturated pixels by boosting a
spatially modulated backlight. Whereas best-in-class methods for deriving back-
light drive levels either results in high contrast or temporal stability, we propose
a reformulation which provide superior contrast and temporal stability. By em-
ploying local backlight boosting, the 99.5%-percentile of ∆E94 is reduced from
12.3 JND to 4.3 JND on average. Power consumption is reduced by 18% com-
pared to an RGB LCD with local backlight dimming. Additionally, we propose to
increase luminance of desaturated pixels in regions of backlight boosting, which
results in an average luminance increase of 16% for pixels which are boosted.

Reproduced from M Hammer and KJG Hinnen (2014). „Local Luminance Boosting of an RGBW
LCD”. in: IEEE/OSA J. Display Technol. 10.1, pp. 33–42.
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3.1 Introduction

Conventional LC-displays are inherently inefficient with a light transmission level
of about 5-8% due to polarizers, color filters, and the presence of TFT circuitry
and black matrix. In an ideal case, a light loss of 33% can be ascribed to the use
of RGB color filters. By adding a fourth, white subpixel, transmission can be im-
proved with 50% (Elliott, Credelle, and Higgins, 2005; Lee, Park, et al., 2003; Lee,
Song, et al., 2004; Langendijk, Belik, et al., 2007). Compared to a conventional
RGB subpixel layout, the transmission at white is 150%. However, when repro-
ducing a saturated color, such as primary red, the transmission is 75% (25% area
compared to 33% area) of that of an RGB subpixel layout.

An illustration of an RGB gamut projected on its R-G plane is shown in Fig-
ure 3.1(a) (black-square) together with a set of input colors (yellow-shape). An
RGBW gamut is shown (black-hexagon) assuming primaries of identical chro-
maticity and with white point matched to RGB gamut white point. It may happen
that particular input colors, such as point P, cannot be reproduced by the RGBW
gamut due to aforementioned limitations on maximum luminance.

Elliott, Credelle, and Higgins (2005) has argued, that bright and saturated
colors are infrequently occurring in natural images. We confirmed this by pro-
cessing the 17,988 frames of the IEC 62087 sequence (IEC, 2008) and determining
the out-of-gamut colors based on the RGBW gamut illustrated in Figure 3.1(a).
The frequency of occurrence for out-of-gamut colors was 2.2%. Langendijk, Be-
lik, et al. (2007) reversed the argument and suggested to apply global backlight
boosting in those infrequent situations. Global boosting of a white backlight will
enlarge the RGBW gamut to encompass all input colors, including the point P, as
shown in the illustration of Figure 3.1(b). Notice that with backlight boosting the
intensity of the white point has also been significantly increased.

Bright and saturated colors may be infrequently occurring, however, we will
argue that reduction of luminance and/or saturation will inevitably lead to a
reduction in perceived image quality. Wang et al. (2007) studied a number of
RGB-to-RGBW conversion algorithms and concluded, based on a preference ex-
periment, that the preferred method strongly depends on the image, and in par-
ticular colorful images are preferably reproduced by an RGB display, rather than
an RGBW display due to the loss of bright saturated colors.

In this paper we propose to combine local backlight dimming and local back-
light boosting in order to locally address the luminance shortage for saturated
pixels in an RGBW LCD system. Our work is aimed at correct color reproduction,
while maximizing contrast and minimize power consumption. In Section 3.2 we
review related work and show that existing methods for deriving backlight drive
levels provides either high contrast or good temporal stability. In Section 3.4
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Figure 3.1: In (a) an illustration of an RGB gamut projected on its R-G plane (black-square)
and corresponding RGBW gamut (blue-hexagon). Particular colors, such as P, may require
gamut mapping as it is out of gamut. In (b) it is illustrated that with backlight boosting, the
RGBW gamut can be made sufficiently large gamut to include the point P.

we propose a new concept which provides both temporal stability and high con-
trast. Further we propose a method to increase luminance of non-saturated pixels
(which do not need boosting) in regions of saturated pixels (which do need boost-
ing). In Section 3.5, the performance of the proposed methods is quantified in
terms of contrast, luminance increase, and power consumption.

3.2 Related Work

3.2.1 LC-Displays with an RGBW-Subpixel Layout

With four subpixels per pixel rather than three, an RGBW display belongs to the
class of multi-primary display systems. Due to the differences in gamut and the
presence of metameric colors, such displays require special processing (Hinnen,
Klompenhouwer, et al., 2009). Most importantly, gamut mapping in order to com-
press or expand the input gamut to match the display gamut, and multi-primary
conversion in order to convert the RGB-primaries to RGBW-primaries (1 degree
of freedom).

Let the 3× 4 matrix A4 represent the CIE-XYZ tri-stimulus values for the red,
green, blue, and white subpixels measured through the LC-panel. Transmission
levels of the panel, 0 ≤ p4

i ≤ 1, in linear light is defined as p4
i =

[
pR
i pG

i pB
i pW

i

]
for the i-th subpixel. Then the tri-strimulus output, o4

i = [Xi Yi Zi], of an RGBW
display can be defined as:

o4
i = A4p4

i , (3.1)

where we have used superscript 4 to indicate that the system has 4 primaries. We
will assume A4 [ 1 1 1 0 ]T = A4 [ 0 0 0 1 ]T throughout this paper, which means
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the white subpixel chromaticity and luminance equals the sum of the RGB sub-
pixels as illustrated in Figure 3.1.

The RGB-to-RGBW conversion should establish p4
i of (3.1) for a particular

input color, q3
i =

[
qRi qGi qBi

]
in linear light. Early algorithms proposed to make

the white subpixel equal the luminance of RGB, or to set:

pW
i = min

(
qR
i , q

G
i , q

B
i

)
, (3.2)

without correcting the RGB values (Elliott, Credelle, and Higgins, 2005). Con-
sequently, the reproduced output would appear desaturated. By combining either
method with:

pk
i = qki − pW

i , k = {R,G,B} , (3.3)

the color will be reproduced at correct chromaticity, albeit not necessarily in-
gamut. In order to ensure in-gamut solutions, it has been proposed to reduce
intensity and/or saturation of bright, saturated colors (Lee, Park, et al., 2003; Lee,
Song, et al., 2004; Wang et al., 2007; Elliot et al., 2008; Miller and Murdoch, 2009).
With a slight modification, all of the above methods are also suited for dealing
with a white-subpixel chromaticity and/or luminance level different than that of
the sum-of-RGB (Murdoch, Miller, and Kane, 2006; Kao, Hsieh, and Lin, 2010).

Elliot et al. (2008) extended the work of Lee, Park, et al. (2003; 2004) by ap-
plying local reduction of intensity and/or saturation only in regions of frames
with out-of-gamut colors, thereby leaving all in-gamut colors unmodified. They
also proposed to apply global backlight dimming to reduce power consumption.
Kao, Hsieh, and Lin (2011) noted that the backlight dimming parameter should
depend on image saturation, such that desaturated images would result in signi-
ficant power savings. However, they explicitly suggested not to apply backlight
boosting, which would have allowed reproduction of bright, saturated colors.

Langendijk, Belik, et al. (2007) proposed to correctly reproduce colors on an
RGBW display using global backlight adjustments. By analysis of out-of-gamut
colors, the backlight consisting of red, green, and blue LEDs would be boosted
to sufficiently enlarge the gamut volume. Individual adjustment of the backlight
primaries effectively leads to a skewed gamut volume in which the white point
may be off-white.

3.2.2 Local Backlight Dimming and Boosting

Dynamic adjustment of the (global) backlight intensity for grayish images is know
to lead to reduced power consumption and improved temporal contrast, while
maintaining sufficient brightness (Raman and Hekstra, 2005; Greef et al., 2006).
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Figure 3.2: Block digram for local backlight dimming consist of; 1) establish backlight drive
levels based on input frame analysis; 2) predict backlight light output taking into account
inter-segment spatial cross-talk; and, 3) compensate input frame drive levels to account of
actual light output of the backlight.

Whenever the backlight intensity is reduced, it is important to increase the trans-
mission level of the LC-panel proportionally in order to ensure correct intensity.
This follows from the global-dimming forward model for an RGB display:

ô3
i = gA3p3

i , (3.4)

where 0 ≤ g ≤ 1 is the global backlight dimming factor, p3
i ∈ R3, the LC-panel

drive levels of the red, green, and blue channel of the i-th pixel, and ô3
i ∈ R3, the

resulting CIE XYZ tri-stimulus value. All values are defined in linear light. The
corrected drive levels of the LC-panel can be determined by:

pki = qki
g
, k = {R,G,B} , (3.5)

where qki is an element of q3
i .

The concept of global backlight dimming can be extended to local dimming,
by applying the step of dimming per backlight segment (Seetzen, Whitehead, and
Ward, 2003; Seetzen, Heidrich, et al., 2004). For an LC-display withN addressable
backlight segments, the tri-stimulus output can be described as follows:

ô3
i =

N−1∑
j=0

dj hi,j

A3p3
i , (3.6)

where 0 ≤ dj ≤ 1 is the backlight drive level of the j-th segment. The weight
factor hi,j is included in order to account for optical cross-talk between the j-th
backlight segment and the i-th pixel. Rather than a scalar value, the local back-
light intensity depends on all backlight drive levels and the crosstalk factor, cf. (3.4).
It is trivial to see that (3.5) also holds for (3.6).

A typical block diagram of local backlight dimming is provided in Figure 3.2.
The backlight drive levels, dj , are determined based on analysis of the input
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frame. The resulting signals are used to predict the amount of light falling onto
the LC-panel, taking the point-spread function of each segment into account. Fi-
nally, it is necessary to increase the transmission of the LC-panel proportionally
to the reduction of the (local) backlight intensity.

The notoriously present light leakage of LC-panels makes local backlight dim-
ming and attractive method for increasing display contrast ratio. The number
of individually addressable segments is known to strongly affect the resulting
increase of contrast (Langendijk, Muijs, and Beek, 2008; Langendijk and Ham-
mer, 2010). Optical segment profiles need to be engineered with a sufficiently
local profile in order to allow modulation for high-frequency patterns, while at
the same time it needs to be sufficiently smooth in order to provide acceptable
uniformity for a full-white image. Increasing the number of addressable back-
light segments is known to improve viewer preference (Swinkels et al., 2006) and
display systems with well over 1,000 segments have been constructed (Seetzen,
Heidrich, et al., 2004). However, a system with 100 segments or more is already
preferred by close to 90% of observers over global backlight dimming (Swinkels
et al., 2006).

It is possible to re-state (3.6) in a linear algebra form:

ôk = pk ◦Hd , k = {R,G,B}
0 ≤ pk,d ≤ 1 ,

(3.7)

where ôk,pk ∈ RQ are stacked vectors of the output pixels and the LC-panel
drive levels, respectively. H ∈ RQ×N is the cross-talk matrix between theQ pixels
and the N backlight segments, and d ∈ RN is a stacked vector of the backlight
drive levels. The operator ◦ denotes the Hadamard product.

Zhai and Llach (2009) and Shu, Wu, and Forchhammer (2013) have formu-
lated a cost function based on (3.7) and propose solve for LC-panel transmission
levels and the backlight drive levels in an integral manner. However, with sig-
nificant less addressable segments than image pixels, i.e. Q � N , and as the
point-spread function of the backlight segments is typically quite smooth, it is at-
tractive to separately solve the problem of establishing backlight drive levels and
establishing LC-panel transmission levels (Trentacoste, 2006; Trentacoste et al.,
2007). In our work, it has been chosen to follow the more traditional approach of
separately determining backlight drive levels and LC-panel transmission levels.

3.2.3 Deriving Backlight Drive Levels

Early methods (Seetzen, Heidrich, et al., 2004; Trentacoste et al., 2007) of estab-
lishing backlight drive levels are based on dividing an image frame into non-
overlapping regions, Bj , and computing the backlight drive level corresponding
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to the j-th segment as:

dj = max
(
qR
m, q

G
m, q

B
m

)α
, m ∈ Bj . (3.8)

Often the maximum (α = 1) or square-root of maximum (α = 0.5) is used. Al-
ternatively, the maximum operator can be replaced with a block-wise average or
a block-wise percentile. In order to increase backlight contrast Lin, Huang, et al.
(June 2008) proposed to use the inverse cumulative distribution function of the
input frame, quite similar to histogram equalization. And, Kim et al. (2009) and
Hong, Kim, and Song (2010) used heuristic measures of contrast and clipping in
order to create a differently balanced solution.

Equation (3.6) illustrates that each backlight segment cannot be established
separately. The presence of optical inter-segment crosstalk may result in too little
or too much light. Consequently, it is important to explicitly take the crosstalk
into account when establishing the backlight drive levels. To that end, Li et
al. (2007a; 2007b) provided two approaches.

The first method is based on minimization of the power consumption. Using
the notation of (3.7) we have:

argmin
d

cTd (3.9)

subject to Hd ≥ b
0 ≤ d ≤ 1 .

The desired backlight profile, b ∈ RN , is defined to be equal to the solution of (3.8)
(α = 1) with one sample per addressable segment, such that H in (3.9) is N ×N ,
i.e. Q = N . The vector c ∈ RN is a vector of ones. Notice the explicit constraint
on minimum and maximum backlight drive level. The optimization problem
formulated in (3.9), with linear constraints, can be solved by linear programming.
In order to reduce the computational load, Albrecht, Karrenbauer, and Xu (2009),
simplified the problem by neglecting far-away cross-talk and demonstrated real-
time performance, however, the simplification obviously leads to a sub-optimal
solution. An alternative formulation of lower computational load, also using the
notation of (3.7), is proposed in (Li et al., 2007a; Li et al., 2007b):

argmin
d
‖b−Hd‖2 , (3.10)

and an iterative solution is provided based on a steepest-descent approach:

dk=0 = βb
dk+1 = dk + β (b−Hdk) .

(3.11)

The constant β is a step-wise weighting factor. The constraint 0 ≤ d ≤ 1 is
explicitly enforced after each iteration. The authors conclude, that the approach
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of steepest descent works better than a simple per-segment operator. However,
for narrow-support highlights, the method of linear programming outperforms
the simpler method of steepest descent.

Whereas local backlight dimming is known to improve display contrast, it is
important to address any undesirable side-effects such as temporal flicker. When
bright objects move between adjacent segments, the backlight profile may cause
clicking behavior, as neighboring segments turn off and on, respectively, result-
ing in viewer annoyance. This sudden change in black level is frequently occur-
ring and can be reduced by temporal filtering (H Chen et al., 2007; Kerofsky and
Zhou, 2008). Unfortunately the filtering may cause the backlight to lag behind
the image. This can be remedied by a 1-st order recursive filter with adaptive
parameters based on scene-cut detection of pixel-wise difference (H Chen et al.,
2007) or correlated histograms (Kerofsky and Zhou, 2008). However, it may be
more attractive to create an intrinsic more temporally-stable solution.

Muijs, Langendijk, and Vossen (2008) have proposed to impose spatial con-
straints on (3.8). They establish the backlight drive level based on overlapping
regions, including the neighboring segments, such that the region, Bj , covers 9
rather than 1 segment, and apply spatial weighing:

d̂j = max
(
Wm

(
qR
m, q

G
m, q

B
m

))α
, m ∈ Bj . (3.12)

The weight, Wm, is defined in LC-panel resolution, following from Bj , such that
backlight segments will gradually increase in intensity proportional to the dis-
tance to bright objects. The spatial weight should be tailored to each backlight
design such that the backlight will approximate a shift-invariant backlight pro-
file response to small image details. A slight loss of contrast and a widening of
the profiles (due to the shift-invariant design) are typical disadvantages of this
spatio-temporal method.

3.3 Motivation

The plurality of methods for deriving local backlight drive levels all have their
merits. However, it is not obvious which method is most suited for our applic-
ation. In the following section we provide a quantitative study of modulation
depth (contrast) and temporal stability in order to motivate the need for a new
approach.

3.3.1 Quantification of Backlight Contrast

In order to quantitatively compare the contrast performance of different display
systems with local backlight dimming, Langendijk, Muijs, and Beek (2008) have
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Figure 3.3: Illustration of backlight modulation for a horizontally-oriented sinusoidal pat-
tern of 2 cycles-per-screen width, shown in (a), and corresponding output, processed using
(3.8), shown in (b). In (c), a cross-cut of the test pattern (black-solid), and the backlight pro-
file by the maximum method (red-solid), square-root method (green-dotted), and steepest-
descent (blue-dashed) is shown. The contrast ratio of the backlight profile as a function
of cycles-per-screen width is shown for the maximum method (red-circles) and steepest-
descent method (blue-triangles) in (d).

introduced a method based on horizontally-oriented sinusoidal patterns. Their
study was in particular focused on contrast performance for displays systems
with different amount of addressable segments. We propose to use their method
to investigate the impact of different methods for deriving backlight drive levels
for a fixed number of addressable segments.

In Figure 3.3(a) a sinusoidal test pattern of 2 cycles-per-screen width is shown.
We defined a backlight system with 9 vertical by 16 horizontal addressable seg-
ments and a quadratic Lorentzian profile shape designed for a full-white uni-
formity of ±1%. The backlight profile based on the maximum-method of (3.8)
(α = 1) is shown in Figure 3.3(b). Compared to the input, both contrast and
maximum intensity is lower. Note that the modulation of the LC-panel has been
disregarded.

In Figure 3.3(c) a cross-cut of both figures is shown together with the output
using the square-root method of (3.8) (α = 0.5), red-solid line, and the method
of steepest descent (3.11), blue-dashed line. The square-root method leads to a
reduction of contrast, whereas brightness is increased, compared to the maximum
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method. However, the method of steepest descent allows an increase in both
contrast and brightness.

We note that a reduction of intensity is characteristic to systems with address-
able backlight segments due to low direct contribution. To that end, it has been
proposed to use a roll-off in the tone-scale for close-to-clipping drive levels such
that details are preserved (Kerofsky and Daly, 2006; Morovič, 2008).

Following the method of Langendijk, Muijs, and Beek (2008), we recorded
the maximum contrast of the backlight profile from sinusoidal stimuli from 1 to
24 cycles-per-screen width. The resulting contrast levels are depicted in Fig-
ure 3.3(d) for α = 1 (red-circles) and steepest-descent (blue-arrows). The lines
represent the average of four phases of the sinusoidal pattern. We have added
this in order to reduce the effect of correlation between location of horizontal
segmentation and sinusoidal input pattern. It can be seen that up to 12 cycles-
per-screen width, the method of steepest-descent provides the largest contrast
ratio. In an attempt to capture the contrast characteristics in one number, the au-
thors proposed to use the sum (maximum: 19.6, and steepest-descent: 26.3). The
average power consumption was 0.63 for α = 1 and 0.62 for steepest-descent. We
conclude that for two display systems with identical number of addressable seg-
ments and identical profile shape, the method of deriving backlight drive levels
can significantly improve contrast without increasing average power consump-
tion.

3.3.2 Quantification of Backlight Temporal Stability

To the knowledge of the authors no quantitative method for evaluation of tem-
poral stability exists. We therefore propose a method based on a pair of orbiting
circles, as illustrated in Figure 3.4. As the circles move about, the black level at
each pixel location will change. We assert that the derivative of this change will
be constant for temporally stable solutions.

Using the notation from (3.7) the average temporal difference for the k-th
frame can be defined as

Ek = cT |Hdk −Hdk−1| /Q , (3.13)

where c ∈ RQ is a vector of ones. The stimuli consisting of 25 frames for one
rotation has been processed by re-using the backlight design with 9 vertical by
16 horizontal addressable segments. The resulting Ek is shown in Figure 3.4(b)
for the maximum method of (3.8) with α = 1 (red-circles), the spatio-temporal
method (3.12) (green-crosses), and the method of steepest descent (3.11) (blue-
arrows). It can be seen that the method of Muijs, Langendijk, and Vossen (2008),
which was designed for temporal stability, outperforms the other two methods.
This can be summarized with the standard deviation of change of 152·10−4 and
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Figure 3.4: In (a) the stimuli for the method for quantifying temporal stability is shown con-
sisting of a pair of white circles orbiting with a fixed radius. In (b) the resulting pixel-wise
temporal difference of backlight intensity for maximum method (3.8)(red-circles), spatio-
temporal method (3.12) (green-crosses), and steepest-descent method (3.11) (blue-arrows)
is shown. Observe how the spatio-temporal method provides a constant change of average
intensity, while the in terms of contrast more optimal method of steepest descent results in
a temporal less stable solution.

159 ·10−4 for the maximum- and steepest-descent method, whereas this is only
8·10−4 with the spatio-temporal method.

In conclusion, whereas some methods of deriving backlight drive levels are
better than others in achieving high contrast results, these methods are often
temporally instable. In the following section we introduce a local dimming and
boosting method which exhibits both high contrast and temporal stability. We
combine this with an RGBW LC-panel and apply boosting in order to repro-
duce saturated colors at the correct intensity. Furthermore, in regions of backlight
boosting, we propose to apply luminance boosting of desaturated colors in order
to create bright, vivid images.

3.4 Methods

3.4.1 RGB-to-RGBW Conversion with Min-Max Criterion

Prior studies on the combination of an RGBW LC-display with a (local) backlight
dimming have been reported to reduce power consumption compared to either
technology separate (Elliot et al., 2008; Kao, Hsieh, and Lin, 2011). However,
typically RGB-to-RGBW conversion has been based on minimum-RGB as shown
in (3.2). We argue, that in order to minimize power consumption (and maxim-
ize backlight dimming), it is necessary to maximize the benefit of the increased
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transmission level of an RGBW LC-display. We here propose an RGB-to-RGBW
conversion with a min-max drive level criterion (minimize the maximum drive
level) in order to facilitate reduction of power consumption.

Let the linear-light input color be defined by q3
i =

[
qR
i qG

i qB
i

]
, then we pro-

pose the following RGB-to-RGBW conversion strategy:

p̂W
i = min

(
qmin
i , qmax

i /2
)

(3.14)

p̂k
i = qk

i − p̂W
i , k = {R,G,B} , (3.15)

where

qmax
i = max

(
qR
i , q

G
i , q

B
i

)
qmin
i = min

(
qR
i , q

G
i , q

B
i

)
.

For saturated colors, with qmax
i /2 ≥ qmin

i , Equation (3.14) will be identical to (3.2).
In Figure 3.5 we provide a sketch illustrating the rationale behind (3.14). The
drive level of the white primary is expressed as a function of the RGB primary
drive level. In this example, the green primary will limit the white primary drive
level at qmin

i . For q3
i = [ 1 1 1 ] we may choose p̂W

i = 1 and set p̂ki = 0, however,
this does not allow any backlight dimming. Subsequently, we limit p̂W

i to qmax
i /2,

such that p̂W
i = 1/2 and p̂ki = 1/2. This solution obviously allows significant

backlight dimming.

qmax
i

qki

qmin
i

White Primary

qmax
iqmin

i qmax
i /2

Third Primary

p̂W
i

Figure 3.5: Sketch of white-primary drive level as a function of RGB-primary drive level.
For saturated colors, with qmax

i /2 ≥ qmin
i , qmin

i will determine the white primary drive
level. For desaturated colors, the white primary drive level is limited to qmax

i /2.

As this strategy results in a minimization of the maximum drive level, this
method of RGB-to-RGBW conversion is particular suited for local backlight dim-
ming. We note that it is possible to extend the min-max RGB-to-RGBW conver-
sion method to situations where the white subpixel white point is different than
the sum of RGB. Consequently, the curves for red, green, and blue will no longer
be parallel.
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3.4.2 Local Backlight Dimming and Boosting

In Section 3.3.1 it was illustrated, that local backlight dimming strategies which
explicitly included the optical crosstalk of the backlight segments can lead to an
increase of the contrast at a comparable level of power consumption. However,
temporal stability of the backlight profile may occur, as is demonstrated in Sec-
tion 3.3.2. In this section we introduce a method for achieving high local contrast
while reducing visibly annoying spatio-temporal artifacts and maintaining low
power consumption.

Assume the white point of the RGBW display is matched to the white point of
the RGB display, such that, using (3.14) and (3.15), any primary color (red, green,
or blue) will result in a drive level of 2. Without backlight boosting, this will
obviously result in clipping by the RGBW display.

Let the cost function be the squared difference between the desired (based
on maximum of RGBW drive levels of (3.14) and (3.15)) and actual (predicted)
backlight profile, then:

argmin
d
‖Hd− b‖2 + c (3.16)

subject to Hd ≥ b− c
0 ≤ d ≤ dmax

0 ≤ c ≤ cmax .

A squared-error cost function is chosen as it is assumed that power consumption
will implicitly be minimized for best possible approximation of the desired back-
light profile. Relaxation with cwas found necessary for the constraint Hd ≥ b−c
to avoid the problem to be infeasible. Both the backlight drive levels and the re-
laxation parameter are constrained. We found cmax = 10 to work well, but this
depends on normalization of a.o. the backlight segments. In order to compensate
for loss of luminance for bright saturated colors, we set dmax = 2. The formula-
tion in (3.16) can be solved by quadratic programing. We have made use of an
open-source package SeDuMi v. 1.3 in our work (Pólik, Terlaky, and Zinchenko,
2013).

Whereas formulating local backlight dimming as an optimization problem
may seem attractive, it essentially shifts the problem to determination of the de-
sired backlight profile, b. We found the maximum-method effective, see Eq. (3.8),
however, the spatio-temporal method, Equation (3.12), will greatly increase the
temporal behavior of the results. To that end, we note that it can be beneficial
to pre-condition the input image by a simple noise reduction filter a few pixels
wide.

Li et al. (2007a; 2007b) suggested to pre-distort the desired backlight level, b, to
account for visually imperceptible vignetting, which is present in most backlight
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design. As the vignetting is caused by the measured segment profile data in H,
we suggest to rather ensure that each row of H equals to one, such that the total
contribution for all backlight segments to one pixel locations sums up to exactly
one. This procedure needs only to be done once and not for each frame.

We further found it very useful to decouple the resolution of the desired back-
light profile, b, and the actual backlight segmentation to, for example, (3 × 3)
sample points (virtual segments) per addressable segment. Consequently the
crosstalk matrix will also increase in samples per segment such that b ∈ R9N

and H ∈ R9N×N . The low resolution of the backlight compared to the resolution
of the LC-panel, means that using more sample points per addressable segment
will increase accuracy of approximation. We also found that temporal artifacts
were largely suppressed by increasing the resolution of b and H.

Predicted Light Output (Hd)

Panel (pi)

Backlight (dj)

Per − Pixel Boosting

RGB− signal (qi) RGB− RGBW
Conversion

Boosting

Gamut
Comparison

Block Analysis

Prediction

Compensation

RGBW
−

signal(p̂
i )

Figure 3.6: Extended block diagram based on Figure 3.2. The new blocks are marked in
green. To facilitate the RGBW subpixel layout an RGB-to-RGBW conversion is added. In
regions where the backlight is boosted due to the presence of saturated colours, we propose
to increase the luminance of the desaturated pixels. This operation involves a computing
the maximum luminance for the colour in question and comparing to the actual backlight
intensity level. When gamut and backlight allows, a pixel can be boosted.

3.4.3 Gamut-Dependent Local Tone-Mapping

When the backlight is boosted in order to allow correct reproduction of saturated
colors on an RGBW LC-display, it is possible to increase the intensity of desatur-
ated colors as well. In Figure 3.7 an input image with a red block on a greenish-
white background is shown. In order to reproduce the bright red at location P1,
the backlight is boosted (seen top-right). At adjacent, non-saturated pixels, points
P2 and P3, the maximum display luminance is larger than required. This is illus-
trated in the three insets at location, P1, P2, and P3, respectively. Close to the red
block, it is possible to enhance the intensity of the white region. In the following,
we describe a method for such a local tone mapping.
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Figure 3.7: Illustration of the local boosting step. In (a) an input image with a small satur-
ated central block. In (b) the corresponding backlight, where the centre is boosted. In (c-e)
the size of the gamut and the potential boost of the desaturated regions is illustrated.

We will utilize the spatially smooth characteristics of the backlight profile in
order to create a smooth transition between boosted and non-boosted image re-
gions. Whereas pixels of high saturation will require the boosted backlight in-
tensity in order to be reproduced at the correct intensity, other de-saturated pixels
may benefit from the boosted backlight intensity. Thus, the pixel-wise gain will
depend on its chromaticity and n possible backlight headroom.

Let the maximum luminance (or relative intensity), without backlight boost-
ing or dimming, of the i-th pixel in the RGB gamut be given by YQ̂i

and in the
RGBW gamut by YP̂i

. Then the needed boosting will be given by:

Ii = YQi
/YP̂i

, (3.17)

where 1 ≤ Ii ≤ 2 in our example. For white Ii = 1 and for the primary colors
Ii = 2. From Equation (3.6) the intensity of the backlight at the i-th pixel is
defined as Bi =

∑N−1
j=0 (dj hi,j). The output luminance can then be defined as:

Ŷi =

f (Bi/Ii, Yi) Yi Bi/Ii ≥ 1 ,

Yi otherwise .
(3.18)

The tone mapping is limited to regions where the backlight intensity is larger than
the necessary chromaticity-dependent boosting factor. It may be undesirable to
apply this linear enhancement to all pixels, in particular pixels of low intensity
should remain dark in order to preserve the contrast impression. Therefore, it
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Table 3.1: Quantification of Contrast, Mean-Square-Error, Power Consumption, and Tem-
poral Stability for 5 Different Methods for Deriving Backlight Drive Levels (dmax = 1.00)

Sinusoids Natural Smoothness

Method Eq. CR MSE Pow CR MSE Pow Std. dev.

maximum (3.8) 4.90 0.21 81.5 38.8 0.15 61.4 240·10−4

spatio-temporal (3.12) 4.75 0.22 82.4 28.8 0.16 63.8 11·10−4

steepest-descent (3.11) 6.57 0.19 77.6 42.1 0.14 60.1 244·10−4

linear prog. (3.9) 8.54 0.17 74.8 28.1 0.14 58.5 763·10−4

qp.-1 (max) (3.16) 6.74 0.24 85.2 26.4 0.20 67.7 668·10−4

qp.-1 (spat-temp.) (3.16) 6.70 0.24 85.5 26.3 0.20 68.0 547·10−4

qp.-9 (max) (3.16) 8.80 0.13 69.1 41.5 0.10 54.3 59·10−4

qp.-9 (spat-temp.) (3.16) 8.83 0.14 69.7 40.3 0.11 55.3 57·10−4

may be beneficial to define the local tone mapping function, f (· , ·), as being de-
pendent on the current pixel intensity before enhancement. For dark pixels, no
enhancement will be performed, while for bright pixels, full enhancement will be
performed. A smooth transition between two modes in a tone mapping function
is typically done using a knee function (Morovič, 2008).

In Figure 3.6, the complete block diagram of the proposed display system is
seen. The relative intensity of the gamuts, corresponding to (3.17), is combined
with the backlight intensity, in order to apply the per-pixel boosting of the output
RGBW drive levels.

In order to apply (3.17), it is necessary to know the maximum luminance of the
RGB gamut and the RGBW gamut. For the RGB gamut, the maximum luminance
is simply found by maximizing the largest subpixel:

Qi = qi/max (qi) . (3.19)

For the RGBW gamut this is not straightforward due to the presence of metamers.
However, it turns out that the min-max constraint of (3.14) and (3.15) will always
yield the maximum luminance by normalizing the largest subpixels.

P̂i = p̂i/max (p̂i) . (3.20)

This can be used in (3.17). We provide this statement on (3.20) without proof. In
the following section a series of examples are included in order to illustrate the
effectiveness of the proposed methods.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 3.8: Simulations of front-of-screen performance for RGB and RGBW with local back-
light dimming and RGBW with local backlight boosting, is show in (a), (c), and (e), respect-
ively. The corresponding backlight profiles are shown in (b), (d), and (f). Relative luminance
of RGB compared to RGBW (no boosting) is shown in (g). Notice the lack of luminance for
saturated colours. The relative luminance for RGB compared to RGBW (with boosting) is
shown in (h).
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3.5 Results

3.5.1 Contrast Increase and Temporal Stability

The methods for deriving backlight drive levels described in Section 3.2.3 and
in Section 3.4.2 have been applied to a set of test methods in order to determine
the best option. First, the methods of Section 3.3.1 based on a set of horizontally-
oriented sinusoidal patterns ranging from 1 to 24 cycles-per-screen width and
with 4 phases is tested. Secondly, a set of 8 natural images as shown in the first
row of Table 3.2 is applied. For both experiments, the average contrast increase,
the mean square error, and the power consumption has been recorded. The mean-
square-error has been was defined as:

1/Q
∑Q−1

i=0

(
‖max

(
qR
i , q

G
i , q

B
i

)
−
∑N−1

j=0
(dj hi,j) ‖2

)
.

The results of the investigated methods have been tabulated in Table 3.1. The first
four methods are based on literature (Seetzen, Heidrich, et al., 2004; Trentacoste
et al., 2007; Li et al., 2007a; Li et al., 2007b; Muijs, Langendijk, and Vossen, 2008).
The following four options are variations on the in Section 3.2.3 proposed method
based on quadratic programming. The method is based on the maximum (max.)
or the spatio-temporal (spat.-temp.) methods as desired backlight profile, b, in
the cost function. Either the backlight profile is based on 1 sample per segment
(qp.-1) or 9 samples per segment (qp.-9).

Linear programming performs well for sinusoidal input, while steepest-de-
scent is best performing for the set of natural images. It is seen that the maximum
and the spatio-temporal method is never well performing with both high MSE
and low CR. Also, the power consumption is highest for these methods. For the
method of quadratic programming with 1 sample per segment, the performance
is poor compared to linear programming and steepest-descent, both in terms of
CR and MSE. However, when using 9 samples per segment, the methods com-
pares favorably to all methods for sinusoids, and all but steepest-descent for nat-
ural images. However, steepest descent has a significant higher MSE, than the
methods based on quadratic programming.

In terms of power consumption, the method of quadratic programming with
9 samples per segment is always preferred. The undesirable temporal instability
has been quantified using the method of orbiting circles presented in Section 3.3.2.
The lower the standard deviation, the more stable the change of backlight intens-
ity is. The spatio-temporal method is an order of magnitude lower than the other
reference methods. The proposed method of quadratic programming is signific-
antly improved by including neighboring segments. The result is only affected to
a small extend by the use of the spatio-temporal method in the cost-function.
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In the following section we compare a conventional RGB system with local
dimming with an RGBW system with and without local backlight boosting.

3.5.2 Example of Improved Color Reproduction

A test image consisting of mostly saturated colours has been processed for an
RGB reference system with local backlight dimming. The simulated output is
seen in Figure 3.8(a) and the corresponding backlight is seen in Figure 3.8(b).
Similar in Figure 3.8(c) and Figure 3.8(d) the output and backlight of an RGBW
display system with local backlight dimming and without boosting, is shown.
The backlight profile is largely identical to the RGB reference system. However,
in Figure 3.8(g) the relative luminance of the RGBW system compared to the
RGB system is shown. All bright saturated colours are reproduced at about 50%,
whereas the white bar (right-most) has been reproduced at the correct intensity.

In Figure 3.8(e) and Figure 3.8(f) the output and backlight of an RGBW dis-
play system with local backlight dimming and boosting is shown. The backlight
is clearly boosted in order to compensate for the reduced transmission of satur-
ated colours in an RGBW display system. Notice in Figure 3.8(f) that the white
bar (rightmost) and the innermost area of the circle has not been boosted. The
relative intensity of the RGBW system with backlight boosting compared to the
RGB system is shown in Figure 3.8(h). The intensity of the saturated colours has
largely been restored with exception of a small area (right-top) in the yellow bar
close to the white bar. As the white bar can be reproduced without backlight
boosting, the nearby yellow bar will suffer in intensity. The problem of locality is
an inherent problem to local backlight dimming and boosting.

3.5.3 Gamut-Dependent Local Tone-Mapping

The method of local tone mapping is based on gamut headroom in regions of
backlight boosting for pixels which do not need boosting. In Figure 3.9(a) the
backlight of the image shown in Figure 3.10(a) is shown. The above-nominal con-
tours are marked in red, green, and blue, for 100%, 125%, and 150%, respectively.
In Figure 3.9(b) the per-pixel needed boosting, Ii, is shown. The chromaticity of
the blue sky and the red building is seen to require boosting (note that this does
not mean that a pixel is bright and saturated, just saturated). Combining these
results in a per-pixel gain map, Bi/Ii from (3.18), shown in Figure 3.9(c). Regions
such as the window casements and the trees in the foreground are seen to be can-
didates for luminance boosting. Whereas bright regions should be enhanced, it
is undesirable to enhance the dark trees. By applying a knee-function suppress-
ing enhancement of dark pixels, the resulting gain map is seen in Figure 3.10(d).
The input, output, and zoomed insets are shown in Figure 3.10(c). In order to
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fully appreciate the added value of the propose method, we suggest the reader to
compared the images on a high-quality digital copy.

On average the luminance of Figure 3.10(a) has been increased with 3.95%
compared to Figure 3.10(b). As only some pixels are enhanced, the average lu-
minance increase for enhanced pixels (Bi/Ii > 1) is reported to be 24.2%. A
second example is provided in Figure 3.10(e)-(h) with an average luminance in-
crease of 2.30% and an average local increase of 32.5%.

In Table 3.2, 8 natural images have been tabulated. The resulting colour er-
ror in terms of average and 99.5% percentile of ∆E94 is listed together with the
power consumption. The average increase in luminance (Bi/Ii) and the average
increase of luminance for pixels which are actually enhanced (Bi/Ii > 1) is also
shown.

The proposed method can reduce the 99.5%-percentile of ∆E94 from 12.3 JND
to 4.3 JND on average by introducing local backlight boosting. For the images of
high saturation (1-5), an increase of 18-32% is achieved, whereas for desaturated
images limited enhancement takes place. On average an increase of luminance
of 16% is achieved, whereas the power consumption is reduced with 18% com-
pared to an RGB display system with local backlight dimming, cf. to 41% for an
RGBW display system without boosting. For all images, the proposed method is
favorable compared to the RGB display system in terms of power consumption.

(a) (b) (c)

Figure 3.9: In (a) the backlight corresponding to the image in Figure 3.10(a). The intensity
of the backlight is indicated with contours, red: 100%, green: 125%, and blue: 150% or
higher. The pixel-wise and chromaticity-dependent needed boosting as defined in Eq. (3.17)
is shown in (b). The backlight headroom and the needed boosting can be combined to show
the possible pixel-wise gain, see Eq. (3.18), and is shown in (c).

3.5.4 32-inch Prototype Display

To verify the concepts presented in this work, a 32-inch RGBW LC-display proto-
type with 18 horizontal by 10 vertical backlight segments has been constructed.
Using an imaging photometer the point-spread function of each of the backlight
segments was measured and applied in the prediction and optimization proced-
ures. The display opto-electrical response was carefully characterized for each
subpixel independently and colorimetric measurements revealed that the white
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subpixel had a slightly different chromaticity and intensity than the sum of the
RGB subpixels.

3.6 Discussion

Prior work on local tone mapping for converting legacy video into high-dynamic
range video is often characterized by smooth enhancement functions with wide
support applied to bright pixels with nearly saturated values (Rempel et al., 2007;
Banterle et al., 2006). This type of processing has strong resemblance to the pro-
posed gamut-dependent local tone mapping. The spatial and temporal smooth-
ness of the modulated backlight makes the need for computing large-support fil-
ters, such as used by Rempel et al. (2007), unnecessary. However, in our method
large desaturated regions will not be boosted, neither will saturated pixels be
boosted. Whereas our method should compare favorably to an HDR display in
terms of power consumption, we suggest to carry out a viewer preference study
on the image quality of an HDR display compared to our proposed RGBW dis-
play system.

3.7 Conclusion

In this work it was proposed to locally boost the backlight in order to address
the luminance shortage for saturated pixels in an RGBW LCD system at a local
scale. It was demonstrated that existing methods of deriving backlight drive
levels either results in high contrast or temporal stability. Subsequently, we pro-
posed a reformulation of the problem to a solution which provides both high con-
trast and temporal stability. In order to evaluate temporal stability of LC-display
systems with spatially modulated backlights a novel method was introduced.

Further, a method was introduced which allowed an increase of luminance for
non-saturated pixels (which do not need boosting) in regions of saturated pixels
(which do need boosting). The method does not lead to an increase in power
consumption, but results in HDR-like images.

A set of 8 images exhibiting either low or high saturation has been processed.
By locally boosting the backlight, the 99.5%-percentile ∆E94 was reduced from
12.3 JND to 4.3 JND on average. The power consumption was reduced by 18%
compared to an RGB LCD with local backlight dimming, cf. 41% reduction for
an RGBW display without boosting capabilities. For pixels for which luminance
could be increased, an average increase of 16% was recorded.





CHAPTER 4
Local Luminance Boosting of a
Colour-Sequential Display

The dynamic range of many real-world environments greatly exceeds the dy-
namic range of display systems based on liquid-crystal (LC) panels. Using a mat-
rix of locally-addressable high-power LEDs, the black level can be improved sub-
stantially. With a colour-filter less LCD also the transmission can be improved
substantially, but not the peak luminance. In this chapter, a method is described
which allows an increase of the peak luminance of a segmented LCD without
installing additional light.

4.1 Introduction

In the past decade numerous research activities have focused on the difference
between the dynamic range of real-world environments and the dynamic range
characteristics of state-of-the-art display systems. Common display systems such
as LCDs are not capable of reproducing the pitch-black of a night scene or extreme
brightness seen on a sunny day.

With local dimming backlights, which use a matrix of locally-addressable
LEDs to adjust the backlight intensity to the image, the black-level can be reduced

Adapted from the publications M Hammer, KJG Hinnen, and EHA Langendijk (2012). „Boosting
Luminance of a Colour-Sequential Display”. In: Color and Imaging Conference. Vol. 20. IS&T/SID,
pp. 15–20 and M Hammer, KJG Hinnen, and EHA Langendijk (2013). „Balancing Luminance Boosting
and Colour-Breakup Reduction for a Colour-Sequential Display”. In: Digest Tech. Papers SID. vol. 44,
pp. 962–965.
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by several orders of magnitude. However, high brightness displays are com-
monly designed by simply installing more light (Seetzen, Heidrich, et al., 2004).
As additional light requires more, or more powerful, LEDs, the bill-of-material
goes up.

Colour-sequential display systems based on liquid-crystal (LC) panels, can
eliminate the efficacy losses due to the colour filters. Without the colour fil-
ters and using a flashing backlight of red, green, and blue primary colours, for
example using LEDs, it is potentially three times more efficient than a regular
colour-filter based LCD (Hasebe and Kobayashi, 1985; Yamada et al., 2002; Lan-
gendijk, 2005). Although the transmission level is increased, the luminance re-
mains the same as each colour is limited to a one-third duty cycle.

The temporally flashing behaviour of colours leads to annoying colour breakup
artefacts in case of (fast) eye movements. At high refresh rates, colour breakup is
reduced and imperceptible to the human observer, but due to the slow temporal
response of LC-panels, colour breakup remains an obstacle for the commercial
breakthrough of colour-sequential systems based on LC-panels.

Advances in video processing have greatly reduced the presence of colour
breakup (Lin, Zhang, and Langendijk, 2011; Zhang, Lin, and Langendijk, 2011;
Zhang, Langendijk, Hammer, and Lin, 2011a; Zhang, Langendijk, Hammer, and
Lin, 2011b). The proposed concepts are based on an advanced backlight with a
matrix of red, green, and blue LED triplets which are locally addressable. Based
on the video content, the backlight primaries are locally adjusted to reduce the
colour differences between the primaries, thereby reducing the resulting colour
breakup.

In this chapter, we propose a method that increases the luminance of a colour-
sequential display system and also reduces the colour breakup. For a traditional
3-field colour-sequential system, luminance can be boosted with up to a factor
three. In the following section we review related work on local dynamic gamuts
for colour sequential displays. We then introduce the concept of local luminance
boosting. In the subsequent section, we illustrate the performance of the pro-
posed method. Finally, we investigate the potential increase of luminance across
a large set of video data by estimating how often and how large the luminance
gain is.

Related Work

Traditional colour-sequential displays are based on forming colours by sequen-
tially flashing the primary colours red, green, and blue in three separate fields. To
address the issue of colour-breakup, it has been proposed to reduce the colour dif-
ferences between the fields by adjusting the colour of the primaries (Lin, Zhang,
and Langendijk, 2011; Zhang, Lin, and Langendijk, 2011). This is achieved by
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(a) (b)

Figure 4.1: In (a) an input image for the illustration of local primary desaturation for a
colour-sequential display system. The area in the red box is the segment under consider-
ation. In (b), CIE 1976 u′v′ coordinates of the reference gamut (Rec. 709), the new local
gamut, and the pixels in the red box show in (a).

flashing combinations of the red, green, and blue colours in each field. The new
primaries are subject to form a gamut volume which is sufficiently large to en-
compass the image content.

In order to illustrate the concept of a local dynamic gamut, consider the in-
put image of Figure 4.1(a). The segment in question has been marked with a red
box. It is assumed that the input image and the display system are defined by
the Rec. 709 primaries. By segmenting the backlight into smaller areas, we intend
to reduce the (local) gamut in such a way that it just covers the range of chro-
maticities present in the image. In Figure 4.1(b), the CIE 1976 u′v′ chromaticity
coordinates of the pixels in the red box of Figure 4.1(a) are shown as black dots.
By applying local-primary desaturation, the new primaries are computed which
create a smaller gamut. This smaller gamut is also indicated in Figure 4.1(b)

We will now define the forward model of a 3-field colour-sequential display
system. Throughout the chapter, we assume a segmented backlight comprising
a matrix of locally-addressable LEDs. Let the 3× 3 matrix A represent the tri-
stimulus values for the red, green, and blue LEDs measured through the LC-
panel:

A =

XR XG XB
YR YG YB
ZR ZG ZB

 . (4.1)

The three drive levels for each field, f ∈ {1, 2, 3}, in the jth segment are denoted
by 0 ≤ dfj ≤ 1 and Dj =

[
d1
j d2

j d3
j

]
∈ R3×3. The transmission levels of the
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Figure 4.2: A block diagram for determining the local LED drive levels and the LC-panel
drive levels for a colour-sequential display system with a backlight comprising a matrix of
locally-addressable coloured LEDs.

panel, 0 ≤ pfi ≤ 1, are defined by pi =
[
p1
i p2

i p3
i

]
for the ith pixel. Then the

tri-strimulus output of the display is:Xi

Yi
Zi

 = ADjpi . (4.2)

If only one type of LEDs is turned on in each field, the drive level matrix, Dj ,
reduces to the unity matrix. The gamut of this solution is given by the primaries
(columns) of A. If several types of LEDs are turned on in each field, the off-
diagonal of Dj is allowed to be non-zero. Consequently, the resulting fields can
have different colours, such as orange, yellow, cyan, etc. If all LED drive levels
in each field are identical, only one colour can be made, but at three times the
nominal intensity.

A block diagram for determining the local LED drive levels and the LC-panel
drive levels is shown in Figure 4.2. The input image is divided into blocks cor-
responding to the segmentation of the backlight. For each block, the primaries
are determined that create a smaller gamut area (if possible). The resulting drive
signals for the backlight segments are used to predict the amount of light falling
onto each pixel of the LC-panel. This will form the local per-pixel primaries. In
the prediction of the per-pixel primaries, the point-spread function of each back-
light segment is taken into account. Let the relative amount of light from the
jth segment on the ith pixel be given by 0 ≤ hi,j ≤ 1, then the forward model,
including the point-spread function, is:

ôi =

N−1∑
j=0

ADj hi,j

pi , (4.3)

for a system with N segments and where ôi =
[
X̂i Ŷi Ẑi

]T
. As the back-

light segments may differ in drive signals (and therefore in primaries), the inter-
segment cross-talk may affect the local primaries. It is therefore advantageous to
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Figure 4.3: Side view of the gamut volume of regular colour-sequential mode (red-solid)
and the de-saturated gamut volume (blue-solid) for the segment indicated in Figure 4.1(a).
The gamut volumes are seen projected along the Y -v′ axis.

reduce the intensity of each local primary to a minimum, in order to reduce the
influence on the chromaticity of neighbouring segments.

The effect of reducing the intensity of the local primaries can be illustrated by
observing Figure 4.3. In this figure the gamut volume is shown projected along
the luminance and the CIE 1976 v′ axes. The black dots represent the pixels of the
segment in the red box indicated in Figure 4.1(a). The reference gamut is shown
in red-solid and the de-saturated gamut is shown in blue-solid. Notice that both
the reference and the desaturated gamut are too large. It is therefore possible
to reduce the intensity of the backlight in all fields. This operation is similar to
local dimming for a system with a white backlight, however, it is also possible
to reduce the intensity of each field independently and thereby skew the local
gamut and obtain the smallest possible volume which do encompass all pixels.

In order to achieve the correct colour for each pixel, the transmission levels of
the LC-panel for each field, pi, must be computed. This can for example be done
with quadratic programming as in:

argmin
0≤pi≤1

∥∥∥∥∥∥ti −

N−1∑
j=0

ADj hi,j

pi

∥∥∥∥∥∥
2

, (4.4)

where ti is the target tri-stimulus value for the ith pixel. As a faster alternative, we
found that employing the pseudo-inverse of the local primaries in combination
with soft-clipping worked well.

Although the concept of local primaries is clearly illustrated in Figure 4.1(b),
a method for determining such local primary chromaticity coordinates is not
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(a)

Homothetic Translation Intersection IIIntersection I

(c)(b)

Figure 4.4: Illustration of local gamut determination based on geometric transformations.
In (a), a homothetic transformation (translation and scaling) is shown. The lines connecting
local primaries remain parallel to the original lines. In (b) and (c), the original lines are
rotated in-wards until intersection with data. The rotation of (b), respectively, (c), is anti-
clockwise and clockwise.

straightforward. The problem is further complicated by the inter-segment cross-
talk, as illustrated in (4.3). Initially neglecting the cross-talk, a number of geomet-
ric transformations were used. The transformations are illustrated in Figure 4.4.
In Figure 4.4(a), the local primaries are determined by a homothetic transform-
ation (translation and scaling) leaving the lines connecting the local primaries
parallel to the original lines. As this method proved limiting for particular situ-
ations, a second method based on in-wards rotation of the lines connecting the
primaries (until intersection with data) was applied. This method is illustrated
in Figure 4.4(b) and Figure 4.4(c) for a anti-clockwise and clockwise rotation, re-
spectively. Due to the simplicity of the geometric transformations, all methods
were applied and the best result chosen based on a weighed combination of area
and circumference.

In order to illustrate the principles, the image of Figure 4.1(a) has been pro-
cessed and the results are shown in Figure 4.5(d)-(g). A backlight with a seg-
mentation of 20 by 12 (240 segments) was assumed. The spatial profiles of the
segments were defined by a Gaussian profile and a full-white uniformity of 1%.
The local primaries were computed based on the chromaticity of the pixels for the
segment in question including the immediate neighbours (9 segments in total).
The area over which pixels are taken into account is larger than the segment in
order to take the inter-segment cross-talk into account and prevent excessive clip-
ping. We applied image pre-filtering to remove noise and chromaticity distribu-
tion outliers.

Applying the outlined method results in the image shown in Figure 4.5(g).
The corresponding fields of backlight modulated with the LC-panel, are shown
in Figure 4.5(a), 4.5(b), and 4.5(c). The three fields showing the backlight only are
shown in Figure 4.5(d), 4.5(e), and 4.5(f). Notice how the local primaries appear
desaturated, the lack of saturated red, and how frequent white occurs as a local
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primary. Also notice how the backlight appears dark in regions where the image
is black.

As illustrated in Figure 4.3, it is possible to reduce the intensity of the local
primaries. The gamut volume can be made small while still large enough to con-
tain the pixels. However, if one would not reduce the intensity of the desaturated
primaries (gamut volume in dotted-blue), it would be possible to represent pixels
at luminance levels considerably higher than the reference system (gamut volume
in solid-red). In other words, it would be possible to increase the luminance of
those pixels above the maximum luminance of the reference system. The follow-
ing section describes a local tone-mapping method that increases the brightness
of pixels in areas where the gamut volume allows.

4.2 Boosting Method

In this section, the increase in luminance is quantified as a function of the re-
duction of the local gamut. Furthermore a method is presented which utilise
this capability for natural images by an increase of the backlight intensity and
pixel-wise application of a local tone-mapping operator subject to the local gamut
headroom.

The increase of luminance for a white desaturated colour will now be quan-
tified. Consider a white region, similar to the petals of the lily of Figure 4.1(a),
but with a more limited spread of chromaticity coordinates. Starting with a refer-
ence gamut and step-wise de-saturating the primaries toward white, will result
in a gamut reduction as shown in Figure 4.6(a). As an indication of the poten-
tial luminance gain, consider the maximum intensity of white for the new gamut
compared to the reference gamut. The resulting curve (black-dotted) as a func-
tion of the gamut coverage is shown in Figure 4.6(e). The gamut coverage is the
ratio of the area of the new gamut compared to the area of the reference gamut
expressed in CIE 1976 u′v′. It can be observed that the maximum gain is 3 and
the minimum is 1. It is also clear, that if it would be possible to reduce the size
of the gamut to less than 20%, one would have 50% additional luminance. This
curve corresponds well with earlier findings by Bergquist and Wennstam (2006).

The increase of luminance for a saturated colour will now be quantified. Con-
sider an all-red image. If the gamut consists of three red fields, rather than a red,
a green, and a blue field, the luminance gain would be 3. In Figure 4.6(e) the res-
ulting gain-curve is shown (red-solid). Similar for green (green-dashed) and for
blue (blue-dash-dotted). It can be observed that the gain factor depends on the
chromaticity of the target. A smaller gamut coverage results in a larger luminance
gain.
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(a) (b)

(c) (d)

(e)

Figure 4.6: Illustration of step-wise desaturation towards a white-only gamut consisting
of three white fields is seen in (a). In (e) luminance gain for a white (black-dotted) target
chromaticity as a function of gamut coverage expressed as a CIE 1976 ′u′v′ ratio. Step-
wise desaturation towards a red, a green, and a blue gamut is shown in (b), (c), and (d),
respectively. The corresponding luminance gain for red (red-solid), green (green-dashed),
and blue (blue-dash-dotted) is shown in (e).
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Figure 4.7: A block diagram of local primary desaturation with luminance boosting. Com-
pared to the basic block diagram (Figure 4.2), two blocks has been added. Backlight Boost,
which creates headroom where available, and Pixel Boost, which does per-pixel tone map-
ping.

The simplified observations on luminance gain shown in Figure 4.6 cannot
easily be generalised to natural images. The relationship shown is only valid
for one target chromaticity. Namely if the target chromaticity coincides with the
local gamut white point (desaturation to white), or coincides with the only local
gamut fixed primary (saturation to primary colour). Obviously, a multitude of
chromaticities will be present in natural images.

The block diagram of Figure 4.7 shows how to utilise the boosting capabil-
ities of a colour-sequential display system based on local primaries. The block
diagram is similar to the method described in the previous section (Figure 4.2)
except for the two additional blocks Backlight Boost and Pixel Boost. The block
Backlight Boost creates headroom by increasing the intensity of the local primaries
in order to allow boosting of the pixels. The block Pixel Boost, in turn, performs a
local tone mapping depending on the local gamut headroom.

Increasing the intensity of the backlight primaries in the block Backlight Boost
will reduce the overall contrast impression. In black regions, where the reduction
of backlight intensity has positively contributed to a black level reduction, a blunt
increase of backlight intensity will undo this benefit. It is therefore alternatively
proposed to only increase the intensity of primaries which are already consider-
ably bright. In order to preserve the chromaticity of the primaries, the backlight
drive level of the jth segment in the f th field is modified to:

d̃fj =
g
(

max
(

dfj
))

max
(

dfj
) dfj , (4.5)

where the boosting function, g(x), is defined by:

g(x) =
{
x/c, x ≤ c ,
1, x > c .

(4.6)
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Note that 0 ≤ x ≤ 1, such that, 0 ≤ g(x) ≤ 1. The constant, 0 ≤ c ≤ 1, defines
the level of boosting. Applying Eq. (4.5) leads to a taller gamut with the same
chromaticity coordinates, but headroom for increasing the luminance of the input
signal. If nothing else is changed, the resulting output would be exactly the same
as without the boosting, due to the field compensation. In order to benefit from
the headroom, the input image should be tone mapped taking into account the
headroom.

Conditional Tone Mapping

We have shown that the luminance increase depends on the desaturated gamut
and on the target chromaticity. A simple method of tone mapping could consist
of using the ratio of the reference gamut luminance (height) and the desaturated
gamut luminance (height) at the target chromaticity. We show how to compute
this per-pixel gain value. Let the maximised LC-panel drive level of the ith pixel
be given by, pmax

i = pi

max(pi) . Then the maximum luminance for the correspond-
ing chromaticity coordinate in the desaturated gamut can be defined as:

Y max
i = [ YR YG YB ]

N−1∑
j=0

D̃j hi,j

pmax
i , (4.7)

where D̃j ∈ R3×3 is the boosted backlight signal of the jth segment. The vec-
tor [ YR YG YB ] is the second row of the primary matrix, A. The maximum
luminance of the reference gamut, Y max−ref

i , can be computed by replacing the
backlight signal, D̃j , with the identity matrix. We define the per-pixel gain, gi, as
the ratio of Y max

i and Y max−ref
i .

As it turns out, the per-pixel luminance headroom can vary considerably. This
leads to large, high-frequency variations in the tone-mapped output. The strong
dependence on chromaticity can also lead to undesirable changes in colour ap-
pearance. This problem can be reduced with low-pass filtering and other signal
processing tricks. Instead, we have circumvented the problem by taking a differ-
ent approach.

In this alternative approach, The actual headroom for each pixel in a segment
at block level is computed first before taking the inter-segment cross-talk into
account. The maximum luminance at block-level can be computed as:

Ỹ max
i = [ YR YG YB ] D̃jpi . (4.8)

The per-pixel headroom is given by Ỹ max
i

Ỹ max−ref
i

. We then average the headroom

across all pixels in this segment and use this as the desired boosting factor. This
may lead to an underutilised system for some pixels (above average headroom),
while other pixels will be subject to clipping (below average headroom). One
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could also employ the minimum, maximum, or 90th percentile, rather than the
segment average. It is important to note that upsampling from segment resol-
ution to pixel resolution is needed. One could simply interpolate to a higher
resolution, but we found it useful to make use of the inter-segment cross-talk to
compute the final per-pixel boosting value. Let vj be the average headroom of
the jth segment, then the per-pixel gain is defined as:

g̃i =
N−1∑
j=0

vjhi,j . (4.9)

As the corresponding pixel may be black or subject to clipping, the resulting
front-of-screen gain may differ. An obvious advantage of the second approach
is that it is possible to do tone mapping and prediction of light falling onto the
LC-panel in parallel.

Artefact Reduction by Locally Balanced Boosting

The method described above generally results in more preferred images as the
brightness is increased. The local enhancements are spatially smooth due to the
interaction between the primary desaturation and the smooth backlight profiles.
However, in particular cases, visible artefacts may occur. To illustrate such an
artefact we provide the image of Figure 4.8(a). The simulated output for the sub-
image shown in blue and processed by local primaries is shown in Figure 4.8(c).
By applying luminance boosting the image of Figure 4.8(d) is created. To com-
pare the results, the relative luminance is shown in Figure 4.8(b). Notice how
luminance is increased in some regions and how the fall-off is smooth making
the variation imperceptible. However, the luminance of the bright, white specu-
lar reflection in the balloon has not been increased. The greyish-looking reflection
looks unnatural next to the bright saturated yellow balloon. The limited increase
in luminance (about 20%) next to the specular reflection emphasises the import-
ance of this problem.

We have observed that the artefacts typically manifest in areas of direct illu-
mination, e.g. a photograph of a sunset, or with bright saturated colours next to
specular reflections. The latter is frequently occurring as limitations in the dy-
namic range of conventional video acquisition often results in desaturated spec-
ular reflections.

The artefacts arising from luminance boosting relate to the local primaries. In
Figure 4.9(a), the local primaries of the segment with the yellow balloon with a
white specular reflection are shown (segment with red boundary in Figure 4.8(a)).
It can be seen that all yellow tints can be made by mixing two primaries allowing
an increase in luminance output. For white pixels, however, only one field can
be used leaving no headroom for increase in luminance output. This is clearly
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(a) (b)

(c) (d)

Figure 4.8: In (a) an input image divided into 9 by 6 segments. The output of the blue block
after processing with local primaries is show in (c) and with luminance boosting shown in
(d). The luminance increase is shown in false colour in (b). The luminance increase of about
20% in the simulations can be difficult to see on a digital screen. Note the greyish-looking
specular reflection.

(a) (b)

Figure 4.9: Chromaticity distribution of the pixels in the segment with red boundary in
Figure 4.8(a) is shown. The corresponding input gamut and local primaries are also shown
(a). The inset shows the local gamut luminance relative to the input gamut luminance, i.e.
the headroom. By enlarging the local gamut (b), the white pixels show more headroom (see
inset).
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illustrated by the inset in Figure 4.9(a) which shows the local gamut luminance
relative the input gamut luminance, i.e. the chromaticity-dependent headroom.

In order to reduce the visible artefacts, one could use a fall-back scenario in
situations where luminance boosting is potentially limited for particular colours,
such as white in the example provided. As luminance headroom can be pre-
dicted, this is a simple solution. However, rather than limiting luminance en-
hancement, it may be possible to increase the luminance output of the white
areas. By enlarging the area of the triangle spanned by the local primaries, the
white chromaticity can be constructed by mixing two primaries allowing for a
(modest) increase in luminance. In Figure 4.9(b) we show how the white primary
has been geometrically extended towards cyan. The algorithm we have applied
for extending one local primary (in this case the white primary) consists of the
following steps.

1. Determine the direction of extension (average of normal vectors
n0 and n1 in Figure 4.9(b)).

2. Determine intersection(s) with the gamut boundary.

3. Detect amount of pixels close to primary.

4. Extend primary outwards in proportion to amount of pixels close to primary.

5. Clip new primaries along projected line to gamut boundary, if needed.

The steps in the algorithm are indicated by the solid red, green, and blue lines
indicating the lines along which the gamut will be extended. The circles indicate
intersections between the lines and the input gamut.

Whereas it may be counterintuitive to enlarge the gamut area, we must re-
member that the initial strategy of detecting problematic areas and reducing the
maximum luminance would also have resulted in a lower luminance of the sur-
round. Using the gamut enlargement, not only is the luminance of the surround
reduced, the problematic area (white reflection) can be shown at an increased lu-
minance than before enlargement. Consequently, the luminance is balanced at a
higher luminance than if the gamut would not have been enlarged.

It should be noted, that as the area of the triangle is enlarged in order to in-
crease luminance output, the risk of increasing visible colour-breakup artefacts
arises. In order to balance luminance increase and the suppression of visible col-
our breakup, we found the step 3 and 4 particularly instrumental.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.10: Illustration of the front-of-screen image with (c), (d) and without (a), (b) boost-
ing. The corresponding luminance gain maps are seen in (e) and (f), respectively.
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4.3 Results

The method of boosting the backlight intensity, described by Eq. (4.5), has been
applied to the image of Figure 4.1(a). The boosted backlight fields are shown in
Figure 4.5(h), 4.5(i), and 4.5(j). Note how the boosted backlight fields appear
brighter compared to the fields with non-boosted backlights. Also the dark re-
gions have remained dark, which is meant to ensure the black-level reduction
known from local dimming. The tone mapping of the input has been based on
the average headroom. This leads to the result shown in Figure 4.10(c) (cf. Fig-
ure 4.10(a)). Note that the display system will indeed consume more power
when boosted, but it does not contain more installed light than the reference sys-
tem. Compared to a conventional LCD, the proposed system will consume less
power both with and without boosting. The luminance gain was calculated and
is shown in Figure 4.10(e).

To evaluate the method about 15 images were processed, fully automatically,
with identical algorithmic parameters. The results were visually inspected and
more than 80% showed none or minimal artefacts. In Figure 4.10(d) such an
image is shown. Notice the large gain in the sky and the sea of Figure 4.10(d)
compared to Figure 4.10(b). In these regions, which are dominantly white-blue,
considerable levels of luminance increase of up to a factor 2.4 has been achieved
for large parts of the image, see Figure 4.10(f). Also note that the spatially-varying
tone-mapping does not create visible artefacts in this example.

In less than 20% of the images, visual inspection revealed annoying artefacts.
The most annoying example is shown in Figure 4.11(b). Whereas this image
generally appears brighter than the reference (Figure 4.11(a)), the discrepancy
between the luminance increase of the edges and the centre region of the sun is
visually annoying. In Figure 4.11(c), it can be seen that the centre region is not
boosted at all, while the edges are boosted with close to 70%. The cause of the
problem lies in the local gamut. The local primaries in the sky and sun are rather
constant. However, the luminance headroom is strongly dependent on the target
chromaticity. For the red-yellow sky two (or more) fields can be used to form a
pixel of correct chromaticity and high luminance, while the white sun can only
be reproduced using a single field which limits the possibility of boosting lumin-
ance.

Results with Locally-Balanced Boosting

In order to address the luminance in-balance, we have proposed to enlarge the
local gamut such that the luminance of problematic area will be increased while
the luminance of the surround is slightly reduced. In the following, it is illus-
trated how this method works by means of examples. The image of Figure 4.8(a)
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(a)

(b)

(c)

Figure 4.11: Illustration of the front-of-screen image with (d), (b) and without (b), (a) boost-
ing. The corresponding luminance gain maps are seen in (f) and (c), respectively.
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(a) (b) (c)

Figure 4.12: Simulation result of block-wise processing of the image Figure 4.8(a) by;
(a) local primaries, (b) luminance boosting, and (c) improved luminance boosting. Inter-
segment cross-talk has been omitted, which is the cause of the luminance difference
between segments. Notice how the appearance of the specular reflection is improved
between (b) and (c).

(a) (b)

Figure 4.13: The red segment from Figure 4.8(a) is shown in (a). The luminance output
relative the input image is shown in (b). To the Left is the first method with a small gamut
and to the right the proposed method with local enlargement of the gamut. Notice that the
average luminance increase has reduced, but the difference in luminance increase has been
reduced.

has been processed in a block-wise fashion omitting the inter-segment cross-talk
(modelled in Eq. (4.3)). By omitting inter-segment cross-talk, the effectiveness
of the proposed method is highlighted as the smoothing effect of inter-segment
cross-talk is excluded. This also creates a one-to-one relationship between the
proposed method, illustrated in Figure 4.9, and the simulation result shown in
Figure 4.12 and Figure 4.13. The luminance difference between segments in Fig-
ure 4.12 is caused by processing each segment independently.

The image processed with local primaries is shown in Figure 4.12(a) while
traditional luminance boosting results in Figure 4.12(b). Notice how the reflection
appears very grey and unnatural. By extending the white primary to cyan, the
white reflection can be made brighter. This is shown in Figure 4.12(c). In order
to compare the two luminance boosting methods, the luminance relative to the
input image is shown in Figure 4.13(b). Left is the first method with a small
gamut and to the right is the proposed method of enlarged gamut volume. Note
that the increase in luminance is slightly less (on average) using the new method.
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(a) (b)

Figure 4.14: Results from the statistical experiment on the IEC 62087 video sequence (IEC,
2008). In (a) the frequency of occurrence of frame-average gamut coverage expressed in
CIE 1976 u′v′. In (b) Frame-average luminance headroom frequency of occurrence.

However, the white reflection is almost 15% brighter. Consequently the difference
in luminance increase was reduced.

Boosting Frequency

As shown in Section 4.2 (Figure 4.6), the theoretical headroom varies between
1 and 3. In the examples above, the actual level of gain varies between 1 and
2, sometimes a little higher. In order to understand how often boosting will be
possible and how much boosting is possible, we conducted a small statistical ex-
periment. The starting point of the experiment is a video data set collected for
IEC 62087 (IEC, 2008) and originally intended to investigate the power consump-
tion of domestic video equipment.

It is worthwhile noting that while the content is rather de-saturated, this does
not need to be an advantage for the method. Extremely saturated content, like
animations or computer programs like text editors, can also form good boosting
candidates. The experiment was carried out as follows: 1) each frame was di-
vided into 12 by 20 segments; 2) local primary desaturation was applied; 3) the
backlight was boosted for bright segments; and 4) the average per-pixel head-
room and the gamut coverage in CIE 1976 u′v′ was recorded.

The collected statistics can be used to understand the gamut coverage of the
local primaries. As can be seen in Figure 4.6(e), one can expect the largest head-
room for the smallest local gamut. It is therefore interesting to understand how
often the local primaries will span a small gamut. We have plotted the histogram
of the average gamut coverage per frame in Figure 4.14(a). The average gamut
coverage is 33% and the 90th percentile is 68%. These results indicate that even
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with a modest segmentation of 240 segments, the resulting local gamuts are con-
siderably smaller compared to the reference gamut. As was found in earlier work,
the approach of local primary desaturation should be quite effective at reducing
colour breakup for most image content.

While colour breakup reduction is advantageous, we are actually interested
in the resulting luminance headroom. In Figure 4.14(b) we show the histogram
of the average headroom/boosting per frame. The average headroom is 1.43 and
it can be observed that headroom up to a factor of 1.7 is frequently occurring.
Notably is also that headroom above 2 does not occur frequently.

4.4 Discussion

The existing scheme for determining local primaries presented by Lin, Zhang,
and Langendijk (2011), which consists in maximum reduction of the gamut area,
may not be the best approach to increase front-of-screen luminance. New ap-
proaches, such as those presented in Section 4.2, which achieve less reduction in
area may improve luminance by several factors. This offers an interesting trade-
off between high-brightness and colour breakup artefacts. As annoyances of col-
our breakup are most frequent in high contrast regions with bright uniform areas,
such as white text on a black surround, one could switch between approaches for
luminance increase and colour breakup reduction, by analysing the video con-
tent.

The proposed method leads to impressive results for some images, while for
others the visual appearance has changed. It may be worthwhile investigat-
ing other methods for tone mapping; in particular comparing existing inverse
tone-mapping operators which are targeted at displays which do not exhibit con-
straints on the gamut size and shape.

In order to balance colour-breakup reduction and luminance boosting, we
suggest incorporating a quantitative measure of colour-breakup such as presen-
ted by Zhang, Langendijk, Hammer, and Hinnen (2012). This challenge is of
future work.

4.5 Conclusions

The concept of luminance boosting for a colour-sequential display has been intro-
duced. The theoretical maximum luminance boosting is 300% without addition-
ally installed light. Compared to a conventional LCD, the proposed display sys-
tem is either considerable more efficient (no colour filters) at identical luminance,
or consumes a comparable amount of energy at three times higher luminance.
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A method to increase the luminance in bright regions, while maintaining the
low black level in dark regions, was developed and evaluated. A local tone
mapping, subject to constraints of the local gamut headroom, was proposed.
Whenever the local gamut area was minimised, the local luminance enhancement
was the largest. Visible artefacts, which for example may manifest in image areas
of direct illumination, was shown to be reduced by enlarging the local gamut. A
method was proposed for enlarging the local gamut area, whenever a significant
amount of pixels would become subject to limitations on luminance increase.

It was determined that an average luminance boost of 143% could be expec-
ted for regular video content, and that more than 200% boosting does not occur
frequently. For other image content such as text editors or animated movies the
boosting could be considerably higher.





CHAPTER 5
Colour Reproduction on a
120-Hz Two-Field
Color-Sequential LCD

Abstract

Conventional displays use at least three primaries for full color image reproduc-
tion. In this contribution, we discuss the reproduction of color images using
an LC-display system with two local dynamic primaries, based on a segmen-
ted backlight. The two primaries are chosen to minimise color error by means of
total least squares. Simulation results indicate quite good color reproduction for
a large set of video data even with a limited number of backlight segments. A
statistical analysis of this video content shows that excellent color reproduction
(∆uv < 0.020 for more than 99.0% of the pixels per frame) can be achieved for
74.2% of the frames using 9216 backlight segments.

Reproduced from M Hammer et al. (2012). „Method to Improve Color Reproduction on a 120-Hz
Two-Field Color-Sequential LCD”. in: J. Soc. Inf. Display 20.7, pp. 380–389.
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5.1 Introduction

In order to increase the power efficiency of display systems based on liquid-
crystal (LC) panels, the losses due to the color filters have caught much attention.
For example, a color-sequential display where the color filters are omitted and
replaced by a flashing backlight of red, green, and blue primary colors is a po-
tentially very efficient solution (Hasebe and Kobayashi, 1985; Yamada et al., 2002;
Langendijk, 2005). To avoid annoying flicker, a color-sequential display requires
a panel refresh rate of 180 Hz or higher. The temporal color synthesis is also the
source of the well-known color breakup effect. These two issues, the high panel
refresh rate and the color breakup, generally have been perceived as blocking for
the commercialisation of color-sequential displays. Recently, advances in video
processing has greatly reduced the presence of color breakup (Lin, Zhang, and
Langendijk, 2011; Zhang, Lin, and Langendijk, 2011). The proposed concepts
are based on an advanced backlight with three primary colors consisting of red,
green, and blue light-emitting diodes (LED). The LEDs are segmented and locally
addressable. Based on the video content, the primaries are locally adjusted to re-
duce the color differences between the primaries, thereby reducing the resulting
color breakup. While a color-sequential display is several times more power effi-
cient than a regular color-filter based display, the requirement for fast switching
of the LC-panel remains an unsolved problem (Yamada et al., 2002). As an al-
ternative to a full color-sequential display operating at 180 Hz and without color
filters, Langendijk, Roosendaal, et al. (2005) proposed a hybrid system comprising
two wide-band color filters and two temporal fields. This results in flicker-free
operation at a 120 Hz panel refresh rate. The display system is, however, less
power efficient than a full color sequential system. The backlight could consist of
two or more light sources, e.g. LEDs, which in combination with the color filters
constitute 4 display primaries, two in each field. These spatio-temporal displays
offer an interesting trade-off between power efficiency and panel refresh rate.
Recently, Zhang, Langendijk, Hammer, and Lin (2011a) investigated how local
dynamic primaries, by means of a backlight with locally addressable LEDs, can
reduce color breakup for spatio-temporal display configurations. In this paper,
we propose a two-field color-sequential display without color filters that can op-
erate at a refresh rate of only 120 Hz. Using a fast-switching LC-panel and a seg-
mented backlight consisting of colored LEDs, color reproduction relies on local
primaries. While regular displays exhibit gamut volumes allowing correct color
reproduction, the two-field scheme reduces the (local) gamut to a plane in a linear
color space. Yet, in this paper we show that two-field color-sequential displays
can have good color reproduction. In the following section, we review related
work on two-field color sequential displays. We then introduce the concept of
optimal primaries for a local two-primary system followed by simulation results
for both simple and natural images. Finally, good color reproduction of a local
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two-primary display system is statistically investigated for a large set of video
frames followed by discussion and conclusions.

5.2 Related Work

(a) (b)

(c) (d)

Figure 5.1: Simple images with magenta-white (a) and yellow-white (b). Below the images,
in (c) and (d), the chromaticitiy diagrams of the image pixels are shown in CIE 1976 u′v′.

It was initially Cheng, Huang, et al. (2009) who proposed a two-field color-
sequential display without color filters in order to combine 120 Hz refresh rate
with high power efficiency. Their system combines an LC-panel without color
filters with a locally addressable red, green, and blue backlight. This allows them
to create a colorful image with only two local primaries. In essence, they propose
to independently calculate a red and a green field. The blue color is mixed into
these two fields, as “[...] the human visual system is less sensitive to blue inform-
ation [...]”, they reason. To show the working principles of this concept, we have
included two images shown in Figure 5.1(a) (magenta-white) and Figure 5.1(b)
(yellow-white). Below the images are the chromaticity diagrams of the pixels in
CIE 1976 u′v′. The triangle in the chromaticity diagram indicates the color gamut
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(a) (b)

(c) (d)

Figure 5.2: Simulated output of the images in Figure 5.1(a) and Figure 5.1(b) is shown in (a)
and (b), respectively. The method applied corresponds to Cheng, Huang, et al. (2009). In (c)
and (d) the corresponding output chromaticity is shown in a chromaticity diagram.

of the display backlight, in this paper assumed to be ITU Rec. 709 color primar-
ies. We assume an ideal display without backlight segmentation for this example.
The images have been processed using the concept described by Cheng, Huang,
et al. (2009) applied to a global-addressable backlight and the result is shown in
Figure 5.2(a) and Figure 5.2(b), respectively. Notice how the magenta-white im-
age has been (almost) correctly represented with primaries located on the chro-
maticity lines red-blue and green-blue. For the yellow-white image, however, the
color has not been reproduced at all. As the local primaries are forced to lie on the
red-blue (field 1) and green-blue (field 2) chromaticity lines of the gamut triangle,
the yellow-white image cannot be reproduced and the image appears black and
white. Obviously the poor color reproduction for the yellow-white image is not
inherent to the display system. In the following section we introduce a method
for determining optimal primaries for a two-primary system by explicitly min-
imising the color error.
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5.3 Methods

Good color reproduction of a two-field color-sequential display requires an op-
timal choice of the local backlight primaries as well as the LC-panel drive levels.
For the moment, consider a non-segmented backlight with individually control-
lable red, green, and blue LEDs. We initially state the forward display model of
the ith pixel, which is given by:

oi = A
[
do d1

] [pi0
pi1

]
+ Ei , (5.1)

where the 3× 3 matrix A represents the tri-stimulus values for the red, green,
and blue LEDs through the LC-panel. The three LED drive levels of field 0 and
field 1 are defined as d0 ∈ R3 and d1 ∈ R3 and the scalar drive levels for the
LC-panel are defined as pi0 and pi1. With respect to the target tri-stimulus values
oi ∈ R3 the output can be associated with a tri-stimulus error Ei ∈ R3. We have
here assumed system linearity through the range of drive levels of both the LEDs
and the LC-panel drive levels. Further we have neglected the effect of LC-panel
contrast (normally an offset). We re-state Eq. (5.1) as a constraint optimisation
problem:

argmin
0≤pi

0,p
i
q,d0,d1≤1

∥∥∥∥oi −A
[
do d1

] [pi0
pi1

]∥∥∥∥2

. (5.2)

It has been assumed that the drive levels are scaled between 0 and 1. The problem
is characterised by its bi-linearity, which makes it difficult to solve. We therefore
follow an alternative path in order to approximate the optimal solution by split-
ting the problem in two; 1) choosing the optimal backlight primaries, and 2) com-
puting the corresponding optimal LC-panel drive levels. We further reduce the
problem from obtaining the optimal display primary tri-stimulus values to de-
termining the optimal primary chromaticity coordinates thereby initially disreg-
arding the luminance component. For clarity we assume CIE 1931 chromaticity
coordinates, without loss of generality. First a line is fit through the set of chro-
maticity target coordinates associated with the N input pixels. Let the line be
defined by L : ax + by + c = 0 with slope −a/b and constant −c/b, then the
parameters a, b, c of L can be obtained in a total least squares sense by:

argmin
a,b,c

N−1∑
i=0

∥∥∥Êi∥∥∥2
, (5.3)

where

Êi = nT
[
xi
yi

]
+ c .

We have here made use of a unity vector nT ∈ R2. Based on the parameters of
the line, a line segment can be computed by determining the intersection between



122 Chap. 5 Colour Reproduction on a 120-Hz Two-Field Color-Sequential LCD

the line and the display gamut, defined by matrix A. In fact, the chromaticity of
the optimal primaries need not be located on the gamut boundary, i.e. along
the edges of the color gamut triangle. Rather the primaries can be represented
by the shortest possible line segment given by L which sufficiently reproduces
the chromaticity points in the data set. The advantage of reducing the length of
the line is that the primaries will be located closer together and the visible color
breakup may be reduced. Secondly, as a side effect, reducing the length of the line
segment may also increase the maximum achievable luminance. Assume the line
segment is defined by its end-points, (x0, y0) and (x1, y1), then the tri-stimulus
values of the primaries can be determined as follows:

Ã = A
[
d0 d1

]
=


x0

y0

x1

y1
1 1
z0

y0

z1

y1

 , (5.4)

where we have assumed Y0 = Y1 = 1. The matrix Ã represents the tri-stimulus
values of the new primaries. In order to determine the drive levels of the LC-
panel corresponding to the new primaries, we have to solve:

argmin
0≤pi

0,p
i
1≤1

∥∥∥∥oi − Ã
[
pi0
pi1

]∥∥∥∥2

, (5.5)

for each pixel. Without further derivation, we note that it is possible to replace
the constraint least squares by unconstrained least squares. When a drive value is
out of range (clipping), the value should be clipped to the upper/lower boundary
and the other drive value computed as the projection of oi onto the line segment,
L.

5.4 Refinements of the Proposed Method

Using a line-fit through the chromaticity coordinates, as proposed in Eq. (5.3),
leads to good results when the distribution of chromaticity resembles a line, for
example for a single-hue image. For more complex stimuli, we found it useful to
steer the line fit by means of per pixel weights. We modify Eq. (5.3) and get:

argmin
a,b,c,

N−1∑
i=0

w2
i

∥∥Ẽi

∥∥2
, (5.6)

where the per pixel weights wi have been included. The weights could for ex-
ample be proportional to saturation or luminance of the corresponding pixels. To
create convincing results for natural images the method can be further refined
by using a segmented backlight with individually controllable primaries. The
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proposed method can in that case be applied directly in a block-wise fashion.
However, when the backlight consists of individually controllable LED triplets,
the backlight will suffer from optical cross-talk. In effect, the computed optimal
backlight color may deviate from the realised color. Consider a single field of
a display system with Q backlight segments and N pixels, then the tri-stimulus
output values, qi, stacked into columns of the 3×N matrix Q, relates to the drive
levels as follows:

Q = A (H D0)T P0 , (5.7)

where (p0 = diag (p0 . . . pN−1)) are the LC-panel drive levels and D0 is a Q × 3
matrix of backlight triplet drive levels. The N ×Q matrix H is the cross-talk mat-
rix with entries corresponding to the relative contribution of a segment to a pixel.
By definition the row-sum of H equals one. In order to explicitly include the op-
tical cross-talk into the computation of the local primaries one could for example
make use of linear programming, as proposed in (Li et al., 2007a). This is compu-
tationally expensive and we therefore propose a pragmatic approach of emphas-
ising surrounding pixels from adjacent backlight segments into the optimisation
of Eq. (5.6) and to weigh pixels farther away less according to the point-spread
function of the backlight. Lastly it is worth noting, that due to the limited contrast
of an LC-panel and referring to the problem of optical cross-talk, it is advantage-
ous to reduce the intensity of the backlight primaries to a minimum. The assump-
tion of unity-luminance used in Eq. (5.4) can result in bright primaries. To reduce
the intensity of the primaries one can use Eq. (5.5) to compute the LC-panel drive
levels, determine the local maximum drive level, and scale the intensity of the
corresponding backlight segment accordingly. A disadvantage of this is the need
to re-evaluate Eq. (5.5) after scaling the intensity of the backlight segments.

5.5 Results

5.5.1 Simple Images

For the image of Figure 5.1(a) we have computed the optimal primaries using
Eq. (5.3) for a system with a global-addressable backlight. The computations are
based on CIE 1976 u′v′ chromaticity coordinates. The result is depicted in Fig-
ure 5.3(a) and the reproduced chromaticity in Figure 5.3(c). Notice how the repro-
duced chromaticity points resemble the original of Figure 5.1(c). The local primar-
ies have also been desaturated to the shortest possible line segment without in-
troducing clipping. The primaries are represented by blue crosses in Figure 5.3(c).
Similar, the optimal primaries have been computed for the yellow-white image of
Figure 5.1(b). The resulting image is depicted in Figure 5.3(b) and the reproduced
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chromaticity shown in Figure 5.3(d). Notice how the image appears colorful, un-
like the image in Figure 5.2(b). Also notice the resemblance of the reproduced
chromaticity points with the original chromaticity of Figure 5.1(d).

(a) (b)

(c) (d)

Figure 5.3: Simulated output of the images in Figure 5.1(a) and Figure 5.1(b) is shown in
(a) and (b), respectively. The two primaries are established by minimsing color error using
total least squares. In (c) and (d) the corresponding output chromaticity is shown.

5.5.2 Complex Images

The distribution of chromaticity in the simple images of Figure 5.3 can easily be
approximated by a line. For more complex stimuli, it is necessary to choose the
chromaticity of the primaries wisely. Consider the image of Figure 5.4. The or-
anges are red and orange, while the background is dominantly white. This leads
to poor results if we apply Eq. (5.3) directly, as can be seen in Figure 5.4(b). The
chromaticity points of the input image (red-dots) are depicted together with the
chromaticity of the primaries (blue-crosses) in Figure 5.4(e). Note how the red or-
anges are in the wrong tint and that the white background appears yellowish. If
we apply weights to the optimisation of Eq. (5.6) proportional to intensity, in this
case luminance, of the pixels, the result is very different. Observing Figure 5.4(c)
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(a) (b)

(c) (d)

(e)

Figure 5.4: The simulated output of input image (a) has been processed with no-weight (b),
intensity-weight (c), and saturation-weight (d). The corresponding chromaticity of the
primaries (e) is shown in blue crosses, green circles, and cyan triangles, respectively.
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one notices how the white background appears correct, however, the red oranges
have turned yellow. The chromaticity of the primaries based on intensity weight-
ing is shown in Figure 5.4 (green-circles). The result of applying saturation as
weight for the optimisation is shown in Figure 5.4(d). For simplicity we used
the following definition for saturation, [max(q)−min(q)] /max(q), where q is an
RGB input triplet. The corresponding chromaticity of these primaries are shown
in Figure 5.4 (cyan-triangles). Notice how the red and yellow oranges appears
correct, but the white background has turned yellow-orange.

The sparse chromaticity distribution of the test images, which lends itself for
approximate color reproduction by a chromaticity line, is not common to natural
images. However, as it turns out, small segments of images contains smaller,
more local chromaticity distributions, which can be approximated by a chromati-
city line. In the following we apply the described optimal two-primary method
to a system with a locally addressable backlight.

5.5.3 Natural Images

To illustrate the performance of the proposed optimal two-primary system, a
number of images have been processed. We initially assumed a backlight seg-
mentation of (y,x) = (9× 16). Further the segments are characterised by a Gaus-
sian light distribution. The panel is assumed to be ideal in terms of temporal and
electrical response, and the backlight primaries correspond to the ITU Rec. 709
color primaries. An image with skin tones, shown in Figure 5.5(a), is used as
input. The simulated output, shown in Figure 5.5(b), corresponds very well to
the input in terms of color. The input image is seen to be dominated by desat-
urated colors. The backlight light distribution of field 1 and field 2 is shown in
Figure 5.5(c) and Figure 5.5(e), respectively. It can be seen to consist of red, white,
and cyan.

The difference between the input and the reproduced image is shown in Fig-
ure 5.5(d) and is expressed in ∆u′v′. The color error is seen to be low. The largest
color error around 0.040 appears in the eyes of the females. This is mainly due to
a greenish tinted eye color. If watched without reference image, the output image
seems correct. The error in the hair of the left female is due to the low intensity not
perceivable. The results in terms of color error indicate that this type of natural
image is suitable to be reproduced with already 144 segments. In Figure 5.6(e) a
different input image is shown. The image contains many saturated colors and
sharp color edges. This represents a very critical image to be reproduced by two
local primaries. The simulated output, assuming (9× 16) backlight segments, is
shown in Figure 5.6(b) and the backlight of field 1 and field 2 is shown in Fig-
ure 5.6(a) and Figure 5.6(d), respectively. The output image generally resembles
the color impression of the original.
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(a) (b)

(c)

(d)

(e)

Figure 5.5: The input image (a) is described using the concept of optimal primaries and
(9× 16) segments, shown in (b). In (c) and (e) the backlight of field 1 and field 2 is shown.
The resulting color error map in ∆u′v′ is shown in (d).
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However, the color error is seen to be very large for this image, shown in Fig-
ure 5.6(c). Some image regions even have errors larger than 0.1 in ∆u′v′. In the
color error map, three regions have been highlighted and marked (1), (2), and (3).
These regions mark boundaries between three or more blocks. Due to the restric-
tion of two primaries, the color reproduction near these edges can be very poor.
For example, for (1) a blue-yellow and a red block are co-located. As the red block
is not on the blue-yellow chromatic line, the red color appears rather yellow close
to the boundary of the block. Similar for (2) where a green, red, and white block
meet. The backlight primaries are not red, green, or white at this location, but
rather yellowish-red and cyanish-green. This gives rise to a color error for both
the red and the green block, while the white block can be reproduced correctly
in terms of color, due to the fact that color mixing of field 1 and field 2 can yield
white. For region (3), at the intersection of a red, green, and yellow block, the
color error is below the threshold of visibility. The difference with region (1) and
(2) is that red, green, and yellow lie on a line in the chromaticity space. It can
therefore accurately be represented by two primaries, creating yellow as a mix-
ture of the red and the green field. As it is expected that more backlight segments
will lead to a reduction in color error for a local two-primary display system,
we have repeated the simulation for different backlight segmentations. The im-
age of Figure 5.6(e) has been processed with 144 (9× 16), 576 (18× 32), and 2304
(36× 64) segments. The results of these simulations are shown in Figure 5.6. As
the granularity of the backlight increases, the color errors are clearly reduced.
The backlight of field 1 and field 2 (second column of Figure 6) also show how
the correlation between the backlight color and the input image increases with
more segments. In the color error map of Figure 5.6(l) (2304 segments), color
errors above the visibility threshold are still present. However, these are all loc-
ated at the edges of the blocks, or in black regions. The examples above have
highlighted how the performance of the proposed two-field mode depends on
the image and on the amount of backlight segments. In the following section, we
report a statistical experiment to investigate the relationship between the number
of backlight segments and color error across a large video data set.

5.6 Statistical Justification

The goal of the experiment is to statistically justify a local two-primary system
with respect to color reproduction of natural video data. We do this, by com-
puting the color error across a large set of video data. Further, the relationship
between color error and backlight segmentation is investigated in order to de-
termine the needed effective backlight color resolution. In the following exper-
iment we have intentionally not included any display characteristics, rather we
have assumed an ideal temporal display response and an ideal backlight separa-
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tion, i.e. light distribution are square, non-overlapping blocks. This allows us to
evaluate the amount of needed segments in the context of the video source. Of
course for a realistic system with certain amounts of light cross-talk between the
backlight segments, the results will be worse.

Table 5.1: Backlight segmentation in the experiement.

Case #Segs. Vert. Horz. Coverage
1 1 1 1 100.00%
2 28 4 7 3.60%
3 144 9 16 0.70%
4 576 18 32 0.17%
5 2304 36 64 0.04%
6 9216 72 128 0.01%

The starting point of the experiment is a video data set collected for IEC 62087
(IEC, 2008) and originally intended to investigate the power consumption of do-
mestic video equipment. The video data is a collection ranging from news to
cartoons, scenery to action movie. The sequence contains 17988 frames corres-
ponding to approx. 10 minutes of video (resolution: 480 lines). The duration of
the scenes in the collection varies from 30 to 40 frames.

Figure 5.7: Results from statistical experiment on IEC 62087 video sequence. On the vertical
axis, the averaged number of pixels per frame with a color error ∆u′v′ > 0.020. The
horizontal axis shows the relative amount of frames above the color error threshold.

The experiment was carried out as follows: 1) each frame was divided into
a number of fixed segments; 2) using total least squares, the chromaticity of the
pixels for each segment was approximated by a line in CIE 1976 u′v′ and without
weight; 3) the color error, expressed in ∆u′v′, was computed for each segment.
As a result, the per-pixel color error for all frames and all segments is obtained.
To reduce the data set, we counted the amount of pixels within a frame with a
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color error ∆u′v′ > E , where E is a color-error visibility threshold. For pixels
with max (R,G,B) < 4 (gamma domain), the color error was reduced by means
of a weighting function. Black was excluded from the color error computation.
The experiment was repeated for a backlight segmentation (y, x) of (1× 1), (4× 7),
(9× 16), (18× 32), (36× 64), and (72× 128). The six different segmentations are
summarised in Table 1. The vertical and horizontal division is tabulated together
with the total number of segments. The display coverage per segment is shown
in the right-most column. The results of the experiment are summarised using a
percentile plot in Figure 5.7. We have set a visibility threshold of ∆u′v′ > 0.020.
On the vertical axis, the relative number of pixels with a color error above the vis-
ibility threshold within a frame. If the data can be represented by a two-primary
system, only few pixels are above the color error visibility threshold. Ideally, the
result would be a flat line at 0%. The more frames that can be represented with
few pixels with color error, the better. The results clearly illustrates that more seg-
ments is beneficial for reducing color error. For example, for 576 segments (case
4, red-solid) 15.8% of the frames can be represented with maximum 0.1% pixels
above the color error visibility threshold (∆u′v′ > 0.020). With 2304 segments
this is 24.2% of the frames and for 9216 segments 38.5% of the frames. The reas-
oning behind the backlight segmentation is found in the characteristics of natural
scenes. Based on similarity of color, scenes can be segmented into a finite num-
ber of super-pixels or objects (Omer and Werman, 2004). Such a representation is
possible considering segments of any size and shape. In this experiment the size,
shape, and location of the segments is fixed. When several objects of different
color appear within a segment, color errors may appear. It is therefore expected
that more segments would lead to a reduction in color error. This is indeed con-
firmed by the data shown in Figure 5.7. Assuming 9216 segments, 38.5% of the
frames can be represented with maximum 0.1% pixels with visible color errors
per frame. Allowing more color errors per frame, the amount of correct frames
rises to 74.2% (1.0% error pixels) and to 99.2% (5.0% error pixels). For an image
resolution of 1920× 1080 pixels, each segment will cover 225 pixels. We can there-
fore conclude that using two primaries on a local basis can result in reasonable
color reproduction. Dividing a backlight into more segments comes at a higher
cost due to more LEDs, more drivers and wiring, and more expensive processing.
As the number of frames with few visible color errors increases with more seg-
ments, the trade-off between color errors and display cost is important. Consid-
ering current display products with local dimming, we choose 576 segments as a
balanced choice. With 576 segments, 40.5% of the frames can be represented with
1.0% or less pixels per frame exhibiting visible color errors. For higher quality, i.e.
maximum 0.1% pixels per frame with color error, the number of frames reduces
to 15.8%. While this result is disappointing, it is important to relate the results of
this quantitative study to the perceptual quality of image output. For example,
consider the critical image of Figure 5.6(e) and compare this with the simulated
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output of a two-field system with 576 segments as shown in Figure 5.6(g). The
image generally appears colorful compared to the original, although color errors
can be noticed along the edges of some blocks.

5.7 LCD Demonstrator

Based on the described 2-field color-sequential display concept we have built a
display demonstrator. It consists of a 40” LC-panel operating at 120 Hz in com-
bination with a segmented backlight. Each of the 1032 segments consists of an
RGB LED triplet. The backlight is operated in a scanning fashion as to reduce
temporal cross-talk.

(a) (b)

Figure 5.8: To demonstrate the concept, a 120 Hz two-field color-sequential display has been
constructed. Shown is a colorful test image (a) and a photograph of the display (b).

For the computation of the local primaries we used the CIE 1976 u′v′ chromati-
city coordinates and a saturation-weighted optimisation Eq. (5.6). To implicitly
account for the optical cross-talk between segments, a small surround of pixels
corresponding to the 9 neighbouring segments - was included in the computation
as proposed in the Methods section. A photograph of the display demonstrator
showing a colorful image is shown in Figure 5.8(b). Compared to the input im-
age, Figure 5.8(a), the display appears desaturated. This is due to the photograph
and not the actual demonstrator, which is effectively wide-gamut. Compared to
a monitor with primaries according to Rec. 709, the photographed display ap-
peared more saturated.

5.8 Discussion

Obtaining the two optimal local primaries by minimising the chromaticity error
in ∆u′v′ could be sub-optimal from a perceptual point of view. First of all be-
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cause intensity is largely excluded from the optimisation. Secondly because the
human perception of color is more complex than discriminating colors. The pro-
posed method assumes a full-reference comparison. However, one could argue
that true-color reproduction need not be the goal in all display applications. It
is important to maintain spatial and temporal consistency in terms of color and
intensity. For example, objects of constant color could be reproduced with con-
stant, although changed, color. Combining local (varying) color mapping using
image segmentation in combination with the two-primary optimisation might be
a solution to this. We have consistently chosen to report the color error in ∆u′v′
as this corresponds to the optimisation criteria for determining the local primar-
ies. However, as intensity is a very important aspect of color perception, it might
be useful to re-evaluate the simulation results using a method sensitive to intens-
ity. For example using the method described by Johnson and Fairchild (Johnson
and Fairchild, 2003), which also further includes the spatial acuity of the human
visual system. Based on the statistical experiment, we conclude that it is indeed
possible to represent data with two local primaries, providing that the backlight
is divided in sufficient segments. However, it is worth noting that the optical
cross-talk between segments will change the local primaries and can therefore re-
duce the quality of the color reproduction. If the light distribution of a segment
is very local, this reduces cross-talk, however, a wide light distribution might be
beneficial for fast color transitions. Finally, for a display system, the finite con-
trast of the LC-panel should be taken into account. In this experiment, we have
neglected the fact that the black level is in reality colored according to the local
primaries. The visual effect of a locally varying color in the black level should not
be underestimated. While it is expected that a two-primary color-sequential sys-
tem will suffer less from color-breakup effects than, for example, a three-primary
color-sequential system, this has to be investigated and perceptually validated.

5.9 Conclusions

In this paper, we have discussed a local two-primary display system operating in
color-sequential mode at 120 Hz field rate. As it uses no color filters, the system
is very power efficient, yet the field rate is lower than for full color-sequential
displays with a field rate of 180 Hz or higher. The method is based on choos-
ing two local primaries according to minimum chromaticity error using total
least squares. In this sense the proposed method outperforms existing methods,
which was demonstrated for simple imagery. For complex stimuli, a variation
on the method was proposed which is based on a modified cost function using
weighed chromaticity. By a statistical experiment we have shown that the more
backlight segments, the better natural images can be approximated with a local
two-primary system. For 576 backlight segments a local two-primary system can
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represent 40.5% of the frames with maximum 1.0% pixels per frame above the
threshold of visibility (∆u′v′ of 0.020). With 9216 segments this is true for 74.2%
of the frames. Simulation results of the front-of-screen performance validated the
result of the statistical experiment. In contrast to common belief good color repro-
duction can be achieved with only two local primaries, provided that more than
9216 backlight segments are used. With fewer backlight segments, the method
may lead to visible color errors and is not suitable for display applications re-
quiring high-quality color reproduction. As a low-power mode or in particular
applications, such as airport and train station signage, the method may be very
well suited.



CHAPTER 6
Display Contrast Requirements
Based on Human Eye Glare

Abstract

Static contrast in LCDs can be improved by using local dimming backlight tech-
niques, but it is still orders of magnitude lower than that of OLED. However,
glare in the human eye limits the visible contrast and suggests that a very high
contrast is not required. In this paper we estimate how much contrast is actually
required in a display and compare that with today’s OLEDs and local dimming
LCDs.

6.1 Introduction

For years, the contrast in LCDs was much worse than that in emissive displays
such as PDPs, CRTs, and OLEDs. Recently, local dimming backlights have been
developed and brought to market that improve the contrast of LCDs consider-
ably. In this technique, the backlight is divided into segments that can be dimmed
individually. This improves the dynamic contrast (i.e. between different images)
and the static contrast (i.e. within a single image), but only for the lower spa-
tial frequencies (Langendijk, Muijs, and Beek, 2007; Langendijk, Muijs, and Beek,

Reproduced from EHA Langendijk and M Hammer (2010). „Contrast Requirements for OLEDs
and LCDs Based on Human Eye Glare”. In: Digest Tech. Papers SID. vol. 41, pp. 192–194.
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Figure 6.1: Reproduction of a sinusoidal test pattern with 1 (top panel) and 6 (bottom panel)
cycle/screen for a backlight with 8 (dashed lines) and 64 segments (dotted lines). Adopted
from (Langendijk, Muijs, and Beek, 2007).

2008). The dynamic contrast in high-end LCDs with local dimming backlights is
on par with the before mentioned emissive display techniques. The static contrast
in today’s LCDs, however, is not.

In (Langendijk, Muijs, and Beek, 2007) and (Langendijk, Muijs, and Beek,
2008), we showed that the static contrast in an LCD with local dimming backlight
decreases exponentially with increasing spatial frequency of the image content.
In Figure 6.1, for example, a spatial sinusoid with 1 cycle per screen width could
be reproduced almost perfectly using a local dimming backlight with 64× 36 seg-
ments (horizontal×vertical). Yet, for 6 cycles per screen width, the reproduction
starts to deviate from the input and with 8 segments the backlight cannot follow
the modulation of the input anymore and the contrast gain of the local dimming
feature disappeared.

Although, we can now predict quite accurately what the static contrast is as a
function of spatial frequency in both emissive displays and local dimming LCDs,
the question remains what static contrast is actually required in a display. Or in
other words, what is the maximum spatial luminance variation that a viewer can
distinguish within a certain image and what is the maximum spatial luminance
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Figure 6.2: Glare as a function of visual angle

variation that a display can make? The objective of this study is to answer these
questions and to apply this knowledge to LCDs with different numbers of local
dimming backlight segments and to OLED displays.

6.2 Methods

The main factor that influences the maximum visible luminance variation within
an image is the scattering of light in the human eye (Vos and van den Berg, 1999;
Spencer et al., 1995; Seetzen, Heidrich, et al., 2004; McCann and Rizzi, 2009). This
is called ”glare”, and can be described by the glare function or point spread func-
tion (PSF) suggested by Vos (Vos and van den Berg, 1999) and plotted in Fig-
ure 6.2. The glare function illustrates the spatial smear of light across the retina.

In order to simulate how an actual image appears on the retina of a human
eye, we convolved the input image using this glare function for a 42” display and
a viewing distance of 3 times the height. For simplicity, we only considered the
luminance channel. We also simulated the front-of-screen performance of an LCD
display with 8× 5, 16× 9, 32× 18, 64× 36, and 128× 72 backlight segments with
quadratic Lorentzian shaped segment profiles and a panel contrast of 1000 : 1.
As ideal reference display we took an OLED display with a static contrast of
1000000 : 1 for all spatial frequencies. Typically OLED displays are claimed to
have such a high static contrast.

In order to better predict how well the visible luminance variations can be re-
produced with a certain display, we also calculated the visible contrast and the
display contrast as a function of the spatial modulation frequency. For that we
simulated the luminance variations for images showing a spatial sinusoid with
different cycles per screen width in the range from 1 to 24. Because the eye glare
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depends on the object size we considered two extreme conditions. In the ”min-
imum” glare condition, the sinusoidal variation was one pixel high (e.g. a line
across the middle of the screen). In the ”maximum” glare condition the sinusoid
was as high as the screen height. Of course, even more extreme glare conditions
can be defined, but the two presented here are expected to cover most natural im-
age content. Figure 6.1 shows a cross-section for 1 and 6 cycles per screen width.
The contrast ratio was calculated by dividing the maximum luminance and the
minimum luminance in the image.

6.3 Results

Figure 6.3 illustrates the effect of glare and of local dimming for the Dog input
image. The top left panel shows the normalized luminance variation of the Dog
input image as it would be rendered on an OLED display. The top right panel
shows the convolution of this image with the glare function and therefore illus-
trates the retinal image of the OLED display. Notice that the retinal image has a
halo around the head and has less modulation depth within the head.

The middle and bottom panels of Figure 6.3 illustrate the luminance render-
ing in an LCD with local dimming backlight with different numbers of segments.
With 8× 5 segments the LCD produces a much larger halo than the glare does
and also the modulation depth in the head is lower. Increasing the number
of backlight segments reduces the halo and increases the modulation depth of
the rendered image, but even with 128× 72 segments the LCD cannot reproduce
the exact luminance variations of the OLED. However, if human eye glare is in-
cluded, the retinal image of the OLED and that of the LCD with 128× 72 backlight
segments, are virtually the same (compare image c and h in Figure 6.3), and the
perceived contrast in both displays is expected to be the same.

Figure 6.4 shows a cross-section of a selection of the images from Figure 6.3. It
illustrates that LCDs with local dimming backlight can follow the high-frequency
modulation up to a contrast of 1000 : 1, which is the panel contrast. With 8× 5 seg-
ments up to 1 order of magnitude is gained in static contrast especially towards
the edge of the image, but the black level is still a few orders of magnitude higher
than the visible black level. With 64× 32 backlight segments an LCD is still or-
ders of magnitude higher in black level than an OLED display, but it is below that
of the retinal image (”Display + Glare”) suggesting that the perceived contrast in
both displays will be the same.

In order to generalize the results, we plotted the static contrast ratio as a func-
tion of the spatial modulation frequency for an ideal display with human eye
glare and the various LCDs with local dimming backlights. The results are shown
in Figure 6.5. It illustrates that both the local dimming LCDs as well as the retinal
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Figure 6.4: Cross-section of a selection of the images (b, c, d, f, g) from Figure 6.3

image of an ideal display have an exponentially decreasing contrast ratio. Yet,
for the lowest modulation frequencies (1 and 2 cycles) more than 64× 36 back-
light segments are required in the LCD and for the mid frequencies (3-16 cycles)
almost 128× 72 segments are needed to be even better than the ”minimum glare”
condition. For the ”maximum glare” condition 8× 5 segments is sufficient for all
modulation frequencies. Above 16 cycles per screen width, the retinal contrast
drops below the panel contrast (1000 : 1) indicating that for the higher spatial
modulation frequencies typical LCDs without local dimming can already make
sufficient contrast.

6.4 Discussion

In the present study, we assume that eye glare is the major cause of a reduction
in the perceived contrast when looking at high contrast images. Other effects,
like adaptation to the average luminance level, are ignored, because they are said
to have less of an effect than the eye glare (Vos and van den Berg, 1999; Spencer
et al., 1995). The eye glare is caused by a number of different mechanisms, such as
scattering in the cornea, lens, and retina, and diffraction in the coherent cell struc-
tures on the outer radial areas of the lens (Spencer et al., 1995). These mechanisms
can have different effects, such as bloom or ”flare lines”. In our model we only
take the bloom for photopic vision (adaptation to luminance above 3 cd/m2) into
account as described by Vos (Vos and van den Berg, 1999). Our study shows that
eye glare has a large impact on the perceived contrast as is also indicated in the
literature (Vos and van den Berg, 1999; Seetzen, Heidrich, et al., 2004; McCann
and Rizzi, 2009). On top of that it shows that high contrast is only required for
lower spatial frequencies in an image and it quantifies the required static contrast
as a function of the spatial modulation frequency.



Conclusions 141

Figure 6.5: Static contrast ratio as a function of modulation frequency. The ”Glare-min” and
”Glare-max” curves indicate the contrast of an ideal display with minimal and maximal eye
glare as described in the text. The other curves indicate the contrast of local dimming LCDs
with different numbers of backlight segments as indicated in the legend.

The present study ignores the effects of ambient illumination. In other words
the results hold for a completely dark room. Under normal TV viewing condi-
tions, with typically 50 lux ambient illumination, both the glare and the display
contrast will be affected. For the display it will mainly depend on the amount of
light that falls on the display and the reflectivity of the panel. Typically the re-
flected light will add a constant luminance to the black level independent of the
image content or the number of segments in the backlight. The perceived glare
will be effected by the amount and the spatial distribution of the ambient light in
the room.

6.5 Conclusions

In the present study we investigated the effect of human eye glare on the per-
ceived contrast and predicted how much contrast is actually required for a dis-
play. The results show that the contrast of a conventional LCD is not sufficient
to accurately represent a high contrast image. An OLED display, on the other
hand, makes more than sufficient contrast, even much more than can be seen in
natural images. LCDs with local dimming functionality can make just enough
contrast provided that they have enough backlight segments. Typically an LCD
with 16× 9 backlight segments will be sufficient for the majority of images and
with more than 64× 36 segments, virtually all images can be represented with
sufficient contrast given the fact that the Dog image is a very critical image for
contrast.





CHAPTER 7
What About OLED Displays?

The problem statement of this thesis is limited to LCDs, which is by far the most
used display technology at this moment. However, with the recent introduction
of OLED displays, a new display technology might take over this leading role in
the next decade. As OLED displays are emissive and in principle capable of very
high contrast and luminance, such displays may be attractive for HDR image
reproductions.

7.1 Introduction

Whereas the contrast characteristics of OLED displays exceed those of most other
display technologies the luminance is still lower than that of LCDs (Section 2.6.4).
The light output of an OLED display is i.a. limited by low efficacy of the OLED
materials, poor light extraction from the OLED emitter due to difference in re-
fractive indices, and resistive losses in the active-matrix backplane. Energy losses
generally lead to an elevated emitter temperature and consequently accelerate
luminance depreciation (over time). As large-sized OLED displays have only
recently been commercialised, the next decade is likely to bring several improve-
ments on light output. Meanwhile, it is necessary to consider alternative methods
in order to maximise light output.

In this chapter, an early-stage study showing experimental data of luminance
and thermal characteristics of some OLED displays is reported. The data suggest
that by using thermal management, it is possible to increase the light output of
OLED display devices. Contrary to the previous chapters of this thesis, the results
are at an early stage and should be seen as an indication of an interesting direction
of future research, rather than a finished piece of work.
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Figure 7.1: Measured relative luminance of a white block on four OLED display devices
against area of the measured white block on a black background. The tabulated peak and
full-white (FW) luminance illustrates that a larger display size results in a large decrease of
luminance as the block size increases.

7.2 Observations of OLED Display Luminance

The luminance of state-of-the-art large-sized OLED displays is lower than that of
LCDs. Nam et al. (2013) and Yoon et al. (2013) reported a 55 inch OLED display
with 450 cd/m2 peak luminance and Chen, Lin, et al. (2013) reported a 65 inch
OLED with 200 cd/m2 peak luminance. In comparison, the luminance of a con-
ventional LCD is around 500 cd/m2, but it can be much higher. Contrary to the
luminance of an LCD, the luminance of an OLED display is very image depend-
ent. The luminance of images with many bright pixels is lower than the lumin-
ance of images with only a few bright pixels. For example, the 55 inch reported
by Nam et al. (2013) shows a full-white luminance of merely 100 cd/m2 (cf. to
450 cd/m2 peak luminance).

In order to characterise the image-dependent luminance of an OLED display,
an image with a white box of varying size on a black background was used
(ICDM, 2012). In Figure 7.1, the relative luminance level is shown as a function
of the area of the measured white block on four OLED displays. In the legend
(right), the display diagonal, the peak luminance (0% area), and the full-white
(FW, 100% area) luminance of each measured display is tabulated. It can be seen
that the full-white luminance is about 30% to 80% lower compared to the peak
luminance. The relative luminance of the measured displays is characterised by
a short section of constant luminance, followed by a decrease of luminance with
increasing white block area. This behaviour is also known from CRTs and plasma
displays.

The characteristic behaviour shown in Figure 7.1 is probably introduced in
order to prevent, or at least reduce, the presence of visible artefacts. When oper-
ating an OLED display, luminance depreciation and increase of threshold voltage
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can be observed over time (Lee, Liu, and Wu, 2008). This is caused by intrinsic
degradation of the organic layer and leads to visible variations of luminance. The
degradation is even accelerated by increased temperature or increased current
density (Ishii and Taga, 2002). Bright pixels (high current density) will therefore
more quickly lead to visible luminance variations than dark pixels (low current
density).

The reduction of full-white luminance compared to peak-luminance is relat-
ively larger for large-sized displays than for small-sized displays, as can be seen
in Figure 7.1. This can be explained by two effects. Firstly, the resistive losses
in the long supply-lines of large-sized OLED displays will cause a larger voltage
drop, which results in luminance non-uniformity and can be compensated by
an increase of voltage (and increase of losses) (van der Vaart et al., 2005; Lu et
al., 2008). In order to prevent losses, one can limit the maximum peak current by
lowering the luminance when a large number of bright pixels is present, as shown
in Figure 7.1. Secondly, studies have shown that the temperature rise of large-
sized OLED displays will be substantially higher than that of small-sized OLED
displays (Sturm, Wilson, and Iodice, 1998; Lu et al., 2008). As the distance from
the centre to the non-active area of a small-sized OLED display is small, the heat
conduction is consequently relatively efficient (Lu et al., 2008). For a large-sized
OLED display, where heat dissipation is largely accomplished by convection and
radiation, the operational temperature will therefore be higher than for a small-
sized display. An elevated temperature will accelerate luminance depreciation.
It is therefore necessary to limit the light output relatively more for large-sized
displays, than for small-sized displays.

Besides the area-dependent luminance characteristic shown in Figure 7.1, the
luminance of an OLED display is typically also reduced over time for static im-
ages. This is also done to prevent luminance non-uniformity. When only a few
bright pixels are present, it is our experience that the light output is kept constant
for about 1-2 minutes followed by a gradual reduction of luminance. For images
with many bright pixels, the reduction over time is typically minimal as the initial
luminance is already relatively low.

In this chapter, we will focus on the area-dependent luminance characteristic.
As discussed, scientific literature indicates that this characteristic is introduced in
order to prevent high current density and high operational temperature. In the
following section we will focus on thermal aspects of OLED displays.

7.3 Observations of OLED Display Temperature

The temperature of an OLED display during operation depends on the dissipated
heat (by the image) and the thermodynamic characteristics of the display unit. In
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Figure 7.2: In (a), a photograph of an OLED device showing a full-white image. Using
imaging thermography, the surface temperature was recorded during operation while a
white block of 100% coverage was shown. A thermocouple was connected to the centre of
the display and the resulting temperature is shown in (b) for three block sizes. The panel
is switched on at t = 0 and switched off after 10-20 minutes. Notice that steady-state
temperature is dependent on block area.

order to better understand how the temperature of an OLED display changes
over time, it was decided to conduct a small set of experiments.1

A 15 inch OLED unit without casing was used. The OLED panel was leaning
backward at 60-70 degrees (almost lying down), as shown in the photograph in
Figure 7.2(a). This position was chosen for convenience as the display did not
have a vertical stand and we were worried about the thermal impact of creating
a solid stand. The back side was not covered in order to allow airflow. Using
imaging thermography, the surface temperature was recorded during operation
while a white block was shown. The size of the block was varied in a number
of repeated experiments, in between which the display was left to cool down to
ambient temperature. Thermocouples were attached to the centre, bottom-left,
and back side in order to verify the results of the imaging thermography.

In Figure 7.2(b), the temperature as a function of time is shown for a white
block of 4% (20%× 20%), 25% (50%× 50%), and 100% area coverage. In the pho-
tograph of Figure 7.2(a) the coverage is 100%. The luminance of the three blocks
was 450 cd/m2 for the two small blocks and 210 cd/m2 for the large block (in
reasonable accordance with the luminance data of Figure 7.1).

The temperatures of both small blocks (4% and 25% area) are seen to increase
steeply the first two minutes, then follow a more moderate increase of temper-
ature before steady-state is attained at 7 minutes. The luminance output was
constant for about 1 minute after which the luminance decreased steadily over

1I would like to acknowledge my colleagues GA Luiten (thermal specialist) and JGR van Mourik
(display specialist), with whom I conducted these experiments.
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(a) (b) (c)

Figure 7.3: Thermograms of the 15 inch OLED display device showing a white block of 4%,
25%, and 100% area coverage in (a), (b), and (c), respectively. All three thermograms corres-
pond to 120 s after power supply switch on. Notice the considerable lower temperature of
the small block in (a) compared to (b), although the luminance is comparable. The higher
temperature of the yellow area in the top left of (c) is due to the driving electronics just
behind the panel.

time (a dynamic effect not illustrated in Figure 7.1, but well known in OLED dis-
plays). This is likely the cause of the moderate reduction of temperature from
2 minutes to 7 minutes. After 10-20 minutes, the power supply was turned off,
which resulted in a steep reduction in temperature.

The temperature for the large block (100% area) increases slower than for the
smaller blocks, but trends toward a substantially higher equilibrium temperature.
After 22 minutes, the temperature equilibrium was still not fully achieved, after
which the power supply was turned off. At this point, the temperature was a few
degrees above the temperature of the middle-sized block (25% area). When the
power supply was turned off, the temperature decreased slower in comparison
to the curves for the smaller blocks. Note that although the luminance of the large
block was less than half of the smaller blocks, the temperature of the large block
was substantially higher.

In Figure 7.3, the thermograms for the three blocks are shown, all for the time
instance 2 minutes. Due to the higher luminance of the small block and the partic-
ular resistance in the heat spreading, the temperature of the middle-sized block
is the highest. Comparing the thermogram of the smallest block with the ther-
mogram of the middle-sized block reveals a considerable difference in temper-
ature, although the luminance is identical. The small block (4% area) is about
32 degrees, 9 degrees above ambient, while the middle-sized block (25% area) is
close to 40 degrees, 17 degrees above ambient. The distance between the centre
point and the edge of heat dissipation is considerably larger for the middle-sized
block than for the small-sized block. Heat conduction is therefore limited for the
middle-sized block, whereas the smaller block can obtain significant cooling via
the nearby inactive areas.

In an OLED display, the temperature across the glass and organic material is
nearly uniform, such that in-plane conduction becomes an important mechanism
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to obtain sufficient cooling area (Sturm, Wilson, and Iodice, 1998). This is similar
to the situation for large-sized thin form-factor LCDs (Luiten and Weeme, 2011).
To that end, it may be beneficial to attach a graphite heat-spreader sheet in order
to increase the in-plane thermal conductivity. This will lead to a reduced operat-
ing temperature (Kundrata and Baric, 2012) if the surrounding surface is not sub-
ject to heat dissipation, e.g. surrounding pixels are off. As we suspected that the
rear glass of the measured OLED device was covered by a graphite heat-spreader
sheet, we conducted experiments making thermograms of the back. A significant
larger spreading of heat compared to the front supported this assumption.

In conclusion, the results presented in this section have illustrated that an area
of low heat dissipation (dark pixels) can be used to reduce the operating temper-
ature of a nearby region of high heat dissipation (bright pixels). With this in
mind, the area-dependent luminance characteristic, shown in previous section,
is a simple manner to prevent excessive operating temperature. In the follow-
ing section we will consider alternative methods, which are aimed at increased
luminance by exploiting this insight.

7.4 Suggestions for Improvements of Luminance

Without an area-dependent luminance characteristic, the luminance of state-of-
the-art OLED displays would have to be limited to the worst-case scenario. This
corresponds to a full-white image of all bright white pixels, such that both back-
plane current density and steady-state temperature will be highest. Consequently,
an OLED display would be 2-5 times darker, corresponding to the 100% area of
Figure 7.1, for an image of only a few bright pixels than when luminance is ad-
justed according to the number of bright pixels.

The luminance control is typically adjusted based on a global histogram and
has been known as “adaptive brightness control” (van der Vaart et al., 2005),
“power reduction method” (Shin et al., 2005), but also occasionally as “automatic
power control”. A histogram of the pixel values is used, as it is typically assumed
that the power dissipation is proportional to the power consumption, which in
turn can be approximated by a weighted average of the (linear) subpixel values
(Lu et al., 2008; Lee, Lee, and Kim, 2010).

For many images, the histogram-based luminance control will reduce the lu-
minance unnecessarily. This is because such algorithms are not temperature aware.
Consider the images of Figure 7.4. These images have an identical number of
bright, white pixels and consequently the luminance of the white pixels will be
identical. Yet, it is known from the previous section, that the temperature on top
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(a) (b)

Figure 7.4: Images of identical average pixel value. It is expected that the steady-state
temperature of the white area on a display showing (a) will be substantially higher than the
steady-state temperature of any of the white blocks when showing (b).

of the smaller blocks shown in Figure 7.4(b) will be much lower than the temper-
ature on top of the large block shown in Figure 7.4(a).2

An obvious improvement of luminance could be achieved by measuring the
temperature at multiple discrete locations and only limit the luminance whenever
any region becomes critically warm. Although a display has several million small
pixels generating heat, heat conduction will make the temperature profile spa-
tially smooth and perhaps a few hundred temperature measurements on a large-
sized OLED would suffice for the application. An obvious downside of this ap-
proach is the need for additional hardware. To that end, the homogeneity of the
OLED display construction will likely allow a sufficiently accurate approxima-
tion of the local temperature using a computational model.

Another opportunity for improvement concerns the locality of the temper-
ature problem. If one region reaches a critical temperature, a far-away region
may still be well within limits, such that pixels in this region could be left un-
attenuated. In order to achieve this, it is necessary to only locally attenuate the
bright pixels in regions of critical temperature.

Based on these two improvements, local temperature measurement and local
attenuation of luminance, different luminance control approaches have been tab-
ulated in Table 7.1. The frequently-used histogram-based luminance control (van
der Vaart et al., 2005; Shin et al., 2005) is denoted (A). This method of global at-
tenuation of luminance can be extended with temperature measurements or an
equivalent computational approximation, denoted (B). An obvious advantage of
global attenuation over local attenuation of an OLED display is the possibility
to implement a global attenuation by adjusting the global maximum current, as
a lower current density typically improves light efficacy of OLED emitters (Lee,
Liu, and Wu, 2008).

It is expected that larger improvements of luminance can be achieved by using
local, rather than global, attenuation of luminance, see (C) and (D) in Table 7.1.

2A similar argument could be used for backplane current density, which will also be lower for
Figure 7.4(b) than for Figure 7.4(a). This section, however, is limited to temperature considerations.
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This can be based on local temperature measurements, however, the attenuation
map must contain sufficiently smooth spatial transitions as to not introduce visu-
ally annoying artefacts in uniform regions and preferably does not introduce
halos.

The measured instantaneous (spatial) temperature profile of an OLED dis-
play, which depends on previously displayed images, will not (necessarily) cor-
relate well with the luminance profile of the current image. Applying method
(D), using local attenuation of luminance based on local temperature measure-
ments, may therefore possibly lead to visually annoying artefacts. For example,
one may experience that uniform image regions appear non-uniform, that a pair
of equally bright car headlights will suddenly appear at different brightness, or
that a spatially-static bright/dark spot appears.

Rather than using instantaneous temperature measurements, one can use a
local approximation of the worst-case temperature. A worst-case temperature
will typically occur when an image is static, such that bright pixels may res-
ult in a critically high thermal equilibrium. The approximation of temperature
could be done using a computational model incorporating heat dissipation (from
a pixel), heat radiation and convection (from the glass surface), and heat conduc-
tion (to neighbouring regions) and such an approach belongs to the category (C)
in Table 7.1.

In a proposal to determine a local attenuation of luminance (type (C)), a two-
step procedure is followed. First a worst-case estimate of local temperature is
established based on a weighted average of the (linear) subpixel drive values fol-
lowed by a linear low-pass filter. This filter should mimic heat conduction at
a particular time-instance corresponding to the thermal equilibrium. For each
OLED display, it is necessary to adjust the low-pass filter characteristics to the
actual physical thermo-dynamic properties. Secondly, the approximation of tem-
perature can be converted into a number indicative of whether or not a particular
location will become too hot or not. This will automatically take both local heat
dissipation as well as heat dissipation from neighbouring pixels into account. As
the approximation of temperature will be of relatively low frequency compared to

Table 7.1: Classification of pixel-intensity control methods for OLED displays with or
without temperature measurement(s)/prediction. The intensity attenuation is either a
global or local operation. The histogram-based method is denoted (A).

Temperature Meas./Prediction

Attenuation None Global Local

Global (A) (B) (B)

Local (C) (D)
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the image content, it is necessary to re-align the signals (image and temperature)
such that visual artefacts are limited. This can be achieved using a joint-bilateral
filter (Tomasi and Manduchi, 1998) on the temperature signal and using the im-
age content (luminance channel, for example) as signal-range information. This
concept has previously been disclosed by Hammer and de Greef (2012).

An example of the proposed method can be seen in Figure 7.5. In these
examples a bilateral grid (Chen, Paris, and Durand, 2007), a computationally-
efficient approximation to the full bilateral filter, has been employed. The refer-
ence image can be seen in the top row, where the intensity has been limited to
one-half (1/2). In the second row, the output images can be seen, and in the third
row, the attenuation map. In the output images, the large and bright regions have
been kept at the intensity of one-half, corresponding to black regions in the atten-
uation map, while the other regions have been increased in intensity to full range
according to the white regions in the attenuation map. The factor 2 was arbitrar-
ily chosen to illustrate the concept. By simulating the described behaviour on an
LCD-based HDR display adjusted to about 1000 cd/m2peak luminance, it was
subjectively determined by expert viewers, that the visual artefacts are limited
and below an acceptable threshold.

It is worth noting that proposed method (type (C)) may not entirely flatten the
curve of Figure 7.1. In other words, the methods (A) and (C) are to some degree
complementary and necessary in order to ensure that the display temperature is
within safe limits at all times. Furthermore, in order to use OLED displays for
HDR reproductions, the luminance should be increased 3-6 times. It is not likely
that this can be achieved with the methods described above. However, advance-
ments in power efficacy and light extraction can be expected to also improve the
luminance performance of OLED displays and a combined result may deliver the
desired increase of luminance.

7.5 Conclusions

In this chapter, we have considered OLED displays for reproducing HDR images.
Whereas the contrast characteristics exceed those of most other display techno-
logies, the luminance is still lower than that of LCDs. The luminance of a white
region on an OLED display is often between 2 and 5 times lower for an image
containing many bright pixel in comparison to an image with only a few bright
pixels. This reduction in luminance can be ascribed to simple intensity control
algorithms, which prevent extremely high current and temperature. As lumin-
ance depreciation of OLED materials is accelerated by increased temperature, we
recommend to consider extending the existing intensity control algorithms to be
temperature aware. One method based on a simple local temperature approxim-
ation was presented.
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(a) (b)

(c) (d)

(e) (f)

Figure 7.5: Illustration of local attenuation of intensity without temperature measurements,
approach (C) in Table 7.1. The input images, processed images, and attenuation maps can
be seen in the, top, middle, and bottom row, respectively. In the attenuation maps, the dark
regions correspond to regions, which are limited in intensity, while bright regions are not
affected by the method. Although this simulation is arbitrarily based on an attenuation by
a factor 2, one can appreciate that the method results in brighter-looking images without
introducing visually-annoying artefacts.



CHAPTER 8
Conclusions and Future Work

In this final chapter, the main contributions of this thesis are first summaries fol-
lowed by a discussion on the research objectives stated in Chapter 1.

Conclusions

The dynamic range (contrast and luminance) of state-of-the-art displays is con-
siderably lower than what the human visual system effectively handles in daily
life situations. Typically the contrast of a display is about 500:1 to 3000:1 and
the luminance between 100 cd/m2 and 500 cd/m2. However, Daly et al. (2013a)
have found evidence of observer preference for contrast ratios of about 800000:1
and luminance levels of close to 4000 cd/m2. HDR display systems, such as
spatially-modulated LCDs, exhibit contrast and luminance characteristics which
could match these desired specifications.

Whereas HDR LCD systems provide high contrast and luminance, the power
consumption is correspondingly higher compared to a conventional LCD system.
The transmittance of an LC-panel is about 5-7% due to the crossed polarisers,
small pixel aperture, and the presence of colour filters. A principal objective of
this thesis was to investigate the combination of a high-transmission LC-panel
with a spatially-modulated backlight in order to achieve increased luminance and
contrast characteristics. To that end, a versatile high-dynamic-range display sys-
tem was constructed to facilitate the research objective. In order to achieve high
system efficiency, we investigated three display configurations; (1) an LC-panel
with RGBW subpixel layout and local backlight boosting, (2) a colour-sequential
display with local luminance boosting, and (3) a 120Hz, 2-field colour-sequential
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system. In a last study, the contrast requirements for high-contrast display sys-
tems were investigated in relation to the limiting factor of human-eye glare.

In a first display configuration (Chapter 3) featuring an LC-panel with an
RGBW subpixel layout, the problem of reduced luminance for bright saturated
pixels was addressed. By applying local boosting in regions of luminance short-
age using a spatially-modulated backlight, the colour error was successfully re-
duced. Furthermore, a method was introduced which allowed an increase of
luminance for non-saturated pixels (which do not need boosting) in regions of
saturated pixels (which do need boosting). This particular method did not lead
to an increase in power consumption. In this context, it was also demonstrated
that existing methods of deriving backlight drive levels either result in high con-
trast or temporal stability, but not both at the same time. In this thesis a new
method was presented that does provides high contrast and temporal stability at
the same time.

In a second display configuration (Chapter 4), a colour-sequential LC-panel
(no colour filters) was combined with a backlight with locally-addressable RGB
LEDs. A method was developed for local adjustments of the colour in each field
to create small and tall local gamuts. A major advantage of this approach is that
luminance can be increased up to 300% without installing additional light. As the
display system reproduces colours without the use of colour filters, it is consid-
erably more efficient than a conventional LCD system. The average luminance
gain was validated on a large set of video data for a backlight with 240 segments
and found to be more than 140%.

In a third display configuration (Chapter 5), a colour-sequential LC-panel (no
colour filters) operating at 120 Hz was combined with a backlight with locally-
addressable RGB LEDs. Full colour reproduction was achieved by dynamically
adjusting only two local primaries per frame. Although normally at least three
fields are required to display a colour image, the method enabled two-field colour
reproduction. As colour-sequential operation of LC-panels has been complicated
by their slow response time, the benefit of this method is the reduced field rate
from 180 Hz to 120 Hz. A statistical analysis revealed excellent colour reproduc-
tion with 9216 backlight segments for close to 75% of the tested image and good
to fair colour reproduction for the remaining 25%.

In Chapter 6, the effect of human eye glare on the perceived contrast was
investigated and used to predict how much contrast is actually required for a dis-
play. The results showed that the contrast of a conventional LCD is not sufficient
to accurately represent a high contrast image. It is also revealed that an OLED
display makes more than sufficient contrast, even more than can be perceived by
humans. Finally it revealed that spatially-modulated LCDs can make sufficient
contrast provided that they have enough backlight segments. Typically such an
LCD will be sufficient for the majority of images with 16 × 9 backlight segments
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and with more than 64 × 36 segments, virtually all images can be represented
with a contrast higher than the perception threshold.

In a final contribution (Chapter 7), OLED displays were considered for re-
producing HDR images. Whereas the contrast characteristics of state-of-the-art
OLED displays exceeds those of most other display technologies, the luminance
is still lower than that of LCDs. Experimental data of four OLED displays show
that luminance is 2 to 5 times lower for some images compared to others. This
reduction is typically based on a global histogram. Experimental data shows that
the thermal behaviour of an OLED display is substantially influenced by in-plane
heat conduction. We therefore recommend to extend the existing luminance-
reduction methods with a thermal model. Finally, a method was presented which
is expected to allow improvements of luminance based on this insight.

In conclusion, this thesis contributed primarily to the field of display systems
engineering with novel video processing and backlight control algorithms. A
sophisticated backlight with HDR capabilities was constructed to facilitate the
research objective and to demonstrate the performance of the algorithms. Ex-
isting methods for visualising HDR images considered display luminance and
contrast characteristics constant. This thesis contributed by demonstrating that,
when such characteristics are considered dynamic, it is possible to increase both
contrast and luminance without physically modifying the display system.

Discussion and Future Work

In this section, the results and methods presented in this thesis will be related to
the research objectives stated in Chapter 1. The chosen methods will be motivated
and alternatives discussed and possible improvements and extensions will be
suggested as directions for future work.

Spatially-Modulated Backlights

In order to increase the limited intrinsic contrast of LC-panels, it was an objective
of this thesis to realise LCD solutions which utilise spatially-modulated back-
lights. The modulation of the backlight (contrast) should provide at least 2-3
orders of magnitude. With respect to this performance target, the design para-
meters of a backlight unit is first discussed followed by a discussion on how to
quantify backlight contrast.

The performance of a segmented backlight is determined by the optical design
and the method of control. The most important optical design parameters are the
number of segments with respect to the display area and the spatial light dis-
tribution. The latter is a result of balancing overall uniformity in order to mask
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variation between segments, and a desire for local light generation in order to
maximise contrast. This can in turn be influenced by the type of LED, whether
or not optical components, such as LED lenses and optical sheets, have been ap-
plied, and whether LEDs are mounted behind the screen or on the edge(s).

In scientific literature, methods for backlight modulation are often presen-
ted based on measured PSFs of a particular design. This makes reproduction
of results complicated and therefore the results presented in Chapters 3 to 6 were
based on simulated spatial light distributions using an analytical description of
the PSFs. Furthermore, a simulated light distribution allows a convenient way of
adjusting the number of backlight segments in order to quantify the importance
of this design parameter.

Besides evaluating the proposed methods using simulations, the methods
were also evaluated using a prototype display. For the majority of the work in this
thesis, the display prototype was based on the HDR backlight design described
in Chapter 2. In the following paragraphs the capabilities of this particular design
in terms of backlight contrast are discussed.

A simple method for evaluating the contrast performance of a spatially-mod-
ulated backlight is difficult because the contrast of the backlight depends strongly
on the image and the contrast perceived by an observer is influenced by attrib-
utes of the visual system. When a spatially-modulated backlight is adjusted to
match a small bright image feature on a large black background, light from (a
few) bright backlight segments may introduce small amounts of light into adja-
cent areas such that the black level varies across the screen. A spatially-varying
luminance of black makes it impossible to define a meaningful global contrast
measure. Furthermore, it is very likely that the spatially-varying luminance of
black may be masked by the human visual system, for example due to limits of
contrast discriminability or the presence of intra-occular glare.

In Chapter 2, a number of methods for quantification of backlight contrast
were presented which were designed to overcome the dependence on image
stimuli. In a first method, estimation of backlight contrast is determined by
exposing a computational model of the display (based on measured backlight
PSFs) to sinusoidal patterns of varying frequency and phase. With this approach,
the HDR prototype was shown to provide modulation of up to 2 orders of mag-
nitude. In a second method, the backlight contrast was directly measured using a
photometer and a set of corner-box stimuli (ICDM, 2012). With this approach,
the HDR prototype (including LC-panel) was measured to provide a contrast
range between 5 and 7 orders of magnitude. As about 3 orders of magnitude
can be ascribed to the LC-panel, the remaining 2-4 orders of magnitude are due
to backlight modulation. The large variation in the results is a consequence of
the spatially-varying black level. A sinusoidal stimuli requires a large average
light contribution from the backlight, such that the backlight contrast is limited.
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The corner-box stimuli, on the other hand, requires a low average light contri-
bution from the backlight, and as the distance from the display corner to the
centrally-located measurement point is large, the backlight contrast measured us-
ing corner-box stimuli is larger than that estimated using sinusoidal stimuli. As
neither of the stimuli are representative for natural images, it is difficult to pre-
dict the correlation between the contrast perceived by a human observer and the
measured/estimated backlight contrast. However, the sinusoidal stimuli is likely
to result in a conservative estimate, whereas the corner-box stimuli represents a
somewhat idealised contrast value. Yet, due to the simplicity of the corner-box
method, it is recommended to use this method for a quick comparison of back-
light performance. In order to relate the corner-box method, and perhaps other
measures of backlight contrast, to a more qualitative rating of backlight contrast,
it is recommended to set up a well-designed comparative study.

With respect to human visual perception, the effect of intra-occular glare on
perceived contrast has been investigated in two ways. In Chapter 2 it was estim-
ated that the tails of the spatial light distribution of a single backlight segment will
be masked by the veiling glare generated by a white block. The size of the block
was equal to the backlight segment pitch. For small(er) bright image feautures,
the contribution of veiling glare to the retinal black level will be smaller such that
the tails of the spatial light distribution may become visible. In order to prevent
the backlight becoming visible for such critical images, one could either improve
the LC-panel contrast, add more backlight segments, or improve the spatial light
distribution of the backlight segments. In a second study (Chapter 6), the re-
lationship between number of backlight segments and perceived contrast was
investigated. For a given stimuli, the level of human eye glare was estimated and
compared to the spatial light distribution of the display. In this study, it was con-
cluded that about 2000 backlight segments would be required in order to mask
the spatial light distribution even for very critical images. It is recognised that
with only one critical image tested, the impact of the study results is limited and
requires a more elaborate execution. However, it does illustrate the strength of
the method and the simplicity of the method makes it a very useful tool when
evaluating different design options of any display system.

With respect to backlight control, it was an objective of this thesis to invest-
igate optimisation techniques, which have been shown to outperform existing
schemes (Li et al., 2007a; Li et al., 2007b) in terms of resulting backlight con-
trast. However, such schemes suffer from poor temporal stability. In Chapter 3, a
method was presented which was based on quadratic programming with spatio-
temporal regularisation. The method was shown to outperform existing meth-
ods, for a range of different images, in terms of backlight contrast, and perform
on-par with state-of-the-art methods in terms of temporal stability. Although the
evaluation showed superior performance, the computational complexity has not



158 Chap. 8 Conclusions and Future Work

yet been investigated. It is suggested to pursue a real-time implementation, in
the first place, and explorer approximate methods, in the second place.

A spatially-modulated backlight is widely perceived as the solution for im-
proving the limited contrast of LCD systems. However, throughout this thesis,
methods have been presented which illustrates that the benefits of a spatially-
modulated backlight extends beyond this goal. For example, in combination with
a multi-primary LC-panel, a spatially-modulated backlight can contribute to a
significant reduction of colour errors (Chapter 3). In combination with a colour-
sequential display it can contribute to a reduction of field-rate (Chapter 5) or an
increase of luminance (Chapter 4). In the following sections these results will be
discussed in detail.

Multi-Primary LCD Systems

It is stated in Chapter 1, that it is an objective of this thesis to use multi-primary
LC-panels to realise 50% higher luminance compared to a conventional LCD,
while preserving same image fidelity and power consumption.

The focus of this thesis with respect to multi-primary displays has been lim-
ited to an RGBW configuration, in which a high-transmittance neutral colour
filter (white) is added to the conventional RGB absorptive colour filters. Such
systems exhibit about 50% more luminance for desaturated near-white colours,
whereas saturated (primary) colours are about 25% darker. Compared to a con-
ventional RGB LCD, colour images may appear out-of-balance due to this large
discrepancy between the luminance of desaturated and the luminance of satur-
ated colours. In Chapter 3 it was illustrated how a spatially-modulated backlight
with white LEDs can be used to largely remove this discrepancy by applying
local boosting of the backlight. To that end, the RGBW configuration was nor-
malised such that the white point luminance was equal to a conventional RGB
system. In that case, 50% reduction of power consumption is expected for an
all white image. In the study it was shown that excluding the local boosting,
the power consumption was 41% lower, whereas including the local boosting,
the power consumption was about 20% lower. This shows that local boosting of
the backlight is the largest contributing factor to the difference with the expec-
ted 50% lower power consumption. The smaller discrepancy (41% to 50%), is a
consequence of the spatio-temporal regularisation and the optimisation. The op-
timisation directly takes into account contributions from neighbouring segments
and may force additional segments to turn on in order to generate sufficient light.
The regularisation may also turn on additional segments in order to enforce spa-
tial and temporal smoothness. It should be emphasised that the 20% reduction in
power consumption is equivalent to 20% increase of luminance for all colours.

Additional to the luminance increase of 20%, it was shown in Chapter 3 that
it was also possible to increase the luminance of desaturated pixels in regions of
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backlight boosting (necessary for the bright saturated pixels). On average, the
luminance increase in such region was 30%. Consequently, the total increase of
luminance in these regions can be more than 50%.

Although the work described in this thesis was limited to an RGBW config-
uration, other multi-primary colour-filter configurations may also benefit from
a spatially-modulated backlight. Popular alternatives include the RGBY, RGBC,
and RGBCMY configuration (Hinnen and Langendijk, 2010; Yoshida et al., 2011;
Teragawa et al., 2011). For such configurations, the transmittance benefit for de-
saturated close-to-white colours is lower, however, the range of reproducable col-
ours (chromaticity) will be enlarged. Such wide-gamut displays can therefore
display very saturated colours. Despite that wide-gamut is not directly a con-
tributor to the dynamic range, it is by many scientists considered a valuable and
important improvement.

Colour-Sequential LCD systems

An objective of this thesis with respect to colour sequential displays is to realise
three times higher luminance compared to a conventional LCD with RGB colour
filters with the same power consumption and comparable image fidelity.

The HDR display system presented in Chapter 2 has been designed to allow
colour-sequential operation. Each segment consists of an RGB LED triplet for
which both intensity and timing can be individually controlled. In combina-
tion with a prototype OCB-mode LC-panel, the display system can reach more
than 7000 cd/m2. In comparison with conventional LC-panels, the luminance
has more than doubled in the colour-sequential configuration. This is signific-
antly less than expected, but can be explained by the absence of high-end optical
sheets for forward collimation and polarisation recycling, and to poor transmit-
tance of the prototype OCB-mode LC-panel. The gamut area (area of chromaticity
triangle expressed in CIE 1976 u′v′ coordinates) on the other hand, was 169% and
very close to the 172% which was measured directly on the backlight. Such a
wide gamut allows reproduction of very saturated colours which cannot be re-
produced on a conventional LCD system. This is a significant benefit of using
colour-sequential displays.

In Chapters 4 and 5, the colour-sequential prototype was used to demonstrate
a method for increasing luminance and a method for reducing field rate, respect-
ively. For both methods, the backlight is controlled in such a way that all LED
colours (RGB) can be mixed in each field creating spatially- and temporally vary-
ing primaries. The chromaticity coordinates and the luminance of each segment
are adjusted to the local image statistics and the final image (region) is reproduced
by suitable modulation of the fast-switching LC-panel. This principle of backlight
control satisfied a second objective with respect to colour-sequential displays: It
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is an objective of this thesis to realise a colour-sequential display with spatially-
and temporally-varying primaries as a means of reducing colour breakup arte-
facts. Although scientific literature has shown that such an approach can lead to
reduced colour breakup (Lin, Zhang, and Langendijk, 2011; Zhang, Lin, and Lan-
gendijk, 2011), this has not been validated in the context of the research presented
in this thesis.

Colour-sequential LCD systems should (in principle) allow 3 times higher
transmittance, but in Chapter 4 a method is presented, which permits up to nine
times higher luminance. The method is based on the principle of mixing light
from multiple LED colours. In this way it is possible to reproduce white using
three white-coloured fields, rather than a red, a green, and a blue field. When
all three colours (LEDs) can be at full intensity throughout all three fields, the
luminance has been increased by a factor three. Obviously, it is not possible to
reduce the local primaries to a single colour at all locations in every image. How-
ever, in Chapter 4 it was illustrated that the gamut spanned by the local primaries
was reduced by 66% on average. Such a reduction contributes to the possibility
of increasing luminance, provided that the target colour is not located close to
the local gamut primaries and preferably in the centre (the “white” point) such
that the LC-panel can be set to maximum transmittance in all fields. On average,
the method contributes to a 43% increase of luminance and up to 70% increase is
frequently occurring. Combined with the improved transmittance of a colour-
sequential display system, the luminance can then be increased with 400%to
500% compared to a conventional LCD. When neighbouring segments do not
allow the same amount of LED colour mixing, there is a risk of introducing vis-
ible artefacts. This is caused by the spatially-varying gamut headroom (height).
In the proposed method a heuristic algorithm was presented which could reduce
the risk of introducing such artefacts. In a small study this proved to work very
well, but we would encourage a more thorough visual evaluation and are open
for alternative suggestions for improved backlight control.

A last objective with respect to colour-sequential displays was to investigate
solutions with only two colour fields and no colour filters which would demon-
strate three times higher luminance and same image fidelity compared to con-
ventional LCDs. In Chapter 5 a method is presented which allows a field-rate
reduction from 180 Hz to 120 Hz. The method is also based on mixing of the three
LED colours, but only employs two fields. This provides the advantage of in-
creased transmittance in combination with reduced field rate. When only two
fields are used, it is often impossible to reproduce all colours of the input gamut.
However, as the two primaries are spatially varying, it is shown in Chapter 5, that
providing sufficient backlight segments, it is possible to reproduce most frames
(close to 75%) with less than 1% of the pixels with a colour error above 0.020 CIE
1976 ∆u′v′. In this method of field-rate reduction, mixing of LED colours will
lead to an increased gamut height. The shorter the line segment, the larger the
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headroom. Provided that an input colour is located close to the gamut centre
(the “white” point), the LC-panel can be set to maximum transmittance in both
fields (ideally) resulting in a doubling of the luminance. This combines the bene-
fit of field-rate reduction (Chapter 5) and luminance boosting (Chapter 4). This
combination could be focus of a future investigation.

It is worth returning to the methods for determining the optimal local primar-
ies. For both above-mentioned methods, the local primaries are determined with-
out taking the inter-segment crosstalk into account. This means that the local
primaries will deviate from the computed (ideal) primaries. This does, however,
not immediately lead to clipping, as the inter-segment crosstalk is modelled prior
to computing the LC-panel modulation values. A suitable gamut-mapping al-
gorithm can therefore be applied in the case that clipping would occur. The dis-
advantage of this separation is apparent (a sub-optimal solution), however, the
computational benefits are large, and necessary in order to efficiently compute
the backlight and LC-panel drive levels.

Colour-Sequential Displays and Response Time of LC-Panels

The results presented in Chapter 4 and Chapter 5 concerning a colour-sequential
display system were based on the assumption of an idealised temporal electro-
optical response of the LC-panel. Clearly, this assumption is violated in practice
for most liquid-crystal alignment modes. Whenever high peak luminance is re-
quired (large LED duty cycle), the non-ideal temporal response of the LC-panel
will lead to inter-field cross-talk. This will generally lead to colour errors (as il-
lustrated in Figure 8.1). Dedicated LC-panel over-drive methods may be used
to alleviate the colour errors by sacrificing overall contrast. However, in order
to create spatially-consistent colour-error correction, it is necessary to extend the
classical feed-forward first-order memory system to cover all fields.

In those situations where the field rate is a problem (LC-panel is slow) and
where the risk of colour errors characteristic to the 2-field system described in
Chapter 5 are unacceptable, it may be useful to consider a spatio-temporal config-
uration. In such a system two wide-band colour filters are used with two colour
fields. This will trade off transmittance for a lower field rate. Similar to conven-
tional colour-sequential LCDs, it is possible to use spatially-varying primaries in
order to reduce the presence of colour breakup (Zhang, Langendijk, Hammer,
and Lin, 2011b). Such a system can also benefit from the increased gamut height,
similar to the method described in Chapter 4. Considering the slow technolo-
gical progress of LC-panel response time, it may be worthwhile considering such
a hybrid display system in order to increase the luminance and contrast.

Besides the aforementioned points of discussion, three items are considered
very relevant as future work. First, the relationship between tone-mapping oper-
ators for tonal compression of HDR image to LDR image is related to the methods



162 Chap. 8 Conclusions and Future Work

RED GREEN BLUE RED GREEN BLUE REDW
H

IT
E

RED GREEN BLUE RED GREEN BLUE RED

G
R

E
E

N

0 1 2 3 4 5 6 7

RED GREEN BLUE RED GREEN BLUE RED

Y
E

LL
O

W

(a)

2

1

3 321

(b)

Figure 8.1: In (a), an illustration of LC-panel response for a white, green, and yellow pixel.
The sequentially-flashing RGB backlight is shown with 15% pulse width. In total 7 fields (2
frames of 3 fields plus one additional red field) is shown. For a steady white pixel, the slow
response time will have no effect, as the LC-panel does not have to change transmission
state. For a green pixel, the slow increase in transmission may reduce the intensity of green,
while the slow reduction in transmission in the blue field will result in a change of hue.
In (b) this colour-change is illustrated. For a yellow pixel, the contribution of red relative to
green will be reduced, while some blue may be added to the resulting colour. The yellow
pixel will therefore to some degree more towards cyan, as illustrated in (b). Note that with
a longer pulse width, the colour artefacts will increase.

presented in this thesis. Secondly, other display technologies, such as OLED dis-
plays and electro-wetting, are discussed.

Display-Aware Tone Mapping

Reproduction of HDR images is ultimately the goal of increasing contrast and
luminance of LCDs. Yet, the methods in this thesis have all been demonstrated
using LDR images only. Whenever necessary, the tonal range of the LDR images
were linearly expanded to match the display dynamic range, a method which has
been shown to work well for mapping LDR images to HDR displays (Akyüz et al.,
2007). More advanced methods for tonal expansion has been extensively covered
by others (Meylan, Daly, and Süsstrunk, 2006; Rempel et al., 2007; Didyk et al.,
2008; Banterle et al., 2008; Banterle, Debattista, et al., 2009) and it is considered an
interesting direction for future to research to investigate the importance of such
methods in the context of HDR display design.

The dual problem of mapping HDR images to an LDR display is also relev-
ant. When the dynamic range of an image exceeds that of the display unit, it
is necessary to compress the tonal range. In order to preserve detail visibility
while compressing the tonal range, perceptual limitations such as visual acuity,
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contrast discriminability, and colour appearance are important. Consequently,
so-called tone-mapping operators, such as those described by (Devlin et al., 2002;
Reinhard and Devlin, 2005; Reinhard, Ward, et al., 2006), often employ compu-
tational models of the human visual system. This process can be simply stated
as:

ILDR = f (IHDR, CHVS) , (8.1)

where an HDR image, IHDR, is converted to an LDR image, ILDR, under the con-
straints of the human visual system CHVS.

Although an HDR display is characterised by a large dynamic range com-
pared to a conventional (LDR) display, it is still necessary to apply tonal compres-
sion of HDR images to match the display dynamic range. This is a consequence
of the large range of light intensities found in daily life which greatly exceeds the
capabilities of state-of-the-art HDR displays.

In comparison with the tone-mapping of (8.1), the methods presented in this
thesis can be expressed as:

IHDR = f (ILDR, Cdisp) , (8.2)

where the input LDR image, ILDR, is expanded to an HDR reproduction, IHDR,
under the constraints of the display, Cdisp. These display constraints pertain to
colour gamut, luminance, and contrast. Due to a spatially-modulated backlight,
these constraints are both spatially-varying and very image dependent. The tone-
mapping operators (8.1) are in contrary typically based on a static definition of
the target gamut, luminance, and contrast. When a tone-mapping operator (8.1)
is simply cascaded by the display mapping operator (8.2), the operations will
influence one another and result in a sub-optimal solution. Rather, if the methods
are combined:

ÎHDR = f (IHDR, CHVS, Cdisp) , (8.3)

the compression of the dynamic range is based on both the spatially-varying lu-
minance, contrast, and gamut characteristics, but also on the limitations of the
human visual system. As an example of such an approach, one could compute
the local luminance headroom (of the display) and feed this as an input to the
tone-mapping operator. In this way, the tone-mapping operator can take the
spatially-varying constraint into account and create a brighter result of higher
dynamic range.

OLED Displays

The emissive nature of OLED displays makes them attractive for HDR image re-
productions, however, the luminance is still lower than that of LCDs. Luminance
is limited by low light efficacy of the OLED materials and poor light extraction
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from the OLED emitter. Resistive losses in the active-matrix backplane is also a
source of problem which leads to elevated temperatures and accelerated lumin-
ance depreciation. As OLED displays have only recently achieved commercial
breakthrough for large-sized panels, we can expect improvements on all elements
during the next decade. Meanwhile, it is worth considering temperature meas-
urements or predictions of the OLED device in order to maximise luminance. In
this thesis a simple method was proposed, but clearly requires fine-tuning and a
quantitative study of the luminance benefits.

Other Transmissive Display Technologies

Besides LCDs, other transmissive display technologies may benefit from the meth-
ods presented in this thesis. For example, the transmissive panels with digi-
tally-actuated micro shutters described by Hagood et al. (2007) operates without
polarisers and colour filters, which results in a very high panel transmittance.
A four-field (RGBW) colour-sequential prototype based on this technology has
been reported by Payne (2013) and it is likely that the luminance of such a pro-
totype could be increased using the concept of luminance boosting described in
Chapter 3.

A second example is based on electro wetting, in which an optical shutter
is created by electrically contracting a coloured oil film. Without polarisers and
colour filters, such panels exhibit high transmittance and with a response time
about 3-9 ms (Feenstra and Hayes, 2009) colour sequential operation is in prin-
ciple possible. The concepts described in Chapter 3 could be applied to increase
luminance. Furthermore with a close-to-critical reponse time (typically 5.6 ms is
required), it may also be advantageous to use the concepts of Chapter 5 to allow
a reduction of the minimal field rate from 180 Hz to 120 Hz.
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