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Polymorphism in the aggregation of T-conjugated
materials

Abstract: To arrive at functional organic materials with optimal molecular organization,
control over the aggregation process is a prerequisite. Often however, multiple pathways are
involved that compete for the same molecular building block, a phenomenon known as
pathway complexity. As a result, the material — made from small molecules or polymers — can
get entrapped in a metastable pathway while a more stable, but slower formed morphology is
aimed for. Vice versa, the equilibrium state can be obtained easily but another, less stable
morphology is desired as it has more interesting properties. In both cases, the solution
processing, starting from molecularly dissolved material, should be optimized to select the
desired aggregation pathway. This introduction chapter aims to outline the importance of
mechanistic insights derived from self-assembly of one-dimensional fibres in diluted solutions
to unravel and control aggregation pathways involved in the processing of m-conjugated
materials.

Part of this work has been published as:

“Pathway Complexity in n-Conjugated Materials” P. A. Korevaar, T. F. A. de Greef, E. W. Meijer,
Chem. Mater. 2013, DOI: 10.1021/cm4021172.



Polymorphism in the aggregation of n-conjugated materials

1.1 Introduction

Control over the nanoscale organization of n-conjugated molecules is regarded as one of the
key parameters in the performance of organic electronic devices.'”” To obtain the best
characteristics, such as high charge-carrier mobility for field effect transistors (FET) or efficient
electron-hole separation in bulk heterojunction (BH]) solar cells, every atom has to be placed at
the optimal position in three-dimensional space. The design of individual molecules — either
small molecules or polymers — is often straightforward as both theories to predict the
electronic properties of the molecular building blocks and synthetic methodologies to obtain
them in pure form have reached an exceptional level of sophistication. However, control on
the next length scale, beyond the molecular formula, is much more complicated. Finding self-
assembly pathways which yield optimal molecular organization is still an endeavour that
mainly relies on a trial-and-error approach (Fig 1.1).11

The common strategy in the processing of n-conjugated materials is to start with conditions
where the molecules or polymers are completely, i.e. “molecularly” dissolved. This can be
achieved by the addition of a good solvent like chloroform in combination with elevated
temperatures. Next, the onset of aggregation is induced by changing the solvent conditions, for
instance by spin coating or adding a solvent in which the molecules are less soluble (i.e. poor
solvent). However, the outcome of the aggregation process is often dependent on the
processing methodology, meaning that different preparation protocols attenuate different
aggregation pathways and consequently result in different nanoscale morphologies.
Obviously, since the performance of functional devices depends on the morphology,
unravelling clear relations between processing methodology and pathway selection is of great
interest for this field of research. It is therefore not surprising to see a large number of articles!®-
21 and reviews?? I recently addressing the need to control self-assembly pathways of n-
conjugated molecules.

The influence of aggregation pathways on the molecular organization of functional n-
conjugated materials emphasizes the importance of mechanistic insights into molecular self-
assembly. In the field of chemical self-assembly, the aggregation of small molecules —
including n-conjugated monomers — into one-dimensional fibres is studied in detail. In this
introduction chapter we point out that mechanistic insights into aggregation pathways of n-
conjugated molecules, as obtained via studies on their molecular self-assembly, can be highly
valuable to understand and optimize the processing of n-conjugated functional materials.
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Figure 1.1 | Control over the morphology formed by aggregates of m-conjugated molecules within
organic devices is one of the key parameters controlling their performance. Hence, understanding the
aggregation pathways that the molecules (or polymers) can follow during the formation of these
aggregates is of great interest for the optimization of these materials. Image from ref. 24.

1.2 Kinetic pathways towards metastable morphologies

Metastable morphologies that are formed in the initial aggregation stages of n-conjugated
molecules can have major effects on the subsequent self-assembly process. Often, these
spurious, metastable structures act as a trap for the molecular building blocks, and due to this
entrapment the formation of the desired morphology is retarded or even made impossible at
reasonable time-scales. In other cases, however, the metastable structure has superior
properties compared to equilibrium aggregates, and hence the preparation protocol should be
optimized to favour the metastable pathway while making sure that the nanostructures do not
re-equilibrate back to other, lower energy morphologies. In this paragraph, we discuss the
influence of kinetic pathways, both for the aggregation of n-conjugated materials as well as the
molecular assembly of one-dimensional fibres in diluted solution.

1.2.1 Metastability in n-conjugated materials

To probe the molecular organization of n-conjugated polymers or oligomers, the material
can be functionalized with chiral side chains and studied with circular dichroism (CD)
spectroscopy. The stereocentres serve as a spectroscopic label, since the magnitude and sign of
CD spectra are very sensitive to optical transitions, either within the twisted n-conjugated
backbone or in helical aggregates formed by multiple polymer chains. One of the first
examples of a chiral n-conjugated polymer that displays different CD spectra when different
preparation protocols are applied, is S-chiral polythiophene 1 (Fig 1.2), as reported by Bouman

11



Polymorphism in the aggregation of n-conjugated materials

et al.?% Spin coated films of 1 on glass reveal a bisignated, negative Cotton effect at room
temperature, that is erased upon heating the polymer up to 160 °C. Subsequent cooling results
in the reappearance of a helical morphology. However, the sign of the Cotton effect depends
on the cooling rate applied: whereas slow cooling yields a negative Cotton effect, quenching
the sample in at 0 °C yields a completely opposite Cotton effect (Fig 1.2). Only heating the
material and cooling slowly results in a reestablishment of the negative Cotton effect. This
suggests that fast cooling results in a direct conversion towards metastable aggregates with
opposite handedness compared to the thermodynamically stable form that is obtained upon
slow cooling.
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Figure 1.2 | Opposite Cotton effects of chiral polythiophene 1 in thin films reveal multiple aggregation

pathways upon fast and slow cooling. Image from ref. 25.

Another illustrative example of kinetically entrapped morphologies that can be obtained by
manipulating the preparation method is reported by Swager and co-workers in their studies
on the aggregation of poly(p-phenylene vinylene), PPV.16 21 CD studies on S-chiral PPV 2 in
pure chloroform yield no Cotton effect, indicating that no helical aggregates are present in this
solvent. However, addition of acetonitrile (MeCN) results in a strong bisignate Cotton effect,
indicating exciton coupling between adjacent PPV backbone chains within the aggregates
formed. Remarkably, if less than 50% MeCN is added, a positive Cotton effect is obtained,
whereas adding more than 50% MeCN yields a negative Cotton effect. Furthermore, the
positive Cotton effect can also be obtained if the polymer is dissolved in 1,2-dichloroethane
(DCE). Spin coating the aggregate-free solution of PPV from pure chloroform results in a film
without any chiral organization, as indicated by the absence of a Cotton effect. However, after
annealing the film at 45 °C in the presence of chloroform vapour, a negative Cotton effect is
obtained. This indicates that the initially disordered polymer chains reorganize into a chiral
morphology that is thermodynamically more stable. Also when PPV is spin coated from DCE,
the structures initially present in solution are preserved in the bulk state, as evident from the
positive Cotton effect of thin films. However, in this case thermal annealing in the presence of
either DCE vapour, chloroform vapour or an inert nitrogen atmosphere does not affect the
helicity of the aggregates. These results, as schematically represented in Figure 1.3, make clear
that by spin coating from different solvents, different pathways can be selected towards
morphologies with opposite helicities. Even though in the film only one type can be the most
stable state, both pathways result in stable structures that do not interconvert at reasonable
time scales.
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Figure 1.3 | Schematic representation of the diversity of Cotton effects obtained for S-chiral poly(p-
phenylene vinylene) 2 under different conditions in solution and film.[26.27)

Whereas n-conjugated polymers in most cases fail to crystallize completely and result in a
material that contains both crystalline and amorphous domains, small molecules crystallize
much easier and often completely. However, in many crystallization processes multiple
molecular organizations can be realized, resulting in different crystal structures called
polymorphs. In a recent example reported by Stupp and co-workers, control over the different
polymorphs is obtained by taking advantage of the differences in growth kinetics between
multiple aggregation pathways.l?! The molecule of interest, quarterthiophene 3 (Fig 1.4), is
molecularly dissolved in the hydrogen-bond accepting solvent tetrahydrofuran (THF),
whereas aggregation occurs in toluene. To obtain a solvent that dissolves 3 and can induce its
aggregation by slow evaporation or addition of more toluene, a mixture of dioxane, THF and
toluene in a 2:1:1 ratio is applied. Drop casting 3 (2.5 wt%) from the solvent mixture on a
Teflon sheet results in the formation of a network of fibres (Fig 1.4b). If however the
evaporation is retarded by the presence of toluene vapour, the same experiment yields
rhombohedra structures (Fig 1.4c), the second polymorph. Moreover, a third pathway towards
hexagonal prisms (Fig 1.4d) can be selected by evaporating a more concentrated solution (5
wt%) in the presence of toluene vapour. However, in both cases fibres are formed next to the
rhombohedra and hexagonal prisms, respectively. The fact that fast evaporation yields
exclusively fibres suggests that these fibres are formed first and thereafter — if the solvent does
not evaporate too fast — convert into a more stable polymorph. Hence, to obtain the exclusive
growth of these polymorphs, the aggregation process is slowed down via diffusion of the poor
solvent toluene into molecularly dissolved 3. To retard this diffusion, a membrane is applied
as a diffusion barrier, and the viscosity of the toluene phase is increased by dissolving
poly(methyl methacrylate). The viscous toluene phase is placed on one side of the vertically
oriented membrane, and a 5 wt% solution of 3 in 2:1:1 dioxane/THF/toluene on the other side.
After diffusion of both solutions into each other and evaporating the solvent, hexagonal
prisms are obtained, whereas the same experiment with a 2.5 wt% solution yields
rhombohedra. Next to the differences between these polymorphs that appear on the

13



Polymorphism in the aggregation of n-conjugated materials

micrometre scale (Fig 1.4), two-dimensional grazing incidence small angle X-ray scattering
(2D-GISAXS) revealed significant differences in the molecular organization. Another striking
difference between these pathways is the position of the aggregates. Whereas the
rhombohedra are found mostly at the bottom of the dried membrane, the hexagonal prisms
are all anchored perpendicular to the surface of membrane. The involvement of the surface in
the growth of the hexagonal prisms suggests a heterogeneous nucleation pathway for this
polymorph, whereas rhombohedra are formed via homogeneous nucleation.

OR
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AR OR
0 o]

R = 2-ethylhexyl

Figure 1.4 | Scanning electron microscopy (SEM) images of the fibre (a), rhombohedra (b) and
hexagonal prism (c) morphologies that are obtained for quarterthiophene 3 upon different preparation
methods. Image from ref. 28.

An elegant methodology to attenuate different self-assembly pathways resulting in a
metastable polymorph was reported recently by Bao and co-workers in their studies on the
crystallization of pentacene derivative 4 (Fig 1.5) into an organic semiconducting material.*! A
special solution-shearing process is applied in which a shearing plate drags a solution of 4 in
toluene across a heated substrate (Fig 1.5a). The morphology of the thin film is dependent on
the shearing speed. Slow shearing (0.4-2.8 mm/s) results in crystal rods oriented along the
shearing direction (Fig 1.5c). For higher shearing rates, the morphology changes from comet-
shaped, transcrystalline structures (4 mm/s) to a completely isotropic, spherulitic film (8
mm/s), indicating that the orientation along the shearing direction disappears (Fig 1.5d). Apart
from these differences in morphology on the sub-millimetre scale, the shearing rate also
influences the molecular packing. Grazing incidence X-ray diffraction (GIXD) experiments
reveal that the shortest n-n distance obtained in a film prepared with a shearing rate of 8 mm/s
equals 3.08 A, whereas n-n distances of 3.33 A are obtained for films prepared upon
evaporation (i.e. no shearing) and in the bulk crystal. Due to this reduction in n-n distance, the
charge carrier mobility increases significantly. Thin films prepared with a shearing rate of 2.6
mm/s show an optimum average mobility of 2.1 cm?V-'s™ along the shearing direction (Fig
1.5b). Although faster shearing rates yield a reduced n-n distance as well, the advantageous
effect of this reduction is counteracted by the loss of crystal orientation along the shearing
direction. The thin films do not degrade in time and are thermally stable up to 160 °C.

14
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However, exposing the film to toluene vapour yields a relaxation of the decreased n-n distance
back to the bulk crystal morphology and a concomitant decrease in charge carrier mobility.
This indicates that the solution-shearing process directs the aggregation process into a
metastable morphology. As the processing methodology starts from a thin liquid film that
allows fast solvent evaporation, it is hypothesized that the growing crystal front is given only
limited time to crystallize. Hence, the material gets kinetically entrapped in a metastable state
with superior properties compared to the equilibrium morphology.
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Figure 1.5 | Pentacene crystals prepared via a solution-shearing process have a different morphology
that conducts better. (a) Schematic representation of the solution-shearing process (a), by which the
charge carrier mobility in crystals of pentacene derivative 4 can be optimized (b). (c, d) Shearing results
in metastable crystals with a higher conductance compared to bulk, equilibrium crystals. However, this
effect is counteracted by a loss in anisotropy if the shear speed is too fast (c, shear speed 1.6 mm/s; d, 8
mm/s, scale bars represent 200 pm). Image from ref. 29.

1.2.2 Metastability in 7-conjugated fibres in solution

Aida and co-workers assembled graphitic nanotubes with semiconducting properties from
hexabenzocoronenes (HBC, 5, Fig 1.6).°% These nanotubes can become micrometers long but
have a very uniform diameter of 20 nm. The wall of the tubes consists of a 3 nm thick bilayer of
n-stacked HBCs, facilitated by the amphiphilic character of the HBC molecule that has two
aliphatic dodecyl tails on one side and two hydrophilic triethylene glycol chains on the other.
Assembly of HBC 5 in pure THF results in exclusive formation of nanotubes. However, in the
presence of 20 volume% water in THF, helical coils are obtained next to the nanotubes. These
coils, comprising helically folded bilayer ribbons, are considered as the topological precursor
for the nanotubes, suggesting that they are only kinetically stable.®"! To further investigate the
different structures involved in the HBC assembly pathways, HBC 6 was functionalized with

15



Polymorphism in the aggregation of n-conjugated materials

two polymerizable norbornene groups to the triethylene glycol chains.®?l Diffusion of
diethylether vapour into a solution of 6 in dichloromethane at 25 °C yields nanotubes, whereas
vapour diffusion at 15 °C results in helical coils only. The metastable character of these coils is
demonstrated by annealing at 25 °C, which results in a gradual transformation into nanotubes.
To stabilize the nanocoils that are only kinetically stable at low temperatures, the norbornene
groups are polymerized using a Grubbs catalyst. Whereas non-polymerized assemblies are
disrupted completely, covalently fixed nanocoils maintain their structure up to 75 °C, clearly
indicating the stabilizing effect of covalent fixation on the metastable architectures.

HELICAL COIL

(5) trapped in 20% water
(6) metastable at low temperature
stabilized by covalent fixation

B R=(OCH,CH,);0CH;
0

6"
(OCH,CH,)30 Jl‘):b

Figure 1.6 | Hexabenzocoronene (HBC) derivatives 5 and 6 assemble under equilibrium conditions in

NANOTUBE

nanotubes. HBC 5 can be trapped in metastable helical coils upon addition of 20 volume% water to the
solution. For HBC 6, these coils can be obtained at low temperature and thereafter stabilized by covalent
fixation upon polymerization of the norborene groups.**-32 Image from ref. 31.

The hierarchical assembly pathways of bismerocyanine 7 (Fig 1.7) are studied in detail by
Wiirthner and co-workers.?>%! The two merocyanine units of this V-shaped molecule have a
large dipole moment that allows both of them to dimerize with the merocyanine unit of
another molecule, resulting in randomly oriented oligomer chains (D aggregates). In apolar
solvents like methylcyclohexane (MCH), these chains assemble further into helical rods (H
aggregates) that consists of six intertwined chains (Fig 1.7). These intertwined chains are
visible in Atomic Force Microscopy (AFM) and cryo-Transmission Electron Microscopy (cryo-
TEM). Molecular simulations have provided insight into the number of intertwined chains. To
rationalize this hierarchical assembly process, a kinetic experiment is performed. Molecularly
dissolved 7 in THF is added to MCH, yielding a 30:70 v/v THF/MCH solution. Time-
dependent UV/Vis spectroscopy reveals the transition from instantaneously assembled D
aggregates into H aggregates. Together with the rise of H aggregates, a strong negative Cotton
effect appears in the CD spectra, indicative for a helical organization of the chromophores
within the intertwined chains of the helical rods. Surprisingly however, the assembly process
proceeds after the appearance of the negative Cotton effect as revealed by a total inversion of
the CD spectrum. This stereomutation indicates that the initially formed H aggregates, referred
to as HI, are metastable and reorganize in time into a more stable structure H2 that has an

16
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opposite Cotton effect. To understand this process further, the D—HI1—H2 conversions are
studied using AFM on solutions that have been spin coated in different stages of the assembly
process. Right-handed structures appear in the AFM micrographs for HI aggregates
corresponding to the structure with a negative Cotton effect. Remarkably, AFM on dried fibres
corresponding to H2 aggregates also show this handedness, even though for this state an
opposite Cotton effect is observed. To rationalize these results, it is hypothesized that the
helicity of the intertwined chains is not affected during the conversion from HI to H2
aggregates. Only the molecular organization of the merocyanine units within these chains,
which is responsible for the sign of the Cotton effect, shifts from a left- to a right-handed
fashion. Applying a higher fraction of MCH delays the HI—H2 conversion and results in
entrapment of H1 aggregates for weeks. This suggests that (re)-dissolved molecules play an
important role in the stereomutation process from metastable to stable assemblies.

Voo

Figure 1.7 | Hierarchical assembly process of bismerocynanine 7 into subsequently oligomer chains (D)
and helical rods (H). The helical organization of the merocyanine units in these rods inverts in time,
from metastable H1 to stable H2.>-%1Image from ref. 33.
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Polymorphism in the aggregation of n-conjugated materials

1.3 Mechanistic insights into aggregation pathways

The examples discussed in the previous paragraph make clear that metastable
morphologies appear frequently in n-conjugated materials. Avoiding or attenuating
entrapment of material in these metastable nanostructures requires in-depth understanding of
the individual pathways as well as their mutual interactions. In this respect, every pathway
can be simplified to a one-dimensional aggregation process that (often) starts with a nucleation
event. Here, the building blocks are individual molecules in the case of small molecule
systems, and oligomer segments for polymer systems.?-*! The onset of the aggregation
process can be described as a purely one-dimensional (1D) assembly process where all
monomers stack on top of each other into a fibre, driven by n-n stacking. Alternatively, a fibre
can be formed via lateral growth of multiple stacks, as illustrated in Figure 1.8. It should be
mentioned that processing of m-conjugated materials occurs in concentrated solutions and
involves multiple aggregation steps beyond the formation of these fibrous structures.
Nevertheless, mechanistic insights derived from assembly of fibres under dilute conditions
hold important lessons to unravel and control aggregation pathways in n-conjugated
materials. To this end, this paragraph is focused on the mechanisms of one-dimensional and
lateral assembly processes.

1D, HOMOGENEQUS LATERAL, HETEROGENECUS
NUCLEATED GROWTH NUCLEATED GROWTH

Figure 1.8 | Schematic representation of 1D, homogeneous (left) and lateral, heterogeneous nucleated
growth (right).

1.3.1 Self-assembly under equilibrium conditions

Self-assembly processes can be described under equilibrium conditions as a sequence of
monomer association equilibria, as depicted in Figure 1.9a. Two major classes of self-assembly
mechanisms are the isodesmic and cooperative mechanism.[*: 41 Whereas in isodesmic
assembly the monomer association equilibrium constant K is independent of the chain length 7,
cooperative assembly starts with a relatively unfavourable nucleation up to the nucleus size n,
followed by more favourable elongation. Hence, the equilibrium constant of nucleation Kx is
smaller than the equilibrium constant of elongation Ke, and this difference is characterized by
the cooperativity ¢ = Kn/Ke. Via analysis of the monomer association equilibria, as
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demonstrated by Goldstein and Stryerl*!l, the characteristic features of isodesmic and
cooperative assembly can be reconstructed. To this end, the dimensionless concentration xtwt =
Ke-crot is defined. The dimensionless quantity xw: increases with total concentration cwot and, as
the assembly of most m-conjugated systems in non-aqueous solutions is enthalpy driven,
decreases with temperature. In Figure 1.9b, the degree of aggregation ¢, which equals the
fraction of material in aggregates larger than the monomer (i > 2) for an isodesmic system or
aggregates larger than the nucleus (i > n1) for a cooperative system, is displayed as a function of
Xet. A sigmoidal, symmetric curve is obtained for isodesmic assembly. In contrast, cooperative
aggregation results in a transition at xwt = 1, which becomes sharper for smaller values of the
cumulative cooperativity ¢"L.#!1 The critical transition at xwt = 1 implies that cooperative
growth only occurs beyond a critical concentration and below a critical temperature. Next to
the onset of the temperature- or concentration-dependent aggregation process, nucleation also
influences the equilibrium length of the assemblies. While isodesmic assembly yields many
relatively short chains, an unfavourable nucleation event results in a few assemblies with
much larger length, since monomer addition to long aggregates is preferred over the
nucleation of new, short assemblies.®! This implies that the formation of fibres or crystals,
such as shown in Figures 1.4, 1.5, 1.6 and 1.7, is likely to originate from a nucleation event.
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Figure 1.9 | (a) Thermodynamic model for assembly, as developed by Goldstein and Stryeri!, that
describes the assembly of monomer X via a sequence of monomer association equilibria into assemblies
Ai. (b) The degree of aggregation ¢ increases gradually with the dimensionless concentration xwt for
isodesmic assembly (¢ = 1), and a critical transition at xtwt = 1 is obtained for cooperative assembly. The

arrow indicates a decrease in cooperativity o.

1.3.2 Kinetics of nucleated aggregation along one pathway

Aggregation pathways towards metastable morphologies, as observed for many self-
assembling systems, emphasize the importance of kinetic phenomena. However, detailed
kinetic studies on the aggregation of artificial molecular systems are rare in comparison to the
vast amount of studies on self-assembly under thermodynamic control. Most theories
employed to analyse fibre growth kinetics are originally developed in the field of protein
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aggregation, to describe protein aggregation pathways involved in the formation of actin
filaments or amyloid fibrils related to diseases like Alzheimer’s disease.*?l The following part
of this paragraph provides an overview of the kinetic insights into nucleated aggregation
along a single pathway that are most relevant to the unravelling of multiple aggregation
pathways.

In the initial stages of a cooperative self-assembly process, nucleation has to take place
before the first elongated fibres can be formed. As the formation of a nucleus is an
unfavourable event, the formation of the initial aggregates is relatively slow. However, when
more nuclei and large aggregates appear, further growth can take place more rapidly since
monomer association is more favourable in the elongation regime. As a result, the initial rate of
the aggregation increases after t = 0, resulting in a lag phase in the time-dependent degree of
aggregation for a cooperative assembly process.*l Next to the critical temperature and
concentration, such a lag phase is a hallmark for cooperative growth. It should be mentioned
however that also pseudo lag phases can be observed for isodesmic systems if the
experimental method is not sensitive to aggregates below a certain threshold size.[*

The previously introduced 1D and lateral growth processes have different nucleation
mechanisms. In a 1D process, the growth in the initial phases of the process is dominated by
monomer, nucleus and eventually pre-nucleus species, and can be considered as
homogenously nucleated growth.®! For lateral growth, different nucleation pathways are
involved as the surface of existing stacks nucleates the formation of new stacks. As a
consequence of this secondary or heterogeneous nucleation, the aggregates catalyse their own
formation (i.e. autocatalytic growth).“! Here, two models are discussed that describe 1D and
lateral growth.

1.3.3 One-dimensional, homogeneous nucleated growth kinetics

An insightful kinetic model developed by Powers and Powers forms the basis of the
approach applied in this thesis to analyse nucleated 1D assembly kinetics.* Analogous to the
equilibrium model, the model describes the growth of 1D assemblies in a single pathway as a
sequence of monomer addition steps, as shown in Figure 1.10a. In the nucleation part of this
mechanism, oligomers can change size upon monomer association and dissociation, with rate
constants a and b, respectively. Beyond the nucleus with size n, further elongation takes place
with monomer association rate constant @, and monomer dissociation rate constant c¢. The
decrease of the dissociation rate for elongation (c) relative to nucleation (b) reflects the
cooperative character of the mechanism. The equilibrium constants for nucleation Kn and
elongation K. are equal to a/b and a/c, respectively, and the cooperativity o follows from c/b. It
should be mentioned however, that whereas Powers and Powers reduced the number of
reaction-rate equations by assuming irreversible monomer additions to the nucleus, the
models applied in this thesis describe the full system in a reversible fashion by applying a
quasi-equilibrium approach, as further elaborated in Chapter 2.
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Kinetic simulations, where the degree of aggregation ¢ is followed in time, are performed
by numerically solving the system of differential equations that describe the subsequent
monomer association and dissociation steps. Simulations performed for a cooperative system
(¢=0.01 and n = 5) show that indeed in the initial stages of the growth process a lag phase can
be observed (Fig 1.10f). In contrast, such a lag phase is absent in simulations assuming
isodesmic growth (i.e. o = 1, Fig 1.10h). Remarkably, the time at which 50% of the monomers
are assembled into aggregates (t-50) levels off at the highest concentrations for a cooperative
system (¢ = 0.01 and n = 5), as shown in Figure 1.10bc. Analogous simulations assuming
isodesmic growth (0 = 1) do not show such a concentration independence at high
concentrations. The levelling off of t-50 at high concentrations for cooperative 1D aggregation
is related to the formation of pre-nucleus oligomers*> #1: following the time-dependent fraction
of material assembled in oligomers up to the nucleus size shows that for the highest
concentrations a significant amount of material is accumulated in pre-nucleus assemblies (Fig
1.10e). In the high concentration regime, the conversion rate from these oligomers to elongated
assemblies becomes concentration-independent. Again, this phenomenon can also be observed

for isodesmic systems if the smallest species are not captured by the experimental assay.
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Figure 1.10 | Analysis of assembly kinetics along a single pathway, assuming homogeneous
nucleated growth. (a) Schematic representation of the kinetic model that describes the nucleated
assembly process as a sequence of monomer addition and dissociation steps. (b) The degree of
aggregation ¢ is simulated as a function of time. Simulations performed for the case of homogeneous
nucleated growth (2 =10* M-'s, b =1s7, ¢ =0.01 s, n = 5) show faster growth at higher concentrations,
although the rate levels off at high concentration (c) due to accumulation of material in pre-nucleus
oligomers (e). For low concentrations (e.g. 3.2 uM, f), the lag phase can be described with a quadratic
scaling relation ¢ ~ 2, whereas this approximation fails at high concentrations (e.g. 1.8 mM, g). This
behaviour corresponds to uphill and downbhill nucleation, as depicted in the free energy profiles at 25 °C
(d). Isodesmic growth (a = 10* M-1s!, b = ¢ = 0.01 s') results in a monotonic decrease of #-50 with
concentration (c), and no lag phase (h).
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1.3.4 Lateral, heterogeneous nucleated growth kinetics

To describe lateral growth, a minimalistic, phenomenological model has been developed by
Finke and Watzky.[6 41 First, the conversion of monomer X into aggregated state A is defined
with activation rate constant a. Next, X reacts with A to yield 2 A, with rate constant b. As b > g,
A enhances its own formation in an autocatalytic fashion (Fig 1.11a). Also in this mechanism,
the resulting kinetic curves display a lag phase (Fig 1.11c). Besides, the rate increases
monotonically with concentration (Fig 1.11bd), unless the concentration is very low and
formation of A takes mainly place via the monomolecular activation.
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Figure 1.11 | Analysis of assembly kinetics along a single pathway, assuming lateral, heterogeneous
nucleated growth. (a) Schematic representation of the phenomenological model developed by Finke and
Watzky. (b) Simulations show that the rate increases monotonically with concentration (b, d) and the lag
phase can be approximated with an exponential relation ¢ ~ exp(k:t) — 1 (c). The blue arrows indicate
increasing concentration. Parameters: a=1s", b =10> M-1s-1.

1.3.5 Unravelling lag phases in nucleation pathways

Since the lag phase is one of the characteristics of cooperative assembly, special attention is
paid to the early stages of the aggregation process, both for homogeneous and heterogeneous
nucleation. To this end, we focus first on the description of cooperative assembly via Gibbs
free energy profiles. We start from the well-known equation AG® = -RT In(K), where K equals
the equilibrium constant in M7, i.e. Kn in the nucleation regime and K. in the elongation
regime. It can be shown that for the dimensionless concentration xwt which equals K-ciot,
—RT In(xwt) = —=RT In(K) — RT In(ctt) holds. If we now define a new Gibbs free energy AG"i_,in
that equals —RT In(xwt), the free energy profile can be constructed, i.e. AG”1_i as a function of
chain length i, starting with AG” = 0 for the monomer. As shown in Figure 1.10d, the free
energy profile is concentration-dependent. Formally, here the total concentration cuw is taken as
the reference state, whereas the standard state is defined at 1 M. Three concentration
regimes can now be recognized:! (1) If xwt < 1, the free energy keeps increasing with chain
length. Hence, the monomer is the lowest energy species, and no aggregation takes place in
agreement with the simulations employing the equilibrium model. (2) If 1 < xwt < ¢, the
nucleus is the highest energy species, but AG”i_i decreases after the nucleus and hence
elongation can take place (3) If xwt > ¢!, the monomer is the highest energy species. A clear
difference between the second and third regime is the development of AGY during the
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nucleation phase, which is uphill for regime 2 and downbhill for regime 3. Hence, the formation
of pre-nucleus oligomers is unfavourable in regime 2, whereas significant amounts of
oligomeric species appear in the initial stages of the aggregation process for regime 3, as
demonstrated in the kinetic simulations (Fig 1.10e).

In the case of homogeneous uphill nucleation, monomer and nucleus are the most
dominant species during nucleation. This means that the rate in the initial stages of the
aggregation (up to 10% conversion) can be approximated by: dg/dt ~ k-[monomer][nucleus]. It
can be shown that under these conditions the lag phase can be described by the quadratic
relation ¢(t) ~ 2.5 51 For a homogeneous downhill aggregation however, pre-nucleic oligomers
cannot be neglected and therefore the lag phase does not have a quadratic dependence on time
(Fig 1.10fg).

If the aggregation process is dominated by lateral growth, the aggregation rate in the initial
stages of the growth process is expected to be proportional to the amount of aggregated
material present. Alternatively, also secondary nucleation effects like fragmentation which
facilitate formation of new nuclei are proportional to the degree of aggregation and hence
autocatalytic. Therefore, the aggregation rate in the initial stages of the nucleated growth can
be approximated by dg/dt ~ k-p. Hence, autocatalytic lag phases can be approximated by an
exponential relation, i.e. p(t) ~ exp(k't) — 1, as shown in Figure 1.11c.5* 3l In contrast, it is not
possible to describe these lag phases with the quadratic scaling relation corresponding to
homogeneous nucleation regime. Vice versa, the exponential relation does not describe the lag
phases obtained with the homogeneous nucleation model.

1.3.6 Nucleation in one-dimensional vs. three-dimensional aggregation

The involvement of a nucleus in the cooperative formation of 1D assemblies holds an
intriguing resemblance to classical nucleation phenomena well known in ice formation,
precipitation of organic crystalsi®? and colloidal crystallization.l” However, notable differences
can be recognized, for instance in the physical principles responsible for the involvement of a
nucleus. The formation of a three-dimensional crystal depends on the competition between 1)
the free-energy gain due to the liquid—crystal phase transition and 2) the free-energy loss due
to the unfavourable formation of the liquid—crystal interface. More specifically, the total
change in free energy AG upon forming a spherical crystal with radius R equals® %!

4
AG = 571133 PAU+ATR Y, (1.1)

where ps is the number-density of the crystal, Au (< 0) is the difference in chemical potential of
the solid and liquid phase and y is the solid-liquid interfacial free energy density. As a result,
the formation of a crystal only becomes favourable beyond a critical nucleus size where the
free energy gain, i.e. the volume term that is proportional to R® compensates the interface free
energy loss, i.e. the surface term that is proportional to R% Nuclei involved in 1D aggregation
often originate from molecular phenomena, like the formation of a macrodipole that favours

molecular association to an existing assembly over the formation of a new one. Alternatively,
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structural rearrangements like the completion of the first turn of a helix can facilitate
cooperative growth.l*!

Another difference between the formation of bulk crystals and 1D assemblies appears in the
transition itself. The formation of bulk crystals is marked by a sharp first-order phase-
transition. For example, above 0 °C no ice is formed at all, and below 0 °C the thermodynamic
equilibrium prescribes that all water is the system is frozen. Also in spherical colloid systems,
coexistence of colloids in the crystal and colloids in the fluid phase is only found in a narrow
volume fraction regime.®® In contrast, 1D assembly under equilibrium conditions results in the
coexistence of assemblies and free monomers in a wide temperature or concentration regime.
Even for highly cooperative assembly processes, both assemblies and free monomers are
predicted well beyond the critical dimensionless concentration (xtwt = Ke'ciot = 1), as evidenced
from the non-saturated degree of aggregation vs. xwt shown in Figure 1.9b. Formally, 1D
assembly processes approximate with increasing cooperativity (i.e. a diminishing equilibrium
constant of nucleation Kn) a second-order phase-transition.[%6-51

The Gibbs free energy barrier that has to be overcome in order to form a spherical crystal of
the critical nucleus size can be derived from eq. 1.15+ 51

2
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From this free energy barrier the crystal-nucleation rate I can be approximated via I =
K-exp(-AGeit/ksT) where « equals the kinetic pre-factor and ks is Boltzmann’s constant. Further
development of crystallization models to match theory and experimental results is still topic of
ongoing research and involves for instance metastable pre-crystallization phases®, critical
density fluctuations!®! and supersaturation-dependent solid-liquid interface energies.l*!l
Nevertheless, the principle of crystal nucleation can be understood from the classical
nucleation theory. At the critical transition (e.g. T=0 °C for ice formation), the driving force for
forming crystals, Ay, is zero. This implies an infinite free energy barrier that prohibits the
formation of a nucleus under these conditions, even though the thermodynamic equilibrium
dictates that removal of heat at 0 °C should result in ice formation. Indeed, it is well known
that — under homogeneous conditions — supercooling is required in order to overcome the free
energy barrier. The same holds for the formation of organic crystals for supersaturated
solutions.” In contrast to this, the formation of a 1D assembly in solution at the critical
temperature of elongation is not associated with an infinite free energy barrier.
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1.4 Aim and outline of this thesis

The existence of multiple pathways towards different morphologies, as illustrated above,
prompts us to develop new strategies to unravel and obtain control over the aggregation of n-
conjugated material. Experiments and theories that are limited to equilibrium conditions are
insufficient to understand the consequences of metastable pathways for the final outcome of
the aggregation process. Metastable pathways can only be unravelled by kinetic experiments
that start from the free monomer and probe the assembly process along the multiple pathways
that can be followed. Furthermore, kinetic models are required to clarify the influence of these
pathways on the overall aggregation process.

Therefore, the aim of this thesis is to develop experiments and models to 1) unravel, 2)
understand and 3) obtain control over chemical assembly pathways.

To this end, in Chapter 2 a m-conjugated molecular model system is introduced that
assembles into 1D aggregates. Kinetic experiments reveal metastable assemblies that appear in
the initial stages of the assembly process. By developing a kinetic model, inspired by models
applied in the field of protein aggregation, the phenomenon of pathway complexity is
unravelled. Different assembly pathways are competing for the molecular building block. As a
consequence, entrapment of monomers in the metastable pathway hampers the formation of
thermodynamically stable assemblies.

Since m-conjugated materials are often processed by manipulating the solvent conditions —
i.e. going from good to poor solvent — we elaborate on the influence of solvent conditions on
the stability and dynamics of the aggregates in Chapter 3. By combining experiments and
simulations, it is demonstrated that the destabilizing effect of a good solvent results in a critical
solvent composition that marks the onset of a nucleated aggregation process. Moreover, the
rate of the aggregation process is the slowest close to this critical point. Since the rates and
stabilities of different aggregation pathways are a critical aspect in the selection of the desired
morphology, these insights provide an interesting approach to control the aggregation process
by tuning the solvent conditions.

Based on the insights obtained into assembly pathways, Chapter 4 introduces an
engineering approach to circumvent spurious, metastable assembly pathways. The co-
assembly of two m-conjugated enantiomers is studied both experimentally as well as via the
development of a kinetic model. Detailed analyses of the metastable pathways that appear in
the co-assembly process provide further insights to optimize self-assembly processes by
avoiding the entrapment of material in metastable assemblies.

In Chapter 5, we analyse how different preparation protocols to assemble peptide-
amphiphiles in water can result in different morphologies. Even though these peptide-
amphiphiles differ in many respects from n-conjugated molecules, the kinetic insights derived
from studies on those m-conjugated molecules apply to peptide-amphiphiles as well. It is
shown that conditions temporarily encountered during the preparation of peptide-amphiphile
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assemblies, for instance upon injecting the dissolved monomers into a poor solvent that
induces assembly, have a large impact on the supramolecular structures obtained.

In Chapter 6, the self-assembly mechanisms are analysed for different supramolecular
systems that cannot be described with regular one-dimensional assembly models under
equilibrium control. Hence, novel assembly models are required to clarify the aggregation
behaviour, and this chapter presents a couple of examples to demonstrate a model-driven
modus operandi to unravel assembly processes. Furthermore, the kinetic models developed in
previous chapters are revisited to analyse the effect of fragmentation and nucleation pathways.
Finally, this chapter outlines how the kinetic insights into assembly pathways, derived from a
combination of kinetic experiments and models, can pave the way towards model-driven
engineering of more complex assemblies.
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Pathway complexity in one-dimensional assembly

Abstract: The assembly pathways of a chiral, m-conjugated oligo(p-phenylene vinylene)
derivative into one-dimensional helical assemblies are studied. Experiments under kinetic
control reveal kinetically favoured, metastable helices that are formed fast but then transform
into the equilibrium structures that have the opposite helical twist. Quantitative insights into
the kinetic experiments are obtained by developing a kinetic model, inspired on theories
developed in the field of protein aggregation. The model describes in parallel both the
metastable as well as the thermodynamically stable pathway as a cooperative one-dimensional
assembly process. Simulations reveal that, due to the competition of these pathways for the
same monomer, at high concentration the metastable helices sequester the free monomer and
thereby hamper the formation of the stable assemblies. As a result of this pathway complexity,
the overall assembly rate of these equilibrium structures decreases upon increasing the
concentration: a counterintuitive phenomenon that is also observed experimentally. Based on
the insights, finally a two-step non-covalent synthetic methodology is developed in which a
chiral auxiliary is temporarily attached to the chiral monomers. Upon attachment of the
auxiliary, the assemblies can be forced completely down the kinetically favoured pathway so
that, on removal of the auxiliary, metastable helices are obtained exclusively.

Part of this work has been published as:

“Pathway complexity in supramolecular polymerization” P. A. Korevaar, S. J. George, A. J.
Markvoort, M. M. J. Smulders, P. A. J. Hilbers, A. P. H. J. Schenning, T. F. A. de Greef, E. W.
Meijer, Nature 2012, 481, 492-496.



Pathway complexity in one-dimensional assembly

2.1 Introduction

The performance of artificial self-assembled systems in functional materials is highly
dependent on the molecular organization. This holds for the previously introduced -
conjugated materials, but also for supramolecular polymers with applications in self-healing or
bioactive materials.l'! However, most studies focus on structural and functional characteristics
of these materials. In-depth mechanistic studies on the formation of one-dimensional
supramolecular polymers are rare and in most cases limited to a thermodynamic analysis.?! In
sharp contrast, fundamental insights into the aggregation of protein fibrils have reached a high
level of sophistication. Detailed understanding of these processes has emerged from a
combination of kinetic and thermodynamic studies. Over the last fifty years, the experimental
data on a wide variety of different protein aggregations have been analysed by applying
increasingly complex kinetic models. Nowadays, it is well established that most protein
aggregations occur via a homogeneous primary nucleation mechanism. Here, the formation of
high-energy oligomers (i.e. nuclei) from soluble proteins acts as a bottleneck that limits the rate
of fibril formation.*! In addition, secondary nucleation mechanisms, either occurring via
fragmentation of filaments or surface catalysed growth, have been identified and shown to
have a dominant influence on the growth of protein fibrils.[*]

Next to the insights into protein fibrillization along a single pathway (“on-pathway”),
recent theoretical and experimental efforts in this field have shown the effect of pathway
complexity on the growth of amyloidal protein fibrils.'*-%31 Pathway complexity is a result of a
multitude of different assembly intermediates, constituting both on- as well as off-pathway
aggregates. These aggregates are competing for the free monomer (i.e. the soluble protein) and
thereby exert their influence on the equilibrium fibrils. Due to entrapment of monomers into
metastable, off-pathway aggregates that are formed fast, the appearance of equilibrium fibrils
is even further slowed down.l'® B The existence of multiple aggregation pathways, i.e.
pathway complexity, is also recognized in non-natural systems, as discussed in the previous
chapter for m-conjugated molecules. Recent studies on block-copolymer micelles have also
shown that these self-assembled structures can controllably be forced down specific
aggregation pathways, resulting in kinetically trapped structures.¥ However, more
quantitative insights into the phenomenon of pathway complexity are a prerequisite to control
one-dimensional assembly processes that involve multiple aggregation pathways. This chapter
discloses the first step to describe such a kinetic analysis in detail, by taking advantage of
kinetic models that are developed in the field of protein aggregation. First, a molecular model
system is introduced that assembles into one-dimensional helices. Then, kinetic experiments
are discussed that reveal the presence of a kinetically favoured metastable assembly which
appears quickly but then transforms into the thermodynamically favoured form. Quantitative
insights into the kinetic experiments are obtained by developing a kinetic model that involves
two parallel assembly pathways: one towards the metastable form and one to the
thermodynamically favoured form. Based on these insights, a non-covalent multi-step
synthesis is developed that enables to exclusively select the metastable pathway.
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Chapter 2

2.2 Model system oligo(p-phenylene vinylene)

As a model system to unravel the occurrence of multiple assembly pathways, S-chiral
oligo(p-phenylene vinylene) (SOPV, Fig 2.1a) is used.'™ This molecule consists of a 7-
conjugated oligo(p-phenylene vinylene) with chiral side chains, capped on one end by a
tridodecylbenzene and on the other end by an ureidotriazine moiety. Because of the large n-
system, OPV can easily be probed in diluted solution via spectroscopic techniques in the
UV/Vis regime. Moreover, the absence of turbidity or precipitation makes it possible to follow
the entire aggregation process. The assembly pathway is initiated by self-complementary,
fourfold hydrogen bonding, and in apolar solvents the resulting hydrogen-bonded OPV
dimers aggregate into long one-dimensional helices (Fig 2.1b). Due to the chiral side groups,
one helicity is energetically favoured over the other and hence the formation of these helices in
solution can be probed with CD spectroscopy.[¢ 171

Ci2Hys0 a o =4 )J b
Ci2Hs0 O \ 0 H R
N-H =
Kt O AN oL e — f— =, — S — =
/—( 0 N~ SOPV ¢ . 3 "
/7 sopv By g hydrogen- nucleus balinal
PV — Y 2] neiicai

bonded dimer aggregates

Figure 2.1 | Cooperative assembly of model system SOPV. (a) Molecular structure of SOPV (b) SOPV
forms a hydrogen-bonded dimer that subsequently forms a disordered nucleus prior to elongation into
helical stacks.

To characterize the assembly mechanism of SOPV in detail, temperature-dependent studies
on OPV in apolar, aliphatic solvents have been conducted by Jonkheijm et al.l'®l At high
temperatures, no CD effect is observed for a solution of SOPV in methylcyclohexane (MCH).
Also the UV/Vis and fluorescence spectra are comparable to those acquired in good solvent
chloroform, indicative for molecularly dissolved OPV molecules and hydrogen-bonded
dimers. At low temperatures however, CD shows a bisignated, negative Cotton effect
corresponding to left-handed, M-type helices (Fig 2.2a). Concomitantly, UV/Vis reveals a
shoulder at 490 nm. Following CD at the wavelength where the maximum intensity can be
observed, 466 nm, upon cooling slowly with a temperature ramp of 60 °C/hr, reveals a critical
temperature at which the formation of helical assemblies starts (Fig 2.2b). This indicates a
cooperative growth process. However, the shoulder in UV/Vis at 490 nm appears gradually
upon cooling, prior to the critical transition in CD. Combining these spectroscopic data
suggests that upon cooling initially small, disordered aggregates are formed. These small
species result in a shoulder in UV/Vis at 490 nm but are CD silent as they have no helical
organization. Only after the formation of a nucleus that contains multiple (i.e. more than two)
hydrogen-bonded dimers, a helical twist is introduced in the assembly and further elongation
takes place more favourably (Fig 2.1b).
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The gradual appearance of pre-nucleus oligomers above the critical elongation temperature
can be rationalized by simulations with the equilibrium model that is introduced in Chapter 1.
In this cooperative equilibrium model, developed by Goldstein and Stryer!””, monomer
addition to pre-nucleus oligomers is described with an equilibrium constant of nucleation Kx
that is smaller compared to the equilibrium constant of elongation K., and this difference is
characterized by the cooperativity ¢ = Kn/Ke (Fig 2.2d). It should be mentioned that in this
analysis, the hydrogen-bonded SOPV dimer is considered as the building block, i.e. the
monomer, of the one-dimensional aggregation process. By using a Van ‘t Hoff relation for both
Kn and Ke, both the fraction of monomers assembled in species larger than the free monomer (i
> 1), as well as the fraction of monomers assembled in species larger than the nucleus (i > n),
can be reconstructed as a function of temperature (Fig 2.2¢c, see details in paragraph 2.7).
Simulations reveal a gradual increase in the amount of assembled monomers (i > 1) upon
decreasing the temperature. Assembly into elongated stacks (i > 1) however only occurs at
lower temperatures compared to the formation of pre-nucleus oligomers. This corroborates the
hypothesis that the transition in UV/Vis at 490 nm can be attributed to the overall assembly of
the SOPV monomers, i.e. i > 1, whereas the fraction of aggregates of all species larger than the
nucleus in the simulations can be attributed to the CD effect. Moreover, the onset of the
simulated temperature-dependent elongation curves becomes sharper when a larger nucleus
size is applied. This phenomenon led Goldstein and Stryer to define the cumulative
cooperativity w = ¢!, a parameter that represents the effect that the free energy barrier
required to form the nucleus becomes larger when the nucleus size increases. Hence, even
though the value of ¢ at T =50 °C equals only 0.44 in the simulation, a sharp transition can be
observed for larger values of n.

The exact reason for cooperativity in the OPV system has not been unravelled completely
yet. It has been suggested that the cooperativity is related to the unfavourable completion of
the first helical turn, that involves, based on a rotation angle between adjacent monomers of 6°
to 12°, 15 to 30 monomers.l'8! Alternatively, the cooperativity has been attributed to the
unfavourable planarization of the SOPV molecule, i.e. rotation of the ureidotriazine unit with
respect to the oligo(p-phenylene vinylene) unit, which penalizes the start of the aggregation
process.?! More recently however, Kulkarni ef al. suggested, based on preliminary quantum
chemical calculations, that the tridodecylbenzene wedges in the periphery of the helical stacks
form weak C—H-O hydrogen bonds between two OPV molecules.?”! Previously, it has been
shown that hydrogen-bonding within helical benzene-tricarboxamide (BTA) stacks results in
the formation of a macro-dipole along the direction of the stack.?!l As a result, the association
of a BTA monomer via three-fold hydrogen bonding to a long stack that has developed a
macro-dipole becomes more favourable compared to association of a free BTA monomer to
another monomer. Hence, the nucleation of a new stack becomes unfavourable compared to
elongation of an existing stack. In a similar fashion, the C—H-:O hydrogen bonds can give rise
to a macro-dipole along the direction of a helical SOPV stack, and a free SOPV hydrogen-
bonded dimer prefers to associate to an elongated stack rather than nucleating a new assembly
that lacks a macro-dipole.
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Figure 2.2 | Analysis of cooperative assembly of SOPV under equilibrium conditions.

(a) CD (top) and UV/Vis (bottom) spectra of SOPV in methylcyclohexane (MCH, 100 uM) in the
molecularly dissolved state (70 °C) and at the assembled state (0 °C). (b) Temperature-dependent degree
of aggregation ¢, derived from transitions in CD (466 nm) and UV/Vis (490 nm) acquired upon cooling
SOPV in MCH (46 uM) with a temperature ramp of 60 °C/hr. (c) The temperature-dependent assembly
of monomers in species larger than the monomer (i > 1) and in species larger than the nucleus (i > 1) is
simulated with the thermodynamic equilibrium model (d), using temperature-dependent equilibrium
constants Kn and Ke as depicted in the inset of (c): the nucleus size increases from 1 =2 up to n = 10 along

the dashed arrows.
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2.3 Kinetic experiments reveal a metastable pathway

In order to unravel the influence of kinetically controlled pathways towards metastable
assemblies, the assembly of SOPV is examined under non-equilibrium conditions. Rapid
quenching of SOPV from the molecularly dissolved state at 70 °C to 0 °C yields a mixture of
M-SOPV and aggregates with opposite helicity, as evidenced by the opposite sign of the
bisignated Cotton effect (Fig 2.3a). At 25 °C, these right-handed P-type aggregates (P-SOPV)
slowly convert into thermodynamically stable M-SOPV aggregates (Fig 2.3b). The observation
of metastable P-SOPV aggregates indicates that the assembly of SOPV involves two different
aggregation pathways which we term the on-pathway (M) and off-pathway (P, Fig 2.3c).
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Figure 2.3 | Pathway complexity in the self-assembly of SOPV. (a) CD (top) and UV/Vis (bottom)
spectra of SOPV in MCH (100 uM) in the disassembled state at 70 °C, thermodynamically stable M-
SOPV and metastable P-SOPV (+ M-SOPV) at 0 °C. (b) Conversion of metastable P-SOPV to M-SOPV,
probed in CD (466 nm) at 25 °C. (c) Schematic representation of the two nucleated assembly pathways of
SOPV towards metastable P-SOPV (off-pathway) and thermodynamically stable M-SOPV (on-pathway).

To study the aggregation mechanism of SOPV and quantify the self-assembly pathways
under kinetic control, stopped-flow experiments are conducted in which a concentrated
solution of molecularly dissolved SOPV in chloroform is mixed with an excess of
methylcyclohexane (MCH) to initiate self-assembly. The subsequent formation of helical SOPV
aggregated in MCH is probed using CD spectroscopy. The kinetic experiments are conducted
at 20 °C and 35 °C, with different concentrations of SOPV. At 20 °C and the lowest SOPV
concentrations, the rate of aggregate formation initially increases with time, characteristic of a
lag phase (Fig 2.4ac). The time-dependent CD signal is always negative under these conditions,
suggesting the direct formation of thermodynamically stable on-pathway M-SOPV aggregates.
However, at higher concentrations (=9 pM) a positive CD signal appears in the initial stages of
the assembly process and then develops into a negative CD signal at later times. This suggests
the initial formation of off-pathway P-SOPV aggregates that then convert into
thermodynamically stable M-SOPV aggregates. Remarkably, the time at which 50% of the
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aggregation process is completed (#-50) is longer at 15 uM than at 10 uM (Fig 2.4d). Analogous
kinetic studies at 35 °C also reveal the presence of a lag phase in experiments at the lowest
concentrations (Fig 2.4be) and an inverted dependence of -50 on concentration, although the
shortest ¢-50 time shifts to a higher SOPV concentration (20 uM; Fig 2.4d).
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Figure 2.4 | Stopped-flow experiments on self-assembly of SOPV. (a) Concentration-dependent
kinetics at 20 °C. SOPV concentrations (arrow shows increasing concentration) are colour-coded as
follows: 5 uM (black), 6.1 uM (red), 6.5 pM (light green), 7.8 uM (dark blue), 8.7 pM (light blue), 9 uM
(pink), 10 pM (yellow), 15 uM (dark green) and 19 uM (orange). (b) Concentration-dependent kinetics at
35 °C. SOPV concentrations are 10 pM (black), 12.5 uM (red), 15 pM (green), 20 uM (blue) and 25 M
(orange). (c) Zoom in for initial stages of growth process studied at 20 °C in panel a. (d) Time at which
50% of final CD intensity is reached (#-50) versus concentration at 20 °C and 35 °C. The lines serve to
guide the eye. (e) Zoom in for initial stages of growth process studied at 35 °C in panel c.
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To investigate if the off-pathway towards P-SOPV involves a nucleation step, similar to the
on-pathway, SOPV in MCH is quenched from different temperatures to 0 °C in an ice bath (Fig
2.5ab). Only the CD spectrum that is obtained upon quenching from 30 °C to 0 °C coincides
with the CD spectrum acquired at 0 °C under equilibrium conditions, i.e. after cooling with a
cooling rate of 60 °C/hr. The CD spectra that are obtained upon quenching from higher
temperatures (45 °C, 40 °C, 38 °C and 35 °C) to 0 °C differ from the equilibrium CD spectrum
at 0 °C. However, the corresponding UV/Vis spectra indicate a fully aggregated state for the
quenched solutions as well. Therefore, the lower intensity of the CD spectra obtained upon
quenching from higher temperatures indicate the formation of a distribution of P-SOPV and
M-SOPV helices.

The CD spectra that are acquired upon quenching can be described by a linear combination
of a pure M-SOPV spectrum and a pure P-SOPV spectrum (Fig 2.5c). A pure P-SOPV CD
spectrum, i.e. a CD spectrum of a solution that contains solely P-type helices, is obtained via a
procedure that is elaborated in paragraph 2.5. The linear combination of M- and P-type CD
spectra allows determining the fraction of monomers present in M- and P-type helices for the
different CD spectra that are obtained upon quenching. As shown in Figure 2.5d, only
quenching from higher temperatures (> 35 °C) yields P-SOPV helices at 0 °C. This means that
no P-SOPYV is obtained upon quenching from 30 °C to 0 °C. However, the fraction of free SOPV
monomer that is present under equilibrium conditions prior to the quenching step (derived
from the corresponding CD spectra assuming @monomer = 1 — @helical aggregate) sShows that also at 30
°C SOPV monomers are available to form P-SOPV aggregates upon quenching. This suggests
that a critical free monomer concentration is involved in the self-assembly of metastable P-

SOPV aggregates, which is a hallmark of a cooperative growth mechanism.

Furthermore, previous studies revealed that the cooperative formation of long helical M-
SOPV assemblies is reflected in changes of the extinction coefficient at 335 nm.!'®l The
temperature-dependent UV/Vis spectra in Figure 2.2a clearly show a red shift upon cooling in
this wavelength regime, and by detailed temperature-dependent UV/Vis experiments it has
been demonstrated that this transition at 335 nm coincides with the critical temperature of
elongation in CD, which marks the onset of the formation of long helical assemblies. Hence,
the coinciding UV/Vis spectra of P- and M-SOPV at 0 °C, as shown in Figure 2.3a, corroborate
that the metastable P-SOPV assemblies are long helices formed by a cooperative mechanism.
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Figure 2.5 | Nucleation in off-pathway assembly revealed by quenching experiments. (a) CD spectra
of SOPV at different temperatures under equilibrium conditions (MCH, 13 uM). (b) Corresponding CD
spectra acquired after quenching SOPV from different temperatures to 0 °C, compared to the CD
spectrum of SOPV at 0 °C under equilibrium conditions. (c) Simulations of linear combinations of the
CD spectra of pure P-SOPV and M-SOPV helices to CD spectra acquired after quenching SOPV from
different temperatures to 0 °C. (d) Fraction of free SOPV monomer present under equilibrium conditions
before quenching, and fraction of P-SOPV present after quenching at 0 °C. The fraction of material
present in P-SOPV after quenching is evaluated from the ratio by which P- and M-type CD spectra are
combined to describe the respective CD spectrum obtained at 0 °C, as in pane c.
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2.4 Kinetic model of two parallel assembly pathways

To rationalize the experimental aggregation kinetics, models known in the field of protein
fibrillization> % are extended by incorporating two competing, nucleated assembly pathways,
in which pre-nucleus oligomers (oligomer aggregates below the critical nucleation size) and
helical aggregates change size through monomer association and dissociation (Fig 2.6a). For
the M-SOPV aggregates, non-helical pre-nucleus oligomers change size with rate constants for
association and dissociation of a and b, respectively. Once the critical nucleus (with size n) is
reached, the helical aggregates are in the elongation regime and change size through monomer
association with the same rate constant 4, while dissociation proceeds with rate constant c. The
steady-state concentration of the aggregates in the nucleation phase is determined by the
nucleation equilibrium constant Kn = a/b, while in the elongation phase it is determined by the
elongation equilibrium constant K.=a/c. The nucleated growth of off-pathway P-SOPV
aggregates is described analogously, with nucleus size n* rate constants a* b* and c¥, and
equilibrium constants Ka* and Ke*. An essential model assumption is that the transition from
metastable to thermodynamically stable aggregates occurs via disassembly of P-SOPV
aggregates and subsequent growth of M-SOPV aggregates. This is justified by the high helix
reversal penalty of 8.1ksT obtained by “majority rules” experiments, which rules out

intrastack stereomutation as an alternative transition mechanism.

Although only monomer association and dissociation are taken into account in the model,
the number of association and dissociation steps is in principle infinite. In previous kinetic
models the required number of rate equations has been reduced either by truncating at a
certain polymer length, or by using a lumped set of reaction-rate equations under the
assumption of irreversible monomer association to the nucleus. A drawback of truncating the
rate equations is that the concentration of high-molecular species is assumed to be zero, which
is unrealistic in a cooperative growth mechanism. A lumped set of reaction-rate equations
successfully describes the formation of a single type of aggregate.’’ However, if off-pathway
aggregation is included, the assumption of irreversible monomer association to the nucleus is
unrealistic as off-pathway aggregates have to disassemble in order for the thermodynamically
stable aggregates to grow in length. An insightful model analysed by Powers and Powers!'%
describes the off-pathway aggregation as an isodesmic growth process in which all species are
assumed to be in fast (pre)equilibrium with the free monomer. The cooperative on-pathway
reactions are described by a lumped set of rate equations under the assumption of irreversible
monomer addition. Inspired by their approach, here an alternative approach is introduced to
describe competition between two cooperative aggregation pathways. All aggregates up to a
certain length N, with N much larger than the nucleus sizes (1 and n*) are described explicitly.
The aggregates with size larger than N are described per type together (i.e. P-SOPV and M-
SOPV) as fibrils by considering both the fibril number concentration, that is the total
concentration of species larger than N monomers, as well as the fibril mass concentration, that
is the total concentration of monomers assembled in species larger than N monomers. As
demonstrated in paragraph 2.7, by assuming that for i > N, [Xi«1] = a-[Xi], the required number
of differential equations can be reduced from infinity to 2-(N+2).

38



Chapter 2

q Off-pathway (metastable) Thermodynamically
aggregate (P) stable aggregate () Ok 2
4 N\ N S
* 1
| X *x % P, X +X %» My g
o C o= - | o -10t -
T | Parx =2 P, Mp+X =2 Mg @ o
(3] 9 0 O
= | nucleus n*: nucleus n: ~ -
c a a [a)
Pp1tX = P My 1+X &= M
L n-1 b* n ) n-1 b n ) O
s - N ; = ) 30t
g Ph+X = Py Mp+X == Mp4q —— kinetic data 20 °C, 15 yM
'..g ¢ ¢ —— simulation with pathway competition model
: : . ! . !
? P+ X .—_i» Pt e M; + X .—%» Mist = 0 1000 2000 3000
o === ; = .
G : time (s)
\ / \ J
c d e
= 3 1
e _— N\ o 07/ as 10°F \
£ 0f — ' wi
2 s conc| —
g P o conc > M
f-10f N 2 10 P+M
o 5 + 107
Q £
Q 20}
20 M 5| P
2 4 6 8 10 =7 107 10° 10° 107
chain length time (s) concentration (M)

Figure 2.6 | Analysis of aggregation pathway competition with kinetic model. (a) Schematic
representation of reversible kinetic model for nucleated aggregation, including a metastable off-
pathway (P) and a thermodynamically stable on-pathway (M) competing for free monomer (X). (b)
Kinetic data on the self-assembly of SOPV simulated with pathway competition model. The inset to b
shows a zoom in for the initial stages of the growth process. (c) Calculated Gibbs free energy diagram
for formation of P- and M-SOPV. (d) Concentration-dependent simulation of kinetics with pathway
competition model. (e) #-50 versus SOPV hydrogen-bonded dimer concentration for concentration-
dependent simulated kinetics. (Parameters: nn = n* = 5; a = 2.9-10* M-'s7!; Ke = 1.52:106 M-; Kn/Ke = 0.0526;
Kn*/Kn =1.38; Ke*/Ke = 0.164 and a*/a =3.79, N = 100).

Simulations with the two-pathway kinetic model show that off-pathway P-SOPV
aggregates only appear in the initial stages of the self-assembly process if sufficient monomers
are present and P-SOPV formation is kinetically favoured over that of M-SOPV. Specifically,
the total monomer concentration (cot) has to exceed the critical concentration of P-SOPV
(crot > Ke*1), which depends on the elongation equilibrium constant of this species. Moreover,
the initial formation of P-SOPV is kinetically favoured when the forward rate constant of
nucleation and elongation is larger for the off-pathway aggregates (a* > a) or if the pre-nucleus
oligomers of P-SOPV are kinetically more stable (Kv* > Kv, or a*/b* > a/b) (Fig 2.7ab). As a result,
off-pathway P-SOPV aggregates can only self-assemble at high concentrations and low
temperatures (high K.*), as is observed experimentally (Fig 2.4). With a* > g, the kinetic model
successfully describes the experimental kinetic data, including the initial formation of P-SOPV
(Fig 2.6b). The calculated Gibbs free energy diagram reveals that the P-SOPV nucleus is
thermodynamically less unstable than the M-SOPV nucleus (that is, Kn*> Kn), whereas M-
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SOPV aggregates are more stable in the elongation phase (Fig 2.6¢). Kinetic studies on protein
fibrillation have shown that for the initial stages of homogeneously nucleated aggregation
involving a thermodynamically unstable nucleus, the conversion to the stable product is
proportional to time squared, 2. In the experiments with the lowest SOPV concentrations, the
changes of the CD signal in the lag phases indeed can be described as being proportional to #2,
demonstrating homogeneous nucleation in the aggregation of SOPV (Fig 2.7¢).

To corroborate the proposed involvement of two aggregation pathways, the concentration
dependence of the kinetic data is further analysed. The changes in the f-50 values with
concentration, in particular the inverted dependence of f-50 on concentration as shown in
Figure 2.4d, can only be rationalized by taking off-pathway aggregation into account (Fig
2.6de). The relatively large amount of metastable P-type aggregates formed at higher
concentrations sequesters monomers and lowers their solution concentration, thereby
hampering the formation of the thermodynamically stable M-type aggregates. The simulations
however do not show a further decrease of #-50 at higher concentrations with reasonable
model parameters. Because our model only considers monomer addition and dissociation,
oligomer reactions and fragmentation - which become more important at higher
concentrations — may explain this difference between simulated and observed behaviour.
Simulations exploring the effect of temperature show that the aggregation rate gets faster (that
is, t-50 values get lower) on increasing temperature. Furthermore, the maximum in the
aggregation rate shifts to higher concentrations, as is observed experimentally (Fig 2.4d, Fig
2.7d). This effect can be rationalized by the fact that K.* decreases upon increasing
temperature. Hence, the critical concentration cw* (= 1/Ke*) at which the metastable P-type
helices appear and retard the assembly of M-type helices increases with temperature.
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Figure 2.7 | Further details on the aggregation of P- and M-SOPV. Simulations with pathway
competition model for (1) Ke* = 1/ctot (Ka*/Kn = 1; Ke*/Ke = 0.065; a*/a = 1); (2) a* > a (Ka*/Kn = 1; Ke*/Ke = 0.3;
a*/a = 10); (3) Kn* > Kn (Kn*/Kn = 1.2; Ke*/Ke = 0.3; a*/a = 1). (a) Calculated Gibbs free energy diagram for
formation of P- and M-SOPV. (b) Fraction of P-SOPV formed vs. time, calculated with Ke* = 1/ctot (1), a* >
a (2) and Kn* > Kn (3, vide supra). Significant amounts of metastable P-SOPV are only formed if Ke* > 1/ctot,
if a* > a or Ka* > Kn. (c) Normalized CD vs. time squared for initial stages (up to 10% conversion) of
aggregation of SOPV (20 °C, 6.5 uM). The linear relation indicates a homogeneous nucleated
mechanism. The inset shows the autocorrelation 1(7) of residual sequence (data — fit) estimated via

" (,) 1 ZL: £ ( ,-) E(i+ T) , where L represents half of the length of the dataset and & the residual sequence.
L3

The grey lines indicate the boundaries of the 95% confidence interval as computed via +1.96-0:2-L05,
where 02 is the estimated variance of the residual. 95% of the autocorrelation estimates are in between
the boundaries. (d) Temperature-dependent simulations with pathway competition model show that the
optimum rate shifts to higher concentrations and lower #-50 values upon increasing temperature, as is
observed experimentally.

41



Pathway complexity in one-dimensional assembly

2.5 Select the metastable pathway with an auxiliary

The discovery of the two different assembly pathways, producing structurally different
aggregates, encouraged us to attempt to direct the assembly of SOPV towards metastable
products. To force the assembly of SOPV into exclusively P-type aggregates instead of the
mixture obtained upon fast cooling (Fig 2.3a), a two-step non-covalent synthetic method has
been developed in our group by dr. Subi George (Fig 2.8ab). A chiral auxiliary is used to direct
the assembly so that, upon removal of the auxiliary, the thermodynamically unstable P-type
aggregates are obtained. In the first step, S-chiral dibenzoyl tartaric acid (DTA) is used to
dictate its chirality to the SOPV monomer via two-fold hydrogen bonding, orthogonal to the
SOPV dimerization. Aggregates having opposite helicity (P-DTA-SOPV) compared to
equilibrium conditions (M-SOPV) are formed, as demonstrated by the opposite CD spectrum
(Fig 2.8c). In the second step, the complete removal of DTA from the SOPV aggregates by
aqueous extraction at 0 °C using ethylene diamine results in the formation of transiently stable
P-SOPV aggregates at this temperature. The exclusive formation of P-SOPV is demonstrated
by the absolute ellipticity of P-SOPV, which equals the ellipticity of a solution containing
exclusively M-SOPV aggregates under equilibrium conditions. The kinetic lability of P-SOPV
is demonstrated by annealing at 25 °C, resulting in a time-dependent stereomutation of the CD
spectra indicative of a conversion from P-SOPV towards M-SOPV aggregates (Fig 2.8d). The
single isosbestic point in these time-dependent CD spectra indicates that two distinct states are
involved in the conversion process: P-SOPV and M-SOPV.
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Figure 2.8 | Controlled formation of exclusively metastable aggregates via two-step non-covalent
synthetic methodology. (a) Molecular structure of S-chiral dibenzoyl tartaric acid (DTA). (b) Schematic
representation of preparation of pure P-SOPV via two-step non-covalent synthetic methodology. (c) CD
spectra of M-SOPV, P-DTA-SOPV and P-SOPV in MCH (100 pM). (d) CD spectra acquired during
conversion from metastable P-SOPV towards M-SOPV upon annealing at 25 °C.
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To investigate if the observed transition from metastable P- to thermodynamically stable M-
type helices can be attributed to the disassembly of P-SOPV aggregates and subsequent
assembly of M-SOPV aggregates, ie. via the free monomer as suggested in the previous
paragraph, the stereomutation kinetics are further analysed. The stereomutation kinetics
experimentally acquired at 20 °C, 25 °C, and 30 °C follow first order kinetics, as shown in
Figure 2.9b. To analyse if this behaviour can also be predicted by the kinetic model,
simulations are performed, starting at ¢+ = 0 with an equilibrium distribution of monomers
exclusively assembled in P-SOPV stacks. The initial concentrations [Pi] of these metastable
assemblies for every aggregate length i are computed with the equilibrium model. Based on
these start concentrations the subsequent development of the system is simulated with the
kinetic model that includes two pathways towards P- and M-SOPV. Indeed, the simulated
stereomutation curves display first order kinetics, as is observed experimentally as well. A
critical parameter for the simulated rate of the stereomutation is the value of the equilibrium
constant of elongation Ke*(0 °C) that is used to define the initial equilibrium distribution of P-
SOPV assemblies at 0 °C. Larger values of Ke*(0 °C) yield slower stereomutation kinetics upon
annealing at 20 °C.
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Figure 2.9 | Analysis of stereomutation kinetics from P-SOPV to M-SOPV aggregates. (a) Schematic
representation of followed approach to simulate stereomutation from P- to M-type helices. First the
equilibrium distribution of P-SOPV assemblies is calculated, based on the equilibrium constant of
elongation Ke*(0 °C). Based on these start concentrations the subsequent transition from P- to M-SOPV is
simulated with the kinetic model. (b) Stereomutation kinetics from P- to M-SOPV at different
temperatures, fitted with first order kinetics: conversion ~ 1 — exp(—k-(t—to)). The inset focuses on the
initial stages of the stereomutation process. (c) The conversion from P- to M-SOPV is simulated with the
kinetic model, using different values of Ke* at 0 °C to compute the distribution of P-type aggregates at t =
0. Ke*(0 °C) increases along the arrow: 105 M-; 106 M-1; 107 M-'; 108 M-'. The simulated curves are fitted
with first order kinetics. The inset focuses on the initial stages of the simulated conversion.
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This can be rationalized by the fact that a larger equilibrium constant of elongation results in
longer P-type assemblies at the beginning of the process. As the disassembly of these helices is
simulated via monomer dissociation from the ends, longer helices need more time to be fully
re-assembled via the free monomer into helices with opposite twist.

2.6 Conclusions and discussion

Via experiments under kinetic control it is established that the aggregation of SOPV
involves two aggregation pathways leading to assemblies with opposite helicity, one of which
is favoured kinetically and the other thermodynamically. Kinetically controlled formation of
one-dimensional supramolecular aggregates has been reported previously for different
systems.l?> 2l However, in most cases the metastable states involved are only probed in terms
of their static properties, such as morphology or photophysical properties. Kinetic studies as
shown in this chapter, by probing the full aggregation process starting from free monomers,
reveal that the influence of the metastable off-pathway aggregates on the overall assembly
process is mediated through the equilibrium with free monomers. As a result, entrapment of
material in the metastable pathway hampers the formation of thermodynamically favoured
assemblies at high concentration. This phenomenon, a hall mark of pathway complexity, has
been observed in protein aggregation beforel!> 24 2. By taking advantage of theories developed
in this field of research, further quantitative insights into the consequences of pathway
complexity for the aggregation of n-conjugated material can be obtained.!"”! Furthermore, these
results indicate that by influencing the subtleties of the self-assembly process generating these
materials, through tuning of the on-pathway or off-pathway mechanisms, the resulting
morphologies could potentially be controlled to arrive at optimized self-assembled functional
materials. To this end, the next chapter will focus on the influence of solvent conditions on the
stability and dynamics of aggregation processes.

Although not the main scope of this chapter, it did not escape our attention that kinetically
and thermodynamically favoured helices with opposite helicity, like P- and M-type in the case
of SOPV, are often obtained in the assembly of chiral m-conjugated molecules. Examples
reported in literature include thiophenel®” 27, perylenel?¥, bismerocyanine/®l, p-phenylene
vinylenel?> %], squarainePV, fluorenel®, terphenyl® and azobenzenel® derivatives. The
occurrence of both types of helices suggests that the energy landscape as a function of the
rotation angle between subsequent monomers within the helix contains two local minima at a
positive and a negative angle. For achiral molecules, both minima are anticipated to be equal
in energy, which implies the formation of a racemic mixture of left- and right-handed helices.
However, introduction of chirality in the system results in an asymmetric energy landscape in
which one handedness yields a lower energy minimum compared to the opposite
handedness.l'”. 28 The initial appearance of a metastable helix — i.e. the one that corresponds to
the rotation angle with the unfavourable local energy minimum — bears a resemblance with the
Ostwald rule of stages that is observed in crystallization processes. Similar to the metastable
helices, here the least stable polymorph — i.e. the one that is closest in energy to the solution
phase — crystallizes first whereas the more stable polymorphs appear later in the process.[*!
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2.7 Details of experiments and simulations

Instrumentation and Material. The synthesis of SOPV has been described previously, all solvents
are used as received.?l CD, linear dichroism and corresponding UV/Vis spectra are recorded using a
Jasco J-815 CD spectrometer. Sensitivity, response time and scanning speed are chosen appropriately.
The temperature is controlled using a Jasco Peltier temperature controller with a range of -10 — 110 °C
and adjustable temperature slope. Stopped-flow studies are performed using a Biologic SFM 400
stopped-flow setup with Berger Ball mixer, Biologic TC 100 cuvet (optical path length 1 cm), and
Biologic MPS-60 controller unit. The stopped-flow cuvet is connected in-line with a Jasco J-815 CD
spectrometer. To control the temperature of the cuvet and syringes, SFM 400 is connected to a Julabo
F12 temperature controller (ethylene glycol bath with thermostat). 'H-NMR spectra are recorded at
298 K on a Varian Unita Inova Spectrometer (500 MHz), in CDCls (Cambridge Isotope Laboratories).
Temperature-dependent UV/Vis data are recorded on a PerkingElmer L40 photospectrometer equipped
with a Perkin Elmer PTP-1 Peltier temperature controller with a range of 0 — 100 °C and adjustable
temperature slope.

Experiments under thermodynamic and kinetic control. Thermodynamically stable M-SOPV
(100 uM) in methylcyclohexane (MCH, spectroscopic grade, Sigma-Aldrich) is obtained upon slow
cooling (60 °C/hr) from the molecularly dissolved state (70 °C) to 0 °C; equilibrium conditions are
verified by time-dependent measurements, showing no further change in time. Metastable P-SOPV
(MCH, 100 uM) is obtained upon quenching molecularly dissolved SOPV from 70 °C to 0 °C (ice bath).
The optical path length for the reported CD spectra is 1 mm, no linear dichroism (LD) artefacts are
observed. The corresponding temperature-dependent CD and UV/Vis experiments are performed with
SOPV concentrations of 46.7 uM and 46.2 uM, respectively, and optical path lengths of 1 mm and 1 cm,
respectively. The fraction of P-SOPV and M-SOPV obtained upon quenching SOPV (MCH, 13 uM) from
different temperatures is evaluated from the CD spectra by simulation of a linear combination of the
spectra corresponding to a solution consisting of pure P-SOPV (obtained via the two-step non-covalent
synthetic methodology) and a solution containing M-SOPV exclusively. The fraction of free SOPV
monomer present before quenching is derived from the CD spectra under equilibrium conditions
assumMing @monomer = 1 — @helical aggregate; Where ghelical aggregate is derived from the CD intensity devided by the
saturated CD intensity at 0 °C. It should be noted that this assumption implies that the concentration of
material present in pre-nucleus oligomers (i.e. dimer, trimer, etc.) is neglected. The optical path length of
the reported spectra for these quenching experiments is 1 cm.

Stopped-flow experiments. To probe the kinetics of the supramolecular polymerization of SOPV,
SOPV in chloroform (spectroscopic grade, Sigma-Aldrich) is mixed with MCH (50:1; 1508 pl:30 pl,
injection rate 8-9 ml/s, mixing time <10 ms), after which CD is followed in time (1=466 nm; A1=1 nm;
At =1s; standard sensitivity; high tension (HT) voltage adjusted to get a direct-current voltage around
1 V). The SOPV concentration and the duration of the measurement are adjusted appropriately. Kinetic
curves are averaged over multiple stopped-flow experiments as follows. At 293 K: 5 uM, 9; 6.1 uM, 2;
6.5 UM, 6; 7.8 uM, 1; 8.7 uM, 4; 9 uM, 2; 10 uM, 9; 15 uM,, 3; 19 uM, 6. At 308 K: 10 uM, 6; 12.5 uM, 6;
15 uM, 11; 20 uM, 9; 25 uM, 6. After the measurement, the concentration is verified using CD (466 nm)
and UV/Vis (438 nm) spectra.

The molecular dissolved state of SOPV in chloroform at the start of the stopped-flow experiment is
experimentally based on the absence of a Cotton effect in CD spectra, and the absence of the band at 490
nm in UV/Vis absorption which is characteristic for aggregation. To verify the molecular dissolved state
of SOPV in chloroform at the start of the kinetic experiment, concentration-dependent 'H-NMR
experiments are performed on SOPV in CDCls in the concentration regime 0.15 - 8.3 mM at T = 298 K.
As stacking of SOPV changes the local magnetic field of the aromatic protons, formation of small
oligomers is expected to result in shifted resonances in the aromatic regime (7 — 8 ppm) of the '"H-NMR
spectra. However, no shifts occur upon changing the concentration. Moreover, no broadening of peaks
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in the aromatic regime is observed, indicating that in chloroform no stacking of hydrogen-bonded SOPV
dimers occurs in this concentration regime, which largely covers the concentrations used in the kinetic
experiments.

Based on the SOPV dimerization constant Kaim = (2.1 + 0.3)-10* M1 at T = 25 °Cl5, the fraction of
hydrogen-bonded SOPV dimer in chloroform is estimated to be >70 % for all kinetic experiments. It has
been shown that the dimerization constant for a three-fold hydrogen-bonded module increases two
orders of magnitude when MCH is used as solvent instead of chloroform.*”l Hence, it is assumed that
upon addition of the chloroform solution to MCH, the dimerization constant of SOPV increases
considerably, resulting in a full conversion of the remaining SOPV molecules into hydrogen-bonded
SOPV dimers and the concomitant formation of helical stacks. As hydrogen-bonding typically occurs
via a diffusion-controlled reaction’®, the fraction of hydrogen-bonded SOPV dimers is expected to
approach 100% immediately after mixing of the chloroform solution with MCH.

The influence of chloroform on the self-assembly of SOPV is assessed by temperature-dependent CD
measurements (4 = 466 nm) of solutions of SOPV in MCH containing varying amounts of chloroform (0
-5 v/v%). The addition of small percentages of chloroform leads to a reduction in the critical elongation
temperature Te and hence, stability of the helical stacks. However, the shape of the cooling curves is
similar as in pure MCH, indicating that the addition of chloroform does not affect the cooperative
growth mechanism. Furthermore, full CD spectra of SOPV in MCH/chloroform solutions obtained at 0
°C demonstrate that the shape of the CD signal is not affected by addition of chloroform, a clear sign
that the supramolecular organization of the SOPV chromophores within the stack is similar as in pure
MCH.

Two-step non-covalent synthetic methodology. To obtain P-DTA-SOPV, the DTA (Syncom,
Groningen, NL) and SOPV are mixed in chloroform (1:1). Subsequently, chloroform is evaporated by
purging with nitrogen gas; the residual DTA-SOPV complex (red colour) is dissolved in MCH (100 pM)
upon sonication and heating until the sample turns green, indicating molecular dissolution. Cooling
from this molecularly dissolved state to 0 °C results in P-DTA-SOPV aggregates. On adding an equal
volume of aqueous ethyl diamine solution (0.15M) at 0 °C, vigorous mixing of the water and MCH
phase (1 min) and full separation of both phases, the top MCH layer containing metastable P-SOPV
could be isolated.

Equilibrium model. The equilibrium model describes the one-dimensional aggregation process as a
sequence of monomer addition equilibria:

X+Xe==2 M, [M,]=K, [X]

M, +Xe=2 M, [M,]=K, [M,][X]

M, +Xe==2 M, [M,]=K, [M,,][X] @1

M, +Xe==M,,, [M,.]=K.[M,][X]
M, +XT= M, [M]=K, [M,,][X].

Here X represents the monomer, i.e. the hydrogen-bonded dimer in case of SOPV assembly. In case of a
cooperative aggregation process, Kn < Ke (with Kn the equilibrium constant of nucleation, Ke the
equilibrium constant of elongation and cooperativity ¢ = Kn / Ke). Obviously, in an isodesmic
aggregation process, Kn = Ke (0 = 1). The concentration of each species Mi equals [Mi] = Kn"'[X] for i < n
and [Mi] = Ke="Kn-1[X] for i > n. With dimensionless concentration mi = Ke[Mi], dimensionless monomer
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concentration x = K¢[X], the dimensionless concentration of each species Mi equals mi = ¢-x’ for i < n and
mi = o"1xi for i > n. Hence, the dimensionless mass balance is

. i -l & i
Xoe =0 ' Yi(ox) +0"" X ix'. 22
i=1 i=n+l

with dimensionless total concentration xtt = Ke'ctot and ctot the total monomer concentration in mol/L.
Evaluating both sums in eq. 2.2 using standard expressions for converging series yields:

R o o e J-aﬂ[’“"”(”’“‘”‘l)]. 3)
)2

“ (o'x—l)2 (O'x—l (x—l)2

Solving eq. 2.3 using standard numerical methods in Matlab yields the dimensionless monomer

concentration x. Subsequently, if all species with i > 1 are considered as aggregates (as is the case for the
UV/Vis data on SOPV) the degree of aggregation ¢ can be defined as:
Xy — X

=T (2.4)

xl()t

In the case of the helical SOPV aggregates however, the degree of aggregation that follows from the CD
signal is considered to be equal to:

n

Xt —x—Z:l-mi

p=— T 2.5)

xtot

The temperature-dependent equilibrium constants in Figure 2.2c are defined via the Van’'t Hoff
equation: K = exp(—(AH-TAS°) / R-T) with gas constant R and temperature T. AH° and AS° here
represent the standard enthalpy and entropy of nucleation (AHx’ and AS:%) and elongation (AH and
ASW), respectively. Parameters: AHn? = -90 kJ/mol; AS:® = -195 J/K.mol; AH® = 110 kJ/mol; AS® = -250
J/K.mol.

Kinetic model describing competition between two cooperative aggregation pathways. The
reactions for the aggregation of monomer X into two aggregates of different helicities (P-type and M-
type) are shown in Figure 2.6a. It is assumed that all association (forward) rate constants for each
aggregate type are the same and that the dissociation rate constants only differ between pre- and post-
nucleus aggregates. This assumption has been used previously in other cooperative reversible
association models. Although it has been shown by Hill that, in general, the rate constants depend
continuously on the polymer length, this dependence is proven to be very weak when aggregates grow
by monomer addition only.? To limit the number of reaction rate equations required to describe the
system, only the aggregates up to a certain length N, with N much larger than the nucleus sizes (1 and
n*) are described explicitly. The aggregates with size larger than N are described per type together as
fibrils by considering both the fibril number concentrations,

|:FM:|:[MN+1]+[MN+2]+[MN+3]+-~~f (2.6)
similarly for the P-type fibrils:
[FP]=[PN+1]+[PN+2]+[PN+3]+,,_, 2.7)

and the fibril mass concentrations,

[Z"]=(N+D)[M, ]+ (N +2)[M ]+ (N+3)[M 5]+, 238)
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similarly for the P-type fibrils:
(2" =N+ D[Py ]+ (N +2) [Py ]+ (N +3) [Py ]+ 2.9)

In order to keep the fibril formation reversible, an estimation is needed for the number of fibrils of
length N+1, the species that upon monomer dissociation results in the explicitly described aggregate of

length N. Assuming that for all i > N, [M ; +1] =a,, [M ; ] , one obtains

[FMJZZ(“M) [My.)

';" (2.10)
(27 )= 2 (Nt e, ) M)

i=0

Using the standard series ixiz and Z‘C:ﬁxi:% for x <1, this yields
i=0 1-x i=0 (x—l)
1 N+1 a

FY|=[M,, |—— Z" =My, ]| ——+—L—|. 2.11
e U e e

Substituting the equation for [F M :| in |:Z M ] yields

[ZM] [FMJ(NJFH(IQ)J' 2.12)

from which @, can be solved as
7]

ES B
The estimated concentration of M-type aggregates of length N+1 is thus

[My,]=(-a,) F*]. (2.14)
Similarly, for the P-type aggregates
7]

[ZPJ_N[FPT (2.15)

a, =1- (2.13)

a,=1-

and

[P]=(1-a,)[ F"]. (2.16)

The rate equations for the aggregation pathway competition model then finally become:

- for the monomers
oo S etn o200 Sl e S R) o
(214171

N

_a*[x](z[X]+g[BHFP]]*H(2[’32“;[1)"]}” [ =
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- for the oligomers

d[M,]

7’=a[X]([Mi,l]—[M,.])+b([Ml-+1]—[Mf])a
AL eyt J-12) o0 (2] 7))

- for the nucleus
d[M,]

7”:a[X]([Mn_l]—[Mn])Jr(C[Mn+1]_b[Mn])’
["*] @ [X)([Pes]=[B )+ (¢ [Be] =07 [B2]),

- for polymers larger than the nucleus size n (M-type) or n* (P-type)

d[M

7!']:a[X]([MH]—[M,.])+C([Mm]_[Mi])’
[ 1 a' [X]([B.]-[B])+< ([B.]-[R)).

- for the last explicitly considered aggregate with length N
d[M,]

S e ([v, ] [, ) el A - [1,))

B (e -]+ (0 )[R [R)
- for the fibril number concentration

B o J-el-a )15
A pe)-c 0-a,)5)

- and finally for the fibril mass concentration

da[z,]

7 =(N+1)(a[X][M]-c(1-a,)[F, )+ a[X][£, ]-c([F,]-(1-a

a1z,]

which can be rewritten into

d[Z,]

Sl a[x)(V 1) (B ]) (B ]+ N (1-a )[R,

d[2,]

TtP:a* [X]((N+1)[Rv]+[FP])_C*([FP]+N(1_0‘P)[FP])'

o=@ [(X[R]-¢ (=) [F])+a [X][F]-¢ ((F]-(1-a)[F]),

(2.18)

(2.19)

(2.20)

.21)

(2.22)

(2.23)

(2.24)

The resulting system of differential equations, combined with the relation between «, F and Z for
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both P-type as well as M-type aggregates, is solved using the ode15s solver in Matlab. The influence of N
on the simulated aggregation kinetics is assessed by comparing kinetic curves simulated with different
values of N, using the rate constants and nucleus sizes corresponding to the concentration-dependent
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kinetic simulations shown in Figure 2.6d. No differences in the simulated curves are found for N =50, N
=100 and N =200, demonstrating that, at least if N > 50, the size of the largest aggregate that is explicitly
described in a rate equation does not affect the simulated growth kinetics. To verify the influence of
truncating the differential equations at a specific length (i.e. excluding the filaments), simulations are
performed with a maximum aggregate size of 50. Compared to the simulations in which the filaments
are included via the quasi-equilibrium approach (N = 50), large differences are observed. Only if the
differential equations are truncated at a larger aggregate size of 2000, the simulations approach the
simulated kinetics with filaments included.

The simulations in Figure 2.7ab are performed with the following parameters: n =n* =5; 2 =2.9-10*
M-1s1; Ke = 1.52:106 M-'; Kn/Ke = 0.0526; N = 100; ctot = 10 uM). For the temperature-dependent simulations
in Figure 2.7d, the temperature-dependency of the forward rate constant is described by the Arrhenius
equation: a=Aexp(—Ea«/RT), where A is the kinetic prefactor and Ea: the activation energy. The
temperature-dependency of Ke is described using the Van’t Hoff equation. Parameters: A = 2.38-10%3
M-1s, Eaet = 50 kJ/mol, AHe" = — 100 kJ/mol, AS® = — 223 J/K.mol, Kn/ Ke = 0.052, Kn*/Kn = 1.38, Ke*/Ke =
0.16, a*/a = 3.8. The stereomutation kinetics in Figure 2.9d are simulated with the following parameters:
n=n*=5;a=2910* M-'s; Ke = 1.52:106 M, Kn/Ke = 0.0526, Kn*/Kn = 1.38, Ke*/Ke = 0.164 and a*/a = 3.79,
Ko*/Ke* = 0.05 at 273 K, ctot =50 pM.

To further assess the influence of the metastable pathway (P) on the stable pathway towards the
equilibrium structures (M), kinetic simulations are performed at different concentrations. As a function
of concentration, the times at which 50% and 99% of the conversion towards M is completed (t-50 and
t-99, respectively) are followed. Next, the maximum fraction of monomers assembled in metastable P
(Pmax) and the minimum net helicity, i.e. the difference between the fraction of monomers assembled in
M and P, (M — P)min, are followed as a function of the concentration as well. If a* > g, K* < Ke and both
pathways are cooperative, the rate decreases with concentration well beyond the concentration where
the metastable P-type assemblies can be formed (ctt ~ 10 x 1/Ke*), as shown in Figure 2.10a. However, if
both nucleated pathways have the same rate constant of monomer association (a* = a), the initial
appearance of metastable P becomes less pronounced and only a slight decrease in +-99 in the high
concentration regime is obtained (Fig 2.10b). This can be rationalized by the fact that the small fraction
of material that is accumulated in the metastable pathway is released slower upon increasing the
concentration, and hence the last 1% of the assembly into M is retarded as well. To increase the initial
appearance of P with respect to M, despite the fact that a* = 4, the nucleation barrier of the metastable
pathway is omitted by defining the cooperativity ¢* equal to 1. Indeed, a larger fraction of the material is
initially accumulated into the metastable pathway. However, this does not result in slower assembly of
the equilibrium state M at higher concentrations (Fig 2.10c). Only if a* > 4, an inverted relation between
rate and concentration can be obtained with an isodesmic system (¢* = 0 = 1, Fig 2.10d).
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Figure 2.10 | Analysis of competition between two parallel assembly pathways under kinetic and
thermodynamic control. Kinetic simulations are performed at different concentrations. The top panes
represent the concentration-dependent times at which 50% and 99% of the conversion towards M is
completed (£-50 and t-99 respectively). The bottom panes represent the maximum fraction of monomers
assembled in metastable P (Pmax) and the minimum net helicity, i.e. the difference between the fraction of
monomers assembled in M and P, (M — P)min, as a function of the concentration. Parameters: (a) a* = 10°
M-1s1; a =104 M-1s1; Ke* = 105 M1, Ke = 106 M, 6% = 0.01; 0 = 0.01; n* =5; n =5. (b) a* =a = 10* M-1s}; K* =
105 M1; Ke =106 M1; 0% =0.01; 0 = 0.01; n* =5; n =5. (c) a* = a =10* M-1s1; Ke* =105 M1; Ke =10 M1; 0% =1
(isodesmic); 0 = 0.01; n = 5. (d) a* = 106 M-'s; a = 10* M-'s™; Ke* = 10° M, Ke = 105 M; 0% =0 =1
(isodesmic). For the isodesmic pathways, all species larger than the monomer are included in the weight
concentration of the respective type of aggregate.
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Controlling self-assembly by solvent-dependent
dynamics

Abstract: The influence of the ratio between poor and good solvent on the stability and
dynamics of one-dimensional assemblies is studied via a combination of experiments and
simulations. Stepwise addition of good solvent to aggregates formed via a cooperative growth
mechanism results in complete disassembly at a critical good/poor solvent ratio. In contrast,
gradual disassembly profiles upon addition of good solvent are observed for isodesmic
systems. Due to the weak association of good solvent molecules to monomers, the solvent-
dependent aggregate stability can be described by a linear free-energy relationship. With
respect to dynamics, the disassembly of m-conjugated oligo(p-phenylene vinylene) (OPV)
assemblies in methylcyclohexane (MCH) upon addition of chloroform as a good solvent is
shown to proceed with a minimum rate around the critical chloroform/MCH solvent ratio.
This minimum disassembly rate bears an intriguing resemblance to phenomena observed in
protein unfolding, where minimum rates are observed at the thermodynamic midpoint of a
protein denaturation experiment. A kinetic nucleation-elongation model in which the rate
constants explicitly depend on the good solvent fraction is developed to rationalize the kinetic
traces and further extend the insights by simulation. It is shown that cooperativity — i.e. the
nucleation of new aggregates — plays a key role in the minimum assembly and disassembly
rate at the critical solvent composition. Importantly, this shows that the mixing protocol by
which one-dimensional aggregates are prepared via solution-based processing using
good/poor solvent mixtures is of major influence on self-assembly dynamics.

Part of this work has been published as:

“Controlling Chemical Self-Assembly by Solvent-Dependent Dynamics” P. A. Korevaar, C. Schaefer,
T.F. A. de Greef, E. W. Meijer, . Am. Chem. Soc. 2012, 134, 13482-13491.



Controlling self-assembly by solvent-dependent dynamics

3.1 Introduction

The solvent conditions selected in self-assembly processes play a key role in the stability of
the aggregated structures!’~! and even the morphology!®'?. By tuning the ratio between good
solvent, in which the molecules are molecularly dissolved, and poor solvent, in which the
molecules are less soluble and therefore assemble, these processes can be controlled. In the
previous chapter, it is shown that the formation of self-assembled structures can be affected by
metastable, off-pathway aggregates that compete with the thermodynamically stable state for
free monomers and thereby exert their influence on the rate of the overall assembly process."!
These insights emphasize the importance of control over assembly pathways, both in terms of
stability as well as dynamics. For this reason, different processing methodologies are applied
in self-assembly processes that are induced by a transfer from good to poor solvent, varying
from fast dispersion to (slow) vapour diffusion.l®! However, although a start has been made to
control the subtleties in self-assembly processes by tuning the solvent conditions, more
detailed insight is needed to arrive at optimized nanoscopically ordered materials.

The role of solvent in the control over non-covalent interactions has been studied for
decades in protein folding.'l It is for example well known that proteins can unfold, or
denaturate, by the addition of urea. The denaturation process in case of simple peptides is
often described as a two-state equilibrium between a folded (F) and an unfolded (U) state. Due
to the linear dependence of the Gibbs free energy of folding on the denaturant concentration,
addition of a denaturant results in a gradual destabilisation of the folded state.l!>]
Remarkably, the unfolding as well as the folding processes have a minimum rate at the
denaturant concentration corresponding to the thermodynamic midpoint of the denaturation
curve, which results in characteristic “chevron plots”.'820 This phenomenon can be
rationalized by assuming that the rate constant of folding decreases upon adding denaturant,
whereas the rate constant of unfolding increases with denaturant. Consequently, the overall
observed relaxation rate shows a V-shaped dependence on the denaturant concentration, with

a minimum at the midpoint of the denaturation equilibrium curve.

The insights developed in the field of protein folding prompted us to investigate how the
influence of solvent conditions on assembly processes can be rationalized, both in terms of
stability (thermodynamics) and dynamics (kinetics). In the first part of this chapter a clear
relation is shown between the assembly mechanism and the stability of the aggregates upon
addition of good solvent. Assemblies formed via a cooperative (nucleated) growth mechanism
are demonstrated to disassemble completely at a critical good/poor solvent ratio. In the second
part, it is shown that the disassembly of oligo(p-phenylene vinylene) (OPV) aggregates
proceeds with the slowest dynamics close to this critical solvent composition. This
phenomenon bears an intriguing resemblance to denaturant-dependent rate effects observed
in protein unfolding. In the third part, the influence of the mixing protocol on the time-
dependent development of the self-assembled system after addition of good solvent is shown
and rationalized. Finally, the kinetic model as introduced in the previous chapter is modified

54



Chapter 3

to describe the solvent-dependent assembly and disassembly processes, and to further expand

the insights by simulations.

3.2 Thermodynamic relation between solvent composition
and stability of self-assembled structures

The assembly of R-chiral oligo(p-phenylene vinylene)-ureidotriazine (ROPV) 1, S-chiral
benzene-1,3,5-trithioamide 2, R-chiral 3,3’-diamino-2,2’-bipyridine Cs-discotic 3, and perylene
tetracarboxylic acid bisimide 4 (Fig 3.1) are probed with circular dichroism (CD, 1, 2 and 3) and
UV/Vis spectroscopy (4), respectively.
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Figure 3.1 | Molecular structures of self-assembling moieties 1, 2, 3 and 4.

These monomers self-assemble in methylcylohexane (MCH), whereas their molecularly
dissolved states can be obtained in pure chloroform. In analogy to protein denaturation
studies, the self-assembly is studied in different solvent mixtures of poor (MCH) and good

(chloroform) solvent, as shown for 1 in Figure 3.2.
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Figure 3.2 | Disassembly of ROPV by addition of chloroform. (a) CD spectra of ROPV 1 in MCH with
increasing chloroform volume fraction along the arrow (20 °C, 24 pM). (b) The addition of chloroform
induces the disassembly of the ROPV helices.
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Since each of these moieties displays a clear transition in CD and/or UV/Vis upon aggregation,
the degree of aggregation can be deduced from the normalized changes in CD or UV/Vis
under equilibrium conditions. The degree of aggregation vs. the chloroform volume fraction (f)
reveals a critical solvent composition for the self-assembly of 1 and 2, whereas a gradual
“denaturation” curve is observed for 3 and 4 (Fig 3.3). The occurrence of a critical solvent
composition holds a similarity with the critical temperature of aggregation, typically attributed
to a nucleation phenomenon involved in the aggregation process. Indeed, temperature-
dependent studies reveal a cooperative aggregation mechanism for 1 and 2, whereas isodesmic
growth is observed for 3 and 4.7-%1 For 1, the degree of aggregation vs. volume fraction of
good solvent fis determined at different temperatures and concentrations (Fig 3.3). The critical
chloroform volume fraction (feit) increases with concentration and decreases with temperature.

a Tl o - 1 b =4[ 3
s .2 S X 4
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Figure 3.3 | Denaturation curves of nucleated and isodesmic systems. The normalized degree of
aggregation vs. chloroform volume fraction f is fitted with the equilibrium model for both cooperative
assemblies (a, 1 and 2) as well as isodesmic assemblies (b, 3 and 4). The equilibrium model includes a
Gibbs free energy of monomer association that is linearly dependent on the chloroform volume fraction
(20 °C; 1, 24 uM; 2, 19 uM; 3, 14 uM; 4, 146 uM). The critical chloroform volume fraction at which the
aggregates of 1 are fully disassembled is found to increase with concentration (c, 20 °C) and decrease
with temperature (d, 12 pM), in agreement with the equilibrium model.
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To further rationalize the effect of solvent-composition on the self-assembly, the data are
analysed by expanding the general nucleation-elongation equilibrium model as introduced in
Chapter 1 (Fig 3.4a). In the analysis here, the equilibrium constant of elongation Ke is defined
via Kes = exp(-AG” / RT), with AG” being the Gibbs free energy gain upon monomer addition,
R the gas constant and T the temperature. In analogy with protein denaturation models, the
Gibbs free energy is assumed to be linearly dependent on the volume fraction of chloroform:

AGY = AG + m, 3.1)

where AG® represents the Gibbs free energy gain upon monomer addition in pure MCH and
the dependence of AG” on f is described by the m-value. The cooperativity parameter o is
assumed to be independent of f (i.e. the m-value involved in the nucleation Gibbs free energy
equals the m-value during elongation).

Simulations with the equilibrium model, shown in Figure 3.4, reveal a critical solvent
composition below which cooperative growth of the assemblies occurs (¢ < 1), whereas a
gradual denaturation curve is obtained in case of an isodesmic growth mechanism (o = 1).
Furthermore, the position of the critical solvent composition is found to increase with the
stability of the aggregate in pure MCH (proportional to the free energy release upon monomer
addition, ~AG"), and with the total monomer concentration, as is also observed experimentally.
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Figure 3.4 | Simulations with solvent-dependent equilibrium model. (a) Nucleation-elongation
equilibrium model, where the dependence of the equilibrium constant of elongation Kes on the
chloroform volume fraction fis defined via Kes= exp(-AG" / RT), with AG” = AG® + m-f. The equilibrium
constant of nucleation Knys is defined via Kns = 0-Ker. The influence of different parameters (AG?, b; m-
value, ¢; 0, d and cuwt, €) on the denaturation curves, i.e. degree of aggregation ¢ vs. f, is assessed by
simulations with the equilibrium model. Parameters: nucleus size = 2, T = 293 K, AG? = -50 kJ/mol, m =
100 kJ/mol, 0 =0.001 and ctt = 10 uM, unless stated differently.

57



Controlling self-assembly by solvent-dependent dynamics

Curve fitting by applying a global non-linear least square procedure using the equilibrium
model gives a very good description of the data for both the assemblies growing via a
cooperative (1 and 2) as well as an isodesmic (3 and 4) mechanism (Fig 3.3ab). The details of
the fitting procedure are given in paragraph 3.7, Table 3.1 shows the fitted parameters for the
different datasets. The enormous standard deviations obtained for the values of AG® and ¢ for
the denaturation of 1 at a concentration of 12 uM can be rationalized by the fact that in these
denaturation curves data points are lacking around the critical chloroform volume fraction.
Especially this region of the denaturation curve is very dependent on o, as shown in Figure
3.4d, and hence important for an accurate determination of the value of ¢ via the curve fitting
procedure. Indeed, if ¢ is fixed during the curve fitting procedure, AG® can be determined with
a much higher accuracy, as discussed in paragraph 3.7.

Table 3.1. Results of fitting the equilibrium model to the denaturation curves.

0 a

Compound (B ¢ imo (lamot ] ] f’-r .
1 12 20 -36 + 1:10° 75+ 4 0+ 2101 1.06 + 0.02

1 24 20 -37.1£0.1 83+3 0.16 +0.03  1.023 + 0.008

1 63 20 -39+3 (1.0 £0.2) -10? 0.2+0.2 0.97 +0.03
1 12 10 -36 % 1-10° 57 +7 0+2:10° 1.03 £0.03
2 19 20 -31.5+0.5 29+ 3 (8+8)10* M 114 £0.05
3 14 20 32703 81+2 11! 1.09 + 0.01
4 146 20 -24.0+0.5 58+ 3 110! 1.27 £ 0.05
12 0.96 + 0.01
10 24 20 -39.9+0.4 109 £3 0.25 + 0.04 0.99 £ 0.02
63 0.98 + 0.02

lal Normalization factor; "l isodesmic fit; [ multiple curve fit; [4 See text and paragraph 3.7 for a
discussion of these standard deviations.

Moreover, the accuracy of the parameter values determined via the parameter estimation
procedure depends on the correlation between the different parameters, which is a measure
for the influence that a change in the value of one parameter (e.g. AG®) has on the value of
another parameter (e.g. o) that is found via the optimization procedure. Whereas fitting the
equilibrium model to the individual denaturation datasets of 1 acquired at concentrations of
respectively 12 uM, 24 uM and 63 pM yields in all cases a significant correlation between AG®
and the m-value, much lower correlation values are obtained when the datasets are fitted
together via a multiple curve fitting procedure (see details in paragraph 3.7). Furthermore, also
the problem of insufficient data around the critical solvent composition can be reduced via this
multiple curve fitting approach. The values of AG® and ¢ obtained via multiple curve fitting
(Table 3.1) are in good agreement with temperature-dependent analyses. As in the curve
fitting procedure multiple denaturation curves obtained at different total concentrations of 1
are used, it can be concluded that the m-value that describes the decrease in stability of the
aggregated state is independent of the total monomer concentration (Fig 3.3c).
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In protein denaturation studies, a linear decrease of the Gibbs free energy of folding upon
addition of denaturant is rationalized by the weak association of many denaturant molecules
to the polyamide backbone which competes with the hydrogen bond formation involved in the
protein folding itself.?*201 As a consequence of the manifold of weak interactions of the
denaturant molecules to one amide group, the resulting stability of the folded state can be
described via a linear Gibbs free energy relation rather than taking into account all the
denaturant association equilibria. Interestingly, detailed investigations by Moore and co-
workers revealed a similar phenomenon in the folding of synthetic foldamers, in which the
weak association of chloroform to the n-conjugated units of a foldamer results in a linear
relation between Gibbs free energy of folding and chloroform concentration.””? The results
presented here show that this behaviour is not limited to intramolecular folding of proteins or
synthetic foldamers but is more general and can also be observed in supramolecular systems

with molecular components assembling via intermolecular association.

Traditionally, self-assembly mechanisms are often identified via concentration- or
temperature-dependent studies.”! However, the concentration-dependent transition from the
monomeric to the fully aggregated state typically covers three (cooperative) to four (isodesmic)
orders of magnitude in concentration.?®% Such an extended concentration-window often
exceeds the limits of an experimental technique. Furthermore, temperature-dependent studies
can be hampered by solubility, stability or lower critical solution temperature (LCST) issues as
well. The denaturation studies on 1 and 2 show that cooperative aggregation processes display
a critical solvent composition: an easily recognizable characteristic to distinguish between
cooperative and isodesmic growth. Hence, denaturation studies provide the chemist with an
alternative methodology to unravel self-assembly pathways involved in systems that cannot
be studied by concentration- or temperature-dependent studies. Moreover, the influence of
solvent composition on the stability of an assembly plays an important role in the dynamics of
cooperative systems, as shown in the next part of this chapter.
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3.3 Kinetic studies on disassembly by co-solvent addition

The disassembly kinetics of 1 are studied by manually mixing a solution of molecularly
dissolved ROPV in chloroform (12 uM) with a solution of ROPV assemblies in MCH (12 pM)
in different ratios. The chloroform-induced disappearance of the helical ROPV assemblies in
time is followed by probing the CD effect at 466 nm (Fig 3.5a). Intriguingly, the rate,
characterized by the time at which 90% of the conversion towards the equilibrium state is
obtained (#-90), shows a minimum close to the critical chloroform volume fraction as obtained
from the equilibrium denaturation curves (i.e. feit, Fig 3.5b). In a similar experiment performed
at a higher total concentration of 1 (24 uM), the chloroform volume fraction at which the
slowest disassembly is observed again coincides with the critical chloroform volume fraction
obtained from the thermodynamic denaturation curve, which has a higher value at this
concentration (Fig 3.5¢d).

3.4 Influence of mixing protocol on self-assembly kinetics

To further investigate the disassembly kinetics, a manual mixing experiment is performed
at a higher total concentration of 1 (63 uM, Fig 3.6a). Again, the disassembly kinetics is slowest
at the critical chloroform volume fraction. However, disassembly experiments with chloroform
volume fractions below 12% show an increasing CD intensity in time. Apparently, directly
after mixing of the MCH and chloroform solutions, an overshoot in the disassembly occurs,
and subsequently the system reassembles back to the equilibrium state.

The disassembly overshoot as shown in Figure 3.6 can be rationalized by the influence of
inefficient mixing in the initial stages of the experiment. Imagine a mixing experiment that
aims for a homogeneous mixture of 7.5 v/v% chloroform in MCH (Fig 3.6b). The experiment is
performed such that halfway in the mixing procedure, the upper half of the cuvette contains 15
v/v% chloroform, whereas the lower half contains 0 v/v% chloroform. Since the chloroform
volume fraction in the top part exceeds fuit (12.5 v/v%), aggregated material in the upper half of
the cuvette disassembles quickly, whereas no disassembly takes place in the lower half of the
cuvette. Further mixing results in a homogeneous system with 7.5 v/v% chloroform and
containing 50% of the assemblies present in the MCH solution before the addition of the
chloroform solution (i.e. the average of complete disassembly in one half of the cuvette and no
disassembly in the other half). As a result, after complete mixing, the degree of aggregation
equals 50% of the degree of aggregation in pure MCH (0.5). However, the degree of
aggregation under equilibrium conditions at f = 0.075 equals 0.9, resulting in a reassembly in

time.

Although in reality the experiment does not occur via a two-step mixing protocol, this
Gedankenexperiment clearly demonstrates the influence of the mixing efficiency on the
disassembly dynamics of one-dimensional assemblies. Gratifying, no overshoot in the
disassembly kinetics is observed when the disassembly experiments are performed in a
stopped-flow setup that enables very fast and efficient mixing using a Berger Ball mixer.
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Figure 3.5 | Solvent-dependent disassembly rate of ROPV. The disassembly of 1 in MCH induced by
addition of 1 in chloroform is followed in molar ellipticity (A¢) vs. time for different chloroform volume
fractions. The experiments are performed at a concentration of 12 uM (a,b) and 24 uM (c,d) at 20 °C. The
normalized degree of aggregation vs. chloroform volume fraction is derived from the steady state CD
intensities in the kinetic experiments. For both concentrations, the time at which 90% of the conversion
towards the equilibrium state is obtained (#-90) vs. f shows a maximum close to the critical chloroform
volume fraction feit at which just enough chloroform is added to induce full disassembly.
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Figure 3.6 | Mixing effects cause overshoot in disassembly of ROPV helices. (a) Disassembly kinetics
of 1 in MCH, induced by addition of 1 in chloroform at high concentration (63 uM, 20 °C). (b) The
disassembly overshoot can be rationalized by inefficient mixing in the initial stages of the disassembly
experiment. To illustrate this, we consider the mixing of OPV in MCH with OPV in chloroform, aiming
for f=0.075 (i). Due to insufficient mixing however, initially in the upper half of the cuvette f equals 0.15
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(ii-a), whereas in the lower half of the cuvette f equals 0 (ii-b). As a consequence, rapid disassembly is
obtained in 7i-a, whereas no disassembly takes place in ii-b. Subsequently, further mixing results in a
homogeneous mixture (iii, f = 0.075), with an average degree of aggregation on the red dashed line.
However, the equilibrium average degree of aggregation at f = 0.075 (0.90) is larger than the degree of

aggregation obtained after mixing (0.50), resulting in reassembly.

3.5 Unravelling and simulating the influence of solvent
composition on aggregation dynamics via a kinetic model

The minimum rate encountered in the disassembly of ROPV assemblies close to fuit holds an
intriguing resemblance to protein unfolding dynamics, where a minimum rate is observed at
the thermodynamic midpoint of the denaturation curve. In protein unfolding, this
phenomenon is rationalized by explicitly taking into account the effect of the denaturant
concentration [denaturant] on the rate constants of folding (kr) and unfolding (ku) using the
relation log(kr) = log(kt®) — mr-[denaturant] and log(ku) = log(ku°) + mu-[denaturant], with ku® and
ke the rate constants in pure water.l's2 Inspired by this approach, here we modify the kinetic
model introduced in the previous chapter in an attempt to simulate the disassembly kinetics.
Thereafter, we will — guided by these simulations — unravel what is the cause of the observed
disassembly results, and further analyse the generality of the observed effect of solvent-

composition on assembly and disassembly dynamics.

3.5.1 Kinetic model with solvent-dependent rate constants

To simulate the disassembly kinetics, the kinetic model introduced in Chapter 2 is extended
with solvent dependent rate constants. For simplicity, only one pathway, ie. the
thermodynamically stable pathway, is taken into account. The solvent dependency of the
forward and backward rate constants arand cris defined via

log(ay) = log(a) — maf, (3.2)

log(cy) =log(c) + mef, (3.3)
respectively, with ar and crthe rate constants in pure MCH. Rate constant by is defined via

br=cflo, (3.4)

with cooperativity parameter ¢. Equilibrium constants of nucleation Kn and elongation Ke. in
pure MCH are defined via Ke = a/c and Kn = ¢-Ke. Again, o is assumed to be independent of f.
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Figure 3.7 | Simulated solvent-dependent disassembly and assembly kinetics. (a) Kinetic nucleation-
elongation model to simulate (dis)assembly of ROPV helices, in which the hydrogen-bonded OPV dimer
(X) is considered as the monomer. (b) Schematic representation of followed approach to simulate the
disassembly kinetics: (1) The equilibrium distribution of all species with different stack lengths (i=1, i =
2, etc.) in pure MCH is calculated via the equilibrium model, using Kn and Ke. (2) New monomers that
originate from the chloroform phase are added to the monomers present in the MCH solution, and the
resulting monomer concentration as well as the concentrations of all aggregate species are corrected for
dilution due to mixing of the MCH and chloroform phases. (3) Using these concentrations as start
conditions, the subsequent disassembly kinetics are simulated using the rate constants a5, br and ¢r with
values in accordance with the chloroform/MCH ratio. (c) Relation between rate constants a5, by and cr and
chloroform volume fraction in MCH (based on equations 3.2-3.4, a = 6-10* M-1s™!, c = 1.71-102 57!, ma =7,
me=7,0=0.16). (d) Simulated disassembly kinetics with increasing amounts of chloroform. (e) The time
at which 90% of the conversion towards the equilibrium state is obtained (#-90) shows a minimum rate
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close to the critical chloroform volume fraction. (f) The assembly kinetics are simulated starting from
only free monomers in different chloroform/MCH ratios, with solvent-dependent rate constants defined
similar to the disassembly simulations. (g) The time at which 90% of the conversion towards the
equilibrium state is obtained (#-90) shows a minimum assembly rate around the critical chloroform
volume fraction. The kinetic curves are simulated with a concentration of 12 pM (n = 2); the thin black
lines in pane e and g display results simulated with a concentration of 6 uM.

To simulate the disassembly kinetics induced by the addition of ROPV in chloroform to the
solution of ROPV assemblies in MCH, first the concentrations of all oligomers and helical
aggregates in pure MCH are calculated via the equilibrium model using realistic values of Kn
and K. (Fig 3.7b). Subsequently, starting concentrations for the dynamic simulations are
obtained by addition of fresh monomers to the monomer pool in MCH and correcting the
resulting monomer concentration as well as the concentrations of all aggregate species for
dilution due to mixing of the MCH and chloroform phases. Thereafter, the disassembly
kinetics at the respective chloroform/MCH ratio are simulated using these starting
concentrations together with the rate constants ay, by and ¢;, defined via equations 3.2-3.4 (Fig
3.7bc). The value of the forward rate constant a (i.e. in pure MCH) is chosen close to the value
found in the assembly of OPV (Chapter 2). The values of the backward rate constant ¢ (which
equals a/Ke), ma, mcand o are chosen so as to match the experimental melting and denaturation
curves obtained under thermodynamic control. Indeed, simulations of the disassembly
dynamics performed at different chloroform volume fractions reveal a minimum disassembly
rate around fait, as is observed experimentally (Fig 3.7de). However, the simulated maximum
values of {-90 at both OPV concentrations are approximately two orders of magnitude larger
than the experimentally observed values. This difference can be explained by the fact that the
kinetic model describes disassembly of aggregates by monomer addition and dissociation
reactions only and does not consider fragmentation of aggregates into two oligomers.
Involvement of these fragmentation reactions results in much faster disassembly kinetics and
hence lower values of £-90, as discussed in Chapter 6. Nevertheless, the qualitative kinetic
model presented here correctly predicts a minimum disassembly rate at the critical chloroform
volume fraction, even though it does not capture the full complexity of the disassembly
kinetics because fragmentation of one-dimensional aggregates is not taken into account. It
should be mentioned that involvement of oligomer reactions or fragmentation in the
disassembly process has no influence on the thermodynamic analysis. Even though the
equilibrium model describes the assembly process by sequential monomer association and
dissociation, also oligomer reactions and fragmentation are implicitly taken into account due
to the principle of detailed balance.
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3.5.2 What causes the minimum rate at the critical solvent composition?

The resemblance between the minimum protein (un)folding rate at the midpoint of the
denaturation curve and the minimum disassembly rate of ROPV at the critical solvent
composition is remarkable, because of the differences in non-covalent interactions involved
(dipolar vs. hydrogen-bonding), reaction order (intermolecular vs. intramolecular) and solvent
conditions (non-aqueous vs. aqueous). To further analyse this phenomenon, the influence of
the cooperativity in the growth of the aggregates is assessed by kinetic simulations with the
model. Interestingly, if cooperative effects are diminished (¢ — 1), the minimum disassembly
rate appears at lower values of f and in case of isodesmic growth (¢ = 1), the rate continuously
increases with f. This demonstrates that cooperativity is a key parameter in observing the
chevron-type disassembly kinetics (Fig 3.8).
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Figure 3.8 | Influence of cooperativity on minimum assembly and disassembly rate at critical solvent
composition. The influence of cooperativity ¢ on the disassembly and assembly rate is assessed by
performing simulations with the kinetic model. #-90 is followed as a function of chloroform volume
fraction f for different values of o, 1) for a mechanism in which ¢ increases with f and aris constant (1. =
0, me = 14, a) and 2) for a mechanism in which the forward rate constant ar decreases with f and
backward rate constant ¢ is solvent-independent (ma = 14, mc = 0, b). In both cases only a minimum
disassembly (c, e) or assembly (d, f) rate is obtained around feit if o is small: cooperativity is required to
obtain a minimum rate at the critical solvent composition.
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The minimum disassembly rate observed around the critical chloroform volume fraction
can be rationalized by the influence of solvent composition on the length distribution. Upon
increasing the fraction of good solvent (f), the equilibrium concentration of long stacks
decreases, whereas the concentration of short stacks, (pre-nucleus) oligomers and monomers
increases (Fig 3.9ab). As a consequence, addition of free monomers in chloroform to a solution
of long stacks in pure MCH results in two effects which occur simultaneously: 1) disassembly
of long aggregates to their new (shorter) equilibrium length as a consequence of the increased
chloroform/MCH ratio; 2) assembly of new monomers, either originating from the chloroform
phase or from disassembly of long stacks, into new oligomers and short aggregates (Fig 3.9¢).
The first effect becomes stronger upon increasing f, either as a result of an increasing backward
rate constant ¢ or due to the decreasing forward rate constant a5, both hampering elongation of
long stacks. However, the same influence of chloroform on the rate constants deactivates the
second effect, thereby slowing down the formation of new oligomers and short aggregates
upon increasing f. Since the concentration of short aggregates and oligomers is negligible
beyond ferit, the first effect dominates the disassembly rate in the regime f > feit, resulting in a
rate that increases with the fraction of good solvent in this regime. However, in the regime f <
ferit, the monomers resulting from the disassembly of long stacks aggregate into new short
stacks, as demonstrated in Figure 3.9b. This formation of short aggregates is slowed down
upon increasing the chloroform volume fraction, both due to the decreasing forward rate
constant ar as well as the increasing backward rate constants br (nucleation) and ¢f (elongation).
For a cooperative assembly process in which a nucleation step is involved in the formation of
new aggregates, this results in a minimum equilibration rate at the critical chloroform volume
fraction.

Next, the influence of solvent composition on the aggregation kinetics is investigated by
simulating the build-up of aggregates starting from a solution of free monomers (Fig 3.7fg).
Again, an important influence of nucleation is encountered (Fig 3.8df). Only for small values of
0, a minimum aggregation rate is observed at fuit. In analogy to the influence of nucleation on
the equilibration of ROPV assemblies upon addition of chloroform, this phenomenon can be
rationalized by the fact that for aggregation kinetics the rate of equilibration is determined by
1) the amount of material that is aggregated under equilibrium conditions, and 2) the
formation rate of new aggregates. Both the amount of material that aggregates under
equilibrium conditions as well as the formation rate decrease with f. In case of cooperative
growth, the nucleation of new aggregates — which is hampered upon increasing f — dominates
the process. As a result, the simulated assembly rate for cooperative systems decreases up to

fcrit.

66



Chapter 3

a h
a L c
S
1t ®S o010
-
°g
— § 07 g ;';’005
L D
- E’i 10 € 2 o0
S S 2 00 o1 02 03
§ 10° 16
¥=
8, 4
c 107}
0+ = / 3
000 005 010 015 1 10 100 1000
f(_) chain length
C MCHphase s | 1. reequiibratonstacks | | _ |
i - —-m= /\ - N \%\ i
) T e > / i |
l o F » ey l e
e N 7 4 ; | I
'\ fo= ; ~ 1
i i - : i / i / :
| ‘\” e R | |
1 L, L i -y, !
! Do : -

Figure 3.9 | Influence of co-solvent on chain length distribution. (a) Degree of aggregation ¢ vs.
volume fraction of good solvent f calculated under equilibrium conditions (Ke = 3.5-10¢ M1, OPV dimer
concentration = 12 uM, m = 7.9-10* J/mol, n = 5, ¢ = 0.16). (b) For different points on the denaturation
curve, the equilibrium distribution (concentration vs. chain length) is calculated via the equilibrium
model. The inset shows the total number concentration of aggregates as a function of f. (c) Schematic
representation of development of assemblies in time after mixing the MCH and chloroform phase: both
the long stacks as well as the new monomers re-equilibrate towards the new equilibrium state via
disassembly and nucleation of new stacks, respectively.

3.5.3 Analysing the generality of the effect of solvent-composition on assembly and
disassembly dynamics

To further extend the insights from the kinetic model, simulations are performed on the
aggregation kinetics in which the dependence of the forward and backward rate constants on
the solvent composition is varied. In general, the thermodynamic stability of the assemblies as
a function of chloroform volume fraction, f, is determined by the value of m in eq. 3.1, with m >
0. On the other hand, the stability of the assemblies can be represented by the equilibrium
constant of elongation Kes = ar / ¢, in which the dependence of rate constants as and ¢f on f is
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determined via ma and m., respectively (eq. 3.2 and 3.3). Combining these two relations, it can
be derived that Kes decreases with f if ma + mec > 0, as shown in paragraph 3.7. Hence,
disassembly upon addition of chloroform occurs when both rate constants increase with f,
when both rate constants decrease with f and all possibilities in between, as long as the
requirement #a + mc > 0 is met (Fig 3.10). The kinetic assembly simulations show that if rate
constants ar and ¢ are both decreasing functions with respect to f, a minimum assembly rate is
obtained at fuit as a result of the decreasing rate of monomer association. If rate constant ar
decreases with respect to f and rate constant ¢ increases with f, also the increasing rate of
monomer dissociation slows down the assembly towards fui. However, if rate constant ar
increases with f, an interesting dependence of #-90 on solvent composition can be observed.
Initially, the assembly rate increases with f, and subsequently slows down towards feit.
Apparently, for low values of f the increasing ar dominates the assembly rate, whereas close to
fait the increasing ¢ is dominant and slows down the assembly. In analogy to this behaviour,
comparable results are obtained in simulations on disassembly kinetics (Fig 3.10). This
indicates that, independent of the actual influence of solvent composition on the forward and
backward rate constants, addition of a destabilizing co-solvent results in a slowing down of
the rate of both assembly as well as disassembly close to the critical solvent composition.

b assembly: disassembly:
a .y C
10°F 2000 F
__’/ —_ r —_
10°)  dpMTsT) z 0 O
» o 150 F S 1000 -
10" F Cf (s7) ? 2
. 0r 0F
10°F
| = — 3000 -
10°F apMsh z 500 ¢ 2
: -1 & 250 & 1500
10" F C/- (s7) s pcs
. 0t 0F
10" 20000 -
f g | gy °
0% & 1500 | g 10000
10—y | * <
o AR ot ot
o ay s . 2x10* [ s 1.0x10°
G S 1x10° [ § 5.0x10'
wE 2~ 2 ol ool
10 gt 4x10* | s
A 0 2 40x10°
o'k Cps™ & 2x10° | 2 2.0x10°
P — O —— , 0.0 . .
0.0 0.2 0.4 0.00 005 0.10 00 02 04

Q) VAQ AQ

Figure 3.10 | Influence of the dependence of the rate constant on f for assembly and disassembly
kinetics. Assembly (b) and disassembly (c) kinetics simulated with the kinetic nucleation-elongation
model show that if the slope of backward rate constant cf as a function of f is less negative compared to
the slope of forward rate constant ar (i.e. ma + mc > 0), a minimum assembly or disassembly rate is
obtained close to the critical solvent composition. Pane (b) and (c) show the dependence of t-90 on f for
the different relations between rate constants and solvent composition that are shown in the pane (a).
From top to bottom: ma = =3, me=17; ma =0, me=14; ma =7, mc =7; ma = 14, mc = 0; ma = 17, me = -3. The
rate constants are based on equations 3.2-3.4, 2 =6-10* M-'s™, c=1.71-102 s, 0 =0.16, n =5, ctot = 12 pM.
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3.6 Conclusions and discussion

The present study shows the influence of solvent conditions on the stability and dynamics
of self-assembled systems. In analogy to protein denaturation models and studies on the
unfolding of synthetic foldamers, addition of a co-solvent that weakly associates with the
monomer (thereby acting as a “good” solvent) results in a linear decrease of the Gibbs free
energy for monomer addition. The resulting disassembly process reveals a critical solvent
composition for aggregates that assemble via a cooperative mechanism, whereas a gradual
disassembly profile is observed for assemblies that grow via an isodesmic mechanism.

The disassembly experiments reveal a minimum rate of OPV disassembly close to the
critical volume fraction of the good solvent. Because of the solvent-dependent dynamics, the
mixing protocol applied to induce disassembly is shown to have important consequences for
the time-dependent development of the aggregates. Insufficient mixing can initially result in a
(fast) disassembly in one part of the solution, whereas in the final obtained homogeneous
solution aggregation is again initiated. The time scale of its assembly and disassembly, which
is in the order of 5 — 30 min., makes OPV an ideal model system to study one-dimensional
assembly mechanisms in detail. Analysis of the dynamics of the other systems studied in this
chapter, 2 — 4, have shown that it is too fast for reliable studies on the assembly and
disassembly kinetics, meaning that their assembly can only be studied under equilibrium
conditions. However, the experimental results on OPV disassembly provide us general
insights, as evidenced by the kinetic model developed in this chapter. By taking into account
the influence of solvent on the rate constants, the model captures the experimentally observed
behaviour and predicts a minimum disassembly rate at the critical solvent composition as
well. By simulating the solvent-dependent kinetics using this model, we trace the origin of the
slowest dynamics (both in assembly and disassembly) at the critical good/poor solvent ratio
observed in cooperative systems back to de novo nucleation of aggregates.

The observed relations between solvent composition and time-dependent development of a
self-assembled system are envisioned to have important consequences for the formation of
functional supramolecular systems. Previously it has been shown that the development of 1D
self-assemblies can be performed via a fast process by rapid dispersion of molecules into a
poor solvent. However, if the association is too strong (e.g. due to strong interactions between
the side chains), this methodology produces large agglomerates that precipitate.’ To slow
down the assembly process, the mixing of good and poor solvent can be retarded via phase
transferl!> 31 (using a non-miscible combination of good and poor solvent) or vapour
diffusion.’>34 However, the current study shows that the self-assembly rate can be further
controlled by the ratio between good and poor solvent as well. This finding expands the
toolbox to control the formation of one-dimensional nanomaterials across multiple length and

time scales.

Moreover, in the stepwise assembly of multicomponent structures, a critical aspect that
needs to be achieved is the exclusive growth of a new molecular building block on previously

formed assemblies without nucleation of the new material. The most convenient way to
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achieve this is by addition of a new component in a good solvent to a solution containing
aggregates in such a way that the new component cannot form new nuclei de novo. However,
unless the assemblies formed in previous steps are locked by covalent fixation®>%1, extremely
strong noncovalent interactions such as metal-ion binding®! or crystallization®-!, the
addition of a good solvent affects their stability as well. These factors complicate the design of
multistep noncovalent syntheses. For example, the highly nonlinear relation between
dynamics and solvent composition can, in case of an inhomogeneous addition of good solvent,
result in a disassembly overshoot of the initially formed architectures. Only by understanding
the influence of good and poor solvents on the thermodynamics and kinetics of self-assembly
processes optimized noncovalent synthetic strategies can be developed which will pave the
way towards functional multicomponent supramolecular systems.

3.7 Details of experiments and simulations

Instrumentation and Material. The syntheses of molecules 142, 2121, 3[4} and 4/22 are described
elsewhere. 1 is kindly provided by dr. Christophe Grenier and dr. Subi J. George; 2 is provided by dr.ir.
Tristan Mes; 3 is provided by dr.ir. Anja R. A. Palmans and 4 by dr.ir. Floris A. Helmich. CD spectra are
recorded using a Jasco J-815 CD spectrometer. Sensitivity, response time and scanning rate are chosen
appropriately. The temperature is controlled using a Jasco Peltier temperature controller with a range of
-10 - 110 °C and adjustable temperature slope. UV/Vis spectra are recorded using a Jasco V-650 UV/Vis
spectrometer. The temperature is controlled using a Jasco Peltier temperature controller with a range of
-10 - 110 °C and adjustable temperature slope. The stopped-flow experiments are conducted via a
procedure as described in Chapter 2. Solvents were obtained from Sigma-Aldrich (MCH,
spectrophotometric grade, 99%) and Biosolve (chloroform, AR, >99.9%) and used as received.

Denaturation experiments. The denaturation experiments are performed by adding solutions of the
monomer in chloroform (good solvent) in different amounts to solutions of the aggregates in
methylcyclohexane (MCH). The disassembly is probed by CD (1, 466 nm; 2, 316 nm; 3, 286 nm) or
UV/Vis (4, at maximum intensity ranging from 518-528 nm) spectroscopy under equilibrium conditions
verified by time-dependent experiments. The kinetic experiments on the disassembly of ROPV
described in Figure 3.5 and Figure 3.6 are performed by manually mixing of the solutions of ROPV in
chloroform and ROPV in MCH. The experiments are conducted in quartz cuvettes with optical path
lengths of 1 cm (12 uM), 5 mm (24 uM) and 1 mm (63 uM). Molar ellipticity Ae in [1/M-cm] is found via
Ae=CD [mdeg] / ( 32982 x concentration OPV [M] x optical path length [cm] ). The time at which 90% of
the conversion towards the equilibrium state is obtained (#-90) is determined by the time t at which
( CDo — CD(t) ) / (CDo — CDsteady state) = 0.90. In this equation, CDsteady state represents the final CD-value,
CD(t) the CD-value at time ¢, and CDo the initial CD-value in pure MCH corrected for dilution with the
chloroform phase (i.e. CDo = CDwct-(1 - f)).

Fitting the solvent-equilibrium model to denaturation curves. To analyse the denaturation curves
acquired under equilibrium conditions, the equilibrium model as explained in paragraph 2.7 is applied.
To fit the equilibrium model to the denaturation data acquired on 1 — 4, the normalized degree of
aggregation is deduced from the changes observed in CD or UV/Vis. For 1 -3,

_Cb) 3.5)

normalized degree of aggregation = s
g ggregation (f) CD(f =0)
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whereas for 4,

UV/Vis(f)—UV/Vis(f = 0)

. (3.6)
UV/Vis(f =1)— UV/Vis(f =0)

normalized degree of aggregation (/) =

It should be mentioned that the normalized degree of aggregation obtained via eq. 3.5 and 3.6 equals
1 in pure MCH (f = 0). However, if the experimental CD or UV/Vis value obtained in pure MCH is not
yet saturated at the temperature at which the experiment is performed, a normalization factor p should
be introduced to match the normalized degree of aggregation found via eq. 3.5 or 3.6 and the calculated
degree of aggregation ¢. The calculated degree of aggregation ¢ is defined as
Xt — X

p="0 3.7)

xlot

for 2 — 4 (i.e. all species with i > 1 are considered as aggregates). In the case of 1, the CD signal is
assumed to originate from solely post-nucleus aggregates. Hence, the degree of aggregation for 1 is
considered to be equal to:

n

Yot _x_zi'pi
p=—— (3.8)

xlul

with n=5.In eq. 3.7 and 3.8, x represents the dimensionless concentration of the monomer (which is the
hydrogen-bonded ROPV dimer in case of 1). In eq. 3.8, pi represents the dimensionless concentration of
aggregate P with length i.

Taken together, four parameters need to be optimized to fit the equilibrium model to the data
(normalized degree of aggregation vs. f): AG?, m, ¢ and p. The optimized parameters are found via a non-
linear least-squares analysis where the sum of the squared residuals is minimized using Matlab
(Isqnonlin solver). The data are fitted with non-linear least squared regression, using the Levenberg-
Marquardt algorithm. To analyse the data acquired at multiple concentrations in one curve fitting
procedure, the sum of all squared residuals is minimized using the same procedure. To avoid the
program getting trapped in a local minimum, 100 different initial parameter sets are defined, and the
best fit is taken as the final solution for the values of AG?, m, o and p. The different initial parameter sets
are defined using a Latin hypercube sampling method (Matlab function lhsdesign). Initial parameter values
are in the intervals AGY € [-50, -20] kJ/mol, m € [50, 120] kJ/mol, ¢ € [0, 1] and p € [0.9, 1.1], the
boundaries are adjusted if necessary.

The covariance matrix Cov is found via:

resnorm

Cov =
#DOF

(Jacobianr -Jacobian )71 > 3.9)
where resnorm is the sum of the normalized residuals in the fitting procedure, #DOF is the number of
degrees of freedom (which equals the number of data points minus the number of fitting
parameters).l* 43 The Jacobian is a matrix in which the number of columns is given by the number of free
parameters and the number of rows equals the number of data points. Each element Jacobian; represents
the derivative of the residual for data point i to parameter j. The standard deviation of each parameter i
can be found by taking the square root of Covi. Subsequently, the elements of the correlation matrix Corr
(Pearson correlation coefficients) are obtained via:

Cov,
Corry = —1 (3.10)

\/Cov,;Cov; .
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The off-diagonal values Corrj (with i # j) represent the correlation between parameter i and j, with Corr;
= 0 indicating no correlation and Cjj = + 1 indicating maximum correlation. Furthermore, Corrij = Corrj,
and Corri=1.

To illustrate the fact that lower correlation values are obtained when the datasets are fitted together
via the multiple curve fitting procedure, rather than individually, the correlation matrices of the
individual and multiple curve fits are displayed below.

Individual fits:

1, 12 1M, 20 °C 1, 24 uM, 20 °C 1, 63 M, 20 °C
AG® m o P AG® m o P AG® m o P
AG® 1 0.01 -1.00 -0.01 AG® 1 -0.98 -0.86 0.77 AG® 1 -0.99 -0.86 0.71
m 1 -0.01  -0.88 m 1 076  -0.82 m 1 080  -0.74
o 1 0.01 o 1 -0.47 o 1 -0.43
P 1 P 1 p 1

Multiple curve fits:

1,12 uM (1), 24 M (2), 63 uM (3), 20 °C

AG® m o p1 p2 p3
AG® 1 -094 -074 -0.16 0.38 0.13
m 1 0.48 0.12 -046  -0.21
c 1 0.26 0.00 0.15
p1 1 0.07 0.11
p2 1 0.25
p3 1

The equilibrium model is also fitted to temperature-dependent data on the assembly of ROPV (24
uM, 102 uM). Based on the obtained values for the enthalpies and entropies of nucleation and
elongation (AH = (~140.9 + 0.3) kJ/mol, ASe = (-343.3 = 0.9) J/K.mol, AHa? = (=141 # 0.3) kJ/mol, AS:0 =
(-356.8 + 0.9) J/K.mol), AG® = AHe? — T-ASe® = —40.4 kJ/mol and ¢ = 0.20 at 20 °C. The resemblance of these
values, found via temperature-dependent experiments, to the results obtained upon analysing the
solvent-dependent assembly of 1 at multiple concentrations corroborates the validity of the latter
methodology.

The very low correlations obtained upon fitting the equilibrium model to the first dataset (12 pM) are
probably related to the lacking data points around fai, that result in very large standard deviations as
well. If ¢ is fixed at a value of ¢ = 0.16, the following parameter values are obtained: AG® = (-37.5 + 0.4)
kJ/mol; m = (83 £ 5) kJ/mol; p = 1.04 + 0.02, indicating that fixing one parameter can reduce the standard
deviations on the other parameters. However, this strategy does not yield a reduction in the correlation
values:

1,12 M, 20°C, 6=0.16

AG° m 4
AG® 1 -1 0.87
m 1 -0.85
j4 1
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Kinetic experiments and modelling. In the supramolecular polymerization model, the hydrogen
bonded OPV dimer is considered as the building-block (i.e. monomer) in the aggregation process,
similar to the model applied in Chapter 2. In the previous chapter, two assembly pathways are taken
into account to describe the assembly process: a kinetically vs. thermodynamically controlled pathway
that are competing for the same free monomer. However, in the analysis followed here only one
assembly pathway towards the thermodynamically stable aggregate is considered. This simplification is
justified because of the limited influence of the kinetic assembly pathway in the simulation of
disassembly kinetics. Moreover, this simplification extends the applicability of the simulations to other
supramolecular systems.

Also if the addition of pure chloroform — rather than OPV monomers in chloroform — to OPV
assemblies in MCH is simulated, a minimum depolymerisation rate at fuit is observed for cooperative
systems. The overshoot in disassembly, as is observed at the highest concentration (63 uM, Fig 3.6),
could potentially also be explained by the fact that the curve which represents the degree of aggregation
under equilibrium conditions as a function of f exceeds the initial degree of aggregation obtained upon
homogeneous mixing, which is on the line y = 1 - f. However, at this concentration this is not the case.

As follows from eq. 3.1, AG” increases with f if m > 0, resulting in a decrease of Kes with f.
Alternatively, Kef can be found via the rate constants of monomer addition and dissociation:

log(KeJ.):log(?]:log((zj—(ma +mc)f:10g(Ke )—(ma +mc)f,.

’ (3.5)
In(K,,)=In(K,)~-23026(m, +m,)f.
Subsequently expressing Kesand Ke in AGY” and AG?, respectively, yields:
AG" =AG’ +2.3026-RT (m, +m,) f. (3-6)

As aresult, m equals 2.3026-RT (1m1a + mc) and ma + me> 0 if m > 0.
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Model-driven optimization of multi-component
self-assembly processes

Abstract: This chapter describes an engineering approach towards multi-component self-
assembly processes by developing a methodology to circumvent spurious, metastable
assemblies. The formation of metastable aggregates often hampers self-assembly of molecular
building blocks into the desired nanostructures. Strategies are explored to control pathway
complexity and avoid off-pathway aggregates by optimizing the rate of assembly along the
correct pathway. As a model system, we study the co-assembly of two monomers, the R- and
S-chiral enantiomers of a m-conjugated oligo(p-phenylene vinylene) derivative. Co-assembly
kinetics are analysed by developing a kinetic model, which reveals the initial assembly of
metastable structures buffering free monomers and thereby slowing down the formation of
thermodynamically stable assemblies. These metastable assemblies exert greater influence on
the thermodynamically favoured self-assembly pathway if the ratio between both monomers
approaches 1:1; in agreement with experimental results. Moreover, competition by metastable
assemblies is highly temperature-dependent and most effectively hampers assembly of
equilibrium nanostructures at intermediate temperatures. It is demonstrated that the rate of
the assembly process can be optimized by tuning the cooling rate. Finally, it is shown by
simulation that stepwise increasing the driving force for assembly by changing solvent
composition can circumvent metastable pathways and thereby force the assembly process
directly into the correct pathway.

Part of this work has been published as:

“Model-driven optimization of multicomponent self-assembly processes” P. A. Korevaar, C. Grenier,
A.J. Markvoort, A. P. H. J. Schenning, T. F. A. de Greef, E. W. Meijer, Proc. Natl. Acad. Sci. USA
2013, 110, 17205-17210.



Model-driven optimization of multi-component self-assembly processes

4.1 Introduction

Self-assembled nanostructures are often considered to be in fast exchange with their
molecular building blocks."l Although this is true for highly dynamic systems, the assembly of
more rigid systems — ie. systems most often used in applications — have relatively slow
dynamics and are often not in equilibrium.>”) The long lifetime of the resulting assemblies
allows the hierarchical construction of functional nanostructures from self-assembly of
multiple components, since aggregates formed in earlier steps will not re-equilibrate after
addition of subsequent components. Via this approach one-dimensional multi-segment
nanorods!®! have been assembled, as well as supramolecular electronic structures containing
different types of wires!’! and p-n junctions.'”l Also in the processing of organic materials like
bulk heterojunction solar cells, slow self-assembly dynamics play a critical role. For example,
prolonged annealing is often required to obtain optimal morphologies of electron donor and
acceptor components.[''-'3l A drawback of the slow monomer exchange dynamics, however, is
that the molecular components can easily get trapped in metastable off-pathway assemblies
which hamper assembly along the correct pathway; a phenomenon known as pathway
complexity.l' Hence, obtaining the desired supramolecular morphology is often non-trivial,
and many variables like solvent composition, concentration, temperature and preparation
methodology have to be optimized to obtain the correct molecular architectures.'>-20]

The presence of kinetically controlled self-assembly pathways clearly emphasizes the
necessity of developing kinetic models which take into account the growth mechanism and
pathway complexity leading to a diversity of various aggregate morphologies. Such a model-
driven approach is common in synthetic biology, where it aids the development of systems
which can for instance control gene expression.?'2%l Typically, a kinetic model is developed
first that includes all modular elements and the interactions between them. Next, to identify
the most critical parameters that have to be optimized in order to achieve the targeted
function, the combinatorial design variable space of the model is mapped by running many

simulations with different parameter combinations.

Inspired by this forward engineering approach, in this chapter we computationally screen
self-assembly strategies which circumvent formation of metastable aggregates and thereby
optimize the rate of self-assembly into thermodynamically stable aggregates. First a molecular
model system is introduced consisting of two different molecules which co-assemble into one-
dimensional, helical aggregates. Next, the co-assembly is experimentally studied under
thermodynamic and kinetic control, and a model is developed to analyse the co-assembly
kinetics in detail. Simulations reveal the initial formation of metastable structures which buffer
free monomers and thereby slow down the formation of the thermodynamically stable
assemblies. In the third part, we analyse the temperature-dependent entrapment of monomers
in these assemblies. The competition exerted by the metastable pathway is found to be highly
dependent on the applied cooling rate, and a temperature-dependent kinetic model is
developed to rationalize this behaviour. Based on the resulting insights into the co-assembly
pathways, methodologies are proposed and assessed by simulation to circumvent these
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metastable pathways during the aggregation process, whilst providing the fastest route to
arrive at the desired structure. Alternatively, this strategy allows the design of methodologies
to obtain the kinetically favoured assemblies if required.

4.2 Model system: co-assembly of two enantiomers

As a model system, the co-assembly of R- and S-chiral oligo(p-phenylene vinylene)-
ureidotriazine (ROPV and SOPV, Fig 4.1a) is selected.”> 261 To investigate the co-assembly of
ROPV and SOPV, “majority rules” experiments are performed by dr. Christophe Grenier,
which assess the capability of the major enantiomer to amplify its chirality by forcing all
assemblies in the system to take over its preferred helicity.?”) Solutions of R- and SOPV (200
uM) are mixed at 20 °C in different ratios characterized by the enantiomeric excess ee, which
equals the difference between the molar fractions of R- and SOPV. The resulting anisotropy
factor A¢/e (460 nm) depends linearly on ee, indicative of the lack of chiral amplification (Fig
4.1c). However, annealing above the critical temperature of elongation Te at which all helices
are disassembled, followed by slow cooling (1 °C/min) back to 20 °C strongly influences the
relation between A¢/e and ee. For ee < -0.2 and ee > 0.2, A¢/e is now saturated and equals the
anisotropy factor corresponding to the excess enantiomer in its pure form. The strong chiral
amplification obtained upon annealing and subsequent cooling implies that initial mixing of
the assemblies at 20 °C does not result in notable monomer exchange, and hence the net
helicity equals the weighted sum of the helicities of homo-aggregates consisting of R- and
SOPV monomers only. Annealing results in disassembly of enantiopure aggregates after
which the monomers can mix upon cooling, resulting in chirally amplified hetero-aggregates.

The majority rules experiment is also performed at a lower concentration of 10 uM (Fig
4.1d) and again, no chiral amplification is observed upon mixing the assemblies at 20 °C.
However, also after annealing above T. and subsequent cooling (1 °C/min) no chiral
amplification is observed. To investigate if this absence of chiral amplification is related to
kinetic phenomena, a 10 pM OPV solution with ee = —0.3 is cooled and subsequently heated
with a rate of 1 °C/min (Fig 4.1e). Indeed, a large hysteresis is obtained, and only cooling with
a much slower rate from the molecular dissolved state (0.1 °C/min) results in a Ae/e-value
indicative of chiral amplification. Since the UV/Vis spectrum obtained after cooling with 1
°C/min at 20 °C coincides with the UV/Vis spectrum of the mixture of S- and ROPV assemblies
at this temperature prior to annealing, it can be concluded that also in the non-amplified state
most monomers are assembled. This means that the small helicity of the non-amplified state is
not related to failure of monomers to assemble upon cooling with a rate of 1 °C/min.
Furthermore, fluorescence lifetime measurements on a 1:1 mixture of S- and ROPV assemblies
result in lifetimes that are identical to the results obtained on enantiopure helices, i.e. solely
SOPV assemblies or solely ROPV assemblies in solution. Only heating the 1:1 mixture of S- and
ROPYV assemblies and subsequent cooling with a rate of 1 °C/min yields a significant change in
the fluorescence decay time, consistent with mixing of both enantiomers into hetero-
aggregates. Hence, this observation excludes the involvement of conglomerates, i.c. separated
R- and SOPV assemblies, in the non-amplified state that is obtained after annealing.

77



Model-driven optimization of multi-component self-assembly processes

These metastable co-assemblies bear a relation with the assembly of enantiopure OPV: As
shown in Chapter 2, SOPV monomers assemble fast into metastable P*-type helices and
subsequently form stable M-type helices. Vice versa, ROPV forms metastable M*-type helices
prior to the slower assembly into stable P-type helices (Fig 4.1b).
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Figure 4.1 | Assembly and co-assembly of S- and ROPV. (a) Molecular structures of S- and ROPV.
Both enantiomers assemble into helical stacks: for SOPV, M-type helices are thermodynamically
favoured whereas P*-type helices appear under kinetic control. Vice versa, ROPV forms P-type helices
under thermodynamic control and M*-type helices under kinetic control, as demonstrated by the CD
spectra in pane (b). To study the co-assembly of both enantiomers, majority rules experiments are
performed for mixtures of R- and SOPV in MCH. Both for high (200 uM, c) and low concentration (10
uM, d) no chiral amplification is obtained after mixing the assemblies at 20 °C. Heating to 80 °C, well
above the elongation temperature Te, and cooling with 1 °C/min to 20 °C yields only chiral amplification
at 200 uM. (e) For a 10 uM OPV solution (ee = -0.3), chiral amplification is only obtained upon cooling
with 0.1 °C/min, whereas cooling and heating with 1 °C/min results in a large hysteresis.
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4.3 Analysis of co-assembly kinetics

To unravel the origin of the metastable aggregates that appear in the co-assembly of S- and
ROPV, a deterministic kinetic model is developed that approximates a previously developed
stochastic simulation algorithm for majority-rules kinetics.?” The co-assembly model,
schematically depicted in Figure 4.2a, describes the assembly of both types of monomers in
left-handed M-type and right-handed P-type helical stacks. Nucleation occurs by association of
two monomers into M- and P-type nuclei. Further elongation of the stacks occurs via stepwise
monomer association, with association rate constant a. In contrast to the stochastic simulations,
the exact monomer sequence of each aggregate is not considered, which greatly decreases
computational time. Hence, to describe dissociation of the two different monomers from M-
and P-type stacks, the dissociation probabilities of S- and R-chiral monomers are computed
from the ratio of both monomers present in the respective aggregate type. Monomer
dissociation is described with rate constant c. For dissociation of monomers from aggregates of
their non-preferred type of helicity, this dissociation rate constant increases with a mismatch
penalty factor MMP (for details in the kinetic model see paragraph 4.7).

Simulations with the co-assembly model, starting with a mixture of R- and S-chiral
monomers in different ratios show that the time-dependent net helicity (Pt — Miot), defined as
the difference in concentration of monomers present in P- and M-type aggregates, is strongly
dependent on ee and has a minimum rate at ee-values close to zero (Fig 4.2b). Under steady-
state conditions, the calculated net helicity as a function of ee is comparable to the
experimentally observed chiral amplification curve, assuming a MMP of 1.1. However, during
equilibration the net helicity initially depends linearly on the ee, indicative of a non-amplified
state (Fig 4.2c). Congruently, the equilibration of the total assembled material (Pt + Miot) is
much faster compared to equilibration of the net helicity, supporting the fact that during the
initial stages of the assembly process aggregates are formed that do not contribute to chiral
amplification. To analyse this in detail, the time-dependent concentrations of the two
monomers (R- and S-chiral) in the different stacks (P- and M-type) are followed for different
values of ee, varying from 0 to 1 (Fig 4.2d-g). The results show that initially part of the
monomer pool assembles into aggregates with a helicity corresponding to the minority
enantiomer and that the kinetic stability of these aggregates becomes larger if the ee
approaches 0. As a result, the subsequent conversion into the stable aggregate type is delayed
for smaller ee values, resulting in a slower rate of chiral amplification for less enantiopure
systems. The kinetic curves as well as the equilibrium data predicted by the co-assembly
model are in good agreement with stochastic simulations (Fig 4.8a).
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Figure 4.2 | Analysis of the co-assembly kinetics of two different monomers by simulation.
(a) Schematic representation of the kinetic model describing the nucleated co-assembly of R- and S-
chiral monomers in P- and M-type helical stacks, with a mismatch penalty factor MMP for R-chiral
monomers in M-type stacks and S-chiral monomers in P-type stacks. (b, c¢) The time-dependent
development of net helicity (Pwt — Mt) and total assembled material (Prot + Miot) simulated with different
values of ee, and a MMP of 1.1. The rate of chiral amplification decreases as the ee approaches 0. For
different ee values from 0 to 1, the time-dependent concentration of both monomers in M- (d, e) and P-
type stacks (f, g) is analysed. When the ee approaches 0 the monomers are buffered for a longer time in
the metastable M-type stacks, resulting in slower amplification kinetics. Parameters: a = 4-10* M-'s™; b =
400 s7; c=0.04 s7; cor = 10 M.

The strong dependence of the chiral amplification rate on the ee, as predicted by the co-
assembly model, is verified by kinetic experiments. OPV solutions (10 pM) with different ee’s
are cooled from above the T to 20 °C with 8 °C/min and subsequently the increase of A¢/e is
followed in time (Fig 4.3). In agreement with previous chiral amplification studies® 2, the ee
has a large effect on the annealing kinetics. Slower rates are obtained for less enantiopure
compositions, in agreement with the co-assembly model.
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Figure 4.3 | The rate of chiral amplification is strongly dependent on the ee, as shown by kinetic
experiments where A¢/e is followed in time at 20 °C for OPV solutions with different ee’s that have been
cooled from above the T. to 20 °C (8 °C/min, 10 uM).

4.4 Temperature-dependent entrapment of monomers in
metastable assemblies

The majority rules experiments at a low concentration of 10 uM show that fast cooling
results in metastable assemblies that fail to display chiral amplification and contribute to the
strong hysteresis observed. To further corroborate the role of these metastable assemblies in
the hysteresis, the influence of cooling rate on the co-assembly of R- and SOPV is assessed. An
OPV solution (10 uM, ee = —0.3) is cooled from above the T. to 0 °C with different cooling rates:
1 °C/min, 8 °C/min and via quenching of the solution in an ice bath. Thereafter, the evolution
of the amplified state is probed by CD at 20 °C (Fig 4.4a). Surprisingly, a maximum rate in net
helicity is observed after rapid quenching, whereas a significantly slower rate is observed after
cooling with 1 °C/min. This counterintuitive effect cannot be explained by an aggregation
mechanism in which monomers assemble via a single pathway: in this case longer re-
equilibration times would be expected for faster cooling rates, as demonstrated in Figure 4.5a.
A possible way to rationalize the kinetic results is via the buffering of monomers into parallel
operating, kinetically controlled pathways, comparable to the metastable assemblies that
appear in the simulations with the co-assembly model (Fig 4.2). During slow cooling (i.e. 1
°C/min), free monomers get entrapped into these pathways. Hence, the assembly into
thermodynamically favoured aggregates that contribute to chiral amplification occurs slower.

In the co-assembly model all monomer association reactions are described with the same
rate constant g, independent of the helicity of the aggregate. This results in an initial
appearance of aggregates that show no chiral amplification, as well as a correct prediction of
the relation between ee and the rate of chiral amplification. The experiments discussed in
Chapter 2 on the assembly of enantiopure SOPV revealed a fast, kinetically controlled
assembly into P*-type helices. Vice versa, a metastable M*-type helix can be obtained for ROPV
(Fig 4.1b). Upon co-assembling S- and ROPV, both enantiomerically related monomers will
also be incorporated in these metastable aggregates, meaning that SOPV slowly assembles into

81



Model-driven optimization of multi-component self-assembly processes

the kinetically controlled M*-type helix that is initially formed by ROPV, and thereby increases
its stability. Analogously, ROPV slowly stabilizes the metastable P*-type helix that is initially
formed by SOPV. As a result, the stability of the metastable hetero-aggregates as well as the
rate constants that describe the association and dissociation of both monomers to these
assemblies depend on the exact composition of the aggregate. Effectively, this results in
multiple, parallel operating metastable pathways that compete with the thermodynamically
controlled hetero-aggregates for available monomers. Giving an exact description of all these
assembly pathways by further expanding the co-assembly model is possible but will introduce
a great number of additional constants which would complicate further analysis. Therefore,
we analyse the system by applying a simplified kinetic model that describes the nucleated
assembly of one monomer X into a single metastable pathway A that shows no chiral
amplification and one stable pathway B that does show chiral amplification.

The model, introduced before in Chapter 2 and ref. 14, describes both assembly pathways
as a sequence of monomer dissociation and association reactions (Fig 4.4b). Monomer
association is described with rate constants aa and as for the metastable and stable pathway,
respectively. The higher thermodynamic stability of aggregates in pathway B is reflected by
as/cs > aa/ca, with rate constants of monomer dissociation cs and ca for pathway B and A. We
note that in the kinetic experiments after rapid quenching a Ae/e-value of —0.001 is reached
within 20 minutes, whereas it would take more than a day to reach this A¢/e-value after
cooling with 1 °C/min (Fig 4.4a). This indicates that metastable assemblies sequester
monomers most effectively in intermediate temperature regimes. Hence, the assembly of
metastable assemblies in the kinetic model is assumed to be only faster than the stable
pathway (i.e. aa > as) for temperatures above 20 °C (Fig 4.4c).

Simulations with the kinetic model, based on the temperature-dependency of the various
rate constants as depicted in Figure 4.4c, indeed reveal that metastable assemblies only appear
above 20 °C (Fig 4.4d). As a result, the assembly of thermodynamically stable aggregates,
characterized by the time at which 50% of its conversion is completed (t-50B), is significantly
slowed down above 20 °C. Using the kinetic model and the temperature-dependent rate
constants we simulate the assembly of free monomers during cooling from 50 °C to 0 °C with
different temperature ramps (Fig 4.4e). In the simulations, a A¢/e-value of —0.0005 is assigned
to metastable A-type assemblies and a A¢/e-value of -0.0018 to stable B-type assemblies. The
resulting cooling curves reveal for slow cooling the direct formation of thermodynamically
stable aggregates (Ae/e ~ —0.0018), for fast cooling no assembly and for intermediate cooling
rates kinetically controlled assemblies (Ae/e ~ —0.0005), in agreement with our experimental
results. Moreover, simulation of the subsequent equilibration kinetics at 20 °C yields the
slowest rate for intermediate cooling rates like 1 °C/min. These simulations demonstrate that
upon cooling with intermediate temperature ramps, monomers are efficiently sequestered in
metastable assemblies that are easily formed above 20 °C. This buffering of free monomers
significantly slows down their re-assembly into the thermodynamically stable aggregates at
room temperature.
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Figure 4.4 | Experiments under kinetic control reveal that the competition for free monomer exerted
by the metastable assembly pathway is strongly temperature-dependent. (a) Temperature-dependent
net-helicity of an OPV solution (10 uM, ee = -0.3) upon cooling from above T. to 0 °C with different rates
(left pane). During subsequent equilibration at 20 °C, faster rates are observed after higher cooling rates
(right pane). (b) Schematic representation of the kinetic model describing the parallel assembly of a
kinetically controlled pathway A and a slower pathway B resulting in thermodynamically stable
aggregates. Both pathways compete for the same monomer X. (c) Influence of temperature on rate
constants used in simulations (top pane) and simulated assembly time, characterised by #-50B, of stable
B-type assemblies (bottom pane). (d) Time-dependent assembly in metastable A-type and
thermodynamically favoured B-type assemblies, simulated at different temperatures (colour coding
corresponds to coloured dots in ¢, also the black line represents simulated #-50B values). (e) Simulated
temperature-dependent assembly of free monomer into metastable (Ae/e-value of —0.0005) and stable
assemblies (Ae/e-value of —0.0018) upon cooling (left pane). Subsequent equilibration kinetics at 20 °C
(right pane) reveal the slowest rate after cooling with intermediate cooling rates due to entrapment of
monomers in metastable assemblies. Parameters: ba =ca / 0.1; bs=cs / 0.01, n=5; N =100, ctot = 10 uM.
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The simulations, based on the assumption that the metastable pathway sequesters
monomers most effectively in the intermediate temperature regime, qualitatively capture the
kinetic results that are at first glance counterintuitive. However, two other questions remain to
be addressed: (1) Why does cooling from 80 °C with a temperature ramp of 1 °C/min at
concentration of 200 uM not result in the metastable, non-amplified state, as shown in Figure
4.1e? One of the conclusions of Chapter 2 is that the metastable pathways exert their influence
on the equilibrium state in particular at higher concentrations: hence the non-amplified state
would be expected at this higher concentration as well. (2) Why does the net helicity initially
increase upon heating the non-amplified state, as shown in the red curve in Figure 4.1e?

To address the first point, it should be noted that a higher concentration results in a higher
temperature of elongation that marks the onset of the assembly process. Since the monomer
association rate increases with temperature, this means that at the start of the assembly of the
stable aggregates, at the critical temperature, a faster cooling rate can be tolerated to maintain
equilibrium conditions. Indeed, temperature-dependent simulations with a concentration of
200 uM reveal the amplified, stable state after cooling with 1 °C/min (Fig 4.5b).

To address the second point, the increase of the net helicity upon heating the non-amplified
state is simulated with the temperature-dependent kinetic model as well (Fig 4.5b). The effect
can be rationalized by the fact that the system, after being “frozen in” in the non-amplified
state at 0 °C, reaches elevated temperatures during heating again. At these temperatures, it can
continue to self-assemble into the equilibrium structures, which means a temporary rise in the
net helicity. Only at temperatures close to the temperature of elongation, the assemblies
become too unstable and the net helicity decreases again.
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Figure 4.5 | Analysing the effect of metastable pathways on temperature-dependent assembly via
modelling. (a) Temperature-dependent assembly simulated with different cooling rates (left pane) and
subsequent equilibration kinetics at 20 °C. Only the pathway towards B-type assemblies is considered.
The inset shows the temperature-dependency of the forward rate constant as and the ratio as/cs.
Parameters: bs/cs = 0.01; n = 5; N = 100; ciot = 10 pM. (b) Simulated temperature-dependent assembly of
free monomer into metastable (Ae/e-value of —=0.0005) and stable assemblies (Ae/e-value of —0.0018). The
assembly is simulated during (1) cooling and (2) subsequent heating of a system at a concentration of 10
uM. Besides, the temperature-dependent assembly is simulated for a system at much higher
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concentration (200 uM) upon cooling (3). For curves 1-3, the temperature ramp equals 1 °C/min.
Parameters are analogous to Figure 4.4; for T > 50 °C all temperature-dependent parameters are
extrapolated in agreement with Figure 4.4c, with as = 106 M-1s-1.

4.5 Fast assembly: circumventing the metastable state

The entrapment of monomers in metastable pathways slows down the final formation of
the equilibrium assemblies. Hence, only strategies to avoid metastable aggregates allows
optimization of the rate of the self-assembly into the thermodynamically stable structures. In
this paragraph, we demonstrate by simulation two approaches by which the assembly rate can
be optimized upon circumventing the metastable pathway.

4.5.1 Optimizing the assembly rate by tuning the cooling rate

Since the slowest assembly rate of the stable aggregates in the system discussed above is
obtained using intermediate cooling rates, the assembly process can be optimized by 1)
decreasing the cooling rate such that the monomers can assemble directly into the
thermodynamically stable pathway at elevated temperatures, or 2) by rapidly quenching the
molecularly dissolved monomers from a high temperature. To demonstrate this, we assess by
simulation how the cooling rate influences the rate at which the stable aggregates appear. Via
the temperature-dependent two-pathway model (Fig 4.4b) we calculate the time at which 99%
conversion of the equilibrium Ae/e-value is obtained, corresponding to the thermodynamically
stable aggregate (Fig 4.6). Indeed, optimum assembly times are obtained upon employing slow
and high cooling rates.
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Figure 4.6 | Optimizing the overall rate of temperature-dependent assembly processes by varying the
cooling rate. (a) Analogous to the temperature-dependent assembly simulations in Figure 4.4e, A¢/e is
followed in time during I) cooling with different cooling rates from 42 °C to 20 °C (dashed curves) and
II) subsequent equilibration at 20 °C (solid curves). (b) The total assembly time at which 99% of the
equilibrium Ae/e-value at 20 °C is obtained (t-99B) vs. the cooling rate. Next to points 14, the black line
represents simulated #-99B values as well.
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4.5.2 Optimizing the assembly rate by addition of a co-solvent

Next to tuning the cooling rate, the assembly of a system in which metastable pathways
buffer the molecular building blocks can also be optimized by adjusting solvent conditions.
Typically, addition of a destabilizing co-solvent (i.e. good solvent) decreases the rate of
monomer association and increases the rate of monomer dissociation, as shown in Chapter 3
(Fig 4.7a).°" Here we demonstrate by simulation how this effect can be utilized to circumvent
metastable pathways. First we analyse the equilibrium free monomer concentration for both
the kinetically and thermodynamically controlled pathways independently as a function of the
volume fraction of a good solvent f, assuming a total monomer concentration of X equal to 10
puM. In the example shown in Figure 4.7b, the stable assemblies are formed below f = 0.40, and
the metastable assemblies below f=0.33.

Simulating the assembly of free monomers at this concentration without the presence of a
destabilizing solvent (f = 0) results in sequestering of monomers in metastable assemblies
which subsequently slows down the formation of the thermodynamically stable aggregates
(Fig 4.7c). To circumvent the initial formation of metastable assemblies, we attempt by
simulation an alternative methodology in which the assembly of free monomers dissolved in a
good solvent (corresponding to f=1) is initiated by changing the solvent composition such that
the total yield of metastable assemblies is zero (i.e. f = 0.33). After equilibration, further
assembly is induced by decreasing f such that the concentration of free monomers that remain
from the first step just equals the critical concentration of monomers required for the formation
of metastable assemblies at this new f-value. In this way, the formation of metastable
assemblies is also avoided during the second assembly step. Upon repeating this stepwise
approach of lowering the fraction of good solvent, a full conversion of all monomers into
stable assemblies is obtained in the pure solvent (f = 0) at the sixth step. The advantage of this
stepwise assembly approach is clearly demonstrated by the fact that the rate is 21 times faster
compared to the direct assembly of free monomers by changing the solvent fraction from f=1
to f=0in a single step (Fig 4.7c).

To further optimize this stepwise assembly strategy, we analyse the combinatorial design
variable space by investigating the influence of 1) the conversion per step p and 2) the applied
method to decrease f every step. In the example described above, f is decreased such that the
concentration of free monomers remaining from the previous step equals the critical monomer
concentration required for the formation of metastable assemblies (black lines in Fig 4.7b).
However, to optimize the process, the decrease in f per step is varied by adding a factor Af for
every step (green lines in Fig 4.7b). 10000 different parameter sets for p and Af are assessed, in
the range p = [0.1, 1] and Af = [-0.35, 0.05]. For all parameter sets, the simulated assembly rate
obtained via stepwise decreasing f to zero is compared to the rate of directly assembling by
changing the solvent fraction from f=1 to f=0 in a single step. A maximum rate is obtained
with p = 0.99 and Af = -0.12; well beyond the critical f~value where metastable assemblies
initially appear (i.e. Af = 0) and hamper the formation of thermodynamically stable assemblies
(Fig 4.7d). Nevertheless, these conditions yield a Pareto optimal situation which is a trade-off
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between buffering of free monomers in metastable assemblies, which increases upon lowering
the fraction of good solvent, and the monomer association rate, which increases upon
decreasing f. This example clearly emphasizes that finding the optimal self-assembly route
involves the optimization of multiple parameters, which can only be done by computationally
analysing the full combinatorial design variable space.
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Figure 4.7 | Stepwise assembly methodology to avoid entrapment of monomers in metastable
pathways. (a) A destabilizing (good) co-solvent is applied which decreases the monomer association
rate and increases the monomer dissociation rate. (b) Equilibrium free monomer concentration for
metastable (A) and stable assemblies (B) vs. good solvent fraction f. To circumvent the initial formation
of metastable assemblies, the assembly starts at f=0.33, and fis decreased stepwise to f= 0 (black lines).
The vertical lines indicate the different assembly steps, the horizontal lines the decrease of f. (c) The
formation of stable assemblies B via the stepwise assembly is significantly faster compared to direct
assembly of free monomers at f = 0 (dotted arrow in pane b). The inset shows the concentration of
monomers entrapped in metastable assemblies A during the direct and stepwise assembly. (d) To
optimize the stepwise assembly, the method to decrease f stepwise is modified by adjusting 1) the
conversion per step p and 2) the factor Af (Af=-0.1 for green lines in pane b). The influence of p and Af
on the assembly rate is characterized by the time at which the total conversion into the stable assemblies
is 99%: t-99 (direct) / t-99 (stepwise). 10000 different parameter sets are assessed. The highest rate (-99
(direct) / +-99 (stepwise) = 744) is found with p =0.99 and Af=-0.12 (black cross).
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4.6 Conclusions and discussion

Kinetic experiments combined with detailed simulations on the co-assembly of the R- and
S-chiral enantiomers of OPV reveal the appearance of multiple, parallel operating self-
assembly pathways. The resulting pathway complexity enables metastable aggregates to exert
their influence on the total co-assembly process, as entrapment of the chiral monomers results
in a slow assembly of the thermodynamically stable co-assemblies. Since the kinetic stability of
these metastable aggregates increases if the ratio between both chiral monomers approaches
one, the co-assembly rate is highly dependent on the enantiomeric excess of the monomer
pool.

Competition between different nanostructures via cross-talk of parallel operating self-
assembly pathways results in counterintuitive phenomena with important consequences. For
example, if a certain preparation protocol results in entrapment of monomers in metastable
nanostructures, subsequent conversion to a nanofibre morphology with increased stability is
much slower compared to the situation where monomers can directly assemble into the most
stable aggregate morphology. Kinetic studies can identify parallel operating assembly
pathways and more importantly yield information which of the pathways are under kinetic
control. For example, self-assembly of a m-conjugated monomer resulting in short fibres with
limited length might be due to entrapment in kinetically controlled off-pathway aggregates.
However, these short fibres can also be the result of incomplete assembly of monomers in the
thermodynamically controlled pathway as fast solvent evaporation can effectively freeze-in
nanostructures due to the slow monomer association rate compared to the rate of evaporation.
In the first case, the rate can be optimized by addition of a co-solvent which destabilizes the
metastable pathway with respect to on-pathway aggregates, whereas in the second case a
stabilizing solvent or a higher concentration is required to increase the assembly rate into the
stable structure.

Model-driven optimization provides a practical approach for the design of preparation
protocols to circumvent spurious, metastable self-assembled nanostructures. Especially if
multiple components are involved in the assembly process, alternative pathways are likely to
occur. Combining simulations and experiments, the results presented in this chapter
demonstrate that the competition exerted by metastable assembly pathways can be highly
temperature-dependent, providing a unique handle to tune the assembly process by
optimizing the cooling rate. More general, if the driving force for self-assembly, e.g. fraction of
poor solvent, is increased in a stepwise manner such that entrapment of monomers in
metastable pathways is avoided, the assembly rate can be improved significantly. A
comparable step-wise approach is now widely applied in the self-assembly of DNA origami 1~
%l in which often temperature or solvent annealing steps are applied to direct the assembly
towards the desired structures by optimizing the differential stability between on and off-
pathway nanostructures.

In this study the two monomers used in the co-assembly of helical nanostructures are

enantiomers and hence experience the same mismatch penalty in their non-preferred assembly
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type. However, the phenomena observed in this study are general applicable to the assembly
of multiple building blocks. For instance, nanofibres used in tissue engineering often include
bioactive epitopes together with molecules that provide mechanical strength to the material.l*”
31 In bulk heterojunction solar cells, the functional properties are highly dependent on the
supramolecular organization of the molecular components, e.g. fullerene and poly(3-
hexylthiophene). Although these materials do not really co-assemble but rather phase
separate, both molecular components have mutual interactions and their concomitant
aggregation processes are competing for available space.®! Perhaps for this reason,
manipulating the aggregation pathways by adding co-solvents such as 1,8-diiodooctane has a
strong effect on the resulting morphology of organic devices.[*0#I

4.7 Details of experiments and simulations

Instrumentation and Material. CD spectra are recorded using a Jasco J-815 CD spectrometer.
Sensitivity, response time and scanning rate are chosen appropriately. The temperature is controlled
using a Jasco Peltier temperature controller with a range of -10 — 110 °C and adjustable temperature
slope.

Co-assembly kinetics model. To analyse the co-assembly kinetics of S- and ROPV (S and R) into M-
and P-type helical aggregates, a deterministic kinetic model is developed. We note that hydrogen-
bonding of S- and ROPV results in both homo- and hetero-dimers. However, the kinetic model describes
the assembly process of the helical stacks as a sequence of OPV molecule (i.e. monomer) additions. This
implies that it is assumed that the OPV molecules experience upon assembly in the non-preferred type
of stack a mismatch penalty that is independent of the chirality of the opposite hydrogen-bonded OPV
molecule.

Formation of the nucleus. The assembly of both M- and P-type stacks starts off by association of two
monomers (i.e. SOPV, ROPV or a combination of both) into M- and P-type nuclei M2 and Pa2. In Chapter
2 it is described that the nucleus size involved in OPV aggregation is larger than 2. However, for
simplicity a nucleus size of 2 is assumed in the co-assembly model.

L 157+ 20, (51081 v 7 ”
K [%] R el (ot ool |
R [5F 20, [s][R] o, [r] "

,h“[%]z[@]*an'MMP-[ [P)] J( LAo] ][Pz]

P(S)]+[P(R) [PO]+[PB] N\ [PS)]+[P(R)]

_b, -MMP* -[&]J (2]

[PS)]+[P(R)

Here, an and bn represent the nucleation rate constants of monomer association and dissociation,
respectively. The disassembly rate of the dimer is dependent on its composition: dissociation of
monomers from their non-preferred aggregate helicity (i.e. S in P-type and R in M-type assemblies) is
increased with a mismatch penalty factor MMP and disassembly of the SS(P) and RR(M) dimers is
increased with a factor MMP2. The concentration of each type of dimer (i.e. [SS(M)], [SR(M)], [RR(M)],
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[SS(P)], [SR(P)], [RR(P)]) is approximated via the ratio of both monomers in the respective aggregate
type, where [M(S)] represents the concentration of S in M-type assemblies, [M(R)] the concentration of R
in M-type assemblies, [P(R)] the concentration of R in P-type assemblies and [P(S)] the concentration of
S in P-type assemblies. As the probability to form a heterodimer (i.e. SR or RS) is two times larger than
the probability to form the homodimers RR or SS, a factor 2 is included in the description of the
formation rate of the heterodimers. Analogously, a factor 2 is included in the description of the
dissociation of the heterodimers.

Similar to eq. 4.1 the following differential equations for the free monomer concentrations [S] and [R]
as well as [M(S)] and [M(R)] can be derived:
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Analogously to eq. 4.2 the following differential equations for the free monomer concentrations,
[P(S)] and [P(R)] can be derived. It should be noted that eq. 4.7 and 4.8 are extensions of eq. 4.3 and 4.4,
respectively.
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Assembly of S monomer in M-type stacks. The build-up of M-type stacks via stepwise association and
dissociation of S monomers is described subsequently for every length i, with i increasing stepwise from
3uptoN:

Q=a[S][MH]*°’[M'][W$)]]j’

[M(S)]+[M(R) wi)
d[(fi] (new) = d[j:'] (old)+0, L[ZH] (new) :7d[j;/1t"'](old)fQ, .
d[s]

d[s] d[M(S)] d[M(S)]
bl ==l (o1q)- = Id
0 (new) P (old)-0, @ (new) O (old)+0,
where a and c represent the rate constants of monomer association and dissociation, respectively. Q is
calculated stepwise for every length i, from i = 3 up to i = N. In every step, the value of Q is added to (or
subtracted from) the differential equations that describe the concentrations of the different species in the
system.

To describe also the formation of species with length larger than N, we apply the methodology that is
introduced in Chapter 2. The assemblies with size larger than N are described per type (i.e. M- and P-
type) together as fibrils by considering the fibril number concentrations [Fuv] and [Fr], with [Fum] = [Mn+]
+ [Mni2] + [Mns3] + ..., and [Fr] = [Pna] + [Pne2] + [Pnss] +..., and the fibril mass concentrations [Zm] and
[Zr], with [Zm] = (N+1)-[Mn+] + (N+2)-[Mns2] + (N+3)-[Mn+3] + ..., and [Zp] = (N+1)- [Pna] + (N+2)-[Pni2] +
(N+3)-[Pnsa] +... Assuming that for i > N, [Min] = am[Mi] and [Pix] = ap[Pi], it can be shown that
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by which the concentrations [Mn+] and [Pn+] can be found via
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With the expressions for [Mn+], i.e. eq. 4.12 and 4.13, the formation of M-type stacks with length N+1
upon association and dissociation of S monomers can be described:
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Assembly of R monomer in M-type stacks. Analogously, the build-up of M-type stacks via stepwise
association and dissociation of R monomers is described subsequently for every length i, with i
increasing stepwise from 3 up to N:

Q=a[R][MH]fc.MMP~[MI][%]’
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With the expressions for [Mn+], i.e. eq. 4.12 and 4.13, the formation of M-type stacks with length N+1
upon association and dissociation of R monomers can be described:
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as well as the assembly of stacks with size larger than N+1:
0=a[R][F,]-c-MMP-([F,]-[M,,, ])[%] (4.18)
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Assembly of R monomer in P-type stacks. The build-up of P-type stacks via stepwise association and
dissociation of R monomers is described subsequently for every length i, with i increasing stepwise from
3uptoN:
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With the expressions for [Pns], i.e. eq. 4.12 and 4.13, the formation of P-type stacks with length N+1
upon association and dissociation of R monomers can be described:
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as well as the assembly of stacks with size larger than N+1:
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dt
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Assembly of S monomer in P-type stacks. The build-up of P-type stacks via stepwise association and
dissociation of S monomers is described subsequently for every length i, with i increasing stepwise from
3uptoN:

Q:G[S][f,’v,]]fuMMP-[R][&]]]’
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Do) - Lot -0, Lo ) - LN 110

With the expressions for [Pn+], ie. eq. 412 and 4.13, the formation of P-type stacks with length N+1
upon association and dissociation of S monomers can be described:

[P(s)] }

o=alsli-e e (| bl

(4.23)

drl, . _dh] de], o dlE] dize],, - d%]
ar (new)— o (old)fQ, T(new)—T(old)JrQ, o (new) T (old)+(N+l)Q,
d[s] _d[S] d[P(9)] _d[P(S)]
T(new)—v(old)—Q, m (new)= m (old)+0,
as well as the assembly of stacks with size larger than N+1:
_ : [P(5)]
Q*“[S][Fp]—"MMP'([FP]‘[PVH])[W} (4.24)
d[(i,,] (new) = dz,] (old)+0, %(new) = %(old)fQ, d[ZES)] (new)= d[];(tS)] (old)+ Q.

The total concentrations of monomers assembled in M-type stacks (Mtwt) and P-type stacks (Puwt) are
defined as:

N N

M, =2 i [M]+[2,]. B=20[R]+(2,) (4.25)

In order to simulate the time-dependent development of Piot — Mot and Piot + Mo, the total system of
ordinary differential equations (ODEs) is solved by applying the Matlab odel5s solver. The total
concentration of S and R monomers, Swt and Ruwt, is determined by the enantiomeric excess ee =
(Rtot = Stot) / crot, where cuot is the total concentration. The co-assembly kinetics are simulated for a variety
of ee-values, with parameters an = 2:10* M-'s-1; bn = 200 s-1; a = 4:10* M-'s-1; ¢ = 0.04 s'; MMP = 1.1; cwot= 10
uM and N =200, as shown in Figure 4.2.

To verify the assumption that the dissociation probability of S and R monomers can be computed
from the overall ratio of both monomers present in the respective aggregate type, the simulated results
are compared to stochastic simulations performed by dr. Bart Markvoort, in which the exact monomer
sequence of every stack is considered. The methodology employed in these stochastic simulations is
described in detail in ref. 27. As shown in Figure 4.8a, the kinetic curves predicted by the co-assembly
model are in perfect agreement with the stochastic simulations.

Moreover, the steady state fractions of R monomers present in P-type stacks and S monomers in M-
type stacks, as predicted by the co-assembly model, are verified with an equilibrium model. In ref. 44, it
has been demonstrated by ten Eikelder et al. that

[P(®)]  _ K[R] (M) K[S] (4.26)
[P(R)]+[P(S)] K[R]+L[S]7 [M(S)]+[M(R)] K[S]+ K [R]’
MMP MMP
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where K represents the equilibrium constant of elongation, equal to a/c. As shown in Figure 4.8b, the co-
assembly kinetic model obeys under steady state conditions also to these equilibrium relations.

a b
8- 8 1.0+ M@S)I/ (IM(S)] + IM(R)])
o KASY(K*S] + (KIMMP)*[R])
6 -6
0.8
g 4 L4 =S
2 2] F2 2 06
3 s ’
= 04 FO s
+ ' +
s ) n-§ 0.4
o
\ 4 0.2
—— co-assembly model -6 /
" S ) o PRI/ (PR)] + [P(S)])
—— Gillespie simulations [ .8 00k / (KRUKAR] + (KIMMP)“[S])
160 161 162 163 164 165 1los 167 10 -1.0 -0.5 0.0 0.5 1.0
time (s) enantiomeric excess (-)

Figure 4.8 | (a) Comparison of the time-dependent net helicity (Pwt — Mit) and total amount of
assembled material (Pt + Miot) obtained via kinetic simulations with the co-assembly model and the
Gillespie methodology.*! (b) The steady state fractions of R monomers present in P-type stacks and S
monomers in M-type stacks, as predicted by the co-assembly model, are in perfect agreement with the
equilibrium model (eq. 26). Parameters: an = 2-10* M-'s™!; bn = 200 s7'; a = 4-10* M-'s; ¢ = 0.04 M-'s-1; MMP
=1.1 cor = 10 uM; N = 200; ee increases along the dashed arrow: ee = -1; ee = -0.8, ee = —0.6; ee = -0.5; ee = —
0.4; ee = -0.3; ee = -0.2; ee = —-0.1; ee = —0.05; ee = —0.02. In the stochastic simulations, a system of 10°
monomers is considered.

Temperature-dependent kinetic simulations. The kinetic curves in Figure 4.4d are simulated using
the two pathway kinetics model as introduced in Chapter 2 with the temperature-dependent rate
constants as shown in Figure 4.4c. The other rate constants are defined via temperature-independent
ratios: ba =ca /0.1, bs = cs / 0.01, the nucleus size for both the stable and metastable pathway is 5 and N =
100. To simulate the cooling curves with the different cooling rates, for every curve, at T = 50 °C, the
assembly of monomer X (10 uM) is simulated for a time interval tsep, using the temperature-dependent
rate constants. This time interval is determined via the time that is spent to decrease the temperature

with 0.5 °C; ie. ¢ = 05°C x 60 s/min - Next, the final concentrations of all species at 50
" cooling rate in °C/min

°C are taken as the starting conditions for the subsequent simulation step performed at 49.5 °C. This step
has a length of fsep as well, and is performed with rate parameters applicable to this temperature. Via
this approach, T is decreased in steps of AT = 0.5 °C to 0 °C, and subsequently the equilibration kinetics
are simulated at 20 °C, by using the final concentrations obtained at 0 °C as starting conditions. The
kinetic curves in Figure 4.6 are simulated using the same methodology and parameters.

To verify if the maximum rate in net helicity that is observed after rapid quenching (Fig 4.4a) can be
rationalized by an aggregation mechanism that follows a single pathway, we perform, comparable to
the temperature-dependent simulations described above with the two pathway kinetics model,
temperature-dependent simulations with a single pathway kinetic model. In analogy to the kinetic
model shown in Figure 4.4, the single pathway kinetics model, (i.e. the two pathway kinetics model with
aa = 0) describes the nucleated assembly of aggregates B as a sequence of monomer dissociation and
association reactions, described with rate constants as and cs, respectively. In the nucleation regime,
monomer dissociation is described with rate constant bs, with bs > cs. The equilibration curves simulated
after cooling with different cooling rates reveal no significant relation between the equilibration rate and
the preceding cooling rate, in contrast to the experimental results. Only for the slowest cooling rates, a
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slow disassembly is observed which is related to the formation of long stacks at low temperatures that
partly disassemble again at 20 °C.

Optimizing the assembly rate upon stepwise changing the good solvent fraction. To simulate the
stepwise assembly of monomers by adjusting the solvent conditions, we assume that both the rate
constants of monomer association and dissociation for the stable pathway B in the elongation regime, ass
and cssrespectively, depend on the good solvent fraction f via:

log(aB’f) = log(aB)—maf,

(4.27)
log(cB‘f) = log(c3)+mcf,

where as and cs represent the rate constants in pure poor solvent. The equilibrium constant of elongation
Kessis defined via Kess = ass / css, and the equilibrium constant of nucleation Knss via Knss = 0-Kess, with
cooperativity parameter ¢ which is assumed to be independent of f. The rate constant of dissociation in
the nucleation regime bss can be found via bss=ass/ Knss. Next, the rate constant of monomer association
for the metastable pathway A is defined via aaf = ra-ass, and the equilibrium constant of elongation Keas
via Keas = xa-Kesf, with both factors ra and xa independent of f. Hence, cas = aas/ Keas and bas = aas /
(0-Keay).

Using these equilibrium constants and the equilibrium model as explained in paragraph 2.7, the
equilibrium monomer concentration can be calculated as a function of f for both the metastable pathway
as well as the stable pathway independently. To define the solvent fraction fi at which the first assembly
step is simulated, i.e. point i in Figure 4.9, we first determine the critical equilibrium constant that marks
the onset of the assembly of the metastable assemblies: Keas = 1/ctot. Hence, the corresponding value of
Kess can be found via

K, =—% = L (4.28)

Since Kess= ass/ css, the general relation between f and Kes can be found via eq. 4.27:

log(KeB,f):(log(aB)—maf)—(log(cB)+mcf) :log[i—Z]—(ma +m,) f,

(4.29)
fe 10g(K(,B ) - log(KeB’f)

ma+mc

>

where Kes represents the equilibrium constant of elongation in pure poor solvent. Via eq. 4.28 and 4.29,
the critical solvent composition fi at which the first assembly step is simulated is obtained, and
subsequently the equilibrium monomer concentration at fi, [X]eq can be determined via the equilibrium
model. If the conversion per simulation step equals p, the final monomer concentration for the first step
[X]: (i.e. point ii in Figure 4.9) equals:

[x] =[x], +(1=p) (e ~[X], ) (4.30)

After the first assembly step, further assembly is induced by decreasing f such that the concentration
of free monomers remaining from the first assembly step just equals the concentration of monomers
required for the formation of metastable assemblies at this new good solvent fraction f>. To find this
value of f2, i.e. point iii in Figure 4.9, we apply a numerical approach in which f is decreased in small
steps of 0.0006 until the value of [X]eq according to the metastable pathway equals [X]i. Next, [X] (i.e.
point iv in Figure 4.9) can be calculated comparable to the determination of [X]1 via eq. 4.30. Via a
similar approach, the next solvent compositions f3, fi, f5 etc. are determined, until f equals 0.
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To simulate the kinetics, first the assembly of free monomers with a total concentration of ctot is
simulated at fi, with rate constants determined according to this solvent composition (eq. 4.27). When
the conversion equals p, the first assembly step is stopped, and the concentrations of all species are taken
as the start conditions for the next assembly step at f2. This second assembly step is simulated with new
values for the rate constants, in agreement with this solvent composition, again up to a conversion
which equals p. This stepwise decrease of f is continued at f3, fs, fs etc., until f equals 0. The last assembly
step at f=0 is continued up to t =107 s.
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Figure 4.9 | Optimizing the assembly process by stepwise decreasing the good solvent fraction.
Equilibrium free monomer concentration calculated independently for the metastable (A) and the stable
(B) pathway as a function of good solvent fraction f, via the equilibrium model. The assembly process
starts at point i, the vertical lines represent the different assembly steps performed at different solvent
fractions fi, the horizontal lines represent the rapid decrease of fin between these steps.
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Pathway selection in peptide-amphiphile assembly

Abstract: This chapter demonstrates how different preparation protocols to assemble peptide-
amphiphiles in water can result in different morphologies. Conditions temporarily
encountered during the preparation of the assemblies, for instance upon injecting the
dissolved monomers into a poor solvent that induces assembly, can have a large impact on the
supramolecular structures obtained. Two effects that play a key role during the preparation
are unravelled: 1) The assembly rate decreases in the presence of a destabilizing “good”
solvent like hexafluoroisopropanol. 2) The assemblies have a high kinetic stability and, once
formed, do not rapidly fall apart. Insights into the characteristic dynamics of the
supramolecular system are envisioned to provide an efficient approach to select the optimum
assembly pathway.

Part of this work will be published as:

“Pathway selection in peptide-amphiphile assembly” P. A. Korevaar, C. J. Newcomb, E. W. Meijer,
S. L. Stupp, close to submission.



Pathway selection in peptide-amphiphile assembly

5.1 Introduction

The molecular design of peptide-amphiphiles is completely different from n-conjugated
polymers that are of interest for the development of functional electronic materials, or the OPV
molecules that have been studied as a model system in the previous three chapters.
Nevertheless, the aggregation of peptide-amphiphiles (PAs) — an interesting class of self-
assembling materials on itself owing to its biomedical relevance — shows several intriguing
similarities to the kinetic behaviour of the OPV system as discussed before. Therefore, a
chapter that focuses on the assembly pathways of PAs is included in this thesis. The work
described here is a collaboration with dr. Christina Newcomb and prof.dr. Samuel Stupp,
Northwestern University, Evanston (IL) USA.

The assembly of PA molecules into long, rigid nanofibres yields scaffold materials that can
be applied to support cells and, when functionalized with bioactive epitopes, stimulate the
development of these cells into a specific type of tissue.ll In vivo studies have demonstrated the
applicability of this approach to repair injured spinal cord® and to regenerate blood vesselst®,
bonel*®l and cartilagel”l. In order to assemble these PAs in water, their molecular design
typically comprises (subsequently) an aliphatic tail, a peptide segment suitable for p-sheet
formation and a peptide segment with hydrophilic side groups. The hydrophilic part facilitates
the solution of the PA structures in water, whereas their assembly is induced by the
hydrophobic interactions among the aliphatic tails together with the formation of B-sheets via
hydrogen bonding.®-2l Modelling studies have shown that the subtle interplay between the
latter two types of interactions is critical to the morphology of the assemblies, varying from
single B-sheets to spherical or long cylindrical micelles.'3

To arrive at functional PA systems, many different molecular designs have been
investigated since the introduction of this intriguing material by Hartgerink, Beniash and
Stupp in 2001.0'1 A decade of experience with PA assemblies in the Stupp laboratory — varying
from mechanistic studies on their assembly to their application as biomaterial — has resulted in
several methodologies to obtain the PA fibres in aqueous solution.” 1416l The development of
all these different preparation protocols emphasizes that the pathway selected to create these
materials is critical to their morphology. In general, creating self-assemblies in water starts
with the material being molecularly dissolved in a “good” solvent. Subsequently, the assembly
is induced by switching to “poor” solvent conditions that can be obtained upon changing
parameters like pH, temperature and salt concentration, or by the addition of the monomers
that are dissolved in a co-solvent to water.'”24 This implies that the assemblies are formed
while going from good to poor solvent conditions, and that conditions temporarily
encountered by the system during this process can significantly affect the morphology of the
structures as well. Therefore, non-covalent synthesis of assemblies in water can be very
dependent on the exact preparation methodology that is applied, similar to organic
synthesis.[?>%! In this chapter it is demonstrated how different preparation protocols result in
different outcomes of the PA assembly process. This can be rationalized by kinetic phenomena
like hysteresis and the effect of solvent conditions on the assembly rate.
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5.2 Solvent-dependent assembly of peptide-amphiphiles

The assembly of palmitoyl-VsAsEs-NHz, PA1 (Fig 5.1a) is studied. PA1 is assumed to be
molecularly dissolved in hexafluoroisopropanol (HFIP, ie. good solvent) and forms long
cylindrical micelles in pure water (ie. poor solvent, Fig 5.1b). To characterize a typical
preparation of PA assemblies induced by a change from good to poor solvent conditions, we
study the assembly of PA1 (50 pg/mL) in mixtures of water and HFIP, using circular dichroism
(CD) and UV spectroscopy.

Hoo o 100% HFIP
o} v o H O W o H O
/\/\/\/\/\/\/\)LI(N\)L j;r’“\)'\ N J{N\)L J:\:j“"z
N WY ﬂj\g TNTLN T —
PA1 Holo
a b 10% HFIP

Figure 5.1 | The assembly of peptide-amphiphile PA1 into nanofibres. (a) Molecular structure of PAT.
(b) PA1 is molecularly dissolved in pure HFIP and assembles under aqueous conditions via B-sheet
formation into cylindrical micelles.

5.2.1 Peptide-amphiphile assembly under steady state conditions

In the CD and UV spectra, three solvent-composition regimes can be recognized (Fig 5.2ab).
In pure HFIP, a CD spectrum with a negative maximum at 200 nm is obtained, indicating a
random coil conformation of the oligopeptides. In more aqueous solutions of e.g. 10% (i.e.
volume%) HFIP, B-sheet-like CD spectra are obtained, and concomitantly a clear red-shift
appears in UV. Intermediate water/HFIP fractions (e.g. 50% HFIP) result in red-shifted CD
spectra reminiscent of random coil structures. Detailed analysis with Dynamic Light Scattering
(DLS) techniques reveals that only under the solvent conditions where B-sheets are obtained
(<20% HFIP) larger PA assemblies are present in solution (Fig 5.3a). If spherical dimensions are
assumed, a radius >100 nm is anticipated. However, couette flow experiments disclose an
alignment of anisotropic PA structures in the presence of 10% HFIP (Fig 5.3b), thereby
corroborating the formation of high-aspect ratio B-sheet nanofibres under these conditions. In
the presence of 20%, 30%, 50% and 70% HFIP, time-correlation graphs are obtained suggesting
the presence of small particles in solution. One might conclude that these DLS results
correspond to the formation of PA micelles. This cannot be unambiguously demonstrated,
however, since HFIP itself forms micelles in water as well under these conditions, as reported
in literature beforel®! and evidenced by the time-correlation graphs of pure water/HFIP
mixtures (Fig 5.3a). The hydrophobic core of the B-sheet nanofibres is evidenced by the
inclusion of the solvatochromic dye Nile red, which fluorescence depends on the local solvent
conditions. Only at 10% HFIP, ie. the B-sheet regime, significant differences between the
fluorescence of the solution with and without PA1 are observed. This suggests that only under
these conditions inclusion of the Nile red molecules in the hydrophobic core of the cylindrical
PA micelles occurs. Therefore, we propose that the shifted random coil CD spectrum in
intermediate HFIP percentages is related to either different conformational states of the PA, or
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to the formation of small, oligomeric species that cannot be clarified by DLS or Nile red

inclusion.

5.2.2 Kinetics of peptide-amphiphile assembly

To further investigate the formation of B-sheets that is dependent on the solvent
composition, PA1 dissolved in HFIP is manually injected together with pure HFIP into water.
Subsequently, the formation of B-sheets in time is probed in CD and UV at 200 nm (Fig 5.2cd).
All kinetic experiments with different water/HFIP ratios are performed at a total PAl
concentration of 50 pg/mL. The CD data acquired under steady state conditions (Fig 5.2e) show
that B-sheets (i.e. positive CD at 200 nm) only appear below 21% HFIP. At higher HFIP
contents the random coils (i.e. negative CD at 200 nm) appear immediately after the injection,
and both in CD and UV no further changes are observed in time (Fig 5.2cd). Remarkably, the
kinetic curves show a minimum rate in the formation of p-sheets at the critical HFIP content of
21%. This phenomenon holds an intriguing resemblance to the kinetic studies on n-conjugated
molecules in organic solvents as presented in Chapter 3. Furthermore, kinetic studies on the
assembly of natural polypeptides have revealed a slower appearance of B-sheets in the
presence of higher amounts of HFIP as well, whereas beyond a certain HFIP content only a-
helices are formed.[*! This further emphasizes the generality of the interplay between solvent
interactions and assembly dynamics, despite the variety of molecular interactions and solvent

conditions that can be involved.
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Figure 5.2 | The dynamics and stability of peptide-amphiphile assemblies depends on the solvent
composition. (a, b) CD and UV spectra of PA1 in 10% HFIP / 90% water, 50% HFIP / 50% water and
100% HFIP. (¢, d) The assembly kinetics of the PA B-sheets are followed in UV and CD, revealing a
decrease in the rate upon increasing the HFIP content. (e) Beyond the critical HFIP content (21
volume%), no B-sheets are formed (50 pg/mL, 20 °C). The HFIP percentages are expressed in volume%.
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Figure 5.3 | Evidence for B-sheet nanofibres with high aspect-ratio and hydrophobic core in 10%
HFIP. (a) Time-correlation graphs, obtained via Dynamic Light Scattering (DLS), on PA1 (50 pg/mL) in
water/HFIP mixtures (dashed curves). The grey curves represent the scattering results obtained on pure
water/HFIP mixtures. (b) Time-dependent alignment of B-sheet structures in a couette flow (2000 rpm),
probed in linear dichroism (LD, 200 nm) for a PA1 solution in 10% HFIP and 35% HFIP, respectively. (c)
Assessment of hydrophobic interactions within PA1 assemblies in different solvent compositions by
fluorescence of solvatochromic dye Nile red (dashed curves, Nile red 1 pM, PA1 50 pg/mL, A, = 600 nm).
The grey curves represent the fluorescence of Nile red in the absence of PA1. The HFIP percentages are
expressed in volume%.

5.3 The influence of preparation protocol on peptide-
amphiphile assembly

The effect of solvent conditions on both the stability and the dynamics of the PA assemblies
prompted us to further explore the effect of the preparation protocol on the assembly process.
The assemblies are formed during the transition from good to poor solvent conditions. Hence,
it is anticipated that a focus on the dynamic effect of solvent conditions that are temporarily
encountered by the PAs during the assembly process clarifies the relation between preparation
protocol and the structures obtained. This aspect is addressed in the first part of this
paragraph. Next, increasing temperature is often considered as an attractive strategy to modify
the assembly rate and erase spurious hysteresis of kinetic structures. In the second part of this
paragraph, this aspect will be addressed.

5.3.1 Clarifying the effect of solvent conditions on the assembly

To illustrate the importance of the preparation protocol, we prepare a sample of the same
composition in two different ways: sample 1 and 2 (see Fig 5.4). The kinetic effects discussed
above have a significant influence on the preparation of an aqueous solution of PA1 (50
pg/mL) in 20% HFIP. Even though both solutions, prepared via different methods as shown in
Figure 5.4a, have the same HFIP and PA content, clear differences can be observed between
the CD spectra of solution 1 and 2 (Fig 5.4b). Whereas solution 1 yields a random coil CD
spectrum, the spectrum acquired on solution 2 has some p-sheet character. The presence of f-
sheets in solution 2 can be rationalized by the fact that for this solution first the stock solution
of PA1 in HFIP is added to water. After this addition step, i.e. in the presence of 10% HFIP,
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PA1 forms p-sheets as evidenced by the CD spectrum of solution 2. After the addition of the
remaining amount of pure HFIP, ie. in 20% HFIP, these B-sheets do not disassemble
completely. To characterize the stability of these B-sheets in the presence of 20% HFIP in
solution 2, CD is followed in time at 200 nm. However, no transition back to the random coil
spectrum is observed. Vice versa, no conversion from random coils to B-sheets is observed for
solution 1 (Fig 5.4b). These results demonstrate that the B-sheets formed by PA1 are sensitive
to hysteresis. Once formed in a solution with 10% HFIP, as evidenced by the spectrum of
solution 2", these structures do not disassemble on an observable time scale when the HFIP
content is increased to 20%. The hysteresis of B-sheets in solution 2 is corroborated by DLS
experiments (Fig 5.4c), that reveal for solution 2 correlation at much larger time scales as
compared to solution 1, indicating that larger structures are present in solution 2.

—_ —_ | _ —
a I
dl + HFIP &] + PA1 | EE + PA1 EE + HFIP
I I in HFIP : I in HFIP I
e o — T R | R sy A =
- g —_ g —_ —_ —_ —_
i bl e bl R N
| | [ | [ [ | | [ | [ | [ | [ | ||
water water + water + water water + water +
10% HFIP 20% HFIP ! 10% HFIP 20% HFIP
+ PA1 ! + PA1 + PA1
SOLUTHGI“I 4. QML 1ITIAAL 21 QNI 1ITINA 9
DULUIIVN & OULUIIVIN &
20 2- E 5 2 1 3
_ Il
2 10 . . 2
3 0 2000 g
E time (s) o
©
-10- §
b 200 220 240 c "0 100 100 107
wavelength (nm) time (ps)

Figure 5.4 | The peptide-amphiphile assembly depends on the preparation protocol applied. (a) Two
PAT1 solutions (50 ug/mL) in 20% HFIP are prepared via two methods that differ by the order in which
pure HFIP and the PA/HFIP stock solution are added to water. Even though both solutions 1 and 2
contain the same PA concentration and HFIP content, clear differences can be observed in CD (b) and
DLS (c). The time-dependent CD (200 nm) acquired on solutions 1 and 2, shown in the inset of pane b,
demonstrates the large hysteresis involved. The HFIP percentages are expressed in volume%.

To further demonstrate the effect of the non-linear relation between assembly rate and
solvent composition, as shown in Figure 5.2, together with the hysteresis effect as shown in
Figure 5.4, we prepare four solutions of equal PA1 concentration (93 pug/mL) and HFIP content
(20%). Again, both pure HFIP as well as a stock solution of PA1 in HFIP are added to water, in
four different ways as schematically depicted in Figure 5.5a. However, in this case the addition
steps are performed right after each other, within 1020 seconds, meaning that after

104



Chapter 5

homogenizing of the solution the next addition is performed. As shown in Figure 5.5b, the
resulting kinetic curves for solution 1 and 2 are similar, but solution 3 and 4 yield different
kinetic curves, and even different final CD spectra (Fig 5.5c). These differences can be
rationalized by two effects that play a key role: 1) the rate of the assembly process decreases in
the presence of a destabilizing solvent like HFIP, 2) the formed B-sheets have a high kinetic
stability and, once formed, do not rapidly fall apart when more HFIP is added (i.e. hysteresis).
Combining these two effects implies that if the PAs during injection from HFIP into the water
phase (temporarily) experience a pure water environment, as is likely the case for solution 1,
they will quickly form B-sheets. Due to their large hysteresis, these p-sheets do no directly fall
apart if another 15% HFIP is added to the solution. However, if the PAs are injected in a
solution that contains 15% HFIP, the driving force for making B-sheets is much smaller, and
hence random coil spectra are obtained, as is the case for solution 4. Especially when the final
HFIP content approximates the critical solvent composition, this hysteresis effect will have
major consequences for the assembly process. Vice versa, this implies that an accurate
determination of the critical solvent composition, as shown in Figure 5.2e, is also subject to
subtle effects in the injection and mixing methodology applied.
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Figure 5.5 | Further evidence of solvent-dependent hysteresis in the assembly process. Four PA1
solutions (93 pg/mL) in 20% HFIP are prepared by adding 5% PA1/HFIP and aliquots of pure HFIP to
water, in different order (a). The purple arrows indicate the addition of the PA1/HFIP stock solution; the
red arrows indicate the additions of pure HFIP to the aqueous solution. The black circles at 5%, 10% and
15% HFIP represent intermediate stages, at which the solution is homogenized for only 10-20 seconds.
Pane (b) displays CD (200 nm) vs. time after the preparation of solution 1-4, and (c) displays the CD
spectra acquired after the respective time course measurements. The HFIP percentages are expressed in

volume%.
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5.3.2 The effect of temperature history on the assembly process

Often it is assumed that hysteresis effects can be erased by heating the assemblies, as the
fast dynamics at elevated temperatures allow entrapped monomers to re-equilibrate or
disassemble. To analyse if this is the case for PAl assemblies, we prepare PA1 solutions (50
pg/mL) at 50 °C in different HFIP contents of 10%, 15%, and 20%. Then, the solutions are
cooled to 0 °C and subsequently heated to 50 °C with a temperature ramp of 1 °C/min, while
the assembly is analysed with CD (Fig 5.6ab). As shown in Figure 5.6, cooling and heating
does not significantly affect the morphology of the assemblies in the solution that contains 10%
HFIP. B-sheets are formed immediately at 50 °C, and these assemblies do not disappear upon
cooling to 0 °C and heating back to 50 °C as evidenced by the CD spectra acquired at these
temperatures. In the presence of 20% HFIP, random coil structures are obtained at 50 °C, and
again the cooling and heating run does not significantly change the morphology (Fig 5.6¢). For
the PAs in 15% HFIP however, cooling the random coils that are initially obtained after the
preparation of the sample at 50 °C yields around 40 °C a clear transition from random coils to
B-sheets (Fig 5.6b). After the cooling-heating run, again with a temperature ramp of 1 °C/min,
these B-sheets are still present, as demonstrated by the CD spectrum acquired at 50 °C; a clear
sign of hysteresis (Fig 5.6¢).

To analyse whether the equilibrium state for the 15% HFIP solution at 50 °C is either
represented by the random coil CD spectrum, as obtained before the cooling-heating run, or by
the p-sheet CD spectrum as obtained afterwards, the stability of both states at 50 °C is assessed
in time. For a fresh prepared solution of PA1 (50 pug/mL) at 50 °C in 15% HFIP, no changes in
CD are observed (Fig 5.6d). However, also for a similar solution that has been subjected to a
cooling-heating run, the B-sheets do not disappear at 50 °C. Formally, this experiment does not
elucidate the equilibrium morphology under these conditions (15% HFIP, 50 °C). However,
these results do emphasize the strong hysteresis involved in the formation of these {3-sheets
fibres in 15% HFIP: they cannot be formed at 50 °C, but once they have been formed, upon
cooling, they do not disassemble again at this elevated temperature.
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Figure 5.6 | Hysteresis effect in temperature-dependent peptide-amphiphile assembly. (a) The PA1
solutions are prepared at 50 °C (red), subsequently cooled to 0 °C (blue) and, to analyse the effect of
hysteresis, subsequently heated back to 50 °C (black). (b) CD vs. temperature, during cooling (blue) and
heating (red) of different PA solutions (50 ug/mL) with a temperature ramp of 1 °C/min. (c) The CD
spectra that are subsequently acquired at 50 °C before cooling (red), at 0 °C (blue) and at 50 °C after the
cooling-heating run (black) display a large hysteresis for the PA solution that contains 15% HFIP, as
further demonstrated by time-dependent CD experiments (d). The HFIP percentages are expressed in

volume%.

5.4 Conclusions and discussion

In summary, these experiments show that kinetic effects like hysteresis or the influence of
the solvent composition on the dynamics of the assemblies can have a large impact on the
supramolecular structures obtained. Due to these effects, conditions temporarily encountered
during the preparation of the assemblies exert their influence on the morphology obtained. We
hypothesize that, comparable to the kinetic phenomena demonstrated here for one type of PA
in water/HFIP mixtures, the dynamics play a critical role in the preparation of other PA
systems as well. Even if their assembly processes are controlled by other parameters like pH,
salt concentration or the addition of co-assembling molecular components. Hence, every
molecular system requires its own optimized preparation protocol to circumvent entrapment
of material into spurious assemblies and select the pathway that is aimed for. These optimized
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strategies can be very dependent on the molecular design. For example, performing the
experiments with another PA in which the final amide group at the hydrophilic end was
replaced by a carboxylic acid resulted in assemblies that are less sensitive to hysteresis.
Analysing the dynamics of the respective system of interest requires a lot of experiments.
Nevertheless, it is foreseen that considering the consequences of kinetics and hysteresis —
especially on the short time scale of obvious preparation steps like injection and mixing — will
advance our capability to master self-assembly in water.

5.5 Details of experiments

PA1 is kindly provided by dr. Christina Newcomb, Northwestern University, USA. HFIP and Nile
red are obtained from Sigma-Aldrich and used as received. MilliQ water is used in all experiments.
Circular dichroism (CD) and linear dichroism (LD) data, as well as the UV kinetics are recorded using a
Jasco J-815 CD spectrometer. Sensitivity, response time and scanning rate were chosen appropriately.
The temperature is controlled using a Jasco Peltier temperature controller with a range of -10 — 110 °C
and adjustable temperature slope. The UV spectra are recorded using a Jasco V-650 UV/Vis
spectrometer with a Jasco Peltier temperature controller. Dynamic Light Scattering (DLS) experiments
are performed on a Malvern uV Zetasizer with an 830 nm laser. Fluorescence spectra are acquired on a
Jasco FP-6500 spectrofluorometer. Couette flow experiments are performed with a Dioptica Scienctific
Ltd. Linear Dichroism 2 setup, equipped with a quartz sample holder, connected in line with the Jasco J-
815 spectrometer.

The kinetic experiments in CD and UV are performed in a Imm quartz cuvette; the samples are
prepared by injecting the respective solvents and solutions directly into the cuvette. The fluorescence
experiments are performed in a 1cm x 1em fluorescence quartz cuvette, with an excitation wavelength of
600 nm. The optical density of all solutions is kept below 0.1, verified by UV measurements, to avoid
inner filter effects. DLS experiments are performed using a 1cm x 1cm fluorescence quartz cuvette. DLS
samples are filtered through a 0.2 pm PTFE filter (Whatman) prior to the measurement; the presence of
PA assemblies after the filtering step is verified by CD spectroscopy.
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Mechanisms of self-assembly:

from analysing curiosities to a model-driven
modus operandi

Abstract: In this chapter, the self-assembly mechanisms of different supramolecular systems
are analysed. Firstly, the aggregation behaviour of a perylene bisimide derivative is clarified,
which appears to follow a nucleation pathway but nevertheless yields only small nanoparticles
rather than elongated structures that might be anticipated based on a nucleated assembly
mechanism. Secondly, the involvement of secondary aggregation in the bundling of one-
dimensional assemblies of fluorinated benzene-1,3,5-tricarboxamide derivatives is unravelled
via temperature-dependent and kinetic experiments, combined with equilibrium and kinetic
models. Thirdly, the co-assembly pathways of different oligo(p-phenylene vinylene)
derivatives  are investigated, and fourth, the behaviour of =m-conjugated
poly(diketopyrrolopyrrole-terthiophene) in chloroform is investigated. This polymer
aggregates in chloroform — prior to spin coating — and since the resulting fibrils are anticipated
to influence the performance of the solar cell that is finally obtained, a better understanding of
this aggregation process will further advance the processing of these materials. In the second
part of this chapter, we revisit the kinetic models that are applied in Chapter 2 and 3 to
describe the competition between on- and off-pathway aggregates as well as solvent-
dependent dynamics. In particular, the influence of fragmentation is addressed and the effect
of nucleation pathways on the competition between on- and off-pathway aggregates is further
investigated. In the last part of this chapter, we attempt to generalize the approach applied so
far to analyse assembly mechanisms by using models, and outline how this model-driven
approach can lead to the design of new systems.

Part of this work has been published as:

“Small sized perylene-bisimide assemblies controlled by both cooperative and anti-cooperative assembly
processes” R. van der Weegen, P. A. Korevaar, P. Voudouris, I. K. Voets, T. F. A. de Greef, J. A.
J. M. Vekemans, E. W. Meijer, Chem. Commun. 2013, 49, 5532-5534.

“Symmetry Breaking in the Self-Assembly of Partially Fluorinated Benzene-1,3,5-tricarboxamides” P. J.
M. Stals, P. A. Korevaar, M. A. J. Gillissen, T. F. A. de Greef, C. F. C. Fitié, R. P. Sijpesma, A. R.
A. Palmans, E. W. Meijer, Angew. Chem. Int. Ed. 2012, 51, 11297-11301.



Mechanisms of self-assembly: from analysing curiosities to a model-driven modus operandi

6.1 Introduction

Mechanistic insights into chemical self-assembly processes are a prerequisite to control the
formation of supramolecular assemblies. The two major mechanisms to describe one-
dimensional self-assembly, isodesmic and cooperative growth, are now well understood and a
vast amount of supramolecular systems reported in literature can be classified according to
these mechanisms. Furthermore, the formation of many of these one-dimensional assemblies
can be analysed with these mechanisms. This means that the data acquired on the assembly
processes can be described with an equilibrium model, and via a curve-fitting procedure
thermodynamic values can be extracted. However, in other cases unravelling the self-assembly
process is less trivial, for instance due to assembly steps that go beyond one-dimensional
growth, or due to kinetic phenomena that hamper an analysis under thermodynamic
equilibrium. If certain effects are experienced, new models are required to clarify the assembly
mechanism: a process that involves iterations of developing a hypothetical model and
comparing the behaviour predicted by the model with the experimental observations. In the
first part of this chapter we demonstrate with several examples different aspects of this model-
driven modus operandi to unravel supramolecular assembly processes.

Understanding self-assembly processes however is not a goal on itself but should improve
our capabilities to create functional supramolecular systems. Currently, the design of
supramolecular systems is often limited to the chemical design of the molecular building
blocks. However, we anticipate that considering the mechanistic aspects of the assembly
process are prerequisite, since phenomena like association-dissociation rates, metastable
pathways, nucleation steps etc. affect the construction of supramolecular architectures as well.
Therefore, the last part of this chapter presents an outline how the model-driven approach to
unravel self-assembly mechanisms and pathways can pave the way towards model-driven

engineering of functional supramolecular materials and systems.

6.2 Unravelling assembly mechanisms: a model-driven
approach

This paragraph presents four examples of assembling systems that display self-assembly
behaviour of the “less trivial” category. We attempt to unravel the mechanisms and pathways
involved here, by developing new models or by combining insights from models analysed
previously.

6.2.1 Cooperative formation of small sized perylene bisimide assemblies

The self-assembly of perylene bisimide PBI (Fig 6.1a) is experimentally investigated by ir.
Rob van der Weegen.! To characterize the growth mechanism, temperature-dependent
UV/Vis experiments are conducted in methylcyclohexane (MCH). At elevated temperatures,
the UV/Vis spectrum displays characteristic features for PBIs in the molecularly dissolved
state, whereas at low temperatures the red-shifted shoulder indicates the formation of PBI
aggregates (Fig 6.1b).1l To characterize the assembly mechanism, UV/Vis is probed at 542 nm
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upon cooling a PBI solution of 20 uM with a rate of 0.2 °C/min (Fig 6.1b). The slow cooling rate
is required to maintain the system under equilibrium conditions during the cooling process.
The cooling curve reveals a critical temperature that marks the onset of the assembly process,
suggesting a cooperative growth mechanism. Further analysis of the temperature-dependent
data with the equilibrium model as introduced in paragraph 2.7 of Chapter 2 suggests that at
room temperature long one-dimensional assemblies of more than 1000 monomers should be
present in solution. Surprisingly however, small angle X-ray scattering (SAXS) experiments on
PBI in MCH (1 mM) reveal the presence of small objects in solution with a radius of gyration of
1.9 nm. Assuming a typical n-n distance of 0.35 nm, this yields only 11 monomers present in
the aggregate; a value much smaller compared to the amount of monomers that is expected
based on the UV/Vis data, especially since the SAXS experiments are performed at a higher

concentration.

The formation of small, discretely sized objects has been reported before, even at high
concentrations.*-? Rather than following an isodesmic assembly mechanism, increasing
repulsive interactions, for instance due to steric hindrance, in those cases diminish the
monomer association constant and thereby halt the assembly process at the stage of small
aggregates. This can, at least qualitatively, be rationalized by an anti-cooperative mechanism,
assuming that the equilibrium constant of nucleation Kx is larger than the equilibrium constant
of elongation K. Hence, we analyse the dependence of the degree of aggregation ¢ as a
function of the dimensionless concentration xwt. The dimensionless concentration xwt equals
Keco, and typically can be increased upon increasing the total concentration ciwt or, as Ke
increases upon cooling, by decreasing the temperature. Besides, we follow the weight
averaged degree of polymerisation DPw as predicted by the equilibrium model. Even though
the equilibrium model with Kn = 10-Ke (anti-cooperative) predicts the formation of short
assemblies when the degree of aggregation ¢ approximates 1, no critical temperature or
concentration is found (Fig 6.1d), which is in contrast to the experimental observations. Hence,
several alternative equilibrium models are analysed. First, an attenuated equilibrium model is
considered, in which every subsequent monomer addition step proceeds with a diminished
equilibrium constant; Ki = K/i, with i the length of the respective aggregate to which the
monomer addition takes place. Further details of the attenuated model are given in paragraph
6.5. Although this model predicts the formation of small assemblies, again no critical point can
be observed in the plots of ¢ vs. x, (Fig 6.1d). However, after modifying the model such that
the attenuated assembly starts off with an energetically unfavourable nucleation of two
monomers (i.e. K2 = 0-K/i, with ¢ < 1), the formation of small aggregates only occurs beyond a
critical concentration or temperature (Fig 6.1d).

A molecular explanation for the cooperative formation of PBI assemblies would be the
relatively unfavourable formation of a hydrogen-bonded dimer via two-fold hydrogen
bonding of two PBI molecules. Formation of hydrogen bonds between the non-substituted
imide sides of two PBI molecules has been confirmed by IR spectroscopy in solution.[!!
However, formation of such a hydrogen-bonded dimer occurs via a relatively weak
interaction, and the subsequent n-n stacking of these dimers is expected to be energetically
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more favourable. Hence, this results in a nucleated growth of the aggregates. Further
elongation proceeds according to an attenuated mechanism that yields only small sized
assemblies. A hypothetical explanation is that the n-n stacking of the perylene dimers prefers a
co-facial arrangement that is not able to facilitate the optimum arrangement for the aliphatic
side chains. Thereby, steric crowding of the side chains diminishes the aggregation tendency
with increasing length. We model this scenario by assuming that the formation of a hydrogen-
bonded dimer occurs with equilibrium constant Kn. The subsequent elongation is described —
in analogy to the attenuated assembly as described above — with equilibrium constant Ki = K/i,
where the hydrogen-bonded PBI dimer is considered as the monomer (Fig 6.1c). Again, both
the degree of aggregation and DPw as a function of xwt capture the experimental results: a
critical point is obtained and small values for DPw are predicted, even at high values of xtt.
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Figure 6.1 | Attenuated assembly of small sized perylene aggregates. (a) Molecular structure of
perylene bisimide PBI. (b) Temperature-dependent UV/Vis spectra of PBI (20 uM) in MCH. The inset
shows the degree of aggregation, derived from the UV/Vis absorption at 542 nm and analysed with the
nucleation-elongation equilibrium model. (c) Schematic representation of the equilibrium model
describing attenuated growth of PBI assemblies, with the formation of a hydrogen-bonded dimer as the
unfavourable nucleation step. (d) Degree of aggregation (¢, top pane) and weight averaged degree of
polymerisation (DPw, bottom pane) vs. dimensionless concentration xwt, simulated with equilibrium
model assuming (1) anti-cooperative growth, (2) attenuated growth, (3) nucleated attenuated growth
and (4) attenuated growth that starts off with the formation of a hydrogen-bonded dimer.[!
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The role of hydrogen-bonding in the nucleated assembly mechanism is corroborated by the
fact that no critical point in the temperature-dependent assembly is observed when this
interaction is selectively removed by N-methylation of the imide.l!l In general, an unfavourable
association event (i.e. nucleation, formation of a hydrogen-bonded dimer) is required to obtain
a critical point in the temperature-dependent assembly. It should be noted that, in order to
obtain assemblies of limited size, alternative relations between the association constant Ki and
chain length can be selected to predict a limited size of the aggregates formed.

6.2.2 Symmetry-breaking via secondary aggregation of fluorinated BTAs

In this paragraph we analyse the role of secondary nucleation in symmetry breaking of
fluorinated benzene-1,3,5-tricarboxamide (BTA) assemblies.”? This phenomenon is
experimentally investigated by dr.ir. Patrick Stals on a library of achiral BTA derivatives that
are all functionalized with two n-decyl chains and one partially fluorinated chain (Fig 6.2a).
BTAs are well known to assemble into one-dimensional helical stacks in a cooperative fashion
due to three-fold hydrogen bonding.®1% In case of an achiral BTA, a racemic mixture of left-
and right-handed helices is expected. However, despite the fact that all members of the
fluorinated BTA library are achiral, the BTAs that bear a hydrogen atom at the w-position of
the fluorinated chain (i.e. BTA-FsH and BTA-F1:H) yield a CD effect when dissolved in MCH.
This CD effect is not related to artefacts like linear dichroism, linear birefringence or
precipitation. Hence, it is suggested that this phenomenon is related to symmetry breaking, in
which the chirality of the BTA aggregates is induced by a — probably very small — trace of a
chiral impurity.

Analysis via the classic approach: under “equilibrium” conditions. To unravel the
mechanism involved in the appearance of the chiral assemblies, we study the aggregation of
BTA-FsH as a function of temperature via a combination of UV and CD spectroscopy (Fig 6.2c).
Upon cooling from 90 °C with a rate of 1 °C/min, first a sharp transition occurs in the UV
absorption at 223 nm. This transition at the critical temperature of elongation Te corresponds to
a blue-shift of the UV absorbance, typical for aggregation of BTA moieties into one-
dimensional helices.""l Further cooling results in a second sharp transition in UV, that
coincides with the appearance of the CD effect. The sharp, non-sigmoidal character of these
transitions indicates that nucleation steps are involved in the formation of the optically silent
1D helices, below T, as well as in the subsequent appearance of the aggregates that are
responsible for the CD effect. The BTA derivatives that lack a hydrogen atom at the w-position
of the fluorinated chain display only a critical transition in UV at elevated temperatures (Te),
corresponding to the formation of 1D helices (Fig 6.2b).

Analysis of the CD active species in solution with Dynamic Light Scattering (DLS) as well
as with Atomic Force Microscopy (AFM) on dried material reveals the presence of large
aggregates.”l This indicates that the optically active aggregates have a larger diameter
compared to 1D BTA helices, implying that they are formed by bundling of multiple BTA
helices. The optical activity of these bundles is likely to be induced by the inclusion of a chiral
species in these structures. This species acts as a seed and thereby forces the majority of the
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material to assemble into structures with either positive or negative helicity. Indeed, the CD
sign of these structures is shown to be affected by the addition of chiral crystals.[”]

Analysis of the concentration-dependent values of Te for BTA-FsH via the Van’t Hoff
relation results in an enthalpy of elongation AHe = -63 kJ/mol. This value is close to previously
reported values for the nucleated assembly on non-fluorinated BTAs into 1D helices (Fig 6.3ab)
and corroborates that the transition in UV at Te. corresponds to the formation of 1D BTA
helices."l In contrast to the concentration-dependence of T., the concentration has a much
smaller influence on Tb, the critical temperature that marks the onset of the formation of CD
active bundles. To rationalize this concentration-independence, we develop a
phenomenological equilibrium model that describes the temperature-dependent, nucleated
formation of both 1D helices as well as higher order assemblies (i.e. bundles), as described in
detail in paragraph 6.5. Whereas the 1D helices have a higher stability at elevated
temperatures, the bundles are defined to be more stable in the lower temperature regime (Fig
6.3¢c). Temperature-dependent simulations performed at different concentrations reveal that
the T. that marks the onset of the assembly of the 1D helices increases with concentration, as is

observed experimentally (Fig 6.3de).
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Figure 6.2 | Symmetry breaking in fluorinated BTA derivatives. (a) Molecular structures of the
partially fluorinated BTAs, without (BTA-Fs, BTA-F7, BTA-Fo) and with (BTA-FsH, BTA-Fi2H) a
hydrogen at the w-position of the fluorinated chain. (b) Temperature-dependent UV and CD
spectroscopy (223 nm) reveals for the structures without the hydrogen at the w-position of the
fluorinated chain only a transition in UV (T¢), as shown for BTA-Fs (30 uM, MCH). (c) Temperature-
dependent UV on structures with a hydrogen at the w-position of the fluorinated chain displays, next to
the transition at Te, a second transition in UV at Tb that coincides with the appearance of the CD effect,

as shown for BTA-FsH (30 uM, MCH).1”!
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Figure 6.3 | Analysis of temperature-dependent aggregation of BTA-FsH. (a) The values of Te and Tb as
a function of concentration for BTA-FsH in MCH. (b) Van’t Hoff plot based on the critical temperatures
of elongation in UV (Te). (c) Temperature-dependent equilibrium constants of elongation describing the
stability of 1D helices (favoured in the high temperature regime) and bundles (favoured in the low
temperature regime), respectively (paragraph 6.5). (d) Critical temperatures obtained with the
temperature-dependent simulations, performed at multiple concentrations, for the appearance of 1D
helices (Te) and bundles (Tb). (e) Temperature-dependent degree of aggregation of monomers into 1D
helices and bundles, simulated with the equilibrium model for multiple concentrations. The dashed
arrows indicate a decrease in concentration.l”]

The simulated values of T» however are concentration-independent, and equal to the
temperature where the elongation constant for the bundles is defined to be equal to the
elongation constant for 1D assembly (Fig 6.3de). The small temperature-dependence of Tt that
is found experimentally can be related to the slow dynamics of the chiral structures. This
phenomenon, further corroborated by kinetic experiments as shown below, hampers assessing
the temperature-dependent assembly under equilibrium conditions.

The fact that CD active assemblies only appear when a hydrogen atom is present at the cw-
position of the fluorinated tail of the BTA derivative indicates that the —CF2H group plays a
critical role in the formation of the bundles. We hypothesize that the high polarization of the
C-F bond causes polarization of the C-H bond at the w-position of the fluorinated tail, thereby
facilitating the formation of weak CF.-H-F-CFH interactions between two or more BTA
helices. Although the interaction between an electron-deficient hydrogen and a fluorine is
weak!'> B, the stabilizing effect of these type of interactions are demonstrated in several
examples in supramolecular chemistry and crystal engineering.'* 1 However, the weak
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character of these fluorine-hydrogen interactions implies that a manifold of interactions is
required to stabilize the bundling of BTA helices. Hence, we propose that prior to the bundling
step, CF>-H---F-CFH interactions among the fluorinated tails result in the formation of fluorine-
enriched ribbons along the one-dimensional BTA helices, as shown in Fig 6.4a. Subsequently,
these fluorine-enriched ribbons facilitate the hierarchical bundling, or surface-assisted
nucleation of 1D helices into optically active fibres. Whereas these 1D helices are present in a
racemic mixture, i.e. equal amounts of left- and right-handed helices, the chiral seed induces
the formation of a non-racemic mixture of helices within these bundles.

Unravelling the bundling mechanism by kinetic experiments and theories. To further
unravel the mechanism involved in the formation of these bundles, the aggregation kinetics of
BTA-FsHin solution are studied after a transfer from a good solvent (dichloroethane), in which
the monomers are molecularly dissolved, into MCH, a poor solvent where they self-assemble.
This injection is performed by using a stopped-flow setup and the formation of optically active
bundles after injection is monitored via CD at 223 nm. To study the influence of concentration
on the kinetics, injections are performed at 10 °C, leading to final concentrations of 20 uM, 30
uM, 40 pM, 48 uM and 50 uM, respectively, and 2 vol% dichloroethane in MCH (Fig 6.4b).
Remarkably, in contrast to the kinetic studies on the assembly of SOPV, as shown in Chapter 2,
the time at which the conversion equals 50% (#-50) does not show a concentration-dependence.
However, the kinetic curves display a lag phase as expected for nucleated aggregation. In
order to verify the nucleation mechanism from the lag phase, both functions ¢ ~ 2 and ¢ ~ 1 —
exp(-k-t), corresponding to homogeneous and heterogeneous nucleation, respectively, are
fitted to the initial phase of the growth process (up to 10% conversion, Fig 6.4c). Both fits
describe the data well, meaning that the nucleation mechanism cannot unambiguously be
identified based on the lag phase.

Next to the lag phase, also the relation between #-50 and concentration contains critical
information about the growth mechanism. First we analyse if the aggregation of bundles can
be described at least qualitatively via a homogeneous nucleation of free monomers, either in
the absence (1) or presence (2) of 1D BTA helices. For different scenarios, we analyse if a
concentration-independent rate (i.e. t-50), as is observed experimentally, can be expected.

(1) In case of homogeneously nucleated growth of the chiral aggregates, starting from a
solution with only free monomers, the rate typically increases with concentration.
Concentration-independent rates are only expected for very high (supersaturated)
concentrations, as shown in Chapter 1. However, extrapolation of the CD values vs.
concentration (Fig 6.4d) results in a critical aggregation concentration of ~10 uM. This indicates
that the concentration-independent ¢-50 values are not acquired in the supersaturated regime,
and hence homogeneous nucleation is not a likely mechanism for the formation of chiral
bundles.

(2) If the homogeneous nucleation of chiral bundles is preceded by the fast formation of 1D
helices, a critical free monomer concentration [Mre] that is independent of the total BTA
concentration is available for the formation of the bundles (Fig 6.4e). The reaction rate of
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homogeneous nucleation (in mol/L.s) is expected to be proportional to [Me]?> and hence
independent on the total concentration. However, the amount of material that needs to be
converted into bundles increases with the total concentration, resulting in an increasing -50
with concentration. Thereby, also homogeneously nucleated formation of chiral bundles in

temporarily coexistence of 1D helices is not a likely mechanism.
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Figure 6.4 | Analysis of the kinetics of the aggregation of BTA-FsH. (a) Proposed aggregation
mechanism involved the formation of chiral bundles: BTA assembles into 1D helices, the fluorinated
chains form, via CF.-H-F-CFH interactions, fluorine ribbons that induce the bundling of multiple
helices. (b) Aggregation kinetics of BTA-FsH (stopped-flow, 223 nm). The inset shows #-50 wvs.
concentration. (c) Degree of aggregation vs. time, based on all CD data in (b), analysed with both
functions ¢ ~ #2 and ¢ ~ 1 — exp(-k-t), corresponding to homogeneous and heterogeneous nucleation,
respectively. (d) CD wvs. concentration, derived from the steady state conditions in the kinetic
experiments. Extrapolation of the data to CD = 0 mdeg suggests that a critical BTA-FsH concentration of
~10 pM is required to form chiral aggregates. (e) Concentration of free monomer and the concentration
of aggregated monomers as a function of the total monomer concentration under equilibrium

conditions.”!

Next, we analyse, under the assumption that the formation of chiral bundles is preceded by
the fast formation of 1D helices, several heterogeneous mechanisms to describe the kinetics of
the bundling process.

(1) If the formation of fluor-enriched patches is the rate limiting step in the formation of the
optically active bundles, the rate of this intrastack process (in mol/L.s) is proposed to be
proportional to the initial concentration of monomers in one-dimensional stacks that can
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convert into higher order aggregates, [Mip?]. If the final concentration of monomers in the
bundles, [Mvf], is close to [Mip?], £-50 is approximately concentration-independent.

(2) Alternatively, the concentration-independent rate of the formation of the optically active
bundles can be rationalized by secondary nucleation of free monomers on the surface of (fluor-
enriched) 1D helices as the rate limiting step. If this is the case, the fast nucleated formation of
1D helices results in a critical free monomer concentration that is independent of the total BTA
concentration: [Miee]. The rate (in mol/L.s) of the subsequent secondary nucleation is
proportional to the concentration of free monomers [Meee] times the initial concentration of
monomers present in one-dimensional stacks [Mip’]. The normalized rate (reflected by #-50) is
then proportional to [Mire]- [Min?]/[Mbf]. If [Mf] is close to [Min?], #-50 is approximately
concentration-independent.

(3) If the formation of the optically active bundles occurs via bundling of 1D helices with fluor-
enriched patches, the reaction rate of bundling — a second order reaction between the surfaces
of two helices — is expected to be proportional to the square of the available surface, i.e. the
square of the initial monomer concentration in one-dimensional assemblies ([Min°]?). [Mip]
increases with the concentration and the amount of material that needs to be converted into
bundles, [Myf], is approximately proportional to the total concentration. Therefore, the
normalized rate will approximate [Mio]?/ [Msf]. Hence, t-50 decreases with total concentration
and bundling of 1D helices as the rate limiting step is not a likely mechanism.

(4) Alternatively, the formation of the optically active bundles starts with a fast bundling of 1D
helices, followed by a rate determining intra stack helix conversion from a racemic to a non-
racemic distribution of left- and right-handed helices within the aggregates. As a result, the
reaction rate (in mol/L.s) as well as the concentration of material that needs to be converted are
proportional to the concentration of aggregated material. Hence, the resulting £-50 of this first
order process is expected to be concentration-independent.

Concluding, the results indicate that the formation of the optically active fibres comprises
two subsequent steps: 1) the nucleated assembly of BTA into equal amounts of left- and right-
handed 1D helices, and 2) the formation of optically active bundles with a fluorinated core, in
which either left- or right-handed helices dominate. Although an equal occurrence of positive
and negative CD effects would be anticipated from a stochastic process, a strong preference for
a negative CD effect is obtained. This phenomenon is ascribed to the involvement of chiral
impurities that most likely are incorporated in the fluorinated core of the bundle and thereby
induce the non-racemic distribution of BTA helices within these bundles. A homogeneous
nucleation of these bundles can be excluded based on the kinetic results. However, it cannot be
determined whether the rate limiting step is the formation of a fluorine ribbon along the
periphery of the 1D helices, the conversion between left- and right-handed helices within the
bundles or the surface-assisted secondary nucleation of free monomers along the fluorine
ribbon of a BTA helix.
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6.2.3 Competition between different pathways in multi-component assembly

The co-assembly of ROPVs and SOPV: has experimentally been investigated by dr.
Christophe Grenier (Fig 6.5a). SOPV4 assembles into left-handed helices as evidenced by the
negative Cotton effect. ROPVs assembles into right-handed helices, resulting in a positive
Cotton effect that is blue-shifted compared to the Cotton effect of SOPV. (Fig 6.5b). To
investigate the co-assembly of both OPV derivatives, a “majority rules” experiment is
conducted. Solutions of SOPVs and ROPVs in MCH (200 pM) are mixed in different ratios, and
the co-assembly is assessed by analysing the CD spectra of the resulting assemblies. As shown
in Figure 6.5b, mixing SOPVs and ROPV: in different ratios at room temperature yields CD
spectra that are the weighted sum of the CD spectra of SOPVs and ROPVs aggregates,
respectively. This is in agreement with the presence of homo-aggregates of SOPVs and ROPV:
in solution. Similar to the co-assembly of SOPVs and ROPV: as demonstrated in Chapter 4,
mixing the SOPVs and ROPV: assemblies at 20 °C does not result in notable monomer
exchange. However, heating above the critical temperature of elongation (60 °C) and
subsequently cooling with a rate of 1 °C/min results in disassembly of the homo-aggregates
and formation of co-assemblies, as evidenced by the CD spectra obtained at 20 °C (Fig 6.5c).
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Figure 6.5 | Co-assembly of SOPVs and ROPVs. (a) Molecular structure of SOPVs and ROPVs. (b) CD
spectra acquired after mixing SOPV4 assemblies and ROPVs assemblies at 20 °C (200 pM, MCH). The
arrow indicates the increasing SOPVi percentage, in steps of 10%. (c) CD spectra acquired after
annealing at 60 °C and cooling, at 20 °C. (d) CD intensity at 400 nm for mixtures of SOPV4 and ROPV: at

20 °C, acquired after mixing (blue) and after annealing (red).
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Figure 6.6 | Simulating the co-assembly of SOPVi and ROPVs. (a) Schematic representation of kinetic
model describing the nucleated co-assembly of ROPVs and SOPV. in P- and M-type helical stacks. (b)
Difference between concentration of monomers assembled into P- and M-type helices under equilibrium
conditions vs. percentage of SOPV4, simulated with the kinetic co-assembly model. Parameters: MMPwu =
50; MMPr =1; (a/cm) = 1.07-106 M1; cp = em/2; bv = 10%cm; be = 10%cp; crot = 200 pM.
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Figure 6.7 | Temperature-dependent co-assembly. (a) Temperature-dependent CD for SOPV4/ROPV3
mixtures (200 pM), probed at 490 nm upon cooling with a temperature ramp of 1 °C/min. The ROPVs
solution is probed at 447 nm. (b) Temperature-dependent assembly of SOPVi/ROPVs mixtures,
simulated with the kinetic co-assembly model. Parameters: MMPw = 50; MMPr = 1; (a/cm) = exp(—(AH —
T- ASY)/RT) with AH? =-110 kJ/mol and AS® = 260 J/K.mol; cr = cm/2; bm = 104 cwm; be = 104cp; ctot = 200 pM.

To investigate which compound determines the net helicity of the co-assemblies obtained
after annealing, we analyse the CD intensity at 400 nm. At this wavelength, pure ROPVs
assemblies display a negative CD effect, and pure SOPV. assemblies a positive CD effect. As
shown in Figure 6.5d, in mixtures that contain a majority of ROPV:s the net helicity is identical
to pure ROPVs solutions, indicating that ROPVs fully dominates the helicity of the formed co-
assemblies. Only if the amount of SOPV. is larger than 50%, the net helicity deviates from pure
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ROPVs, and increases linearly towards the positive helicity of SOPVai. These results suggest
that ROPVs has a much stronger effect on the helicity of the system compared to SOPVa.
Hence, we hypothesize that this compound assembles only in its preferred P-type helicity,
whereas SOPV: has not such a strong preference for its favourable helicity (M-type), and
assembles in P-type helices as well.

The co-assembly model that is introduced in Chapter 4 allows verifying if the results can be
rationalized by ROPVs having a high mismatch penalty for incorporation into M-type helices,
whereas SOPV4 has no preference for M- or P-type helices. Kinetic simulations are performed
with the co-assembly model (Fig 6.6a). ROPVs assemblies are less stable than SOPV.
assemblies, and therefore in the rate constant cr, describing the rate of ROPVs monomer
dissociation from P-type helices is defined to be equal to 2-cm, with cm describing the rate of
SOPV.: monomer dissociation from M-type helices. The mismatch penalty factor for ROPVs in
M-type assemblies (MMPwm) equals 50 and the mismatch penalty for SOPVs in P-type
assemblies (MMPr) equals 1. Since we are only interested in the equilibrium state, all forward
reactions are described with the same rate constant 4, and the concentrations of all species are
analysed under equilibrium (i.e. steady state) conditions. As shown in Figure 6.6b, the
simulations reveal that in between 100% and 50% ROPV;, all monomers are assembled into P-
type helices. Below 50% ROPVs, ie. above 50% SOPVs, the inversion of the net helicity
precedes linearly with the increasing percentage of SOPVs, comparable to the experimental
results.

Assessing co-assembly pathways by temperature-dependent experiments. Temperature-
dependent studies provide a convenient approach to characterize the mechanisms involved in
the assembly process, for instance by revealing nucleation events or different assembly
pathways. Therefore, the co-assembly of ROPVs and SOPV. is assessed upon cooling from the
molecularly dissolved state at 60 °C to 0 °C (Fig 6.7a). The temperature-dependent assembly is
probed in CD at 490 nm, upon cooling with a temperature ramp of 1 °C/min. For pure SOPVs,
a negative CD effect appears at the critical temperature of elongation (T¢) of 58 °C, indicating
the formation of M-type helices. For 90% SOPVs, the T. at which the negative CD effect
emerges shifts to a lower temperature, and this trend continues for the samples with 80%, 70%
and 60% SOPV.. Moreover, for these samples a second transition can be observed in the CD
cooling curves at lower temperatures. The rise in CD upon decreasing temperature suggests
the formation of P-type helices below these temperatures. For samples having an ROPV:
content of 50% or more, a positive CD effect appears at the T, indicating a direct formation of
P-type helices. Moreover, in this regime the Te is independent of the SOPV4+/ROPVs ratio.

The observed temperature-dependent co-assembly behaviour can be rationalized by the
stabilities of SOPV: and ROPVs assemblies. The higher T. for SOPV: indicates that SOPV.
forms more stable assemblies than ROPVs. Hence, cooling a mixture of SOPVs and ROPV:
yields at high temperature the exclusive assembly of SOPV4 into M-type helices. ROPVs is not
included in these assemblies due to the high mismatch penalty of ROPVs molecules into M-
type helices. Only at lower temperatures, the assembly of ROPV:s is initiated and thereby the
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CD effect increases again. Due to the low mismatch penalty of SOPV. into P-type helices,
SOPV.: can co-assemble with ROPVs. As a result, in the presence of 50% ROPVs and beyond, P-
type helices appear directly at Te. As the total concentration of the building blocks available for
these helices (i.e. ROPVs and SOPV.) does not change with the composition of the system, in
this regime the critical temperature is independent of the SOPV4/ROPV:s ratio.

To corroborate the role of the mismatch penalties experienced by ROPVs in M-type helices
and SOPV4 in P-type helices, temperature-dependent simulations are performed using the co-
assembly model. Again, we are here only interested in the equilibrium state and therefore all
forward reactions are described with the same temperature-independent rate constant a.
Finally, the concentrations of all species are analysed under equilibrium (i.e. steady state)
conditions. The temperature-dependent stability of SOPV. in M-type helices, i.e. the ratio of
a/cy, is defined via the Van’t Hoff relation. The stability of ROPVs in P-type helices is defined
accordingly via a/ce = 0.5-a/cm. The mismatch penalties are defined similar to the simulations
performed at constant temperature: MMPwm = 50 and MMPr = 1. As shown in Figure 6.7b, the
temperature-dependent simulations performed with different ROPVs/SOPV. ratios capture the
experimental results and corroborate the premises that 1) SOPVa co-assembles into the
assemblies preferred by ROPVs and 2) ROPVs does not co-assemble into the assemblies
preferred by SOPV..

The temperature-dependent co-assembly reveals multiple pathways in the co-assembly of
SOPV: and ROPVs, and the analysis by simulation shows that the complex co-assembly
behaviour can be rationalized by the asymmetric mutual mismatch penalties of both
compounds. ROPVs experiences a high structural mismatch penalty when incorporated in M-
type helices dominated by SOPVi, which might be related to the shorter length of the n-
conjugated part of ROPVs compared to SOPVa. Vice versa, this mismatch is much lower when a
long SOPV4 molecule is incorporated in a helix dominated by short ROPVs molecules.

6.2.4 Aggregation of poly(diketopyrrolopyrrole-terthiophene) in chloroform prior to
spin coating

Together with dr. Weiwei Li, the aggregation of poly(diketopyrrolopyrrole-terthiophene),
PDPP3T, is investigated. PDPP3T (Fig 6.8a) is a promising donor material for bulk
heterojunction solar cells.'*-18 It has been shown that this polymer, processed together with
phenyl-Csi-butyric acid methyl ester (PCBM) as acceptor material, yields solar cells with
efficiencies up to 7.1%.1'"l The high performance of these solar cells has been ascribed to the
aggregation of the PDPP3T into fibril structures that can be visualized with Transmission
Electron Microscopy (TEM), and have dimensions of hundreds of nanometres in length and a
few nanometres in width. These fibrils are expected to facilitate an efficient transport of the
positive charge carrier to the respective electrode of the device. The importance of control over
the formation of these fibrils is corroborated by solar cell efficiencies reported for PDPP3T
polymers with different chain lengths. High molecular weight PDPP3T (Mn ~ 120 kg/mol)
yields high efficiency solar cells with a fine dispersed fibril morphology, whereas less fine
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dispersed fibrils and lower efficiencies are obtained with low molecular weight PDPP3T (M ~
50 kg/mol).

To process PDPP3T/PCBM solar cells, typically PDPP3T and PCBM are spin coated together
from a concentrated solution in chloroform, in which ortho-dichlorobenzene (ODCB) is added
as a co-solvent to optimize the aggregation. To unravel the aggregation of PDPP3T into fibrils,
we focus on the aggregation of PDPP3T prior to the spin coating process, i.e. in chloroform
solution. A concentrated PDPP3T solution in chloroform (3 mg/mL) is prepared by heating a
mixture of PDPP3T and chloroform in a closed sample vial to 100 °C for 1 hour. Subsequently,
the solution is allowed to cool and spin coated on a glass slide. Whereas films spin coated from
fresh prepared solutions that have been standing for only 5~10 minutes are completely
homogeneous, solutions that have been standing for a couple of hours yield inhomogeneous
films upon spin coating: a first indication that aggregation already occurs in the chloroform

solution.

The aggregation process is further investigated by studying PDPP3T in chloroform
solutions with UV/Vis spectroscopy. A 1 mg/mL stock solution of PDPP3T in chloroform is
prepared. To allow analysis of the aggregation in this fresh stock solution by UV/Vis, a sample
of this stock solution is diluted to 0.01 mg/mL (Fig 6.8b). Next, starting from the 1 mg/mL stock
solution, a dilution series is prepared with concentrations of 0.5 mg/mL, 0.2 mg/mL, 0.1
mg/mL, 0.05 mg/mL, 0.02 mg/mL and 0.01 mg/mL. These solutions are all kept for one day at
room temperature, subsequently diluted to 0.01 mg/mL and analysed by UV/Vis spectroscopy
as well. Whereas the fresh solution has a maximum in UV/Vis at 810 nm, the solutions that are
kept for one day display a shoulder at 866 nm. This shoulder becomes more dominant for
solutions that have been standing at a higher concentration, and for the highest concentrations,
866 nm even corresponds to the maximum in UV/Vis absorption. The concentration-
dependence of the appearance of the shoulder at 866 nm suggests that this phenomenon is
related to intermolecular aggregation of the PDPP3T polymers.

To characterize whether the appearance of the shoulder in UV/Vis absorption at 866 nm can
be ascribed to aggregation or degradation of the polymer in solution, a 0.1 mg/mL solution is
studied with UV/Vis spectroscopy at 55 °C (Fig 6.8c). The shoulder at 866 nm disappears upon
heating, and reappears at room temperature, albeit very slow. This indicates that the shoulder
is not related to degradation of the polymer in chloroform but, most probably, to a (reversible)
aggregates process.
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Figure 6.8 | Aggregation of PDPP3T in solution. (a) Molecular structure of poly(diketopyrollopyrolle-
terthiophene), PDPP3T. (b) UV/Vis spectra of PDPP3T: 1) fresh solution in chloroform (0.01 mg/mL), 2)
solutions that have been annealed in chloroform at room temperature for 1 day (arrow indicates
increasing concentrations) and subsequently diluted to 0.01 mg/mL to measure UV/Vis, 3) spin coated
film. (c) UV/Vis spectra of PDPP3T in chloroform at 55 °C and at room temperature (0.1 mg/mL). The
inset shows the increase in UV/Vis at 866 nm after cooling to room temperature. (d) Normalized UV/Vis
spectra of PDPP3T in solution and films: also spin coating a diluted solution does not yield the shoulder
at 866 nm that is present in the spectrum of PDPP3T in chloroform. (e) UV/Vis spectra of PDPP3T in
chloroform, ODCB and ODCB/chloroform mixture. (f) UV/Vis spectra of 1) the PDPP3T film, 2) the film
while immersed in chloroform, 3) the dried film and 4) the chloroform phase in which the film has been
immersed.

Remarkably, the shoulder in UV/Vis at 866 nm does not correspond to the aggregates that
are present in spin coated films, since the UV/Vis spectrum of the film has a maximum at 834
nm and lacks a shoulder at 866 nm (Fig 6.8b). Annealing the film at high temperature (100 °C)
or in the presence of chloroform vapour does not change the maximum of the UV/Vis
spectrum. Furthermore, also films that are spin coated from PDPP3T solutions that have been
standing for hours at room temperature yield similar UV/Vis spectra, i.e. without the shoulder
at 866 nm.

Previously we have observed in our studies on the aggregation of SOPV that metastable
aggregates can entrap monomers at high concentration. To investigate if the UV/Vis spectrum
of the film that has been spin coated from a concentrated solution (3 mg/mL) corresponds to a
metastable morphology, we spin coat a film from a less concentrated solution of 0.1 mg/mL.
Due to the lower concentration, the presence of the shoulder at 866 nm in the UV/Vis spectrum
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of the solution that is used to process the film can be verified directly. As shown in Figure 6.8d,
the UV/Vis spectrum of the film processed from this diluted solution resembles the UV/Vis
spectrum that is obtained upon spin coating the concentrated solution, and lacks the shoulder
at 866 nm. Hence, we conclude that the UV/Vis spectrum with a maximum at 834 nm
corresponds to an aggregated state that is in the film more stable compared to the aggregates
that cause the shoulder (or maximum) at 866 nm in solution.

To analyse whether the shoulder in UV/Vis at 866 nm is related to chloroform, 1% of a
PDPP3T solution in chloroform (1 mg/mL) is dispersed into 99% ODCB. Directly after
preparing this solution, the UV/Vis spectrum displays a maximum at 834 nm, similar to the
film, and the shoulder at 866 nm has disappeared (Fig 6.8e). Remarkably, addition of 50%
chloroform results in a fast reappearance of the shoulder at 866 nm, much faster compared to
the appearance of the shoulder in pure chloroform as shown in Figure 6.8c.

Finally, we analyse if the presence of chloroform affects the UV/Vis spectrum of the film. To
this end, UV/Vis is measured on a film that is rinsed first with chloroform and then immersed
into chloroform during the measurement. As shown in Figure 6.8f, the shoulder at 866 nm
reappears for the immersed film. It should be mentioned that the UV/Vis absorption of the
chloroform phase after removal of the film is negligible, meaning that the film has not been
dissolved into chloroform during the measurement, and the shoulder at 866 nm disappears
again after drying the film.

Combining these results, we hypothesize that PDPP3T slowly aggregates in chloroform,
and chloroform intercalates within the PDPP3T fibrils that are formed, resulting in a shoulder
in UV/Vis at 866 nm (Fig 6.9). Spin coating these fibrils from a chloroform solution results in an
immediate removal of these chloroform molecules, and hence aggregates are obtained that
have a maximum in UV/Vis at 834 nm. Also in excess of ODCB, chloroform is extracted from
these fibrils. However, if the fibrils are present already, addition of chloroform, either to the
aggregates in the film or to fibrils in ODCB, results in a fast re-intercalation of chloroform.
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Figure 6.9 | Schematic representation of proposed aggregation mechanism of PDPP3T in solution and
film.
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Typically, addition of co-solvents like ODCB to the polymer solution is anticipated to speed
up the aggregation of the polymer during spin coating, and thereby match the rate of this
process to the concomitant aggregation of PCBM.[' 20l Matching these aggregation rates is a
prerequisite to obtain the optimum morphology: if the aggregation rate of PCBM exceeds that
of the polymer, a large scale phase separation between donor and acceptor material is
expected. This affects the morphology, and thereby the performance of the solar cell. The
results presented here suggest that, in order to aggregate PDPP3T, the addition of ODCB is not
required as this polymer aggregates in pure chloroform as well. This behaviour provides
further opportunities to control the processing of PDPP3T solar cells. For instance, polymer
fibrils can be pre-aggregated in chloroform, independent of the processing together with
PCBM which can be further manipulated by the addition of ODCB.

6.3 Revisiting the kinetics of 1D assembly

The kinetic models that have been discussed in this thesis so far give a good, qualitative
description of 1D assembly processes, and thereby provide new insights into the effect of
competition between multiple pathways as well as the effect of solvent conditions on the
dynamics. Nevertheless, describing the system with a simple numerical model requires
assumptions that possibly affect the validity of the predicted behaviour. For instance, the
model describing 1D assembly takes only monomer association and dissociation reactions into
account, even though one can imagine that fragmentation (for instance splitting a 100-mer into
an 80-mer and a 20-mer) and fusion (the reverse process) play a role in the dynamics of one-
dimensional assemblies as well.?! 221 Besides, the kinetic model describing the competition of
on- and off-pathways is based on the assumption that both pathways compete for the
monomer, even though one can imagine that larger species, for instance up to the nucleus, are
shared between both pathways as well. In this paragraph, both the issue of
fragmentation/fusion as well as the influence of the nucleation mechanism on the competition
between multiple pathways are addressed.

6.3.1 The kinetics of fragmentation and fusion in 1D assembly

In this paragraph a simplified kinetic model is developed that includes fragmentation and
fusion in the 1D assembly process. Similar to the model that involves only monomer
association and dissociation, the model developed here is completely reversible. Reversibility
is an indispensable feature, since disassembly and re-assembly play a dominant role in the
analysis of on- and off-pathway systems and solvent-dependent kinetics.

The kinetic fragmentation model, as schematically depicted in Figure 6.10, considers four
different terms: 1) the free monomer, 2) the dimer, 3) the total number of assemblies with size
larger than two (i.e. stack number concentration), and 4) the total number of monomers
assembled into these stacks (i.e. stack mass concentration). Six types of reactions are

considered: 1) two monomers form a dimer, 2) a monomer and a dimer form a trimer (i.e. a
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stack), 3) two dimers form a four-mer (i.e. a stack), 4) a monomer associates to a stack, 5) a
dimer associates to a stack, 6) two stacks fuse. Analogous to the kinetic monomer association
model that is introduced in paragraph 2.4 of Chapter 2, it is assumed that [Xin] = o[ Xi] for i > 2.
Due to this assumption, the concentration of every species with length i can be calculated
based on the number and mass concentration of stacks, as shown in paragraph 6.5. The values
of these concentrations are used to compute the contribution of fragmentation and fusion to
the assembly kinetics.
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Figure 6.10 | Schematic representation of kinetic fragmentation model. Four different terms are taken
into account: the monomer, the dimer, the number of stacks and the number of monomers assembled in
these stacks. Via six types of reactions, the kinetics are simulated including fragmentation and fusion of

long stacks.

The solvent-dependent assembly kinetics are simulated with the fragmentation model (Fig
6.11a-c), assuming the presence of different volume fractions of good solvent f. This good
solvent destabilizes the assemblies upon increasing the rate constants of monomer dissociation
and fragmentation, and decreasing the rate constants of monomer association and fusion.
Analogous to the simulations shown in Chapter 3, that are based on monomer association and
dissociation only, also with this model a minimum assembly rate is found close the critical
solvent composition fair. However, significant differences are found between the rates
predicted by the fragmentation model compared to the monomer association model. The
fragmentation model predicts faster rates close to the critical solvent composition compared to
the model using only monomer association and dissociation steps. The faster assembly rate
close to fait can be rationalized by the fact that fragmentation allows to bypass the
unfavourable nucleation step in the formation of new stacks. Besides, the slower assembly at
lower values of f can be rationalized by fusion of stacks, which limits the number of chain ends
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that are available for monomer association. If this effect dominates to process, slower rates are
obtained compared to the simulations that only involve monomer association.

Simulations of the disassembly kinetics reveal, similar to the assembly kinetics, a minimum
rate close to the critical solvent composition (Fig 6.11d-f). Here fragmentation yields faster
kinetics for all values of f, indicating that bypassing the unfavourable nucleation step via
fragmentation of aggregates dominates the process over the whole solvent composition
regime. Hence, the contribution of fragmentation to the rate of the simulated disassembly
process reduces the discrepancy between the kinetic simulations and experimental data as

shown in Chapter 3.
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Figure 6.11 | Solvent-dependent assembly and disassembly kinetics, simulated with the

fragmentation model. (a) Assembly kinetics simulated with increasing good solvent fraction f. The rate
constants of monomer association and fusion decrease with f, and the rate constants of monomer
dissociation and fragmentation increase with f as shown in the inset of pane b. (c) Similar to the
monomer association model, also the fragmentation model predicts a minimum assembly rate close to
fair. (d) Disassembly kinetics simulated with increasing good solvent fraction f. (f) Similar to the
monomer association model, also the fragmentation model predicts a minimum disassembly rate close
to fair, although the rate is much faster. (b,e) For both the assembly and disassembly kinetics, the steady
state degree of aggregation ¢ predicted by the fragmentation model coincides with the denaturation
curve calculated with the equilibrium model. In these simulations, the dependency of the association
rate constant ar and the dissociation rate constant ¢ on the volume fraction of good solvent f is defined
via log(ap) = log(a) — maf and log(cy) = log(c) + mef, with a = 6:10* M-'s™, ma =7, ¢ = 0.0171 s, me = 7.
Moreover, cwot=12 uM, 0 =0.16* and n = 2.
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To verify the influence of fragmentation and fusion on the phenomenon of pathway
complexity, an on-pathway (towards stable assemblies) and an off-pathway (towards
metastable assemblies) are included in the fragmentation model. Both pathways are competing
for the same free monomer. Similar to the kinetic simulations with the monomer association
model, also here metastable assemblies appear in the initial stages of the assembly process,
prior to the conversion into stable assemblies (Fig 6.12a). Furthermore, the simulated
conversion from metastable to equilibrium assemblies is slower at higher concentrations due
to the entrapment of monomers in the metastable pathway (Fig 6.12b).
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Figure 6.12 | Analysis of competition between two parallel assembly pathways with fragmentation
model. (a) Concentration-dependent kinetics of assembly into metastable and stable assemblies,
simulated with the fragmentation model: normalized difference between monomers present in stable
and metastable assemblies vs. time. The arrow indicates increasing total concentration: 1 uM; 2 uM; 10
uM; 100 uM; 1 mM; 10 mM. (b) 99 vs. concentration, simulated with both the fragmentation model and
the monomer association model. Parameters: a* = 106 M-1s-1; g = 104 M-1s-1; Ke* = 105 M-1; Ke = 106 M-, ¢* =
0.01;0=0.01; n*=2;n=2.

6.3.2 A closer look to the nucleation regime of competing pathways

In Chapter 2 is has been demonstrated that entrapment of monomers in metastable
assemblies slows down the assembly process along the equilibrium pathway. In the analyses
performed so far on the competition between different assembly pathways, it is assumed that
the nucleation pathway towards the equilibrium assemblies is different from the nucleation
pathway towards the metastable structures (Fig 6.13a). This implies that the respective
pathway is selected at the formation of a dimer. However, since all oligomers up to the
nucleus are disordered structures, one could argue that both types of assemblies originate
from the same type of nucleus, i.e. the nucleus results — upon monomer association — either a
metastable or an equilibrium assembly. To investigate how this type of nucleation affects the
predicted competition between both pathways, the kinetic model is modified by introducing a
nucleation pathway, i.e. the formation of a nucleus, that is shared between both the metastable
and stable pathway, as schematically depicted in Figure 6.13b.
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Figure 6.13 | The influence of separated vs. shared nucleation pathways on competition between
metastable and stable assemblies. Schematic representation of the kinetic model, where metastable
assemblies A and stable assemblies B originate from separated (a) and shared (b) nucleation pathways.
(c) Concentration-dependent kinetics of assembly into metastable and stable assemblies, simulated with
the kinetic model including a shared nucleation pathway (with an = 4*): normalized difference between
monomers present in stable and metastable assemblies vs. time. (d) #-99 vs. concentration, simulated
with both separated and shared nucleation pathways. Parameters: (separated nucleation pathways as in
pane a) a* = 510" M-'s™}; a = 10* M-'s7; Kn* = 10° M; Ke* = 105 M1, Kn = 10° M; Ke = 106 M; n* =n = 5;
(shared nucleation pathway as in pane b) a* = 5107 M-'s™; a = 10* M-'s7!; Kn* = 10° M1; Ke* =105 M-1; Ke =
106 M-, n=5.

Kinetic simulations with this modified model reveal in the low concentration regime a
direct appearance of stable assemblies. Beyond the critical concentration of the metastable
pathway, initially metastable assemblies appear, prior to the conversion towards the
equilibrium assemblies (Fig 6.13c). Due to entrapment of monomers in these metastable
assemblies, the rate of this conversion decreases with concentration. This is in agreement with
the inverted concentration-rate relation predicted by the kinetic model in which the nucleation
pathways of both types of assemblies are separated (Fig 6.13a).

In the high concentration regime however, notable differences are predicted by the model
with separated (Fig 6.13a) and shared (Fig 6.13b) nucleation pathways, as demonstrated in
Figure 6.13d, which displays the time at which 99% of the conversion towards stable
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assemblies is completed (t-99) vs. concentration. The rate constant of monomer association in
the nucleation phase (an, Fig 6.13b) plays a dominant role here: if an equals the monomer
association rate constant of the stable pathway (a), -99 levels off with concentration. However,
if an equals the monomer association rate constant of the metastable pathway (a¥), t-99
decreases with concentration in the high concentration regime. However, also with
fragmentation or a shared nucleation pathway included in the kinetic model, no exact
description of the kinetic data is obtained (Fig 2.4d).

6.4 Towards a model-driven modus operandi

The aim of this thesis is to obtain control over aggregation pathways involved in assembly
processes. To arrive at controlled assembly processes, understanding the mechanisms involved
is a prerequisite. Here we recapitulate the lessons learned to reveal these mechanisms, unravel
metastable pathways and understand the influence they exert on the overall assembly process.
These insights provide an indispensable basis to arrive at a model-driven design of more
complex and complicated supramolecular systems. Even though the main focus of this thesis is
on m-conjugated materials, these insights are anticipated to be applicable to other types of
supramolecular materials as well.

6.4.1 Analysing self-assembly mechanisms and pathways

In this chapter, multiple self-assembling systems are analysed, varying from the formation
of small sized assemblies under diluted conditions to the aggregation of polymer fibrils in
highly concentrated solutions. Obviously, it is impossible to define, based on these examples
and the analyses described in previous chapters, the ideal approach to unravel self-assembly
mechanisms. Nevertheless, some common elements can be identified. A starting point that
often proves to be useful is modifying the driving force of the assembly process, for instance
by changing temperature, concentration or the presence of a co-solvent. Starting from the free
building blocks, e.g. at high temperature, and then gradually inducing the self-assembly
process by cooling will — at least qualitatively — reveal characteristics of the mechanism like a
nucleation event or a transition to a second type of assembly. Next, equilibrium models can be
derived and analysed to verify whether they capture the experimentally observed behaviour.

Importantly, the conclusions drawn from temperature-, concentration- of co-solvent
dependent data should be cross-checked via other experimental techniques, if possible. In this
respect, the nucleated assembly of perylene bisimides into small objects serves as a warning
that typical hallmarks of cooperative growth, in this instance a critical temperature of
elongation, do not per se imply the formation of large objects, and additional experiments are
required to clarify the growth mechanism involved in the supramolecular system of interest.
Secondly, another important aspect is to verify that the data have been acquired under
equilibrium conditions before analysing them with equilibrium models. A straight forward
method to verify thermodynamic control is by comparing the assembly and disassembly
process, for instance upon probing the assemblies upon cooling and subsequent heating. If the
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cooling and heating curves coincide, it can be concluded that the data have been acquired
under equilibrium conditions. The occurrence of hysteresis however indicates a failure of the
system to reach equilibrium conditions. If this is the case, the system should get more time to
reach equilibrium conditions during the analysis of the assembly process, for instance by
applying a slower cooling rate or by annealing the system for a longer time prior to data
acquisition.

Although slow dynamics complicate studying the assembly process under equilibrium
conditions, the advantage is that it allows investigating the kinetics of the assembly process.
As demonstrated by the studies on the bundling of fluorinated BTA helices, the combination of
kinetic experiments and theories provides a powerful tool to identify the key steps in the
assembly process. Moreover, via experiments under kinetic control, metastable assemblies can
be identified and the pathways towards these non-equilibrium structures can be clarified. If
entrapment of material in these metastable pathways hampers the formation of the
thermodynamically stable aggregates, manipulating the relative stabilities — for instance by
adding a destabilizing co-solvent — facilitates the selection of the equilibrium pathway. Vice
versa, temporarily attachment of an auxiliary can direct the assembly process exclusively
towards the metastable morphology.

6.4.2 Model-driven design of multi-component self-assembled systems

The co-assembly of different types of molecular building blocks (i.e. multi-component
assembly) provides an interesting approach to construct functional nano-architectures.
However, the outcome of a co-assembly process is hard to control, and in many cases even
hard to predict. Imagine the one-dimensional co-assembly of A- and B-monomers in a block-
type fashion (AAAABBBB). A manifold of alternative structures can be obtained, like random
co-assemblies (AABABBBA), alternating co-assemblies (ABABABAB) and separated
assemblies (AAAA, BBBB). An elegant approach to create functional co-assemblies with a
block-type structure has been demonstrated by Aida and co-workers!®l, following the seminal
work of Manners and Winnik on crystallization induced self-assembly.?* 251 Via the controlled
co-assembly of two hexabenzocoronene (HBC) derivatives, supramolecular heterojunctions
have been obtained, as shown in Figure 6.14. First, HBC 1 is assembled into tubular structures
by vapour diffusion of methanol as a poor solvent into a solution of molecularly dissolved
HBC 1 in tetrahydrofuran. Subsequently, the bipyridine (bpy) units that are attached to the
triethylene glycol tails of HBC 1 allow to stabilize these assemblies in solution by forming
bpy2Cu?* complexes along the periphery of the HBC 1 blocks, upon the addition of a
copper(Il)salt. Next, these assemblies are treated with sonication in order to disperse them into
short species that can serve as a seed to the assembly of the next molecular building block HBC
2. Due to its molecular design, the interaction between HBC 2 and HBC 1 is stronger than the
mutual interaction between two HBC 2 molecules. Hence, HBC 2 prefers to elongate on the
HBC 1 blocks that are present as seeds in the solution, rather than forming de novo homo-
assemblies. Due to the differences in electronic properties of HBC 1 and HBC 2, these block-
type assemblies behave like an organic heterojunction. This methodology does not yield di-

134



Chapter 6

block HBC 1-HBC 2 assemblies exclusively; HBC 2-HBC 1-HBC 2 assemblies have been
observed as well. Nevertheless, this strategy of fixing the HBC 1 assemblies via the formation
of bpy2Cu? complexes, which prevents the HBC 1 moieties from co-assembling in an
alternating or random fashion with HBC 2, demonstrates the key concept to obtain controlled
multi-component assembly in a stepwise manner by manipulating the dynamics of
intermediate structures formed.

l:Ae Me
G2

=N N~
o>

o L

a ; b
—_— —_—
Tubular Sonication
Assembly
HBC 1 block

HBC 1 block (seed)

Supramolecular Heterojunction

Figure 6.14 | Multi-step non-covalent synthesis of hexabenzocoronene (HBC) based heterojunctions.
In the first step (a) HBC 1 nanotubes are assembled by methanol vapour diffusion into a solution of
molecularly dissolved HBC 1 in tetrahydrofuran. In the next step (b) Cu?* is added to stabilize the HBC 1
blocks via the formation of a bipyridine-Cu? complex. Upon sonication, small HBC 1 tubes are obtained
which serve as seeds for the assembly of fluorinated HBC 2 (c), resulting into diblock (HBC 1-HBC 2)
and triblock (HBC 2-HBC 1-HBC 2) supramolecular heterojunction. Pane (d) displays a schematic
illustration of an idealized cross section at the supramolecular heterojunction. Image from ref. 23.

Next to the controlled formation of multi-component assemblies by manipulating the
dynamics during the process and kinetically trapping the desired morphology, multi-
component systems can also be designed to master the dynamics of the system as an aim on
itself. Inspired by the dynamic assembly and disassembly behaviour of microtubule in Nature,
dr. Hirose and dr.ir. Helmich developed in our group a photo-regulated self-assembling
system (Fig 6.15).2%1 As a basic assembling unit, chiral porphyrin 1 is selected that bears a zinc
atom in the core (Fig 6.15a) and assembles via a nucleated mechanism into long helices. To
selectively switch on and off the assembly process, phenylazopyridine 2 is applied (Fig 6.15b).
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Axial coordination of this pyridine ligand to the Zn atom of the porphyrin sterically blocks one
side for assembly, and thereby inhibits the formation of elongated stacks. The association of 2
however is dependent of the conformation of the phenylazopyridine: whereas the trans-isomer
can easily attach, association of the cis-isomer is hampered due to steric hindrance of the bulky
mesityl group and results into a 4.4 fold reduction in binding strength. As a result,
photoisomerization of trans-2 into cis-2 causes dissociation of the ligand from the porphyrin,
and thereby initiates the assembly of the porphyrin.
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Figure 6.15 | Dynamic control over cooperative porphyrin self-assembly by photo switching
phenylazopyridine ligands. The assembly of porphyrin 1 (a) into elongated stacks can be controlled by
association of phenylazopyridine ligand 2 (b). The cis- and trans-isomer of 2 have different association
constants to porphyrin 1. As a result, the assembly of the porphyrin can be tuned by photo switching
from trans-2, which has a high association constant, to cis-2, which has a lower association constant. As
simulated with the multi-component equilibrium model (c), the degree of porphyrin aggregation ¢
depends on the ratio between the concentrations of ligand 2 and porphyrin 1, as well as on the ratio
between cis-2 and trans-2. Hence, an optimum switch from disassembly (in the presence of trans-2) to

assembly of porphyrin (in the presence of cis-2) can be obtained with a [2]/[1]-ratio of ~40. Image from
ref. 26.

To optimize the switching from assembled to disassembled porphyrins by photo switching
of the ligand, a multiple component equilibrium model is developed, which includes
elongated porphyrin assemblies, free porphyrin monomers, monomers occupied with cis-2 or
trans-2 and porphyrin dimers occupied with two ligands (Fig 6.15c). As shown in Figure 6.15d,
the fraction of porphyrin monomers assembled into elongated stacks () critically depends on
the ratio between ligand and porphyrin. Furthermore, the ratio between cis-2 and trans-2
influences the equilibrium profile; due to the larger association constant of trans-2, a smaller
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excess of this compound is required to induce complete disassembly of the porphyrin stacks.
Hence, it can be derived from the equilibrium curves in Figure 6.15d that the maximum
change in fraction of assembled porphyrins can be obtained by switching from frans-2 to cis-2
at the critical ligand/porphyrin ratio of trans-2: [trans-2]/[1] ~ 40. As the dashed vertical line in
Figure 6.15d indicates, a switch from ¢ = 0% to ¢ = 92% is predicted. Moreover, analysis with
the equilibrium model identifies the cooperativity as one of the key parameters facilitating
these high-contrast switching properties, despite the small difference in the association
constants of trans-2 and cis-2. One can imagine that, compared to the sharp transitions
displayed in Figure 6.15d, a less cooperative system would result in more gradual equilibrium
curves, implying that a smaller optimum difference in the fraction of aggregated porphyrins
can be obtained upon switching from trans-2 to cis-2. Gratifyingly, due the cooperative nature
of the porphyrin system, a photo switching of the assembly process between ¢ = 1% and ¢ =
81% is experimentally observed.

These examples make clear that the development of supramolecular systems cannot be
solely based on the chemical design of the molecular components. Even though non-covalent
interactions facilitated by supramolecular functional groups like hydrogen bonding moieties
or solvophobic n-conjugated surfaces form the basis of the assembly process, the characteristics
of the system are determined in a comparable extent by the dynamics of the system as a whole.
Dynamic effects like entrapment of material into metastable aggregates or the association and
dissociation rate of a ligand to the monomer should be considered, especially when they
dominate the outcome of the assembly process. As a result, the only way in which the
behaviour of every molecular element in the system can be orchestrated, is by deliberately
designing a system in which all dynamic processes match. To this end, molecular modelling
methodologies (i.e. density functional theory (DFT) or molecular dynamics) provide relevant
insights into the strength and dynamics of individual non-covalent interactions. In a next step,
kinetic models — that do not consider a detailed description of the molecules — can be helpful to
understand the consequences of all these non-covalent interactions, and thereby predict the
behaviour of the designed supramolecular system.

Designing such a system is not a trivial task. As illustrated by for instance the co-assembly
of ROPVs and SOPVy, in many cases we just have reached the stage where we can describe the
assembly of multiple components into different pathways, and rationalize the influence of
parameters by which the assembly behaviour can be tuned, in this instance temperature and
ROPV3/SOPV4 ratio. Designing a system with this particular behaviour from scratch however
is virtually impossible. Therefore, it remains to be seen whether the current modus operandi in
supramolecular chemistry — synthesizing a molecule, analysing its self-assembly behaviour,
trying to clarify the assembly mechanism, synthesizing a new molecule and starting the whole
circle all over again - is sufficient to lift supramolecular chemistry to a level of sophistication
that allows to design functional materials and systems.

Self-assembly, or self-organization, in Nature is often considered as a great source of
inspiration for supramolecular synthesis.””? Indeed, the complexity of a living cell, assembled
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by a tremendous amount of different molecular building blocks is impressive. However, this
does not mean that systems applied in Nature are per se the ideal candidates to copy in an
artificial system. Although some plants like sugar cane reach peak efficiencies of 8% in their
photosynthesis, most crops have an efficiency of only 0.5-2%; a number that is
outperformed by organic solar cells created with only a few different molecular components.
On the other hand, the supramolecular organization of the chlorophyll chromophores in a
photosynthetic system enables a very efficient transfer of photon energy into a long living
charge separated state; an inspiring system to mimic in artificial supramolecular photo
catalysis.*’]

A major problem faced when trying to develop a system inspired on natural self-assembly,
like photo catalytic systems or microtubules that propel the cell by growing into one direction,
is that natural systems do not easily reveal the pathways by which they have been assembled.
For instance, mixing all elements of a photosynthetic system (proteins, chromophores, etc.) in a
flask does not spontaneously lead to the chromophore-protein assemblies that are formed in
the cell. Besides, observing a microtubule system, even with the best space-time resolution
microscope, does not clarify why this system works, ie. which molecular elements and
supramolecular interactions are critical to the function of the system. This means that knowing
the molecular elements of the natural system is not sufficient to mimic the system. Moreover,
this implies that in order to arrive at artificial systems that oscillate, regenerate, catalyse their
own formation, facilitate autonomous motion along a gradient or perform other functions
comparable to natural systems, further understanding of assembly pathways and dynamics is
a prerequisite. Hence control over the assembly pathways and supramolecular interactions, by
manipulating their respective rates and stabilities, is of crucial importance to construct
functional supramolecular materials, like to supramolecular heterojunction, or to develop
dynamic systems, like the switching porphyrin system.

In the field of synthetic biology, the design of new systems in the cell is approached by
applying the predictive power of modelling. Analysis of kinetic models that include all
elements of the system as well as the interactions amongst them clarifies the behaviour of the
system and — most importantly — reveal the parameter window in which the system will
successfully display its function. In a similar way, this model-driven engineering approach
seems an attractive route for the development of supramolecular systems. Instead of limiting
the design of the system to the supramolecular interactions applied, the knowledge of
mechanisms, dynamics and pathways involved in the self-assembly process should be
combined to develop a kinetic model. Next, simulations allow identifying the parameters that
are most critical to the functionality that is aimed for, e.g. oscillation between assembly and
disassembly of one-dimensional aggregates. The qualitative relations amongst rate, stability,
concentration, temperature and solvent conditions — demonstrated throughout this thesis —
provide multiple possibilities to control the assembly process. Several parameters can be
selectively manipulated via a methodology that is more convenient than to design and
synthesize new molecules. Even though this model-driven strategy might require a more
detailed mechanistic background, further elaborating this approach will open new
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opportunities to control chemical self-assembly pathways and develop functional systems
with unprecedented characteristics.

6.5 Details of simulations

Nucleation-elongation equilibrium model. The (normalized) degree of aggregation ¢ in Figure 6.1
is defined via ¢ = [UV/Vis(T) — UV/Vis(368 K)] / [UV/Vis(290 K) — UV/Vis(368 K)]. To analyse the data
with the nucleation-elongation equilibrium model, ¢ is calculated via

KXot =¥

p=—"—, (6.1)
xlol

analogous to the fitting procedure described in paragraph 3.7. A global nonlinear least-squares
procedure is applied to find the parameters to describe the temperature-dependent UV/Vis data with
the equilibrium model. The curve fit gives a very good description of the temperature-dependent degree
of aggregation (Fig 6.1b), and based on the values of AH:, AH®, AS:® and AS that are obtained via
curve fitting (AH,? =-25.2 + 0.2 kJ/mol; AH.» = —52.22 + 0.08 kJ/mol; AS,® = AS0 =—-56.3 + 0.2 J/K.mol, with n
= 2) the weight-averaged degree of polymerization (DPw) is calculated at 20 °C via:

X2 (4—3x+x2)
SAM1 T ()
[M ] xtot_‘x

o
~
|
Ms lMS

i
[}

(6.2)
where x is found upon solving the dimensionless mass balance as given in eq. 2.3.

Attenuated equilibrium model. In the attenuated equilibrium model, the equilibrium constant of
monomer association Ki depends on the length of the assembly i via Ki = K/i.

X+ X222 M, [1\/[2]=1<2[X]2:a§[x]2

Mo XEEDM, (M= K [M[X]= KK [X] =05 D[]

M, + X =M, [M4]=K4[M3][X]=a§§§[x]4 63)
MoXet= M, M=K M) =e B KK g K”[x]

ii-1

It should be noted that, in order to introduce a critical point at which the aggregation process starts, an
energetically unfavourable nucleation is included by defining K2 = ¢-K/2, with ¢ < 1. Next, the resulting
mass balance is

) Ki—l ;
Ct :X+ZiUT[X] , (6.4)
i=2 .

analogously the dimensionless mass balance, with xiwot = K-ciot and x = K-[X], is

0 xi
X =X+0Q i—. (6.5)
= 1!
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Expanding the sum in eq. 6.5 yields:
X =X+ 0OX (e” —1). (6.6)

Upon numerically solving the mass balance, the dimensionless monomer concentration x can be found,
and subsequently the weight averaged degree of polymerization DPw, exclusive free monomer
concentration, can be calculated:

L) xl

‘7%’ o ex(x+x2)—x
=2 L5 ) 6.7)
—X X,

-2

P

iP, Kot ot X

Attenuated growth preceded by unfavourable formation of a hydrogen-bonded dimer. To analyse
if the critical temperature that is observed in the temperature-dependent assembly together with the
formation of short assemblies can also be described by the attenuated assembly of hydrogen-bonded
dimers, we modify the model that is introduced in the previous section. Initially, two monomers X
combine to form a hydrogen-bonded dimer A, with equilibrium constant Kn. Subsequently, the
hydrogen-bonded dimers assemble via stepwise association equilibria into assemblies P. The
equilibrium constants involved in these association equilibria Ki again depend on the length of the

assembly via Ki = K/i:

X+Xe2=24 4=k, [XT
]

A+A===P,  [B]=K.[4 71<2[ I
K, K K
PR+Ac—=P,  [B]=K,[BR][4]=K.K,[4] —?K JxT
. KKK
P+Ade===P,  [P]=K, [R][A]=Z?3K;‘[X]8 (68)
, K K KK K”
Ritde==F  [R]=K [R.][4]=—-- S [ == K[xT
The resulting mass balance is
i—l )
Cor X+2A+221P. =X +2K,[X] +2Zz K[x]", 69)

analogously the dimensionless mass balance, with a = Kn / K, xtot = K-ctot and x = K-[ X]:

X = X+20x° +2il(ax ) (6.10)

i=2

Expanding the sum in eq. 6.10 yields:

2 2
X, =X+ 2ax’ +2ax’ (e‘” —1) =x+2ax’e™ . (6.11)
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Upon numerically solving the mass balance, the dimensionless monomer concentration x can be found.
Subsequently, DPw, exclusive free monomers and hydrogen bonded dimers, is calculated, based on the
material that is present in the assemblies Pi, with i > 2:

2 i
) ((x,.;C ) 4(6“2 ((xx2 +a2x4)_axz)
iiPi ) X =X =200 B Xy =X =207 ’ (6.12)

tot

Equilibrium model to describe formation of 1D helices and bundles under equilibrium
conditions. The assembly of fluorinated BTAs into a racemic mixture of left- and right-handed 1D
helices, and the subsequent transition into bundles can be described by an equilibrium model that
describes both the formation of helices (A) as well as bundles (B) via a sequence of monomer addition
equilibria, starting with an unfavourable nucleation step and followed by more favourable elongation
steps:

X+X 22 A, X+X &2 B,
X+A, =22 A, X+B, == B,

(6.13)
X+A =22 A,  X+B —2B_,

where X represents the free monomer, Ai an A-type assembly containing i monomers, Bi a B-type
assembly containing / monomers, and K» and K. the equilibrium constants of nucleation and elongation
involved in the formation of A- and B-type assemblies, respectively. The concentrations of Ai and Bi can
be expressed via the equilibrium constants and monomer concentration [X]:

[A]=K 7K ,[X]; [B]l=K, K [X]. (6.14)
The total concentration of monomers aggregated in A-type assemblies (Atwt) equals:
= ii K., K, [XT. (6.15)
2
The total concentration of monomers aggregated in B-type assemblies (Buwt) equals:
B, = ii KK, [XT (6.16)
2
Combining eq. 6.15 and 6.16 results in the mass balance:

Coot = [X] + Zi : Ke,Aiian,A [X]1 + Zi : Ke‘B[ian,B [X]l ’ (6.17)
2 2

with cot the total monomer concentration. The dimensionless mass balance can be obtained with
dimensionless total concentration xtwt = Kea-Crot, dimensionless free monomer concentration xm = Kea-[X],
b=Kep /[ Kea, 0a=Kna [/ Kea and 0B = Knp / Kes.

xmzxMﬂ-O'AZi-xM [ sz be . (6.18)
2 2
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The summation terms can be expressed in an algebraic equation, assuming xm <1 and b-xm < 1:

=x,+0, x—Mz—xM +0p x—Mz—xM ) (6.19)
(l—xM) (l—b-xM)

The temperature-dependent UV and CD data show that at elevated temperatures the 1D helices (A)
have a higher stability compared to higher order aggregates (B), whereas below Tes the higher order
aggregates have a higher stability. Hence, at T > Tes, Kea > Kep and at T < Tep, Kea < Kep. The
temperature-dependency of each of the equilibrium constants of elongation is described via

X,

tot

RT

= —75 kJ/mol; ASep® = -150 J/K.mol. The equilibrium constants of nucleation are described via Kn = 0-Ke,
with temperature-independent cooperativity o. Simulations are performed assuming a high
cooperativity for both A and B-type assemblies (ca = 0.0001 and o8 = 0.0001). Via the temperature-
dependent equilibrium constants, the fraction of monomers, A-type assemblies and B-type assemblies
can be found upon solving the dimensionless mass balance equation using the Matlab fsolve solver
function.

0 0
K= exp[_w) as shown in Figure 6.3¢, with AHea? = -60 KJ/mol; ASe0 = ~100 J/K.mol; AHe0

Kinetic model including fragmentation and fusion. The kinetic model considers four different
species: 1) free monomer X, 2) dimer Mz, 3) the total number of stacks (assemblies with size larger than
2, FM) and 4) the total number of monomers assembled in these stacks, ZM. By assuming that for i > 2,
[Min] = am[Mi], it can be shown — analogous to eq. 2.13 and 2.14 — that:

[F MJ (6.20)

[z ]-2[]

a, =1-

and
[M,]=(1-a, ) F"], (6.21)
respectively.

By combining reactions 1, 2 and 4 from Figure 6.10, the rate equation for the monomer becomes:
dxX]_ L oep (6.22)
T a[X] +2b[M,]-2a[ X |[M,]+2¢[M,]-2a[F|[X]+2¢([F]-[M,]).

In this model, both monomer association and fusion of stacks are described with the same rate constant

a. This means that the rate constants of monomer dissociation ¢ and fragmentation ¢’ cannot be defined

independently. To define the relation between the c and ¢/, we consider the equilibrium concentration of

a species Mi that is either assembled via monomer association, or via fusion of Mij and M;. When Mi, Mi

and M;j are assembled via monomer association, their equilibrium concentrations equal [Mi] = KnKe2[X]},

[Mi] = KnKe52[X]H and [Mj] = KnKe2[X]. Since Mi can be formed via fusion of Mij and M;j as well, it can

be shown that [Mi] = KJ/[Mij][Mi] = Ke'KnaKe2[X]5 KnKe2[X]. Because of the principle of detailed

balance, the equilibrium state should not be dependent on the path that has been followed. Hence, [Mi] =

KnKe2[X]' should equal [Mi] = Ke'-KnKei52[X]5-KnKe2[X]i. As a result, it can be shown that K" = Ke?/Kn,

and ¢’ = ¢'(Kn/Ke).
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By combining reactions 1, 2, 3 and 5 from Figure 6.10, the rate equation for the dimer becomes:
d|M
AN

7 [X] -b[M,]-2a[X][M,]+2¢c[M,]

(6.23)
K“

~2a[M,] +2c[§“ j[M4]—2a[F][M2]+2c{K

e e

j([ﬂ—[m]—[m])-

To describe the fragmentation of stacks, is should be considered that fragmentation of Ms cannot yield
another stack, Ms can fragment in one way to yield another stack (Ms + Ms), M7 in two ways (M + Ms; Ms
+ Ma), Ms in three ways (Ms + Ms; Ma + Ma; M3 + Ms), and Mi in i — 5 ways. Hence, the term to describe the
fragmentation rate becomes:

C'i(i—S)[M,-]=C'i(i—5)~aMH [Mch'%. (6.24)

Next, the fusion of stacks can be described with the term a-[F]2. Combining reaction 2 and 3 from Figure
6.10 with eq. 6.24 yields for the rate equation of the number of stacks:
d|F 2 K
_Lt L aaa ][] 2¢[M, ]+ a[01,] —CEK“J[MJ

Finally, combining reaction 2, 3, 4 and 5 from Figure 6.10 yields for the rate equation of the number of
monomers in stacks:

”’fj]—3~<za[M21[X1—zc[M31)+4[a[MzF-C[?J[MJ]

e

(6.25)

(6.26)
+2a[F][X]-2¢([F]-[M,])

Jie1-p)-p |

Kﬂ

+2(2a[F][M2]—20[K
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Summary

Pathway complexity in n-conjugated materials

The three-dimensional positioning of mn-conjugated, (semi)conducting molecules is one of
the key parameters in the performance of organic electronic materials such as plastic solar
cells, organic LEDs or field effect transistors. In many cases these materials are processed from
free dissolved molecules (or polymers) in solution. During the processing molecules are
induced to aggregate, for instance by changing the solvent conditions upon spin coating or by
adding a co-solvent. The aggregation is facilitated by weak non-covalent interactions and as a
result, the molecular building blocks can end up into different supramolecular structures.
Directing the assembly process towards the optimized molecular morphology — the one that
yields the best performance of the electronic material — requires many trial-and-error steps.
The optimum morphology can either be formed under kinetic control, i.e. metastable, or under
thermodynamic control. This thesis aims to develop experiments and models to unravel,
understand and obtain control over chemical assembly pathways. The main focus of this thesis
is on m-conjugated materials, however the results are anticipated to be applicable to other types
of supramolecular materials as well.

In Chapter 2, the aggregation kinetics of a m-conjugated oligo(p-phenylene vinylene)
derivative — as a molecular model system — are studied by a combination of stopped-flow
techniques with circular dichroism (CD) spectroscopy. This approach allows us to probe the
complete self-assembly process, starting from the individual monomers (building blocks) to
the formation of one-dimensional helical assemblies in solution. Surprisingly, the kinetic
experiments reveal metastable assemblies in the initial stages of the assembly process. By
developing a numeric kinetic model, inspired on models applied in the field of protein
aggregation, the phenomenon of pathway complexity is unravelled. Different assembly
pathways are competing for the molecular building block. As a consequence, entrapment of
monomers in the metastable pathway at high concentration hampers the formation of
thermodynamically stable assemblies.

The assembly process of this model system is limited to the stacking of molecules into one-
dimensional structures in diluted solutions, whereas processing of functional materials
involves multiple aggregation steps beyond one-dimensional stacking. However, similar to the
one-dimensional model system, metastable morphologies in these materials can be unravelled
by experiments under kinetic control. Furthermore, the mutual interaction amongst the
different aggregation pathways, i.e. pathway complexity, affects the nanostructures obtained.

In Chapter 3, the influence of solvent conditions on the stability and dynamics of the
aggregates is investigated. The destabilizing effect of a good solvent, like chloroform for
assemblies of n-conjugated molecules, can be described with a linear free-energy relationship.
Moreover, addition of a good solvent to aggregates that are formed via a nucleated process
results in a full disassembly at a critical ratio between good and poor solvent. Close to this

critical solvent composition, a minimum equilibration rate is obtained in both the assembly
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and disassembly of the aggregates. These effects, found by combining kinetic experiments and
models, allow controlling assembly processes via solvent conditions.

In Chapter 4, the co-assembly of two different monomers is studied by experiments and
developing a kinetic model. In the initial stages of the co-assembly process, metastable
structures are formed that entrap free monomers and thereby slow down the formation of the
thermodynamically favoured assemblies. The competition exerted by these metastable
assemblies on the formation of equilibrium structures however is highly temperature-
dependent. Therefore, the overall assembly rate of the equilibrium structures can be optimized
upon tuning the temperature ramp by which the free dissolved monomers are cooled from
elevated temperature.

Furthermore, the formation of equilibrium assemblies can be accelerated by taking
advantage of the destabilizing effect of a good solvent, as demonstrated in Chapter 3. The
presence of a certain amount of good solvent excludes assembly along the metastable
pathway, whereas the equilibrium assemblies — that have a higher stability — can still be
formed. By simulation we demonstrate that stepwise decreasing the content of good solvent
results in a significant increase in the formation rate of equilibrium assemblies. In contrast, an
assembly protocol in which no good solvent is applied yields entrapment of monomers into
spurious, metastable assemblies. Guided by these theoretical insights, model-driven strategies
can be developed that allow the controlled assembly of more complex systems.

In Chapter 5, the aggregation pathways of bio-active peptide-amphiphiles are investigated.
Kinetic effects that are observed previously in the n-conjugated model system play a role here
as well. Due to a large hysteresis, conditions temporarily encountered during the preparation
of these assemblies exert their influence on the structures finally obtained. Thereby, the
preparation protocol has a large influence on the assembly process.

In Chapter 6, self-assembly processes are analysed for molecular systems that cannot be
described with regular one-dimensional assembly models under thermodynamic control. The
investigated systems include the nucleated formation of small sized perylene bisimide
assemblies, the bundling of one-dimensional fluorinated benzene-1,3,5-tricarboxamide helices,
the co-assembly of different oligo(p-phenylene vinylene) derivatives and the pre-aggregation
of poly(diketopyrrolopyrrole-terthiophene) in chloroform.

The outcome of self-assembly processes into functional materials is often hard to predict
simply from the molecular design of the individual components. Hence, a model-driven
approach is a pre-requisite to perform self-assembly at a more sophisticated level. In this
chapter it is shown, illustrated with the above mentioned molecular systems, how models
serve to understand self-assembly behaviour. If models can be expanded and improved to
predict the self-assembly behaviour, this will allow us to go from rationalized behaviour to
rationalized design. To this end, the last part of this chapter presents an outline how further
insights into pathway complexity — based on kinetic experiments and models — pave the way

towards model-driven engineering of functional supramolecular systems.
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Een van de grote uitdagingen in de chemie is het opbouwen van structuren uit moleculen.
Net zoals de bekende lego-steentjes aan elkaar geklikt kunnen worden tot een huis, een auto of
een trein, kunnen ook moleculen met elkaar verbonden worden tot een groter bouwwerk.
Overigens is dit bouwen met moleculen nogal verschillend van het bouwen met lego-steentjes.
Om te beginnen zijn moleculen 10 miljoen keer kleiner dan lego-steentjes, wat maakt dat je ze
niet zomaar kunt plaatsen zoals je wilt. Tegelijk zorgen deze minuscule afmetingen van
moleculen voor een andere eigenschap. Terwijl lego-steentjes gewoon blijven liggen als je er
niets mee doet, zijn losse moleculen wanneer je ze oplost in bv. water continu in beweging en
zweven ze rond in het oplosmiddel. Door nu deze moleculen speciale chemische
eigenschappen te geven, kunnen ze — wanneer ze al rondzwevend door het oplosmiddel elkaar
tegenkomen - spontaan aan elkaar blijven plakken. Dit verschijnsel, waarbij moleculen als
lego-steentjes aan elkaar klitten heet zelfassemblage, en via dit principe kunnen allerlei grotere
structuren, zoals bolletjes of lange fibers, gemaakt worden.

De meest spectaculaire voorbeelden van moleculen die georganiseerd worden in grotere
structuren zijn te vinden in de natuur. Duizenden eiwitmoleculen aaneengeschakeld vormen
actine fibers, staafjes die samen het skelet van een cel vormen. Vetmoleculen vormen de wand
van een cel, waarin talrijke eiwitten zijn ingekapseld die fungeren als doorgeefluik voor
bijvoorbeeld voedingsstoffen. Al met al is een cel een ongelofelijk complex systeem dat is
opgebouwd uit miljarden moleculen, en allerlei functies kan uitoefenen zoals signalen van
andere cellen herkennen, zich voortbewegen, zich vermenigvuldigen, etcetera.

Ook niet-natuurlijke materialen — hoewel een stuk minder ingewikkeld dan de cel — kunnen
via zelfassemblage van moleculen gemaakt worden. Op deze manier worden moleculen die
stroom geleiden opgebouwd tot elektronische materialen als een plastic zonnecel of een
organische LED. Voor dit soort materialen is de precieze oriéntatie van elk molecuul ten
opzichte van zijn buren enorm belangrijk: alleen als er goed contact is kan de stroom op de
juiste manier doorgegeven kan worden. Hiervoor is het dus van belang om controle te krijgen
over het zelfassemblage proces van deze moleculen.

En daar begint het probleem waar dit proefschrift zich op richt. Net zoals lego-steentjes op
meerdere manieren aan elkaar geklikt kunnen worden, geldt ook voor moleculen dat er vaak
meerdere opties zijn hoe ze zich aan elkaar kunnen hechten. Bij het maken van bv. plastic
elektronische materialen komt het dan ook regelmatig voor dat er verschillende
zelfgeassembleerde structuren gevonden worden. Aangezien de manier waarop de moleculen
zijn geassembleerd invloed heeft op de eigenschappen, is het natuurlijk zaak om de juiste
structuur te verkrijgen. Dit kan gedaan worden door te spelen met de omstandigheden, bv.
temperatuur of oplosmiddel, waaronder de zelfassemblage plaats vindt. Echter, dit vergt een
hoop proberen en om grip te krijgen achter alle processen die hierbij een rol spelen zijn meer
fundamentele studies aan zelfassemblage belangrijk.
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In dit onderzoek hebben we gebruik gemaakt van moleculen met een chemische structuur
die vergelijkbaar is met materialen in plastic elektronica. Onze n-geconjugeerde oligo(p-
fenyleenvinyleen) moleculen, afgekort OPV, stapelen wanneer ze zijn opgelost in olieachtige
vloeistoffen op elkaar in schroefvormige draden zoals weergegeven in Figuur 2.1. Vanwege de
asymmetrische vorm van de OPV moleculen hebben alle schroeven dezelfde draairichting,
linksom. Om nu te begrijpen hoe het groeiproces van deze schroeven in zijn werk gaat, hebben
we zogenaamde kinetische experimenten gedaan waarbij we de vorming van de schroeven
volgen in de tijd. Hierbij lossen we OPV moleculen eerst op in chloroform, waarin ze niet
zelfassembleren en dus vrij in het oplosmiddel rondzweven. Vervolgens voegen we
methylcyclohexaan toe, een oplosmiddel dat zorgt voor zelfassemblage. Via een speciale
spectroscopische techniek, circulair dichroisme, kunnen we dan de vorming van de schroeven
volgen in de tijd.

Hierbij blijkt iets opmerkelijks te gebeuren. Terwijl OPV moleculen normaal in
linksdraaiende schroeven assembleren, worden er in het begin van het groeiproces
rechtsdraaiende schroeven gevormd, welke na verloop van tijd weer verdwijnen. Dit betekent
dus dat OPV moleculen op verschillende manier kunnen assembleren: rechtsom of linksom.
Kennelijk kan de rechtsdraaiende structuur het snelst gevormd worden. Echter, net als lego-
steentjes zijn alle bindingen tussen OPV moleculen omkeerbaar: ze kunnen ook weer losraken.
Na verloop van tijd vallen de rechtsdraaiende schroeven dus weer uit elkaar, waarna de
resulterende OPV moleculen assembleren in linksdraaiende schroeven die weliswaar
langzamer gevormd worden, maar een hogere stabiliteit hebben. Deze kinetische
experimenten laten dus zien dat er, beginnende vanaf het losse molecuul, twee verschillende
assemblageroutes gevolgd kunnen worden: één naar de metastabiele structuur en één naar de

stabiele structuur.

Dit verschijnsel, waarbij moleculen assembleren in ofwel een structuur die snel gevormd
wordt (metastabiel) of in een structuur die het meest stabiel is, heeft belangrijke consequenties.
Aangezien beide structuren bestaan uit hetzelfde molecuul als bouwsteen, zijn ze elkaars
concurrenten. Wanneer de moleculen terecht komen in zo'n snelgevormde metastabiele
structuur en heel langzaam losraken, betekent dit dat de andere structuur, hoewel stabieler,
slechts heel langzaam gevormd kan worden. Wanneer dit nu juist de gewenste structuur is, bv.
vanwege de elektrische eigenschappen, is dat natuurlijk een probleem. Om beter te begrijpen
hoe het zelfassemblage proces beinvloed kan worden, hebben we simulatie modellen
ontwikkeld waarmee we kunnen nagaan wanneer metastabiele structuren kunnen opduiken.
Een combinatie van simulaties en tal van experimenten leert dat metastabiele structuren vooral
een concurrent zijn voor de stabiele structuur bij hoge concentratie van de moleculaire
bouwsteen. Daarnaast blijkt dat ook parameters als temperatuur en de samenstelling van het
oplosmiddel gemanipuleerd kunnen worden om het hele assemblage proces te beinvloeden en
metastabiele structuren mis te lopen, of juist te isoleren indien gewenst.

De OPV moleculen zoals hier gebruikt zijn op zichzelf niet de meest voor de hand liggende
keuze om elektronische materialen van te maken. Toch geeft het assemblage gedrag van deze
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moleculen veel inzichten in de zelfassemblage van elektronische materialen, dankzij de
vorming van rechts- en linksdraaiende schroeven die experimenteel gemakkelijk te volgen
zijn. Echter, zelfassemblage beperkt zich niet tot elektronische materialen. Daarom hebben we
gekeken of alle nieuwe inzichten ook van nut zijn voor het begrip van andere
zelfassemblerende systemen. Voor materialen die kunnen worden ingezet voor biomedische
toepassingen speelt zelfassemblage van moleculen eveneens een belangrijke rol. Zo is in
samenwerking met de onderzoeksgroep van prof.dr. Samuel Stupp in Evanston (VS) de
assemblage van fibers uit zogenaamde peptide moleculen bestudeerd. Deze peptiden blijken
behoorlijk vast aan elkaar te binden, wat ervoor zorgt dat fibers die eenmaal gevormd zijn niet
zomaar meer uit elkaar vallen, en de geassembleerde structuur dus “in één keer goed” moet
zijn. Daarom zijn ook hier de condities tijdens het assemblage proces zeer belangrijk. Deze
kennis biedt nieuwe aanknopingspunten om het maken van de fibers te optimaliseren.

Het hele idee van zelfassemblage is dat de moleculen simpelweg doen wat de wetten van
de chemie en fysica hun voorschrijven, en het hele proces dus vanzelf gaat. Echter, voor de
zelfassemblage van één molecuul hebben we gezien dat er al meerdere structuren gevormd
kunnen worden. Het is te verwachten dat voor het maken van meer ingewikkelde structuren
die uit verschillende soorten moleculen bestaan, het aantal opties alleen maar groter wordt.
Om toch voor elkaar te krijgen dat de moleculen op de juiste manier assembleren, moeten
gedurende het assemblage proces de condities zo worden gekozen dat de ongewenste
structuren niet gevormd worden. Dit vereist inzicht in de relatie tussen allerlei parameters
(temperatuur, concentratie, oplosmiddel) en de snelheid en stabiliteit waarmee de
verschillende structuren ontstaan. Kinetische experimenten en modellen, waarmee in dit
proefschrift een begin is gemaakt, zijn hierbij onmisbaar en kunnen de volgende stap in
moleculaire zelfassemblage mogelijk maken.
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