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Chapter 1

Introduction

Somewhen in the second century A.D. the Greek polymath Claudius Ptolemy sat down at
the Library of Alexandria to write the Geographia. In addition to being an ordered set of
instructions describing the known ancient world in lists of coordinates it was accompanied
by copious amounts of maps. For those maps he could draw upon the long line of tradition
of spatial charting that started in the deep well of history with its murky beginnings in the
Upper Palaeolithic. Perpetuated by the scribes of Byzantium, Ptolemy’s work remained
unsurpassed for 1,400 years. Upon its rediscovery by the Latin world, the Geographia
helped to usher in the Renaissance of scientific cartography after its long dark slumber
through the middle ages. The Dark Ages had brought the downfall of the monetary system
and with it a wide-ranging destruction of urban culture and division of labour. Until the
Age of Discovery, the peculiar skill-sets of geometers, surveyors and cartographers did not
provide anyone with a living any more, consequently they were forgotten and medieval
maps show that.1

It would be comforting to mentally confine such forced forgetfulness to history, but
the story of map production of the last decades is paradoxical: The means of production
are becoming ever cheaper, the data much more encompassing and easier to collect. New
data-handling techniques and algorithms now allow one person to do in weeks what took
the cartographers of yore their lifetimes. The demand for maps is increasing at a greater
rate than the means of accessing them. The maps produced, though, have been of lower
quality than what was deemed to be acceptable forty years ago. Whereas the currently
produced maps arguably serve the purposes of the large majority of use-cases, the great
technical advances have narrowed the uses-cases for which it is economically feasible
to produce maps for. The demand for timely communication of spatial phenomena of
all kinds is increasing as society becomes ever more complex and refined. This effect
is multiplied by a growing population, so that there is increased demand for making the
production of specialised maps economically more feasible. In this day and age, only
automatically produced maps can be thought of as worth their cost. In order to automate

1cf. Harley and Woodward 1987 [130]
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2 Chapter 1. Introduction

map generation, a sound body of formalised design principles is needed for each type
of map. Showing ways to derive and model such design principles is the subject of this
thesis.

Let us illustrate some of the statements above. We start with an example of why we
need automated thematic mapping at all. Among the many endeavours where maps play
a functional role are time-critical activities such as disaster response. A study conducted
at the German Research Centre for Geosciences (GFZ) leading up to a comprehensive
workflow adaptation model [101] revealed that in order to make a decision on whether
a team of seismologists should quickly travel to the site of a given earthquake, many
different maps are used. The internal documentation of that study 2 include the following
geographical information being used in the form of (or transformed into) maps:

• epicentre
• aftershock
• historical earthquakes
• earthquake zones
• tactical pilot charts
• GPS stations
• topographic maps (roads, hydrology, orography)
• tectonics
• great fault lines, recent and historic
• volcanoes, recent and historic
• thermal springs
• potable water
• groundwater level
• soils
• land use/land cover
• land development
• climate and weather
• population
• other statistical data on the population
• bridges (load class and make)
• gas and energy networks

The bold entries are those that can be thought of as currently being generated automat-
ically. In other words, even this very specific example would benefit greatly from hav-
ing many more thematic map types available faster and, if automatically generated, on-
demand for arbitrary regions.

To provide some exemplary corroboration to the claim that many specialised (them-
atic) maps are currently of a lower quality and thus of lower usefulness compared to 40
years ago, we invite the reader to inspect Fig. 1.1. We chose examples aiming for a fair
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Figure 1.1 Comparison of soil maps, cut outs are from the same area around
Frankfurt am Main. (a) Soil map for the Federal Republic of
Germany, 1:1000000, 1963 [57] (b) Soil map for Germany and
Switzerland, 1:2000000, 2005 [100, Plate 7].

comparison: both are prepared by official government agencies for basically the same
purpose and on the very same subject.

Fig. 1.1a was manually generalised and drafted from larger scale soil maps. As can
be seen, the subdivision is drawn with gentle curves. An elaborate colour and hachure re-
gime is effectively applied to provide detailed and shape-preserving soil information. The
topographical situation is depicted by a black-ink, generalised hydrographic network and
large urban areas are elevated by a drop-shadowed black-white hachure. The 2005 map
(Fig. 1.1b) is automatically generated from the EUROSTAT GISCO database. The subdi-
vision uses polylines and is decidedly not gently flowing, adding micro-vibrations that are
uneasy on the eye. The colours are much brighter and not well-coordinated, not follow-
ing any harmony, and no hachures or textures are employed. The labelling is both more
invasive (abbreviations) and harder to read (grey sans-serifs font for populated places).
Additional visual complexity is added by a badly generalised road network drawn with a
bordered line. Built up areas and soil polygons are visually not well separated. The river

2courtesy of Dirk Fahland, Timo Glässer, Falko Theisselmann and Heiko Woith.



4 Chapter 1. Introduction

network is also less generalised and, against extant cartographic convention, drawn with
a rasterised grey instead of a fully saturated hue. Note that a similar Atlas was published
in 2014 for Latin America with the very same techniques. Nine years have brought no
improvement whatsoever, safe for the addition of white halos around placenames as brute
force Schriftfreistellung. We can see that the 1963 cartographer applied many techniques
that are not currently employed by the automatically generated sample. We think it is safe
to say that the usefulness of the 1963 map is all around higher even when photograph-
ically reduced to 1:2000000, that being the alleged optimal viewing scale for the 2005
map.

1.1 Automated map generation

Generating readily usable maps automatically with a minimum of human intervention
has been a goal in several areas, driven by distinct groups of people. Two of the most
prominent of these areas and groups are (1) large-scale topographic map generalisation
driven by cartographic engineers in the interest of National Mapping Agencies (NMAs)
and (2) tile-based web-maps mainly for land navigation purposes mirroring pre-digital
road maps created by software engineers (for example, Google maps or OpenStreetMap).
In addition, computer scientists, most notably from the area of computational geometry,
have studied and solved a diverse collection of specific algorithmic problems from the
area of automated cartography.

The problems considered so far centred on the areas of metro-map schematisation,
automated label placement and some isolated thematic mapping techniques [299]. We
argue that in all cases, the usefulness of the output for actual map generation is not
only a function of the technical or algorithmic sophistication of the solution, but also
critically depends on the degree of insight into the governing cartographic design prin-
ciples. Viewed as such, proper cartographic modelling is a necessary albeit not sufficient
prerequisite for meaningful and high-quality automated map generation. In the case of
the popular algorithmic problem of label-placement, for example, many design rules are
known in principle, but they are not formalized to a sufficient degree to find their way into
the algorithmic design process. Furthermore, the cartographic knowledge concerning the
great variety of specialized (thematic) maps has, for the most part, not been formalized at
all, beyond textual descriptions and examples.

Consequently, the gap between technical and algorithmic sophistication on the one
hand and insight into design specifications on the other hand has widened. This is partic-
ularly true for the area of non-topographic and non-navigational maps, that is, thematic
maps. Thematic maps are currently created in the graphical no-man’s-land of desktop
GIS, which occupy the area between proper industry-scale automation and sophisticated
manual authoring support. One result is the unrepentant proliferation of semi-automated
choropleth and pie chart maps and in turn the neglect of the great expanse of thematic
mapping techniques common till the early ’80s.
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1.1.1 Generalisation as linchpin of automation

Essentially, a map can thought of as a graphical model3 of the surface of the earth and
selected phenomena. With this interpretation, automated map generation is essentially a
model transformation: from a geometric model of the earth’s surface to a graphical model.
The field that has the most experience with such geographic model transformations is
called cartographic generalisation. As we will discuss in broader detail later (Chapter 3),
every map has some purpose or intent. For topographical maps, the scale of the map
equals its intent. And it is exactly here, in the model transformation from one scale into
another scale, where cartographic generalisation approaches are most effective.

The excluded middle. With all the advances of the last decades, it is surprising that even
for topographic mapping only a rather narrow band of scales has been fully understood. In
automated generalisation, large-scale maps in the 50− 100k range have been the focus of
attention and can be produced fully automatically. On the other end of the extreme, mainly
advanced by computational geometers, C-restricted schematic maps inspired by the Lon-
don tube map saw the greatest attention. This leaves a rather large excluded middle,
displayed in grey in Fig. 1.2a (also cf. Fig. 3.3). Our depiction characterises the missing
knowledge as being much too expansive as to be surmounted in a single dissertation pro-
ject. This motivates our strategy of investigating maps and schematisations at the edges
of what is known, so as to move slowly inward by investigating chorematic diagrams
and medium-scale maps (Fig. 1.2b). Note that our work on labelling (Chapter 2) is con-
cerned with deficiencies in extant automated labelling that appear specifically in medium
and small scale mapping. It is also clear that our approach presupposes that generalisa-
tion and schematisation are intimately linked, although they have been pursued in some
isolation until recently (cf. Chapter 3).

3For this thesis, we stay confined to the Bertinian preliminaries of graphics in the sense of his semiology;
that is barring 3D representations, interactivity, change of lighting and viewing distance and so forth.

Figure 1.2 (a) The excluded middle of operationalised map knowledge in grey.
(b) Scope of this thesis in green.
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1.1.2 Knowledge acquisition in generalisation research

This section provides a brief overview of the current state of knowledge acquisition in
generalisation research. The aim is not for a complete reproduction of historical develop-
ments but rather to later motivate and contextualise the methodological choices. Various
overview articles (most notably [60, 176, 244, 305]) have been written concerning gener-
alisation research to which we direct the reader if more detail is needed.

While formalisation of tacit and practical knowledge is a core activity of many aca-
demic endeavours, the term of knowledge acquisition in the narrow sense is closely linked
to the rise of digital data manipulation in several fields. This holds for academic carto-
graphy too: even without access to (then) state of the art computing machinery, the sub-
texts of Töpfer’s and Pillewizer’s seminal works [281, 282, 283] are about mathematical
formalisation for reproducibility using machines. Automated map production was the
obvious goal for generalisation research, but automation ideas were present in nearly all
subfields of academic cartography by the ’60s the latest [209].

Generalisation research. The problem of collecting and formalising extant knowledge
about map generalisation was identified as the major task for academic generalisation
research in the late ’80s, resulting in the publication of the book ’Map generalization:
Making rules for knowledge representation’ [62, preface]. It included both the thinking
of its time in the form of a predisposition upon expert-systems, as well as the seed from
which full automation would blossom: constraint-based knowledge representation [23].
The predominance of rule based approaches was a technological hindrance and the suc-
cesses of expert systems in non-spatial fields like business process planning could not be
repeated. But the rule based approaches made it abundantly clear that any system will
only be as effective as the knowledge that informs it. For cartography and other fields,
it was recognised that the necessary theoretical and procedural knowledge was not ac-
quired fast and reliably enough, no matter which technological frameworks was to later
use it. This became known as the Knowledge Acquisition Bottleneck in Map Generaliza-
tion [305, 306].

Four basic strategies for knowledge acquisition were identified and grouped by the
sources they use, namely Human Experts, Text Documents, Maps or Traced Processes
[306]. A slightly different and expanded version was presented in [305], that added
machine-learning and neural networks as potential additional methods and re-framed the
Human Experts strategy by calling its corresponding strategy ’conventional knowledge
engineering’. All these acquisition techniques had a noticeable topographic mapping sub-
text, both in their description as well as their implementation. The most detailed invest-
igation into modelled cartographic knowledge naturally had national mapping agencies
(NMAs) and their products and processes as subject: the EuroSDR ’generalisation pro-
ject’[268].

Recent developments. The strong emphasis on the needs of topographic maps continues
today [182]. Recently, two NMAs successfully amalgamated research technological de-
velopments and the acquired knowledge in order to fully automatise production of large-
scale topographic maps [234, 269]. With these successes in sight or partially achieved,
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NMAs and researchers have begun to shift attention towards modelling user requirements
and matching ontologies for on-demand maps [15, 106, 122]. These efforts only impli-
citly address issues of thematic generalisation. As such, they do not broaden the base of
knowledge on existing thematic or schematised maps. Rather, assuming user requests can
be mapped to certain information needs, on-demand mapping as an idea presupposes that
appropriate (thematic) mapping techniques are available.

1.2 Contributions
In this thesis we present our efforts to further automated map generation by analysing
and modelling design principles from automated label placement, schematisation (with a
special focus on chorematic diagrams), and small-scale map generalisation. One of the
approaches this work pursues to structure the diversity within schematisations is dissec-
tion & classification. Naturally, differentiations can only be as clear as the underlying
definitions. These are presented in Section 1.3.

Beyond the contributions included in this thesis, I (co)-authored articles on bivariate
colour maps [224], 4D-cartography [233], scale in volunteered geographic information
datasets [229, 285], curved schematisation [232, 292], pairwise Line Labelling [241] and
on disaster mapping [228].

Automated map labelling. In the second chapter of the thesis, we investigate the state
of automated map labelling. We show that automated label placement algorithms can, if
informed by a soundly designed model, be used to solve placement problems automatic-
ally to a degree that was formerly only attainable by human cartographers. Our approach

Figure 1.3 OSM Roads layer in OpenMapSurfer of the Frisian Islands (zoom
level 10, depicted at ≈ 1 : 750000) and environs labelled fully
automatically by our algorithm. Map data: c©OpenStreetMap con-
tributors.
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for the first time considers disambiguation between labels and base map detail alongside
some more specialized techniques, such as island labelling (Fig. 1.3). The results com-
pare favourably to commercial solutions even for industrial scale data sets generated from
OpenStreetMap data.4

This chapter is based on joint work with Maxim Rylov. This work is composed from
journal articles published in Geoinformatica [239], Cartographica [238], and the Carto-
graphic Journal [240]. Section 2.4 includes joint work with Arthur van Goethem, Maxim
Rylov, Marc van Kreveld and Bettina Speckmann and has been accepted for publication
in CaGIS [230].

Schematisation and generalisation. Chapter 3 provides a contextualizing overview of
schematisation interpreted as a subfield of map generalisation. We argue that the govern-
ing metric for schematisation must be map complexity instead of target map scale. We
introduce cartographic line frequency as a robust measure for said complexity. Further-
more, we give a comprehensive taxonomy of schematisation operators and contrast it with
the well-known generalisation operators. Using this taxonomy, we show that especially
polygonal caricature and curved stylisation have seen little algorithmic developments so

4For an interactive side-by side comparison, please peruse http://mc.bbbike.org/mc/?lon=6.
982443&lat=53.487614&zoom=9&num=4&mt0=mapnik&mt1=google-map&mt2=bing-map&
mt3=osm-roads

Figure 1.4 Curved schematisations using Bézier curves and circular
arcs [292].
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far (see Fig. 1.4 for one of the few exceptions). We then describe how schematisation and
generalisation combine to generate caricatured angle-restricted polygons for real-world
medium-scale maps.

This chapter is partially based on joint work with William Mackaness. Parts of this
work have been published in a chapter for the 2014 book of the ICA Commission on
Generalisation & Multiple Representation [182], Section 3.5 was published in the pro-
ceedings of the 17th Workshop of the same commission and is joint work with Christian
Kempf [225].

Modelling chorematic diagrams. Chapters 4 and 5 represent a comprehensive investig-
ation of chorematic diagrams (examples are Fig. 1.5 and Fig. 1.7). Chorematic diagrams
are a fascinating type of thematic maps that represent the largest corpus of schematisations
produced under a single unifying graphical idea. They are intriguing both because of their
known effectiveness as well as the supposed impossibility of modelling their design rules
in a formal way. We describe the first comprehensive cartographic model for chorematic
diagrams using qualitative as well as quantitative and empirical methods.

Figure 1.5 Rahmenkarte: The Blue Banana, highlighting the main axis of eco-
nomic and societal development in the EU, and the fact that Paris
is in danger of being excluded. This rendition is translated and col-
oured from: [31].
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Figure 1.6 Stenomap depicting the energy consumption in France in 2010.

Chapter 4 is an expansion of the journal Article [223]. Parts of that chapter were
submitted as joint work with William Mackaness [226]. Section 5.5.1 is based on joint
work with Wouter Meulemans and was published in the Proceedings of the 14th Workshop
of the ICA Commission on Generalisation & Multiple Representation [227]. Section 5.5.2
is based on joint work with Chris Volk and was published in the Proceedings of the 15th
Workshop of the ICA Commission on Generalisation & Multiple Representation [231].

Stenomaps. Chapter 6 presents Stenomaps: the first area-to-curve collapse technique
(Fig. 1.6). Stenomaps fill a gap in the schematisation taxonomy. The Chapter also shows
exemplary how cartographic modelling is not bound to emulate existing techniques but
can be applied to planfully widen the cartographic design space. This chapter is based on
joint work with Arthur van Goethem, Wouter Meulemans and Bettina Speckmann. This
work was published in the IEEE Transactions on Visualisation and Computer Graph-
ics [294].

1.3 Definitions

For historical, cultural and linguistic reasons, German academic cartography has produced
elaborate collections of definitions of cartographic terms. Examples are three cartographic
dictionaries [32, 208, 310] and the two Multilingual dictionaries of technical terms in
Cartography that use German terms as baseline [195, 203]. We provide the most essential
translations as definitions. Also provided are definitions created or selected among others
for convenience by the author. When no English shorthand is available, we will use the
German word as terminus technicus in italicised form.
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Map. A map is the ground plot of a planet or its parts including the concrete and abstract
phenomena within the depicted space; it further is:

• scale reduced
• generalised
• symbol-encoded
• textually annotated
• horizontally projected

This definition is an elaboration of IMHOF’s definition as developed by Wolfgang Scharfe
in 1995 at the Free University Berlin.

Map-like Diagram. A map-like diagram is a diagram that conforms to most, but not
all, of the characteristics that define a map following Scharfe 1995. They include side
views, panoramas or stumme Karten (see below). In the following text, we will often
omit map-like when it is clear from the context that diagram refers to map-like diagrams.

Regular Map. A regular or conventional map (from ger. Karte im engeren Sinne; lit.
’map in the strict sense’) is:

A map constructed from precise measurements, in which the outlines of fea-
tures are shown as accurately as possible within the limitations of scale [195,
§811.1] .

Thematic Map. A thematic map is

A map designed to demonstrate particular [geographic] features or concepts.
In conventional use this term excludes Topographic Maps.

modified from [195, §811.7], parenthesised term added by author.

Topographic Map. A topographic map is:

A map whose principal purpose is to portray and identify the features of the
Earth’s surface as faithfully as possible within the limitations imposed by
scale.

Schematised Map. A schematised map is:

A map representing features in a much simplified or diagrammatic form.

adapted from [195, §811.4], the entry there is for schematic maps. In the last decade,
’schematic map’ has come to be used for a much narrower subset, i. e. metro maps.
A more thorough discussion of schematised maps, schematic maps and their definition,
as well as the relation between generalisation and schematisation, will be presented in
Chapter 3.
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Chorematic Diagram.

All those maps and map-like diagrams, which have explicitly been created
according to the chorematic principles laid down by French geographer Ro-
ger Brunet, especially those created by members and associates of the GIP-
RECLUS institution (changed from [223]).

Naturally, a detailed discussion, definition and characterisation of chorematic diagrams
will run through Chapters 4 and 5.

Generalisation. Generalisation is the:

Selection and simplified representation of detail appropriate to the scale and/or
the purpose of a map.

[195, §51.8]. As lemma concerning the underlying goal of generalisation in the wider
context of all geosciences we present:

Generalization should be seen as a process allowing [...] to perform a change
in the perception level of geographic data. Precision and geometry changes
are no more than consequences of this process [237, p. 74].

Stumme Karte. A Stumme Karte (literally: silent map) is (Fig. 1.5):

A map without names or descriptive lettering on its face [195, §811.7].

Inselkarte. An Inselkarte (lit. ”island map”) is (Fig. 1.7)

Figure 1.7 Inselkarte: Museums in Picardie. This is one of only two examples
of chorematic diagrams that show quantitative information [139].
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A map on which only a selected area is mapped in full; or a map on which
detail does not extend over the whole of the Map Face [195, §818.1].

Rahmenkarte. A Rahmenkarte (lit. ”frame map”) is (Fig. 1.5):

A map on which the detail extends over the whole area enclosed by the Neat
Line or to a Bleeding Edge [195, §818.2].

Schriftfreistellung. Schriftfreistellung is defined as:

The clearing of detail relevant to the positioning of Lettering [195, §652.9].

This process of clearing detail for crossing/intersecting elements of the same colour by
partial omissions and interruptions can also be applied to line symbols instead of lettering.
One can then generally talk about Freistellung. Halos around type and edge casing are the
most simple techniques of clearing detail when more advanced methods are not available.

Figure 1.8 Schriftfreistellung: Clearing of detail to enhance visibility of cross-
ing arrows, and labels in a map on ancient Greece. Note how
simplistic halos and line casings would be unable to replicate the
effect: [1].





Chapter 2

Labelling

Textual annotation is one of the defining features of maps (see Section 1.3). The whole
process and especially the placement of labels is very laborious if conducted manually.
Therefore, automated map labelling is one of the major components of automated map
generation. Scientifically, automated label placement problems play an important and
critical role in several disciplines such as cartography [200, 320], geographic informa-
tion systems [109], and graph drawing [22, 159]. While industrial-scale solutions for
automated map labelling exist, they produce rather crude results that work mostly for
large scale road annotation and sparse point feature labelling. Industrial solutions use
the degrees of freedom gained by only allowing low toponym densities. Many known
guidelines used in manual placement that enhance the functionality of a map and allow
high toponym densities remained desiderata (exemplified in Fig. 2.1). In this chapter we
provide an overview of our recent advances in modelling and implementing many of the
missing rules. In Section 2.2 we introduce a comprehensive multi criteria model that
covers more cartographic placement rules than other existing solutions. We show the
practical applicability by implementation and experiment. The following Section 2.3 in-
troduces a more powerful modelling of the consideration of basemap detail using a raster
approach. In Section 2.4 we address the problem of automated labelling of area features
such as islands on small and medium scales. We prepared and published a web map that
is based on the global dataset provided by the OpenStreetMap project. It is available on-
line on the OpenMapSurfer web page (OSM Roads layer). 1 The name placement on
small scales (zoom levels 2 − 12) is done using the multi-criteria model presented here.
In lieu of the detailed comparisons with existing labelling engines which are available in
the original papers [238, 239, 240], we point the readers to the OpenMapSurfer webpage
to investigate how the solutions work in practice.

While the extant written guidelines on label placement were sufficient to inform the
above problems, for groups of islands nearly everything remained tacit knowledge un-
til now. Subsection 2.4.4 details our approach for modelling the placement guidelines

1openmapsurfer.uni-hd.de
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themselves from existing maps. The main idea here is to compare the results of manual
labelling from atlases with placements that analytically optimise certain distance meas-
ures.

Figure 2.1 (a) Map of Sicily with automated label placement from
GoogleMaps. c©2013 Google. (b) Map of Sicily with manual la-
belling. Source: Encyclopaedia Britannica World Atlas c©RM Ac-
quisition, LLC d/b/a Rand McNally. Reproduced with permission,
License No. R.L. 14-S-002.

2.1 Introduction
Over the last four decades many attempts have been made to automate the process of
map labelling; see the bibliography of papers on this topic maintained by [314]. The
main reason is to reduce the cost of manual label placement. The cartographic lettering
problem comprises [149]:

(1) toponym considerations (for example exonyms vs. endonyms, multilingual labelling
and gazetteers)

(2) toponym selection in respect to task
(3) typeface (e.g. font choice, font form (spacing, colouring, italics etc.), font size, font

color)
(4) geometric placement of labels.

Automated label placement research has concentrated on the geometric placement and
assumes the preceding problems have been solved, becoming input parameters. A general
function to measure the geometric quality of label placement was proposed by [288], but
neither implemented nor experimentally evaluated.

Geometric label placement. Being one of the more difficult and complex problems of the
disciplines mentioned at the start of the chapter, the label placement problem is generally
split up into smaller and simpler independent sub-problems (or subtasks). These subtasks
are (see Fig. 2.2):
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Figure 2.2 Subtasks of Label Placement.

(1) Candidate position generation

(2) Position evaluation

(3) Position selection

The first subtask (Candidate position generation) consists of generating a set of label
candidates for each map feature by taking into account its type (point, line and polygon),
shape, as well as well-defined cartographic principles [149, 316]. There are various re-
search works which devised different solutions to tackle this subtask. Point-feature label
placement (PFLP) is the problem of assigning text to point features objects (settlements,
mountain peaks, points of interest, etc.). The PFLP is known to be an NP-hard prob-
lem [108, 160, 188]. For point-like objects two different labelling models are differenti-
ated, namely, fixed position [140, 320] and sliding label models [164, 270, 295]. The task
of tagging linear features (for example roads, rivers or boundaries) requires special and
more sophisticated methods of generating potential positions. The research for labelling
these feature types was conducted by Barrault and Lecordix [18], Edmondson et al. [97],
Chirié [68] and Wolff et al. [313]. Areal features are usually labelled first due to lesser
placement flexibility. This issue is the most challenging due to the possible complexity
of shapes. Nevertheless, some practical solutions for placing names inside polygons were
suggested by Carstensen [64], van Roessel [296], Pinto and Freeman [215], Barrault [17]
and Dörschlag et al. [86].

The second subtask (Position evaluation) is the process of evaluating the quality of
possible positions by measuring how well a label is positioned with respect to the feature
it tags and to the rest of the map content [141, 288]. Manifold metrics of evaluating
quality of candidate positions for different feature types can be found in the works of
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Barrault and Lecordix [18], Edmondson [97], Chirié [68], Barrault [17] and Rylov and
Reimer [238, 239, 240, 241].

The third subtask (Position selection) lies in addressing the primary goal of label
placement which is to preserve clarity and legibility of names. The positions must be se-
lected as to balance the well-known cartographic precepts of good lettering on the one
hand and on the other hand to maximise the number of labels. This subtask is con-
sidered as an optimisation problem. Therefore, several compelling strategies to find a
feasible near-optimal labelling were proposed in previous research. In particular, these
strategies and techniques are: the greedy best-first search algorithm [320], a discrete
gradient-descent method [140], exhaustive search algorithms [5, 72, 84, 110, 157], 0-1
integer programming [323], simulated annealing [69, 324], a depth-first search [69], a
genetic algorithm [300], an ant colony system [249], tabu search algorithm [319], and
POPMUSIC partial optimisation meta-heuristic [6, 273].

2.2 Multi-criteria model for point feature labelling
The currently implemented, fully automated solutions are limiting computer generated
maps in their expressive power. In this section, we present a comprehensive multi-criteria
model that complies with almost all well defined cartographic placement principles and
requirements for Point Feature Label Placement (PFLP). This allows for a significant in-
crease in toponym density without effecting legibility. The proposed model expressed as a
quality evaluation function can be employed by any mathematical optimisation algorithm
for solving the automated label placement problem. An application of the proposed model
was tested on volunteered geographic information data and sample parameter settings
were devised. The results illustrate that a high level of cartographic quality for PFLP can
be achieved through the integrated approach. The resulting quality is comparable to the
lettering produced by an expert cartographer.

The extant guidelines [36, 149, 316] that refer to labelling of point features can be
divided into two categories: rules and constraints.2 The list of rules adapted to the re-
quirements of our purposes is as follows:

R1 Type arrangement should reflect the classification, importance and hierarchy of ob-
jects.

R2 Labels should be placed horizontally.
R3 The lettering to the right and slightly above the symbol is prioritized.
R4 Names of coastal settlements should be written in water.
R5 Labels should be placed completely on the land or completely on the water surface.
R6 Names should not be too close to each other.
R7 Labels should not be excessively clustered nor evenly spread out.
R8 Each label should be easily identified with its point feature. Ambiguous relation-

ships between symbols and their names must be avoided.
2Note that the usage of the terms rule and constraint is slightly different in label placement compared to

cartographic generalisation.
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R9 Labels should not overlap other significant features of the cartographic background
or do this as little as possible.

The constraints are:

C1 Names must not overlap point feature symbols.
C2 Two names must not overlap each other.
C3 Two point feature symbols must not have any overlap.

Research Article 
PFLP Requirements and Constraints Applied in 
Research Article 
R1 R2 R3 R4 R5 R6 R7 R8 R9 C1 C2 C3

Yoeli (1972) X X X X X X
Hirsch (1982) X X X X X X X
Zoraster (1986) X X X X X
Doerschler and Freeman (1992) X X X X X X X
Edmondson and others (1997) X X X X X X X
Strijk and van Kreveld (1999) X X X X X X
Huffman and Cromley (2002) X X X X X X
Ebner, Klau, and Weiskircher (2003) X X X X
van Dijk, Thierens, and de Berg (2004) X X X X
Stadler, Steiner, and Beiglbock (2006) X X X X X X X
Mote (2007) X X X X X X
Luboschik, Schumann, and Cords (2008) X X X X X X X
Bae and others (2011) X X
Gomes, Ribeiro, and Lorena (2013) X X X X

Figure 2.3 The PFLP requirements and constraints in previous research works.

R1 R2 R3 R4 R5 R6 R7 R8 R9 C1 C2 C3
X X X X X X X X X X X X

Figure 2.4 The PFLP requirements and constraints in the presented model.

It is important to note, that R6 and especially R8 are in fact the most important of all
rules according to the literature, as the whole usability of the map hinges upon them. Pre-
vious work often concentrates on avoiding overlapping (C1-C3) labels with few regards
to disambiguation (Fig. 2.1 and 2.5).

2.2.1 Quality evaluation function
We have written out the requirements for good label placement. These requirements are
also metrics for the quality evaluation function. The requirement that a point feature can
be labelled only once or even can be left unlabelled can be written as:

Pn∑
i=1

xi,j 6 1,∀j = 1 . . . N (2.1)
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where xi,j ∈ 0, 1 is the decision variable that defines whether the jth point feature is
labelled in the ith position and N is the number of map features to be labelled and Pn is
the number of possible label positions for one feature. In our implementation Pn = 8,
being a common model in PFLP. An important constraint of map lettering is that no two
labels may in any way overlap each other or point features. This is expressed with the
inequality: xi,j + xk,m 6 1, which is valid for all intersections between the ith position
of the jth point feature and the kth position of the mth point feature.

The full form of the quality evaluation function of cartographic preferences is:

Q(x) =
[ Pn∑
i=1

N∑
j=1

(β1F
prior
i,j + β2F

pos
i,j + β3F

over
i,j

+β4F
disamb
i,j + β5F

clut
i,j + β6F

coast
i,j )xi,j

]
/Nv(x)

(2.2)

where Nv(x) is the number of visible labels from input N , β1 . . . β6 are the weights for
the corresponding measure F ∗i,j that are explained below.

Priority of the point feature (F prior
i,j ). The difference in presentation of two cities helps a

reader to see the difference in population, importance, or administrative status of a place
[63]. Such differentiation can be done by assigning a priority to a place, often this is done
by population. After normalization over the minimum and maximum of the population
values at hand, the measure is in range [0, 1], fulfilling requirement R1.

Positioning of the name around its point feature in terms of cartographic desirabil-
ity (F pos

i,j ). The measure has the maximum value [1] when the label position is somewhat
above and to the right of its symbol, other positions are ranked lower after an ordered
list such as found in [149]. In our current framework, we only generate label candidates
which are horizontally aligned with the upper map edge, as it is fitting for the Mercator-
like projections used in web mapping. Note that non-rectangular map projections might
warrant curved labels that are axis-aligned with the curved latitude grid of such a projec-
tion. Fulfilling requirement R2 and R3.

Overlap of symbol and its label with other significant map features (F over
i,j ). We use

a raster-based method. We prefer this method as it can be used on both small and large
scales. We define a measure that can measure homogeneity of the cartographic back-
ground under a label. As an input for this measure we require a raster image I in which
the non-textual objects are already rendered. Each element p ∈ I is a pixel. Assume that
we applied some image segmentation algorithm ϕ which transforms pixels into clusters
ϕ(I) = c1, c2, . . . , cM , where cm,m = 1, . . .M are the clusters. This measure is de-
signed to yield a value of 1.0 for the case when all elements within the bounding rectangle
Ri,j of a label belong to one cluster, that is, the region of the map background under a
label is homogeneous. Section 2.3 explains a more powerful and detailed version of this
measure. Fulfilling requirement R9.

Disambiguation (F disamb
i,j ). The magnitude of ambiguity between neighbouring point

features and their names; measured as normalised distances between labels themselves
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and between their respective centrelines. The distances are compared to certain thresholds
beyond which no ambiguity can occur anymore at the given resolution. Illustrated in
Fig. 2.5; Fulfilling requirements R6 and R8.

Figure 2.5 Presentation of ambiguity between two neighbouring labels.

We define the measure of disambiguation as a function that consists of two parts, each
of which is representing aspects that have an influence on ambiguity:

• Two different labels should not be too close to each other
• Labels of different features that are close to each other should not be vertically or

horizontally aligned.

In the following, we describe our disambiguation measure F disamb
i,j and its constituent

parts in more detail. We begin by establishing some definitions. For every label η ∈ L,
we define its bounds as rη = r2

η ∪ rnη , where rsη and rnη are two rectangles on the Euc-
lidean plane R2, which are minimum bounding rectangles of the symbol and its toponym
respectively. Further, for every two labels η, µ ∈ L we define a function that returns the
Euclidean distance between them:

dmin(η, µ) =

{
0, η and µ overlap
min {dminr (rsη, r

s
µ), dminr (rsη), (rnµ), dminr (rnη , r

s
µ), dminr (rnη , r

n
µ)}

(2.3)
where dminr (r1, r2) = min{‖p, q‖|p ∈ r1, q ∈ r2} is the minimum distance between
two rectangles. The norm ‖p, q‖ : R2×R2 → R denotes the Euclidean distance between
two points p, q ∈ R2. We also define dxminc(r1, r2) and dyminc(r1, r2) as functions that
return the distance between x− or y− components of the centres of the two rectangles r1

and r2, see Fig.2.5. We define the first as

dxminc(r1, r2) =

{
Tdc, dminr (r1, r2) > Td
|xr1 − xr2 |, dminr (r1, r2) < Td

(2.4)

where xr1 , xr2 are the x−components of the centre points of r1 and r2 respectively. Note
that the function dxminc(r1, r2) returns a threshold value Tdc in the case when two rect-
angles are too far apart to create any ambiguities between two labels. The parameter Tdc
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is the threshold distance between the horizontal or vertical centrelines of the two bound-
ing rectangles of the labels (see CL1 and CL2 in Fig.2.5). The function dyminc(r1, r2) is
defined analogously.

We denote the function that normalises the distances and returns values in the the
range [0, 1] as

B(d, t) =
d

t
(2.5)

where t is a threshold value that specifies the neighbourhood of a label. In our imple-
mentation, we define the neighbourhood (which is the minimum permissible distance) of
a label with the parameter Td. For each pair of labels η, µ ∈ L we define part one the
proximity function as

A1(η, µ) =

{
B(dmin(η, µ), Td), dmin(η, µ) < Td

1, dmin(η, µ) > Td.
(2.6)

The functionA1 : L×L→ R was designed to yield a value of 0 for a case when the labels
η, µ touch each other and 1 if they are too far apart to raise any ambiguities. Analogously
we define the second function that measures the degree of alignment between two adjacent
labels as

A2(η, µ) =

{
B(dminc(η, µ), Tdc), dminc(η, µ) < Tdc

1, dminc(η, µ) > Tdc
(2.7)

where dminc(η, µ) is defined as

dminc(η, µ) =


0, if η and µ overlap
min {dmincx(rsη, r

n
µ), dxminc(rnη ), (rsµ), dxminc(rsη), (rnµ),

dmincy (rsη, r
n
µ), dyminc(rnη ), (rsµ), dyminc(rsη), (rnµ)}.

(2.8)

The function returns the minimum value of the set of distances between the x− or y−components
of the centres of the rectangles rsη, r

n
η , r

s
µ, r

n
µ which are considered for creating ambiguity

between labels η and µ. FunctionA2 returns 0 if the centrelines of the rectangles coincide
(see CL1 and CL2 in Fig.2.5a). Accordingly, it returns 1, should the distance between
the centrelines be greater or equal to the threshold Tdc. We can now combine functions
A1 and A2, yielding our disambiguation measure F disamb

i,j as follows:

F disamb
i,j =


∏

y∈L̃(li,j)

(γ1A1(li,j , y) + γ2A2(li,j , y)), y ∈ L̃(li,j)

1, L̃(li,j) = {}
(2.9)

where A1, A2 are the defined distance functions; γ1, γ2 are weights and add up to 1,
and L̃(li,j) is the neighbourhood of the label li,j defined by Td as the set L̃(η) = {µ ∈
L|dmin(η, µ) < Td}. The measure is expressed as product, which means that we compute
the total degree of disambiguation between label li,j its neighbouring labels L̃(li,j).
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Clutter (F clut
i,j ). The magnitude of ambiguity between and density of neighbouring point

features and their names. Calculated with a modified version of the force-based model of
[95]. Fulfilling requirements R6 and R7.

Coastal places (F coast
i,j ). Coastal places are measured by the percentage of water under

the label for the point features that describe coastal places. The actual procedure uses
an approach similar to the abovementioned raster-based technique with a separate colour
mask generated from ocean polygons. Fulfilling requirements R4 and R5.

Figure 2.6 Example of the output of our approach on OpenMapSurfer at zoom
level 6. Map data c©OpenStreetMap contributors.

2.2.2 Experimental results
In our implementation we used a couple of techniques that allow an increase in perform-
ance of label placement algorithms. Firstly, we made use of a quad tree data structure
to store labels and examine whether any label overlaps other characters or symbols on
the map. Secondly, in a pre-processing step, we construct a conflict graph, whose nodes
are all labels of the map, and whose edges indicate potential overlap with other labels
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(nodes). The graph-based approach is one of the most common approaches in the field of
interactive and dynamic labelling [24, 201].

In order to compare effectiveness and accuracy of our model we used three well-
known heuristic search algorithms for solving PFLP as a mathematical programming
problem: greedy, discrete gradient descent and simulated annealing. In our experiments
these algorithms are used to find a feasible solution for label placement by treating the
proposed model as the objective function to be optimized. In our implementation the
greedy algorithm is restricted to the selection of the first candidate position for a point
feature that can be placed on a map. It follows, that the improvement of a final solution
within the candidate positions of a point feature is not allowed. As an annealing schedule
for the simulated annealing algorithm we chose a polynomial-time cooling schedule that
was proposed by [2].

Figure 2.7 The results of the PFLP algorithms with different parameter
weights. Note that the values for Qx can meaningfully only be
compared for each parameter weight setting seperately, that is
within the same row.

We performed our experiments on a dataset that represents geospatial data granted by
the OpenStreetMap project that is one of the most promising crowd sourced projects. The
test dataset represented the northern part of Denmark. From the dataset we extracted all
settlements and divided them into 4 groups. To each group we assigned a different font
size and image for point features which reflect the population and administrative status
of a place. The tabular data in Fig. 2.7 show the parameter weights for each of the five
test runs, as well as the run-times and measured quality. In Fig. 2.8a and b we present the
results of Test No 1 for the greedy and gradient descent algorithms respectively. In Test
No 1 we used only two measures common in the literature such as positioning around
a point-feature and feature hierarchy, as can be seen by the weights β1, β2. From these
figures it is clear that the resulting map is far from a high level of functionality, as the
names partially hide some important and relevant geographic features such as roads (see
Fig. 2.8a, ref. 2) and bays (see Fig. 2.8b, ref. 1). Moreover, we can see some distinct
ambiguities between the names and the features they label (see ref. 1 in Fig. 2.8a and b).

A demonstrative example is a group of villages that consist of Møldrup, Roum, Bjer-
regrav, Skals. Fig. 2.8d shows the changing label configuration with simulated annealing
using the weights for Test Nr. 2 [3 metrics] (i) Nr. 3 [4 metrics] (ii), Nr. 4 [3 metrics]
(iii) and Nr. 5 [6 metrics] (iv). It is evident from the tabular data (see Fig. 2.7) that the
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simulated annealing algorithm predominated over other algorithms in the quality of the
label assignment, while the greedy heuristic is the fastest at the same time returning the
worst solution. It is also clear that the computational resources required for each PFLP
algorithm and parametrisation vary greatly. In order to determine how strong the impact
of different metrics is upon performance, we calculated a score as the running time of
Test No 5 divided by the running time of Test No 1. For the tested PFLP algorithms, this
score is 26.70, 20.01 and 3.46 respectively. Comparing the scores, we can conclude that
a substantial amount of computation time is spent on pre-processing for different metrics.

Figure 2.8 (a) The results of the greedy test run No 1. (b) The results of the
gradient descent test run No 1. (c) The results of the simulated
annealing test run No 5. (d) A sketch representation of ambiguity
for a group of villages.
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Figure 2.9 Illustrative examples of good and poor name positioning for the
above-mentioned guidelines.

2.2.3 Conclusion

Our model of a quality evaluation function for the PFLP problem satisfies almost all car-
tographic requirements for point features. Producing unambiguously labelled maps has
been traditionally recognized as being the most important aim of the whole labelling pro-
cess [36, 149, 316]. To our knowledge this is the first attempt to address, among other
things, the quantification of ambiguous label-feature relations. The proposed model is
highly adjustable and provides a handy tool to make an appropriate label placement. It
also conceptually opens the possibility to automate the preceding stages of label place-
ment (see Introduction), which have previously been neglected in research. The exper-
iments argue that the model together with an appropriate mathematical optimisation al-
gorithm for PFLP, which is able to find an approximation to the global optimum, produces
visually plausible lettering with high cartographic quality and is capable of considerably
enhancing the functionality of the map (see Fig. 2.6). The presented model can also be
used for labelling other feature types (lines, areas).

2.3 Considering base map details

In this section we introduce some further quality metrics which can measure the degree of
label-feature overprinting and visual contrast between them. In other words, the metrics
allow evaluating and consequently minimising distortion of map features that have been
effected due to lettering. They also allow enhancing map legibility. The devised metrics
are based on widely used cartographic design principles.

2.3.1 Cartographic principles

The extant cartographic guidelines referring to overlapping and text-symbol-clutter (com-
piled from [36, 149, 316]) are:

G1 Move the names away from positions where they partially overlap or even totally
conceal other symbols. Locating names in empty spaces is preferable (Fig. 2.9a).
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G2 Avoid interfering or overprinting a geographic feature which is running the length of
the name (Fig. 2.9b).

G3 For legibility, the name should be placed so as to minimise visual contrast of other
names and space around them (Fig. 2.10).

G4 Labels should take into account the nature and the importance of the graphical fea-
tures in the layout. Overlapping or concealment of different feature classes (e.g.,
roads, lakes, rivers, administrative boundaries) by types should be treated differently.
Positioning names on top of less important features is preferable.

Figure 2.10 An example map lacking visual contrast between labels (examples
are Prilep city, Bitola city, Debrešte village) and map background.
Source: Defence Geographic and Imagery Intelligence Agency
(UK) (2000), c©UK MOD Crown Copyright, 2014.

2.3.2 Measures of feature overprinting and type legibility
In the following subsection we present and describe in detail four metrics, which cor-
respond to the cartographic guidelines given above. We conclude with a single quality
evaluation function that incorporates all four metrics at once.

Preliminary definitions. Our measure depends on a raster image which represents non-
textual map features. In order to make further work with raster data (pixels) easier, we
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Figure 2.11 Workflow of the method. The input image I with shaded relief is
transformed into a segmented image (M=4). Next, map background
information of the segmented image is assigned to each letter of the
potential labels. Note that the urban area of Tetovo is imaginary and
has been provided for the sake of explanation.

chose the approach of image segmentation [128, 257]. Such representation of an im-
age facilitates efficient and meaningful analysis of its properties. Besides, this method
is extensively used for feature extraction and recognition from digital cartographic docu-
ments [175]. In our approach image segmentation helps to merge the map background
regions which have similar colours. Image segmentation consists of the partitioning
of an image into homogeneous regions (clusters). We note that our approach assumes
clusters based on colour space only, disregarding spatial proximity. Maps in raster form
can contain a large number of unique colours that can be governed by shaded relief
[147, 151, 155] or bathymetry, gradient fills of polygons or colour gradations produced
by the anti-aliasing technique. In this case, the clustering is crucial for further analysis as
a data reduction step. Next, we omit the description of any existing image segmentation
method and assume that one of them has already been chosen. The required input for our
measure is a digital image, the number of clusters in the segmented image and a set of
axis-aligned rectangles that represent the boundaries of the characters in a name, where
each character can be a letter or other graphic symbol. In simple terms, the raster pixels
are grouped and succinctly indexed by colour. We further require the boxes around the
individual letters to line up with the raster grid. The following paragraph expresses this
process more formally.

Let us define I = {1, · · · ,W} × {1, · · · , H}, where W and H are the dimensions
of the input image, I ⊂ Z2. Each element p ∈ I is a pixel that has its colour, denoted
as Cp.We also denote the number of clusters in the segmented image as M . We assume
that an image segmentation algorithm ϕ [128] has been applied to the input image I . The
algorithm ϕ was able to assign an index of a cluster to each pixel p ∈ I . Thus, we can
denote this transformation as ϕ(I) = {S1, S2, · · · , SM}, where Sm,m = 1, · · · ,M are
the clusters. Hence, each pixel p ∈ I has the associated cluster index Sp. Further, let
us assume that the name of a label l ∈ L consists of Kl characters. Then, the set of
axis-aligned rectangles that bound its characters we denote as Rl = {r1, , rKl

}, where
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ri, i = 1, · · · ,Kl (see Fig. 2.11). In our implementation of the metrics, we demand
that beforehand the coordinates and size of ri are rounded to the pixel coordinates. In
order to shorten further mathematical manipulations, we denote all pixels that lie within
a certain rectangle ri as Dri . We also define the area of an image covered by a label l as
A(Rl) =

∑Kl

i=1 a(ri), where the function a returns the area of a rectangle ri, or, in other
words, the number of pixels. Note that the pixel size is only considered in the procedure
of rounding the character bounds ri. The rectangle-based representation of type letters
also supports the cartographic technique known as letter-spacing which is a powerful and
widely used design element. Sometimes it is called type spacing, character spacing or
tracking in typography. Letter-spacing gives more freedom in making the names and the
non-textual features less obscure.

Measure of background homogeneity. A good design technique is to place labels in
areas where other features are less dense. The purpose of this sub-section is to define a
measure that can describe background homogeneity (see G1). In image processing, ho-
mogeneity expresses how similar certain elements (pixels) of the image are. Homogen-
eity has diverse definitions and measures, which can be found in the literature [158, 211].
Pursuing our needs, we consider homogeneity only for the pixels that are covered by the
characters of a label l ∈ L, namely by the set of given rectangles inRl. Hence, we can use
the concept of local homogeneity which we define as a value that represents a cluster with
maximum number of elements bounded byRl. Let us define a function that calculates the
number of elements of a cluster m within Rl as follows:

Ncl(Rl,m) =

Kl∑
i=1

∑
q∈Dri

B(sq,m) (2.10)

sq ∈ 1, ,M is a cluster index of a pixel q. The function B(d, e) defined as:

B(d, e) =

{
1 if d = e

0 if d 6= e
(2.11)

where d, e are the cluster indices.

QBH(Rl) =
max
m∈M Ncl(Rl,m)

A(Rl)
(2.12)

The function QBH(Rl) can be interpreted as the percentage of the area inside Rl
covered by the cluster with maximum number of elements (pixels) in Rl. Function 2.12
returns a value in the interval [0, 1]. This measure is designed to yield a value of 1.0 when
all elements within Rl belongs to one cluster, that is the region of the map background
under a label l is homogeneous.

Measure of spatial distribution. The shortcoming of the measure presented in the pre-
vious paragraph is that it does not consider the spatial distribution of the clusters over the
rectangles. We use a modified measure based on the concept of entropy to remedy this
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situation. We omit the details out of space considerations and point the reader to [239,
p.8-10] where this measure (QSD) is discussed in full detail.

Measure of background feature priority. Toponyms may overlap non-textual back-
ground elements of different classes (land, roads, seas, woods and so forth) which of
course have distinct importance (G4). Jones [157] proposed to use an overlapping prior-
ity for different feature classes, so that each colour of the background has a priority. As
a label covers a set of pixels, we can conclude that the best label position is in which the
sum of priorities of covered pixels is minimal. Hence, using the mentioned notations we
can construct the next measure as:

QFP (Rl) = 1−
∑Kl

i=1

∑
q∈Dri

P (sq)

A(Rl)
(2.13)

where P (sq) is a function that returns the priority of a background pixel q. Function
P (sq) should return normalised values, in order to take in equation 2.13 the values in the
range [0, 1]. Measure 2.13 also helps to distinguish and refine potential label positions
that are considered by the metrics QBH and QSD (=spatial distribution) as equal.

Measure of visual contrast. Here, we consider a measure that describes visual con-
trast (G3) between a label and the map background in terms of their colour similarity.
Earlier works by Williams [308] and by Phillips and Noyes [213] showed that clutter
mostly comes from symbols of similar colours. It was proven through the set of exper-
iments that the effect of lacking visual contrast decreases the performance of map read-
ing. Wood [315] experimentally determined that brightness difference between figure
and ground is highly important for the tasks of estimation and comparison of map areas.
Furthermore, Swiss cartographer Eduard Imhof asserted:

One should always combine those elements which are as different or as
contrasting as possible, both in the information which they contain and in
their design characteristics: in other words, those symbols which supplement
each other well in what they represent and are graphically compatible. [147]
cited from the translation [151, p.334]

These facts lead us to the necessity of taking into account contrast difference in the quan-
tification of feature overlapping, since this may positively affect the type legibility and
visual search time as a whole. We base our measure on the difference between two
colours. It is obvious that the difference between the colours, as they are perceived,
determines the figure-ground relationship. The colour space (e.g., RGB, CMYK, HSV,
etc.) plays a crucial role in measuring the colour-difference. Since we are interested
in measuring visual perception of the information, the colour space should be designed
in a way of good approximation of human vision. One of such colour spaces is CIE
Lab (CIELAB) space (1978) which was standardized by the French Commission Interna-
tionale de l’Eclairage (International Commission on Illumination). A colour in CIELAB
is expressed through three components L∗, a∗, b∗, where L∗ defines lightness, a∗ and b∗
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denote red/green and yellow/blue values respectively. The distance between two colour
values in CIELAB is defined as:

∆E(x, y) =
√

(∆L∗)2 + (∆a∗)2 + (∆b∗)2 (2.14)

where ∆L∗,∆a∗,∆b∗ are the differences between corresponding components. To
compute the difference of colours between a label and the background, we need to calcu-
late the difference between the colour of the label and colour of each pixel in Rl. Hence,
we can define visual contrast measure as follows:

QV C(Rl) =

∑Kl

i=1

∑
q∈Dri

∆E(Cq, Ct)

100 ·A(Rl)
(2.15)

where Cq, Ct are the colours of a background pixel q and text colour respectively.
The function QV C(Rl) is normalised and its values fall in the range [0, 1]. The value 100
in the denominator represents the difference of the lightness component L∗ of black and
white colours. It should be noted that the problem of colour perception in cartography is
much more profound than the CIELAB-space distances suggest. On a fundamental level,
this is caused by the inverse optics problem [224, 311]. For our label placement problem,
the CIELAB approximation works well as a proof of concept. For more sophisticated
techniques trying to address simultaneous contrast and perceptual distances, we point
the reader to the works like Lee et al. [173] for pixel-based techniques and Purves and
Lotto [218] for more holistic approaches.

2.3.3 Aggregated measure

In the previous section, four metrics have been proposed. They quantify the cartographic
guidelines given above. These metrics, which are defined in equations 2.12, 2.13 and 2.15,
can be conflated into one single measure as follows:

Q(l) = αBH ·QBH(Rl)+αSD ·QSD(Rl)+αFP ·QFP (Rl)+αV C ·QV C(Rl) (2.16)

whereRl is the bounds of a label l ∈ L and αBH , αSD, αFP , αV C are weighing para-
meters which should sum up to 1 in order to yield values ofQ(l) in the interval [0, 1]. The
higher the value of the function, the more preferable a label position is. Equation 2.16
is an extension and refinement of the function F overi,j in equation 2.2. For an exhaustive
study on the issue of construction of quality functions please refer to van Dijk et al. [288].
The approach of adjustable weights allows to prefer one cartographic guideline over an-
other. The adjustment of the weights should be undertaken to provide the most readable,
legible and functional label placement. It is thus task-dependent and can currently only
be determined for a specific map type as it was exemplary done for OpenMapSurfer.
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2.3.4 Computational complexity

In this subsection, we discuss the factors influencing the overall computational complex-
ity of the proposed model. It should be noted that the computation of our composite
measure is performed only once, namely, after all potential label positions have been gen-
erated and before the position selection procedure (greedy, discrete gradient descent or
simulated annealing algorithm, see Edmondson et al. [97]) is applied. The time complex-
ity is determined by two main stages that constitute the two parts of our approach. They
are the image segmentation algorithm and the computation of the quality score for each
label using function 2.16. Let N be the number of pixels in the input image I , and let
M be the number of the required clusters. Denote by V the number of pixels covered
by n labels. Then, the time complexity of the model can be written in the general form
as O(F (N,M) + nM + V ), where F (N,M) is a function that defines the number of
operations for the image segmentation algorithm. The second term of the total complex-
ity O(nM + V ) represents the runtime which is needed to perform the labelling quality
evaluation using our measure. Taking into account that M is fixed and has small values in
practice, V directly depends on n and on the font size of the text, the second term can be
computed in linear time O(n). Note that the first term O(F (N,M)) depends on the type
of segmentation technique and can vary greatly. For example, the seeded region growing
method [3] has the time complexity of O((M + logN)N). The K-means clustering al-
gorithm requires O(NMr) execution time, where r is the number of iterations taken by
the algorithm to converge [153]. Furthermore, the hierarchical agglomerative algorithm is
much slower and requires O(N2 logN) [153]. We summarize that our measure can per-
form its task very rapidly in comparison to the whole runtime consumed by other stages
of a labelling algorithm when it deals with a moderate number of labels and a fast image
segmentation algorithm.

2.4 Labelling islands

One of the subtasks of automated map labelling that has received little attention so far is
the labelling of areas. Geographic areas often are represented by concave polygons which
pose severe limitations on straightforward solutions due to their great variety of shape,
a fact worsened by the lack of measures for quantifying feature-label relationships. We
introduce a novel and efficient algorithm for labelling area features externally, in other
words outside their polygonal boundary. Two main contributions are presented in the
following. First, an algorithm to generate candidate placements. Second, a measure for
scoring label positions. Both solutions are based on a series of well-established carto-
graphic precepts about name positioning in the case of semantic enclaves such as islands
or lakes. The results of our experiments show that our algorithm can efficiently place
labels with a quality that is close to the quality of traditional cartographic products made
by human cartographers.

The new algorithm presented here extends previous research by providing techniques
for label position generation and evaluation for the task of external labelling of areas.
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Figure 2.12 Workflow of the approach of labelling individual islands.

The output of the proposed technical approach can be further utilized as an input for
the position selection subtask to find a good approximation to the global optimum of
a general name placement [97]. Here we address the problem of automated labelling
of area features outside their boundary on small and medium scales. Among those are
natural features such as small islands, lakes, valleys, canyons or urban areas. Such a
problem arises in cartography basically in two cases:

• The area is too small to place the label entirely inside.
• Any internal label overlaps other labels or completely conceals other important

geographic features of the map.

On a more conceptual level, we find circumstances leading to the desire for external la-
belling of polygons repeat themselves. What lakes and islands have in common for the
case of maps is that they are, conceptually, semantic enclaves. Such noteworthy areas
within a semantic sea of the other/the rest can be encountered in other graphical domains,
too. Examples where external polygon labelling might be beneficial include 2D outlier
visualization and displaying classification or clustering results. Especially where the se-
mantic enclaves are surrounded by an entity with much lower graphical density, placing
text outside the area feature to be annotated is an attractive and tried technique. Position-
ing names in regions with lower graphic complexity is also tempting in the sense of higher
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type legibility and legibility of the map as a whole. To the best of our knowledge, there
are no extant automated methods for this task that can be found in the literature. Nev-
ertheless, tools that are able to provide comparable functionality do exist. Among them
are ESRIs Maplex Label Engine and MapTexts Label-EZ. However, most other popular
toolkits do not have a method to place the labels outside the areal feature. Such func-
tionality is implemented only in proprietary software packages and its description is not
publicly available. Being provided in sufficient detail, the proposed algorithm can be eas-
ily reproduced. It can potentially extend capabilities of any label placement toolkit and
thus, can partially fill a gap between open source and commercial packages.

2.4.1 Cartographic guidelines

The list of rules adapted to the needs of externally labelling areal features is as follows:

R1 Labels should be placed horizontally.

R2 Label should be placed entirely outside at some distance from the area feature.

R3 Name should not cross the boundary of its area feature.

R4 The name should be placed in way that takes into account the shape of the feature by
achieving a balance between the feature and its name, emphasising their relationship.

R5 The lettering to the right and slightly above the symbol is prioritized.

In the following subsections we utilize four of the five rules for two subtasks of label
placement, namely, for candidate positions generation (R1, R2, and R3) and for measur-
ing their goodness (R4). The rule R5 is applicable only in the case when the area of a
polygonal feature is small and the feature can be treated and labelled as a point-feature.
For a detailed study on the issue of lettering point-features for small and medium scale
maps please refer to [318].

2.4.2 Candidate position generation

The candidate position generation shall be described here only in very brief form. For
the full algorithm as it was implemented in our framework, we direct the reader to [240].
The basic idea is to generate an offset polygon via the Minkowski sum and generate
intersection events on that offset polygon at a scale-dependent interval using a modified
plane sweep algorithm (second column of Fig. 2.12). Note that the plane sweep and its
associated data structure of projected edges is mostly used for implementation reasons.
From these generated intersections of the sweep line with the offset polygon, we construct
normals, which are used to generate candidates basically treating those points as point
features to be labelled. Note that the data structure of the plane sweep is here used to
again check for intersections of those candidates with the offset polygon, in order to rule
out label-polygon intersections. These candidates are then evaluated using the approach
described in the following subsection.
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Figure 2.13 (a) A resulting map with a labelled group of the North Frisian
Islands and other feature types. Projection: spherical Mer-
cator (EPSG:3857). Data source: OpenStreetMap project (2013)
(b) The North Frisian Islands. Projection: Equidistant conic
projection (standard parallels 49◦ and 56◦), scale 1:500,000.
Source:Deutscher Militärgeographischer Dienst (1990), BGIC Li-
cence B-14A003.

2.4.3 Position quality evaluation

The quality evaluation component of our algorithm evaluates the goodness of a label
candidate position in respect to the degree of a spatial relationship between a label and
the feature it tags (R4). The higher degree of their relationship the faster the information
is searched and interpreted by the map reader. The distance between two spatial objects
is normally measured by some proximity measure. A wide range of different proximity
measures are extant in the literature (for instance, [171, 322]). Usually, proximity is
expressed as a function to compute a single numeric score in the range [0, 1]. For our
needs we use a rather simple proximity measure that is based on measuring the Euclidean
distance between the centroid points of the polygon and a label. In order to convert a
distance to a score value that falls into in the range [0, 1] we define the quality function of
a label l as:
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Q(P, l) =
Ue(C(P ), C(l))

max
l∈L Ue(C(P ), C(l))

(2.17)

where C(P ) is a function for computing the centroid point for a polygon P or bounds
of a label l, L is a set of all label candidate positions of the polygon P and Ue is the Euc-
lidean distance. It is worth noting that in our measure we choose a linear score function,
however when so required, one can also use supposedly more realistic and suitable quan-
tification functions, for example, a non-linear or a smooth Gaussian-like function. As
mentioned above, our approach actually reduces the problem from the more involved and
ambiguous polygon to polygon proximity measurement [171] to a point to point proximity
question. This was done mostly to keep the overall complexity low. In order to accom-
plish this reduction, we need a point that visually best represents the whole respective
polygon. While this seems easy enough for the rectangular label, for concave polygons
the question is known to be strongly dependant on the use case [64]. Where centre of
gravity has been shown to be a bad approximation for diagram symbol placement as it
can often lie outside the polygon, for external labelling this naturally is not a problem. In
fact, according to cartographic practice and literature [316], C- or U-shaped polygons can
best be served by placing their label into the bay (conceptual or real). Using the distance
between the centroids of both label and area feature as the proximity measure naturally
guides the label into such bays with the proximity value of zero being preferred and reach-
able for strongly concave polygons. An example of the output of our algorithm is shown
in Fig. 2.13, where it is contrasted with a similar map that was manually labelled.

2.4.4 Modelling the labelling of groups of islands

We investigate the labelling of feature groups by comparing manually generated labels to
a set of formally defined, algorithmically optimal placements. By taking this systematic
approach, we hope to detect if, and which, formal measures are–possibly subconsciously–
used by cartographers. Furthermore, the framework allows us to define a series of precise
algorithmic questions which can readily be investigated in future work.

Each cartographic design technique introduces its own requirements and challenges.
The most complex and challenging task is the labelling of areal features. Areal features
allow a high degree of freedom for labelling, due to the great variety of possible shapes
to be labelled and the diverse set of guidelines. For example, the label can be placed
inside the area, using either a horizontal, straight label or a curved label. If the feature
is too small for the entire label or contains other important map elements, the label may
be placed outside the area. There is one uniting aspect in all design techniques: a label
should always conform to the shape and extent of the feature.

Some geographic features like archipelagos, forest patches, or sand hills can be grouped
into a cluster or a chain having a common name. These feature groups should usually be
labelled differently from single areal features. Surprisingly the (automated) labelling of
feature groups has received little attention so far. This is at least partially caused by the
lack of cartographic principles that can be found in the literature on this subject. Though
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Figure 2.14 Different placement strategies: (a) Ionische In. Bézier curve,
shape-connecting.Source: Apenninen- und Südosteuropäische Hal-
binsel, 1:5,000,000. In: Schandl, H. (Ed.) (1982) Ed. Hölzel
Österreichischer Oberstufen-Atlas, p. 45. (b) Kleine Sunda In.
Circular Arc, grid-aligned, through the Archipelago. Source: Aus-
tralien und Neuseeland, 1:30,000,000. In: Imhof, E. (1976) Sch-
weizerischer Mittelschulatlas, 17th Ed., p. 128, Orell Füssli. (c)
Nördl. Sporaden circular arc, shape-aligned, connecting; Kykladen
circular arc, shape-aligned, through. Source: Östliche Mittelmeer-
lnder (1978), 1:5,000,000. In: Große, G. and Kötter, H. (Ed.) List
Großer Weltatlas - Mensch und Erde, p. 88, List Verlag.
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Figure 2.15 Different placement strategies: (a) Dj. el Djelf Straight-line, shape-
aligned. Source: International Map of the World (Aviation edition)
1:1,000,000, N-G-38, Sheet Er-Riyad, Sonderausgabe Nr. 2 Stand
VI.1942, German General Staff. (b) Straight-line, shape-aligned,
through. Source: International Map of the World 1:1,000,000,
Sheet N-G-37 Medina, Sonderausgabe Nr. 2 Stand VI.1942, Ger-
man General Staff. (c) Gebel el Gardeba circular arc, shape-
aligned, through for linear elements. Source: Croquis de LAfrique
au 1:1,000,000 (Aviation edition), N-G-34, 1939, French Army
Geographical Service. (d) Hebriden circular arc, shape-aligned,
alongside; St. Kilda straight line, grid-aligned, accompanying.
Source: Britische Inseln und Nordsee, 1:4,000,000. In: Imhof,
E. (1976) Schweizerischer Mittelschulatlas, 17th Ed., p.66, Orell
Füssli.
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extensive guidelines for map labelling have been given in seminal works by [36, 149, 316],
information on the labelling of feature groups is surprisingly sparse. Wood [316] suggests
that, to label island groups:

[· · · ] the group name should be on a curve following the general shape of the
group or positioned so that the name balances the overall shape of the group.

No further guidelines for the labelling of feature groups are known.

Contribution. We provide an overview of the possible strategies for labelling feature
groups as can be observed in manually labelled maps. We then define a framework of
feasible labelling algorithms. Finally we compare existing, manual labels, replicated from
printed atlases, to a subset of the different optimal algorithmic solutions. To the best of our
knowledge this is the first attempt to analyse the techniques used by skilled cartographers
in a formal quantitative way. Furthermore, the framework allows us to define precise
algorithmic questions pertaining to the automated labelling of feature groups which can
readily be investigated in future algorithmic work.

Cartographic design of feature labelling. Bertin [28] noted that the cartographic rep-
resentation of groups of features across scales is one of the most difficult and error-prone
tasks within cartography. As he shows in his example of a group of lakes, the problems
of emphasis and visual grouping become multidimensional: shape, orientation, Gestalt
properties, and non-geometric attributes all compete for the attention of the mapmaker.
This has also been recognized as a hard problem in automated generalization [265]. As
with all classifications, grouping geometric objects always keeps some elements of ar-
bitrariness. This puts more pressure on the label: The string Liverpool, for example,
should identify a single point feature on the map representing the town and nothing else.
Spitsbergen, by contrast, should have a clear relationship to all parts of the Archipelago.
Following Imhof [149], the fundamental function of any label is disambiguation. This
function is naturally harder to achieve for object groups, which are potentially close to
other object groups, than for the simple object-label pairs in point labelling. A single
label might even be all that ties the objects together visually. Group labels hence have a
constructive function in addition to the descriptive function that all labels carry. Manually
labelled maps show a much greater variety of placements for group labels than for point
labels. Instead of a clear hierarchy of 6 − 8 preferred positions, we find curved labels,
axis-aligned straight lines, rotated straight lines, who all might or might not overlap the
constituent features, placed outside or within the group, and so forth. This greater variety
is due to the higher degrees of freedom for both the arrangement and shape of the feature,
as well as the position of the label. It is often even unclear which placement strategy
(each in turn warranting its own algorithm) is required under which circumstances. Many
non-geometric determinants appear to play a role. One example are administrative pecu-
liarities, especially regarding international borders, that heavily use the constructive role
of the label. But also authoring and reproduction techniques influence placement. Copper
engraving and the growing virtuosity some engravers achieved led to toponym densit-
ies above 700 toponyms per 10cm2 , which could still be reproduced by lithographic
processes. Off-set printing paired with manual labelling via rub-off letters or similar
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techniques lead to lower densities, and thus more degrees of freedom, which were used
differently by different cartographers.

Table 2.1 Strategies for label placement.

Types Position Overprinting

Straight line

grid aligned
Accompany seldom/touching
Through Common

shape aligned
Alongside seldom/touching
Through seldom/touching

Circular arc

grid aligned
Accompany seldom/touching
Through seldom/touching

shape aligned
Alongside No
Through seldom/touching

Bézier curve

shape aligned

Alongside seldom/touching
Through seldom/touching
Connecting No

Colour usage is another non-geometric determinant, especially regarding the visual
impact of, and tolerance for, overprinting. Light background colours paired with a full
black are much more forgiving of small overprints than on-screen rasterised maps. As
a consequence, we distinguish between small overprints which are of no harm in offset-
printing and are limited to the outline of constituent polygons. We call this touching (see
Kykladen in Fig. 2.14(c)) in contrast to a full overprint such as found in Fig. 2.14(b).

Algorithmic framework. The input to a group labelling problem is a set S of k features,
which are given as simple polygons P1, · · · , Pk with n vertices in total. The label to be
computed is a shape as well, and depending on the label type, has a baseline that is either
straight, circular, or a Bézier curve. The label shape itself is the baseline offset along the
perpendicular by the text height. We first define a space of possible label designs. We
include four different characteristics that may affect the labelling: label shape, point of
measure, distance measure, and overlap. These characteristics are independent and, thus,
our framework covers all 54 possibilities that result from the Cartesian product of these
characteristics (see Tab. 2.2).

The first characteristic is shape. We consider straight lines, circular arcs (being the
simplest type of curves), and the commonly used cubic Bézier curves as baselines for
the labels. The second characteristic is the point of measure used to define the distance
between a label and a single feature. The simplest representation of a feature is a single
point, namely the centroid. The centroid, however, need not be representative of the
feature. Alternatively, we can use the point of the feature that is closest to the label. If
the label intersects the feature, the distance would hence be zero. Lastly, it may be the
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Table 2.2 The characteristics for labelling within our framework.

Shape

×

Point of measure

×

Distance measure

×

Overlap

Straight Line Centroid Min-Max Intersection-free

Bézier curve Closest point Min-Sum Overlapping

Circular arc Area Min-Sum-Squares

case that the label is close to the complete island, so we can also use the complete area
of the island to compute the distance. This definition gives rise to an integral. Thirdly we
consider the distance measure being optimized. Different distance measures are in use in
cartography [322]. We use three common ones, namely, the min-max, min-sum, and min-
sum-of-squares distance measures. The min-max distance captures the largest distance
between the label and the features. This measure is a measure of the point of worst fit.
By contrast the min-sum distance computes the sum over all distances from the label to
the features. As such, the min-sum distance is a measure of average fit between shapes.
A few features may be far removed from the label, however. The min-sum-of-squares
distance resolves this by using the squared distance between the label and the features.
The min-sum-of-squares distance finds an average fit that is reasonably good at any point.
Finally, we take the overlap with the features into account. Labels should generally not
overlap their respective features. For the inverse problem of labelling a group of lakes
(the Great Lakes, the Finger Lakes in New York State,...), overlapping the label with the
lakes may be less of a problem.

Techniques. We first briefly discuss some computational issues involved when determin-
ing optimal labels as well as suitable simplifications to overcome these. Then we sketch
techniques which are suitable to solve the simplified problems. Algorithmic details are
beyond the scope of this study. First, measuring distance using area is more complicated
than using single points as there are an infinite number of points involved. We will sim-
plify our problem by using a suitable finite sampling of all points of each feature, thereby
discretising the input to sets of points for every labelling setting. Second, instead of com-
puting a label that optimizes a measure, we will compute a center line that optimizes the
measure. The center line is halfway between the baseline and the top of the label. We can
extend the optimal center line to a label afterwards.

Third, we require labels that span the full extent of the feature group. We make the
simplifying assumption that the width of a label can be controlled, to some degree, by
changing the letter spacing. As a consequence, we consider label positions that do not
need a left and a right extreme side. For straight line labels this implies that we can assume
that the label length is long enough to measure all distances using perpendicular distances
to the label Fig. 2.16. Similarly, for circular arc labels we assume that the distance from
any point to the label is a perpendicular distance to a circle. In several settings these
simplifications allow us to use known algorithms from different fields for optimal labels.
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Figure 2.16 The label for a group of islands is assumed long enough to measure
distance perpendicular to the center line for any point of the islands.

Moreover, computing an optimal full line or circle, rather than an optimal line segment
respectively a circular arc, reduces the number of degrees of freedom in placing the label
by two. Often the number of degrees of freedom has a direct influence on the efficiency
efficiency of the resulting algorithm, and may show up in the some form in the exponent
of the running time bound. After computing an optimal line or an optimal circle, we can
still choose the most suitable placement of the letters along the line or circle to ensure the
extent is indeed fitting for the group, allowing optimality for line segments and circular
arcs as well. For cubic Bézier curves we cannot use a corresponding simplification to
reduce the number of degrees of freedom. Instead, we observe that we have to deal with
eight degrees of freedom, two coordinates for each of the four points that defines the
curve.

Overlapping labels. When we dissect the possible combinations within the framework
the simplest group of settings are the centroid overlapping measures. These measures
do not need the fact that features are polygons. Instead we can just consider a point
set for which we desire an optimal placement. Algorithms to optimize these measures
over all placements are already known within the areas of computational geometry and
computational statistics. For the min-max measure, we can compute the convex hull of
the centroids and then apply a rotating calipers algorithm [254] to find two parallel lines
that have all points in between and are closest together. The optimal line is exactly in the
middle of these parallel lines. Using standard computational geometry techniques, the
running time is O(n + k log(k)). For the min-sum measure, we observe that a line can
only be optimal if it is a halving line: no side of the line can contain more than half of the
points. Hence, the optimal line can be computed using geometric dualisation ( [73, Ch.
8]). In dual space we can compute the median level or levels in the arrangement of lines.
Using various known results [38, 81, 96], we obtain an O(n+k

4
3 log(k)) time algorithm.

The optimisation of the min-sum-of-squares measure is equal to regression with the error
in variables equally likely to be caused by the x- and y-values. Deming regression, also
known as the error-in-variables model, computes the optimal line minimizing the sum of
squared distances in O(n) time. When considering the area versions of the problem the
algorithms remain the same, although the number of points will be considerably higher
due to the sampling of the polygons. Note that the min-max setting in combination with
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area minimizes the distance to the overall furthest point.
To measure distances to the closest points, we first replace every island by its convex

hull, inO(n) time [190], as this does not alter the result. For the min-max measure we use
an algorithm that rotates two parallel lines, akin to rotating calipers, to find the optimal
line in O((n + k2) log(n)) time. A variation of this algorithm solves the min-sum and
min-sum-of-squares versions: there are O(n + k2) combinatorially distinct orientations
and for each, we can optimize the corresponding function. We also mention one specific
result for circles that follows immediately from known results, namely the settings where
the circle can overlap the islands and minimizes the maximum distance to the centroid or
to the area. This computational problem is equivalent to computing the smallest width
annulus that contains a set of points; a quadratic time solution is well-known [73, Ch. 7].

Non-overlapping labels. There are two different approaches to obtain algorithms for
computing optimal lines in the non-overlapping settings. First, we can represent the
space of all lines that do not intersect any island by using the dual plane again. The
total complexity of these lines in the dual is O(n+ k2). We can subdivide the dual space
further until we can optimize a single function. Second, we can study the geometry of
the situation and derive properties that an optimal solution must have. These properties
will limit the search space for the optimal label, and thus restrict the number of required
computations. An example is the non-overlapping line (given our set of features) having
the optimal min-sum distance to a set of points. By proving that the optimal line always
passes through at least two points (of the point set or the feature points) we can develop
a more efficient algorithm. Both approaches also work to determine optimal circles. But
the running time will increase and not all properties carry over from lines to circles.

Comparison. We explore the applicability of the algorithmic framework described above
by testing a subset of optimal algorithmic solutions (circular arc baselines) against di-
gitised, manual labels. We digitised 30 circular arc labels from a variety of different
Austrian, Swiss and German atlases. We then compared the labels to the automatically
generated optimal labels.

We compared the manual labels with the circular-arc — area — min-max — non-
overlapping labels resulting from our framework. Within the set of 30 labels, we found 7
instances where the resulting label was similar to the manual label. In some examples an
offset of the island group was required for the label to match the manual label. Fig. 2.17a)
shows an example including both the manual and computed label for the Ryukyu islands.
While several manual labels fit the min-max distance measure well, our exploration indic-
ates that the min-max measure is not the main criterion applied by cartographers. It may
lead to situations where the descriptive function of the label is sacrificed for the benefit
of a single outlier of the group (Fig. 2.17b). Using an alternative geometric measure may
solve this problem. For example, the min-sum-of-squares measure takes the average dis-
tance of all features into account. Unfortunately, we do not yet have optimal algorithms
for min-sum-of-squares circular arc labels and, hence, cannot test this hypothesis. A better
circular arc label would also be possible if we do not require the label to be on the outside
of the group of islands. Unfortunately, we do not yet know how to find such labels optim-
ally. We believe in objectivity through optimality and hence will test these settings once
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Figure 2.17 Manual (grey) and computed (green) labels for different island
groups. (a) The Ryukyu islands. The automatically generated la-
bel matches reasonably well, but requires an offset from the group.
Digitised from from Asien (1976), 1:30,000,000. In: Imhof, E.
Schweizerischer Mittelschulatlas, 17th Ed., p. 87, Orell Füssli. (b)
The Dalmatian islands. Two problems interfere with automated la-
belling. The min-max measure focusses only on the point of worst
fit and the label can be only on the outside of the group of features.
Digitised from Westliche Mittelmeerländer (1978), 1:5,000,000.
In: Große, G and Kötter, H. (Ed.) List Großer Weltatlas - Mensch
und Erde, p. 87, List Verlag.

we or others succeeded in developing optimal algorithms. Our current framework takes
into account the distance to features only, but does not yet consider the shape and extent
of the whitespace around the group. As already mentioned by [316], labels may either
follow the general shape of the group or complete its overall shape. The second option
is mainly tied to the whitespace around the feature group (Fig. 2.18). The label does not
necessarily optimize the geometric distance to the group of features, but completes the
geometric shape of the group. Labels may also be used to balance the visual weight of the
feature group. During our comparisons, it became apparent that several label positions
could be reproduced with the framework but with an inverted curvature.

The manual samples nearly always prefer to tie the features together like a pincer or
enclose them like a bracket. This is in contrast with the actual curvature of the boundary
of the group which might bend away (Fig. 2.19a). As expected, small overlaps with the
features are frequently used in manually placed labels and hence such an option should
be included in our framework.

Conclusion. We outlined an approach to quantitatively study the labelling of feature
groups by comparing manually generated labels to a set of formally defined, algorith-
mically optimal placements. In the absence of cartographic guidelines for this important
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Figure 2.18 Antilles. The manual label (grey) completes the group and is less
likely to be captured by a geometric distance measure. Digitised
from: from Mittelamerika: physisch (1988), 1:15,000,000. In:
Thauer, W and Norkowski, T (Eds.) Seydlitz Weltatlas, p. 146,
Cornelsen.

Figure 2.19 a) New Hebrides. Manual labels (grey) are often concave towards
the island groups, the computed label has a lower distance to the is-
lands. Digitised from Australien (1978), 1:30,000,000. In: Große,
G and Kötter, H. (Ed.) List Großer Weltatlas - Mensch und Erde, p.
120, List Verlag. (b) Society Islands. Requiring non-overlapping
labels may be overly restrictive. Digitised from Pazifischer Ozean
(1978), 1:60,000,000. In: Große, G and Kötter, H. (Ed.) List
Großer Weltatlas - Mensch und Erde, p. 123, List Verlag.

labelling problem, we believe that our systematic study will eventually lead to a set of
clear specifications which are suitable for automated construction of high-quality labels
that match best manual practices. First results are encouraging, but clearly extensive fu-
ture work is needed to develop optimal algorithms and similarity measures, extend the
framework, and hopefully finally validate our approach.





Chapter 3

Schematisation in the Context
of Cartographic Generalisation

In the last decade schematised maps have garnered substantial research interest from dis-
ciplines such as cartography, computational geometry and spatial cognition. More often
than not, the individual disciplines have been following their own specific goals, leaving
the question of what they have in common relatively open. Substantial algorithmic re-
search has had metro maps and their automated creation as its focus. In this chapter we
seek a more systematic treatment of what constitutes schematised maps. This chapter or-
ganises and differentiates the understanding of what schematisation is and how it relates
to generalisation. To underscore the relation, we close this chapter with an approach for
generating caricatures of urban areas for a medium scale map product lying at the inter-
section point of schematisation and generalisation.

3.1 Generalisation research and schematisation

3.1.1 A classification of schematised maps
We have identified seven types of schematised maps; these include mental maps and
sketch maps, educational, propaganda, mass media info-graphics, and schematic maps.
There is some overlap between schematised maps and what Muehlenhaus [202] calls per-
suasive maps. While educational, propaganda and mass media schematised maps surely
could be categorised as persuasive, not all persuasive maps are actually schematised in
the sense of the above definition.

Mental maps. These are, for the sake of our classification, artefacts resulting from at-
tempts at drawing a mental model of space. Such drawings usually abstract greatly from
real-world geometries and show only small selections of objects [123, 163], Fig. 3.1a.
Schematised maps in general themselves are supposed to communicate the mental model
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Figure 3.1 Examples for schematised maps [182].
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somebody knowledgable constructed for a region. Seen as such, schematised maps in
general are artefacts derived from a mental map too, but constructed and drawn in a pro-
fessional manner.

Chorematic maps. Chorematic diagrams are all those maps and map-like diagrams (for
example Fig. 3.1g) that use one or more graphical embodiments of the choremes as intro-
duced by Roger Brunet (explored in greater detail in Chapters 4 and 5).

Geodesign maps. Inspired by GIP-RECLUS’s spatial planning cartography (i.e. the Blue
Banana), some EU member organisations (German and Dutch planning institutions, for
example) developed an approach for a synthesizing map style for spatial planning car-
tography. It is an amalgam of chorematic concepts and more traditional techniques of
planning cartography, like using intricate systems of hachures and colours on top of sub-
dued topographical maps (Fig. 3.1e). They are perceived as being especially useful for
communicating strategic political scenarios and high level policy guidelines that lack pre-
cise localisations [90, 221, 266]. In recent years, a homogenisation of EU planning car-
tography can be witnessed in which geodesign and chorematic concepts are toned down
and retained at the same time [90, 246]).

Educational schematised maps. The two most common schematised map types in edu-
cation are French croquis and German Faustskizzen.

Croquis. The word describes sketches in general, but here the specific sketches are
meant that French pupils are supposed to be able to construct when graduating from high
school in geography (geo-bac) since the late 1990s. These croquis are synthetic them-
atic depictions of continents or countries, constructed on a non-distorted but emptied
base map, using a specific symbol set. They are directly influenced by the chorématique.
Closely related are the schémas, which are indistinguishable from chorematic diagrams,
save that they are (re-)produced by students. The introduction of this graduation task
was supposed to strengthen analytical thought and map competence. Many pupils seem
to solve the task rather by memorizing samples from preparatory books or the internet
instead of actually constructing the croquis, which has been criticised [45, 93, 191].
Poignant examples and further sources can be found in [223].

Faustskizzen. This German word means rough sketch, but shall be understood as those
sketches, which were used as a learning tool in German pre-war geography classes. Pupils
had to memorize a set of instructions from which sketches of the topography (which sets
them apart in aim from the French croquis) of a continent or a country would then be re-
constructed, including rivers and mountain ranges (Fig. 3.1f). These sketches were drawn
on the blackboard, with pencil, or even on sand in the outdoors. Their simplified depic-
tions of countries are a precursor to the depiction of space in the chorématique. Ludwig
Barth further developed their use for school education in the GDR with his publications
aimed at geography teachers. He renamed them Merkbilder (lit. mnemonic diagrams)
and put them into a theoretical context of didactic methodology [19, 20].

Schematic maps. Schematic maps such as topograms or metro maps depict (mostly in
linear form) geographical entities with emphasis on the correct topology but locationally
distorted in order to achieve greater clarity (Fig. 3.1b). The most famous example is the
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London Tube Map. Reviews of algorithmic solutions to the automated production of such
maps are considered in [182, 205, 312].

Propaganda maps. Propoganda maps are suggestive maps that are created specifically
to reinforce and emphasise how spatial processes and situations mirror ideological pre-
conceptions about the world and how it works. They too require instant comprehen-
sion and typically use simple geometries, high contrast colours and striking symbols,
Fig. 3.1c [208, 245]. Also included under this heading are geopolitical maps [33, 208].

Mass media maps. Of growing importance are mass media maps and infographics. Their
nature is decidedly ephemeral with short production cycles and low exposure times. The
ambition is highly schematised depictions with low cartographic complexity and a sym-
bology of high iconicity Fig. 3.1d. This is different from Web-maps which afford means
of interaction and are not constrained by limited exposure time.

3.2 Defining schematisation

We define schematisation in cartography as a process that uses cartographic generalisa-
tion operators in such a way as to produce diagrams of a lower graphical complexity
compared to maps of the same scale; the process aims to maximize task-adequacy while
minimizing non-functional detail. In contrast, traditional cartographic generalisation can
be understood as trying to maximize functional detail with task-adequacy (in the form of
legibility) as a constraint. A detailed substantiation of this definition and differentiation
follows below, as does a discussion of complexity and scale in cartography.

Figure 3.2 Generalisation and Schematisation.

3.2.1 What is cartographic schematisation?
Schematisation as a general term obviously encompasses a wide range of meanings. Start-
ing with the question whether one talks about a schematisation, the result of some pro-
cess, or the process of schematisation itself, the word itself can be synonymous with col-
loquial concepts like simplification, aggregation, generalisation, reduction, abstraction,
representation, diagramming and so forth. As cartography and especially cartographic
generalisation research regularly deal with graphical modelling, a language for precise
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differentiation between concepts and operations has been established and can be viewed
as a baseline consensus [126, 222]. For example, simplification and aggregation as con-
cepts are well established in cartography as being disjunct operations that might come up
when a map is either compiled from data or generalised to a different scale. While this
difference between a body of differentiating and precise technical terms of a scientific
discipline and a semantically broader colloquial terminology seems obvious, confusion
may easily arise by conflating the two. Especially when specific problems are addressed
by several disciplines at the same time, switching between precise and colloquial termin-
ology can hamper productivity and insight. In the case of cartographic schematisation,
some semantic confusion can be witnessed, for example:

To maintain good legibility of small geographic features, certain charac-
teristics (e.g. the width of a road) must be exaggerated. As a consequence,
the representation must be simplified to fit all important features onto the
representational medium. Simplifications of this kind can be considered as
schematizations, as certain aspects are summarized in these maps. For ex-
ample, on a hiking map the width of the trails is not depicted to scale; their
width is exaggerated. Therefore, not all curves of a serpentine might fit on
the map. However, curviness of a trail is a very important feature that should
not be eliminated by smoothing the curve; thus, on some hiking maps ser-
pentines are depicted with fewer turns, falsifying the number of turns but
maintaining the general character of the trail. The shape of the trail has been
schematized due to spatial constraints on the map. As simplifications of this
kind are generally applied to cartographic maps, cartographers rarely speak
of schematic maps. [165]

Following the quote from top to bottom Klippel et al. can be read to say that the gen-
eralisation operator exaggeration needs a simplification. Then Klippel et al. say that
simplifications of that kind, which would by their own logic be exaggerations, are indeed
schematisations. From the context it becomes clear that they cannot be talking about sim-
plifaction as the generalisation operator, but rather as “simplifcation” a stand-in for car-
tographic generalisation. This does their argument a disservice: while trying to seperate
schematisation from generalisation they exchange generalisation operators with “simpli-
fications” and say some operators are schematisation, but smoothing is not.1 This is at
odds with the first remark though, that exaggeration operations need simplifications.

To a cartographic audience, any separation between schematisation and generalisation
thus becomes meaningless, as all maps are generalised and by their logic simplified and
schematised. Klippel et al. recognize this and write:

So far, there has been no definition of schematisation and schematic map
in cartographic terms and some cartographers reject the notion of a spe-
cial class of maps that is called schematic.* Although cartographic maps are

1It is noteworthy that one algorithm for preserving the impression of curvature for roads is in fact called
“schematisation” and subsumed as an example of the generalisation operator of caricature [172, 222] in carto-
graphic literature.
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highly schematic, it is not clear, (1) whether cartography considers schematic
maps as regular instances of one of the classical cartographic maps (and if so:
what schematisation by cognitive principles means in cartographic terms) and
(2) to what extent cognitive considerations and notions can be expressed in
terms of classical cartographic language. We argue for using the term schem-
atic map for a certain type of maps those that are intentionally schematised
beyond the requirements of the representational medium.[...]

*D. R. Montello and S. Fabrikant pointed out that especially thematic
maps are (highly) schematic. In fact, naming a map schematic is regarded as
a pleonasm (pers. comm. Dec 2003).

Their resulting definition, refined to encompass cognitive adequacy:

We define schematisation to be the process of intentionally simplifying a
representation beyond technical needs to achieve cognitive adequacy

has been applied in subsequent works, such as [212] or [135]. It also was underlying
earlier works on schematisation such as [112]. The differentiation between schematisation
and generalisation is still not accomplished. This is easy to show in theory and practice:
generalisation is definitely also a process of intentionally simplifying a representation to
achieve cognitive adequacy. Any differentiation must then lie within the notion of ‘beyond
technical needs’, which remain undefined, although crucial. This gap is narrowed by
Haunert and Sering, who write:

More generally, we use the term schematic map for any map whose distor-
tions result from some design principle applied and exceed those distortions
commonly found in geographic maps - here distortions are mainly due to the
projection of a sphere (the globe) onto the map plane and due to cartographic
displacement.

The question what ‘geographic’ maps are arises, and is only partially answered by naming
projection and displacement as hints to their nature. If geographic maps include thematic
maps, their statement regarding common distortions is wrong. Thematic maps commonly
show a great variety of design principles with distortions different from the two expli-
citly named ones. If one exchanges ‘geographic map’ with topographic map, on the other
hand, the statement rings true. The ‘technical needs’ of Klippel et al.’s definition also
make much more sense when topographic maps are referenced. It appears that none of
the extant definitions can separate schematisations from thematic maps. The main ques-
tion for differentiating generalisation and schematisation then, is to differentiate between
thematic maps and schematic maps. To my knowledge, no definition has explicitly tackled
this question until now.

Besides theoretical concerns, one can find real consequences of the lack of differenti-
ation between generalisation and schematisation. For example Barkowsky et al. [16], who
propose a form of line simplification without providing stopping criteria. If, as the discus-
sion has shown, schematisation can indeed be viewed as using generalisation operators
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beyond a certain point, this certain point is indeed the key to understanding the nature of
schematisation. We postulate that this certain point of differentiation can be identified by
examining map complexity. As the cited examples have illustrated, such a differentiation
is crucial for conducting actual schematisation tasks, if only to inform stopping criteria.

3.3 Governing the generalisation process in schematisa-
tion

Maps are graphical models of a geographical region and the phenomena included therein.
Any modelling task involves a priori decisions: a decision upon the level at which model-
ling happens and upon the extent of the model. These decisions can only be made with a
clear understanding of the intended use of the model [35]. Graphical models mainly aim
at visual interaction, and as such the main limits of the scope of a graphical model are
the limits of the human visual system. For maps in particular, the fundamental modelling
questions therefore come down to: What phenomena are going to be displayed? How are
the phenomena going to be displayed?

Figure 3.3 Differentiating topographic, thematic and schematised maps.

Cartographic generalisation research has immensely profited from the fact that these
questions have been pre-decided upon in the realm of topographic mapping. Certain sets
of a priori decisions have crystallised into the traditional range of cartographic scales. The
governmental and private practice of producing topographic paper maps to regulated and
well-defined specifications is at least three hundred years in the making. This historical
process of production and usage has coalesced into the firm understanding of scale in to-
pographic mapping. This makes cartographic scale the lynchpin of generalisation. The
level of modelling, the number of depicted objects and even their symbolisation are all
defined by the cartographic scale for which a map is produced. By that reasoning, we
can see that cartographic scale has for most practical means been used as a stand-in for
the intent of the model. Generally speaking, the intent of producing a 1:50 000 map is
succinctly answered by saying a 1:50 000 topographic maps is being produced. While
such practice has yielded great results in topographic generalisation (most notably full
automatisation for deriving OS VectorMap District [234]), it obviously does not apply
to thematic mapping (cp. [181, 183]). The differences in intent produce differences in
the answer to the a priori modelling questions. A map can be intended to serve general
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or specific purposes. In general parlance as well as in concept, the general purpose map
is a topographic map. From the place in the continuum between general intent and spe-
cific intent flows a stark consequence for map compilation: a general purpose map must
show as much detail as can be fit in, whereas a specific map must show the pertinent
phenomena in the best possible way. As has been alluded to, the specificity of intent is
a continuum, and maximising content is not a zero-sum antagonist to maximising mes-
sage. The interplay between amount of detail and specificity of intent define the nature
and type of generalisation problems. For topographic maps, the overwhelming majority
of generalisation operations are concerned with resolving conflicts for drawing space. In
such drawing space conflicts, the problems generated by ramping up detail overshadow
all other concerns [186]. The majority of graphical conflicts in thematic maps arise from
the interplay of visually adequate data portrayal and faithful geographic context. Under
the proposed differentiation, thematic maps are naturally the widest category; on the more
general end of the intent spectrum (e. g. 1:25k soil maps), the cartographic conflicts are
nearly as much informed by scale as those found in topographic generalisation, whereas
on the specific side of the spectrum (e. g. election maps) communication and aesthetic
questions rise to the forefront. Finally, schematised maps are so supremely governed by
their specificity of intent, that they intentionally distort and eliminate non-functional de-
tail in excess of what a thematic map would warrant (e. g. election maps of U.S.-election
results would always strive to keep overseas territories or the District of Columbia in a
visually decodable manner). If we say that the amount of detail in maps of the same scale
is a function of the specificity of intent, we must find a way to quantify this amount of
detail. As we need a scale-independent perspective, we examine map complexity.

Map complexity. The subject of map complexity has several facets that we will briefly
outline here. Our interest, as elucidated above, is to find complexity measures that allow
to differentiate between different classes of maps regardless of scale. Narrowing it down
further, we seek for a scale-independent measure to tell schematisations from other kinds
of maps. Due to this goal, we keep the general discussion on complexity and its possible
semantic interpretations and use cases short. We point to [102] and [132] for more detailed
discussions of the majority of related work.

While many more complex information density and diversity indices and messures are
known, some more straightforward ones encountered in the related work appear to suit our
purpose. Following [102], we can use loss-free compression rates, for example from bmp
to png-8 at a constant resolution of 300 dpi as an indicator for visual complexity with just
as much explanative power as more complex ones. This map-level complexity measure
can be augmented with simple measures for complexity such as total object number (ON),
the absolute object line length (OLL), following [131]. The number of objects (NO) and
the summed length of all object lines (OLL) have been found to correspond best with
human-perceived complexity and amount of information [131]. In Reimer 2010 [223] we
first suggested to introduce a normalisation over the drawing area in map units (OLLpA),
i. e. mm

mm2 = 1
mm . This allows comparison of information density between different types

of maps, on contrast to OLL which is a measure of absolute information content. Using
drawing space millimetres as the dimension for OLLpA is convenient as it produces num-
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bers interpretable for cartographic practice due to its relation to staples of generalisation
like minimum size and minimum distance. We define the measure as:

OLLpA =

∑n
i=1

∑m
j=1 lij

ab
(3.1)

where lij is the line length of object oij of object type i, and a,b are the long and short
side of the bounding box around all map objects. The variable i stands for the number of
different object types and j for the number of objects of that type i.

Structurally this is the cartographic line frequency, related to Bertin’s density concept
of sign per minimum visible distance, which is why we suggest the name Bertin [Bt] for
this unit of measurement. The cartographic line frequency has several desirable properties
that makes it a most practical measure for our purpose.

It is:

(1) human interpretable via concepts from cartographic drawing such as drawing space
millimeters, minimal dimensions and so forth

(2) based on empirical legibility research such as [131]
(3) congruent with cartographic theory and especially Bertin’s density concept
(4) in consequence of (3) also congruent with Tufte’s re-imagined concept of the data-ink

ratio [287]
(5) congruent with information theory [255]:

(1) greater line length means more entropy
(2) results match up with run length encoding and other data compression techniques

for raster images [102]

(6) based on an absolute zero [0 =no map content] and absolute maximum [5 = parallel
lines become visually inseparable as per minimal dimensions]

(7) vector based and thereby independent of technical resolution concerns, unlike raster
based measures

(8) in linear relation with the computational input complexity; an increasing number of
edges beyond the size of the minimal dimensions will mean a linear increase in the
measure

(9) in radical relation to the drawing space
(10) ignoring non-textured area fills
(11) resistant to degenerate cases such as parallelism of lines and cartographically neces-

sary variations of line thickness
(12) more expressive than map load or the amount-of-ink-used

In the following, we will shortly illustrate some of the desirable properties of our measure.
Traditionally, map load has been the most popular complexity measure in cartography that
was actually used to inform map production. Map load K basically is the percentage of
the map that is covered by symbols, that is the inverse of remaining white space. It was
defined by TÖPFER as:

P [%] =

∑
f [mm2]

fG[mm2]
· 100 (3.2)
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where P is the percentage of the graphical map load K and where
∑
f is the amount

of drawn elements in mm2 and fG the cartometrically measured area in the drawing
space, also in mm2 (see [281],pp. 81).

As long as the same amount of map area is covered, the map load remains constant.
Figure 3.4 shows that effect and provides the cartographic line frequency in comparison.
Clearly, the intuitive notion of visual complexity matches well with our measure and
the constant map load in percent has no power to express such perceivable differences,
corroborating our claim (12).

Figure 3.4 Map Load in comparison to cartographic line frequency in Bt as
complexity measures. Figure redrawn and amended from [281],
p.79

Figure 3.5 shows the gamut of the cartographic line frequency. The absolute max-
imum value Btmax is the maximum possible number n of lines with minimal thickness
tmin that can be fitted in a one by one millimetre square keeping the minimum distance
between lines distmin. As distmin = 0.15mm and tmin = 0.05mm [126], it fol-
lows that each line occupies 0.2mm total. Thus we get a theoretical maximum value of
Btmax = n = 1mm

0.2mm = 5. On the more practical extremes, topographic maps typically
yield values between 0.9 and 1.5Bt and schematic (metro) maps consistently yield val-
ues below 0.1Bt. As we will show in Chapter 4, spot samples of thematic maps range
between 0.7 and 1.2Bt. Most importantly we can show that the mean values of certain
schematised map classes (chorematic diagrams) are indeed a statistically highly signific-
ant differentiation measure.

Figure 3.5 Gamut of the cartographic line frequency, exemplified by parallel
lines in a 1cm2 box.

With this measure, we now have a tool to differentiate between thematic maps and
schematisations, which was the snare for preceding definitions. Let us revisit the defini-
tion we provided at the beginning of this chapter:
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We define schematisation in cartography as a process that uses cartographic
generalisation operators in such a way as to produce diagrams of a lower
graphical complexity compared to maps of the same scale; the process aims
to maximize task-adequacy while minimizing non-functional detail.

Not only have we now the yardstick against which to measure. We also can interpret the
generalisation-schematisation gamut itself as a continuum, within which it is safe to say
that certain thematic maps are nearly schematised or nearly as detailed as topographic
maps and so on. Furthermore it is possible to compare the amount of schematisation that
results from several distinct generalisation operations.

3.4 Schematisation operators
As elucidated above, the processes of schematisation can be understood as being a subset
of the generalisation operators. Their goals emphasise different aspects making it worth-
while to discuss and group the most common processes. We group the operators according
to their cartographic and semantic purposes. We identify six forms of schematisation and
discuss the individual operators using the agreed-upon terminology of the generalisation
operators as laid down for example in [126, 222]. Note that from an algorithmic geometry
perspective the nomenclature might differ, so we provide links back to that terminology
where possible.

3.4.1 Forms of schematisation
Extant schematised maps might make use of any or all forms of schematisation. They can
be employed in isolation or in conjunction, with some combinations being very common
such as caricature and smoothing.

Strong reduction of detail. Although reduction of detail is the baseline operation in
cartographic generalisation, in schematisation it is applied way beyond any necessities of
geometric scale as calculable by the radical law (basis for automated map generalisation,
see [282, 283]) as we have seen. The number of objects and distinguishable classes are
usually reduced beyond visual constraints and thereby need other metrics to be guided by
than the traditional constraints in map generalisation. The most common schematisation
operators for that form of schematisation are amalgamation, elimination and synthesis.

Amalgamation. Due to the low number of classes in the target schematisation, very
strong amalgamation usually takes place, especially for area-class data. Often, smal-
ler patches of non-matching objects are reclassified and amalgamated to provide a low
number of contiguous objects. The geometric meso-structures governing the choice for
contiguous objects to grow and emphasise via amalgamation must be identified, which at
heart is a semantic, that is model generalisation question.

Elimination. Elimination is an extreme case of selection where all non-functional
detail is omitted. This includes eliminating features and objects that technically could
be shown in the available drawing space without visual clutter. The aim is to reduce the
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cognitive workload and concentrate on very few (or just one) main message(s). In turn,
the guiding metric must be the pre-set number of objects in the target diagram.

Synthesis. Some of the most striking schematisations such as the Blue Banana [51]
represent not only a geometric reduction in detail. Instead they present in a single syn-
thetic cartographic symbol or arrangement thereof as an intellectual synthesis that shows
the geographic as well as the geometric essence of an answer to a spatial inquiry. Syn-
thesis is a model generalisation operation; it presupposes a thorough understanding of the
subject matter. The result should have high visual selectivity in Bertinian terms, that is
it should be recognizable pre-attentively. The visual variable colour is traditionally em-
ployed to ensure this, but the schematisation operation itself remains an (for the general
case) unsolved modelling question.

Smoothing. Line and area objects undergoing smoothing are changed to provide more
visual harmony to the end result. For schematisations that might even mean to present nat-
ural, flowing lines like rivers with a set of straight lines, or to depict man-made serrated
borders with gentle Beziér-curves. The resulting visual representations usually remain
closer to their input geometry than is the case with stylisation (below) and can be con-
sidered more ideographic. As discussed by Meulemans [192], a merely simplified object
might give the appearance of lacklustre generalisation, and the visual impression gener-
ated by the introduction of some form of harmony or smoothness underlines the wilful act
of schematisation. How we can measure this harmony has been quite elusive, and a part
of our work concentrates on finding ways to understand and measure exactly that. So far,
we have found out that some but not total parallelism for straight lines is used in several
extant schematisation examples, see Subsection 5.5.1. Other smoothing operations can be
accomplished by redrawing parts of polylines with low number of cubic Beziér-curves.
All three are discussed in detail using chorematic diagrams as example in Chapter 5. How
to measure or even define parallelism for segments of curves has remained a hard task.
A tentative solution using map-wide fields of normals has been proposed and tested by
Hemmer et al. [137], but has not been developed further since.

Geometric stylisation. The results of geometric stylisation are shapes that field a rigid,
structured and abstract look, underlining the nomothetic character of the object. Due to
harshly restricted allowed outputs, their automated construction is especially popular as an
interesting geometric puzzle that can be solved and optimised in fields like graph drawing
or computational geometry. In these fields, further optimisation tasks might include the
minimisation of line crossings or guaranteeing area-preservation.

Strict angular restriction. Early metro map algorithms and naı̈ve interpretations of
spatial planning maps (compare [90]) postulate a limited number of angles that are to
be employed. Limitations to increments of 45◦, 60◦ and 90◦ are the most common,
leading to octilinearisation, hexagonal or orthogonal shapes respectively. This form of
schematisation is the easiest to express algorithmically. As a consequence, strict angular
restriction is sometimes and erroneously equated with schematisation in toto. As Roberts
discusses thoroughly in his seminal work on the design rules of schematic (metro) maps
Underground Maps Unravelled [236] not even the deceivingly simple transport network
depictions are served well by arbitrary angular restrictions. For a thorough investigation
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of the algorithmic aspects of such C-oriented schematisations especially for polygons we
point the reader to recent work by Meulemans [192].

Circular arcs. Using only circular arcs can provide either a comic-book like quality
for smaller circle radii or be almost indistinguishable from gentle curvatures when large
radii are employed. As circular arcs are only defined by a single parameter, it is relat-
ively easy to guarantee a conformal transformation, that is, keep the schematisation area-
preserving regarding the input. There are several precedents in extant schematised maps
and graph drawings, for example network drawings by the artist M. Lombardi or certain
chorematic diagrams. They inspired several algorithmic advances such as [290, 292] (also
see Chapter 5) for polygons and [91, 92, 98] for graph drawing. More fundamental ques-
tions regarding the cognitive dimension of what circular arcs actually accomplish in visual
communication have been raised [217, 293], but their appeal is not yet fully understood.

Aesthetic stylisation. Aesthetic stylisation aims at adding some external quality to any
other form of schematisation by changing the drawing style from plain vector depictions
to some mimicked form. The emotional quality of the mimicked or alluded style is thereby
added to the map elements. The link between chosen algorithm to underlying aesthetic
and set of tonalities and values remains under-explored as of this writing.

Sketchy. Sketchy aesthetics are conjectured to convey qualities like irreverence, im-
precision, transience, intentionalism and should therefore be used accordingly to frame a
schematisation’s narrative. Several automated techniques that emulate hand-drawn design
elements have been developed, for example Wood et al. [317], Fig. 3.6a.

Non-photorealistic rendering. In the wider field of geovisualisation and 3D-models,
non-photorealistic computer graphics techniques have been suggested for illustrative,
artistic and informal information display [85], Fig. 3.6b.

Figure 3.6 (a) Sketchy rendering [317] (b) Non-photorealistic rendering [85].

Collapse. This common generalisation operator denoting the move from a higher dimen-
sional object to a lower dimensional object, for example from polygon to point in the case
of churches or whole cities is also a common schematisation operator. Here it can be
applied even more radically.

Iconisation. In schematised maps, whole concepts and configurations can be collapsed
into a point symbol, just like religious buildings in topographic maps. In schematisation
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though, it is not obvious how to automatically derive a high-iconicity point symbol from
an arbitrary input instead of simply replacing a footprint with a pre-defined symbol.

Glyphs. Collapsing road polygons to their centreline is a proven technique in topo-
graphic mapping. There are some schematisations depicting the very general lay of the
land, where mountain ranges are collapsed into glyph-like linework. Taking examples
like these as inspiration, we have developed a technique to create schematised maps using
glyphs for all polygons that remain effective communication artefacts [294]. This is fully
discussed in Chapter 6.

Caricature. In schematisation, caricature encompasses techniques where certain visual
characteristics of a single object are emphasised over other parts of the same object or
objects. It results in an uneven degree of schematisation for the object as a whole and
has no justification from the input geometry alone. Such semantically motivated uneven
emphasis is regularly put on elements via:

(1) highlighting/ignoring certain shape elements such as estuaries

(2) arrows

(3) colour variation

(4) attribute based polygon size variation (resulting in cartograms)

(5) non-uniform scale (cp. ‘vario-scale in [251] and focus-and-context techniques such
as [135, 289])

As the list shows, the algorithmic problems are very different for each of these cases,
but our grouping is conceptually motivated, as mentioned above.

The preceding sections have highlighted the conceptual relations between schemat-
isation and cartographic generalisation. In our view, schematisation research can indeed
be one way to approach the excluded middle of thematic map generation. In the following
section, we provide a real-world example that meshes modelling approaches from schem-
atisation with generalisation approaches successfully producing medium-scale urban areas
from real-world data.

3.5 Efficient derivation and caricature of urban settle-
ment boundaries for 1:250k

Urban areas are classical examples of entities that only exist on a certain level of ag-
gregation and detail, that is, scale. Although numerous efforts from several disciplines
have been undertaken, the automated derivation of urban settlement boundaries remains
an active topic of interest in production as well as research. We present a computation-
ally efficient method for deriving urban areas from authoritative large-scale data and a
caricature algorithm aimed at 1:250k maps using a form of angular schematisation.
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3.5.1 Introduction and related work

The last decade saw great advances in automated map generalisation for topographic
maps, with a strong concentration on scales up to 1:100k [10]. Urban areas, on the other
hand, are higher-order geographic phenomena really coming into focus for medium scales
starting around 1:200k and smaller. While generating boundaries for urban agglomera-
tions as higher-order phenomena have been researched from different perspectives such
as spatial analysis [280] as well as multiple representation [65, 179], their efficient gen-
eration still poses problems [129]. Besides efficiency issues during the model general-
isation step, the cartographic generalisation for medium-scale urban area polygons has
seen little attention so far. Like many other NMAs, Ordnance Survey (OS) produces
medium-scale products, namely the Strategi vector dataset and map series that are gen-
erated and maintained independently from the most detailed base data. In NATO aligned
countries, the JOG as a precursor to vmap level 1 products are an example of these duplic-
ate, legacy efforts [284]. In order to streamline and harmonise production, it is recognised
that medium-scale products should be derived from the same base data as the large-scale
products in the future. We derive urban area polygons from OS MasterMap data for the
use with the Strategi vector dataset.

3.5.2 Approach

Our approach was to first analyse the existing built-up area polygons (N = 24772) in the
current Strategi dataset (manually generated) and compare them to the available OS Mas-
terMap data. From that analysis, we generated both the potential model of partonomic
relationships [65] as well as the constraints for the cartographic generalisation. Our ap-
proach to investigate the design principles the human cartographers heeded is similar to
our investigation of schematised maps. The insights into the design inform the caricature
stage. Before we can caricature, that is schematise, some polygon, we first must build
these polygons from the very detailed mosaic of OS MasterMap data.

Analysis

The analysis showed that the feature types comprising urban settlements are buildings,
land plots connected to buildings and sealed non-road surfaces. Figure 3.7 shows an
example of sealed non-road surfaces in bright red. They are often but not always close to
industrial buildings and can be interpreted as a mixture of parking lots, private roads and
so forth. A certain part of these surfaces consists of more or less rectangular areas such
as parking lots, truck loading zones or manoeuvring areas within non-public compounds.
Others are just non-public road-like structures that are very elongated. Whereas the other
mentioned feature classes are fully components of what constitutes urban areas, the non-
road sealed surfaces must be differentiated in order to avoid the unwanted connection of
outlying areas into a more homogeneous built-up area. The example in Fig. 3.7 shows
such a case.
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Figure 3.7 OS MasterMap data, sealed non-road areas in red. Ordnance Sur-
vey Crown Copyright. All rights reserved.

The potential advantages of deriving urban areas directly from small scale data are
exemplified by Figure 3.8. The Strategi representation of Halkyn was produced from
older material with a different basemap and spatial reference and from already generalised
data. It is quite natural that the resulting shapes both show a non-systemic positional offset
(i.e. low positional accuracy) and little relation to the current general appearance of the
settlement. The cartographic style of the urban regions in the 1:250k product was revealed

Figure 3.8 OS MasterMap polygons for the Halkyn area, near Liverpool. Cur-
rent 1:250k Strategi representation of Halkyn in blue. Ordnance
Survey Crown Copyright. All rights reserved.
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to be very consistent. The measures chosen to constrain the caricature process after model
generalisation were the vertex frequency measured in drawing space millimetres (cp. [94],
Figure 3.9) and the observed small range of interior angles, see Table 3.1.
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Figure 3.9 Vertex frequency distribution for the current Strategi dataset. Ord-
nance Survey Crown Copyright. All rights reserved.

Table 3.1 Selected measures for Strategi urban polygons; v/circ is shorthand
for vertices over circumference and r2 is the coefficient of determ-
ination between two variables in a linear model.

N=24772 min. angle vert. circ. v/circ.

mean 74.67 16.8 13.6 1.31
median 78.53 12.00 9.57 1.26
min 5.29 3.00 2.12 0.36
max 129.81 2711 2840.5 4.05
stddev 13.82 26.45 25.54 0.39
r2 - - - 0.96

Algorithm
The process is divided into a model generalisation and a cartographic generalisation
phase.

Model generalisation. Visual inspection and the quantitative analysis showed the feature
types that were most representative of urban regions. These are simply selected from the
full data set (Fig. 3.11a and 3.11b). To successfully select the non-road sealed surfaces,
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Figure 3.10 Exemplification of the caricature process. With interior angle α <
70◦, distances to pre- and antecedent vertices are compared. Here,
d1 is shorter and defines the insertion point for PNew at β = 90◦

to PiPi+1.

the algorithm checks the aspect ratio of the bounding box of each object and compares
the bounding boxes area to the polygonal area of the selected object. As a result, we
eliminate private roads and similar features but retain the sealed surfaces especially in
industrial areas that so much contribute to conceptions of built-up areas. We simply used
axis-aligned bounding boxes so that narrow roads are even penalized further compared
to a tight-fitting rotated bounding box. The aspect ratio rule is in fact added to catch the
road-like surfaces that run parallel to the coordinate axes, that is N-S and E-W (see the
long, narrow red shape connecting the eastward settlement and the westward industrial
area in Fig 3.7). All adjacent polygons of the selection are then joined (Fig. 3.11c).
While this is a potentially costly operation, we made use of the very efficient ST Union
PostGIS function. As the function generates a giant single polygon before we separate the
non-adjacent ones, it runs into hard-coded size limitations within the DBMS for a whole
Master Map tile. To circumvent these limitations, the tile is cut into four quadratic pieces
and joined afterwards. A 15m buffer is applied to join city blocks across streets and close
cul-de-sacs (Fig. 3.11d). The polygons above the threshold sizes are then selected as seen
in Fig. 3.11e.

Cartographic generalisation. The remaining polygons are now of the correct size and
approximate the built-up areas relatively well, but at a much larger scale, i.e. are much
too detailed. The governing measure for the scale of urban polygons has been empiric-
ally derived to be vertices per millimetre of circumference at the target scale. The need
for simplification, that is, removal of vertices, is answered by a self-intersection-free im-
plementation of the Visvalingam-Whyatt algorithm [301]. The algorithm stops when the
target complexity, i.e. number of vertices over circumference, has been reached. For
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our Rhosesmor example that number was the minimum of eight vertices (Fig. 3.11f).
After a maintenance step, the simplified polygons are handed to the caricature algorithm
(Fig. 3.11g and 3.11h). This is needed to provide the proper appearance for the visual
product. It has been determined that manually created urban areas seldom field interior
angles below 70◦, whereas the V-W algorithm has the tendency to create rather pointy
polygons with acute interior angles. Nevertheless, our V-W implementation produces
better input for the caricature step compared to Douglas-Peucker that has a tendency to
overreact to elongated shapes. Such elongated shapes are common in urban polygons and
the overreaction of D-P was one of the motivations of developing other line simplification
algorithms such as V-W for urban areas [302].

The angular schematisation itself detects acute interior angles that need to be replaced.
When an acute angle below the chosen threshold is recognized, the algorithm adds a
new point to orthogonalize the acute outcrop, see Figure 3.10. The new point’s position
is constructed via constructing a line through a precedent or antecedent point that runs
parallel to the polygon segment connecting the acute point with its antecedent or precedent
point, respectively. The choice whether to move backwards or forwards is made based
upon which distance is shorter. After each such operation the polygon is checked for
validity and repaired if necessary. The algorithm thus is self-intersection free. The newly
introduced angles are always orthogonal and thus cannot produce infinite loops. Some
clean-up is necessary in post-processing as there are corner-cases which produce very
small forms beyond any visibility threshold that need to be removed via a blow and shrink.

Computational complexity

In the following we will discuss asymptotic complexity. The computational complexities
of the PostGIS functions that are used would be very laborious to verify, so we work from
the general descriptions of their workings to evaluate their asymptotic complexity.

Model generalisation. The selection of the relevant feature classes without using any
index has complexity O(N), where N is the number of objects within the database (>
30, 000, 000 for the test dataset). As the construction of an index (for example a B-tree)
on the attribute that the selection was based upon is also O(N logN) and the following
selection of k results would take another O(logN + k) time, we omit indexing the full
dataset. With a fully indexed database, that step would thus be possible in O(logN +
k). Cutting up the set into four quadrants currently takes O(3N) time. The quadrants
are spatially indexed, which takes O(N logN) time. Dissolving the polygons that are
adjacent is accomplished by using the ST Union function. The current implementation
works on geometries without existing topology information. It internally structures the
data into an STR-Tree [174] (O(N logN)) and then unions the tree from the bottom up
takingO(N) [219]. It is practically the most resource intensive operation of the approach.
Buffering adds another O(N) in time complexity as well as the selection of all polygons
of a certain size. Uniting the buffered polygons takes O(N logN + s) time, with s being
the number of intersections. The dataset has been so drastically reduced that the further
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Figure 3.11 (a) OS MasterMap polygons, Rhosesmor area. (b) Selected poly-
gon types. Note the sealed non-road surfaces surrounding the in-
dustrial area in the middle triangle. (c) Rhosesmor area after the
union steps. (d) Roads are closed and buffered polygons joined. (e)
After the selection per minimum size step. (f) Result of the simpli-
fication step. (g) Result of the schematisation step. (h) Comparison
of output (transparent magenta) with input data. Ordnance Survey
Crown Copyright. All rights reserved.
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algorithms shall be noted as being dependant on input n representing the vertices of the
remaining polygons from the area filter step onwards.

Cartographic generalisation. Our self-intersection free Visvalingam-Whyatt implement-
ation is hard-coded to never decrease the size of a polygon below 8 vertices. It uses
the ST IsValid function after each change c for O((n · c) · n log n) and a PostGIS
zero-distance-buffer (O(n)) to repair self intersections if needed. The angular schemat-
isation changes each acute angle below the threshold up to the theoretical maximum for
the number of possible acute angles of n

2 + 2. Checking topology and repairing it can
happen just as many times and involve manipulation of all vertices of the polygon, i.e.
O((n2 + 2) ·n log n). Further repair functions such as shrink and blow and zero-distance-
buffer all run in linear time i.e. O(n) and a potential alignment step via the ST Snap
function would add O(n2) time complexity.

The consolidated asymptotic time complexity for the model generalisation step is
then:

O(N) +O(3N) +O(N logN) +O(N logN) +O(N)

+O(N) +O(N logN + s) ≈ O(N logN + s)
(3.3)

where N is the size of the original input.
The consolidated asymptotic time complexity for cartographic generalisation is then:

O(c · n2 log n) +O((
n

2
+ 2) · n log n)

+O(n) +O(n2) ≈ O(c · n2 log n)
(3.4)

where n the much reduced size after model generalisation.

3.5.3 Results
Figure 3.12a shows part of the SJ tile and the resulting urban regions. The depicted
urban areas cling closer to built-up areas and are slightly more detailed, especially in
regards of what is left out compared to the current Strategi dataset (Fig. 3.12b). To allow
a more detailed review of the algorithm’s behaviour, we have provided Fig. 3.13. A visual
comparison to aerial imagery indicate the resulting shapes are in our opinion indeed good
representations of the settlements of the region. As described above, the algorithms can
easily be tuned for the desired complexity and inclusion or exclusion of feature classes.

The implemented version of the approach needs 196 minutes on 64bit machines with
8GB of RAM to run the whole process. More than 75% of the time is taken up by the
initial data selection and union operations. Afterwards the data size is reduced radically
which allows quick repetition of the cartographic generalisation steps to tune the para-
meters if so desired. The overbearing influence on runtime of the model generalisation
is not unexpected. The sheer traversal of the millions of entries of the input compares
very unfavourably to the hundreds of polygons handled in the cartographic generalisation
stage.
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Figure 3.12 (a) Urban regions as generated by our approach visualised with
ArcGIS in the supplied Strategi style at 1:200000. (b) Cur-
rent Strategi dataset visualised for comparison. Ordnance Survey
Crown Copyright. All rights reserved.
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Figure 3.13 Legacy Strategi urban areas in magenta, our results as transparen-
cies at≈ 1 : 15000. Ordnance Survey Crown Copyright. All rights
reserved.
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3.5.4 Summary and outlook
The approach is able to derive visually scale-appropriate urban regions for a 100km Mas-
ter Map tile within hours. No proprietary software or expensive hardware is needed for
that task. The problems of data alignment and settlement subdivision indicate that fresh
derivation of relevant features directly from MasterMap data to the Strategi scale is very
desirable in the future. Beyond this individual problem, we could show how schemat-
isation and generalisation combine to move forward automated map generation. Further-
more, the use-case shows that with proper analysis and modelling of the cartographic
goals, simple modifications of known algorithms can suffice in producing highly func-
tional results.



Chapter 4

Chorematic Diagrams

In August 1980 a French geographer and cartographer published a paper on spatial mod-
elling in geography. He freely mixed and matched structuralist, Marxist, cybernetic and
semiologic ideas of the French left’s intellectual tradition with quantitative and analytical
geographic thoughts form the English speaking world, rightwing geopolitics as well as
positivist and landscape-oriented influences from early 20th century geography. In the
wake of Francois Mitterand’s rise to power, his ideas found institutional and intellectual
backing and were instrumental in creating new journals, thousands of maps and dozens of
books. These books included a new critical dictionary of geography, several atlases and
a re-imagined ten volume Geographié Universelle as an hommage to Vidal de la Blache.
His name is Roger Brunet and his school of thought became known as the chorématique.
Besides his intellectual influence he was a highly skilled cartographer and created a visual
tradition of its own with deep links to his school of thought that even changed EU policy.
The resulting cartographic artefacts, the chorematic diagrams, are the subject of investig-
ation of the following two chapters, where we investigate and model them to enable their
automated construction.

The scientific background, usage practice, and symbolisation dimension of printed
chorematic diagrams are only known superficially and anecdotally. In this chapter, we lay
the groundwork for a more complete understanding of chorematic diagrams by examining
the institutional and scientific background in which they were developed. We then present
a taxonomy of chorematic diagrams, combining findings from the examination of the
scientific background with a quantitative analysis and observations on usage practice.
The taxonomy is validated in Section 4.3. This taxonomy crucially informs any attempt
at automated generation, as different chorematic diagram classes suggest different modes
of construction and different degrees of generalisation. The underlying methodology is
explained and justified in detail in Section 4.6.
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4.1 Chorematic diagrams defined

Roger Brunet developed classes for spatial structures and processes along with a specific
way of rendering them graphically [42, 43]. He called them chorèmes (eng. choremes),
a neologism composed of the Greek word χώρα, meaning space, territory, place and the
suffix -ème from theoretical linguistics [43]. The term is to be understood as an analogue
to words such as morpheme, phoneme or grapheme, which refer to the smallest linguistic
(audible and written repectively) units that carry (semantic) meaning. They were popular-
ized by the work done within the Groupement d’Intéret Public (GIP) RECLUS, which was
founded in 1984 under Brunets leadership [210]. Their output included many thematic
maps, partly or entirely made from chorèmes. Because it were these chorematic diagrams
and maps that garnered attention, the term chorème became synonymous with a certain
style of graphic depiction of geographic space.

Figure 4.1 Relationships between chorematic diagrams and other schematised
maps. Entries are sorted from top to bottom by age.

In order to disentangle the choremes proper from the images containing them, we have
adopted the following definition for our objects of interest:

Chorematic diagrams are all those maps and map-like diagrams that use one
or more graphical embodiments of the choremes as introduced by Roger Bru-
net.
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The question arises what these choremes then are, which we will answer with a definition
provided by Tainz, 2001:

Chorèmes are a tool for the structural and iconic representation of com-
plex geospatial situations. They consist of terms and graphics that largely
abstract from actual objects and precise cartographic symbols. Brunet differ-
entiates between seven classes of basic spatial configurations that take dif-
ferent forms for point, line, area or network-based embodiments of these
configurations. Each one is linked to an associative and indexical sign for the
respective structure or process (Fig. 4.2). Chorematic diagrams can either be
maps with additional, highly aggregated layers or map related representations
that abstract from the precise topographic and thematic spatial structure. By
doing this, the latter enable a high-level comparison of the structures between
different regions (abbreviated from [274]).

They are, as per Chapter 3, also specific kind of schematised map. As has been al-
luded to earlier, chorematic diagrams sit on the crossroads of schematised maps and them-
atic maps. Their peculiar position within the realm of schematised maps is depicted in
Fig. 4.1.1. Research into chorematic diagrams is as such a very promising endeavour, not
only for its own sake, but also in order to produce further insight into the vast expanse
of yet unexplored cartographic products between large-scale topographic maps and metro
maps.

4.2 Chorematic diagrams explained
As integral part of the analysis of a map series in accordance with Section 4.6, we begin
with a discussion of the history of ideas behind the chorématique as well as institutional
backing and reception. All three definitely influence the goals and make-up of extant
chorematic diagrams. As we will later see this is not only crucial for general interpret-
ation, but it provides valuable clues for the unlocking of some of the tacit knowledge
underlying the cartographic design (Chapter 5).

Roger Brunet’s chorématique. Brunet’s attempt to map specific graphical expressions to
a limited number of recurring geographical structures and dynamics is built upon several
influences. The foundation lies in the general belief that geographic space and the human
endeavours within it can be modelled at all. In this, Brunet follows Bunge’s statement
that a purely ideographic approach in geography based on the concept of the unique-
ness is a scientific dead-end [47, 58]. Bunge’s main inspirations, Thünen and Christaller
are main influences in Brunet’s view on geography as a science, and so are Hagget and
Chorley, who have in turn themselves be inspired by Bunge [40, 41, 42, 46, 47, 121].
A parallel line of inspiration stems from traditions of explaining the world following
the École des Annales in Braudel’s writing and Marxist ideas filtered through Waller-
stein’s World System Theory [52].While these influences helped to shape Brunet’s view

1For a tentative comparison of chorematic diagrams with geopolitical and propaganda maps, please see [127]
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Figure 4.2 Table of the choremes changed from Brunet [43], english transla-
tion from [291]
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on models in geography, he was not a strong believer in the superiority of quantitative
methods in order to actually find and formulate the governing structures and models of
space [41]. His research methods to construct spatial models are strongly influenced
by French structuralism and constructivism, systems theory, cybernetics and semiotics,
the Chicago school as well as geomorphologic reasoning. Therefore, it might be said
that Brunet saw himself as promoting a qualitative and linguistic approach instead of
the quantitative and mathematical approaches put forth by Bunge, Haggett and Chorley,
but in a complementary rather than renunciative way [47, 50]. In fact, Brunet went on
to describe the chorématique he was about to develop as a mediating method between
ideographic and nomothetic approaches in geography [42]. While his geographical works
were built around his ideas of modelling space and spatial models (cf. [41]), the year 1980
saw the combination of his geographical analysis techniques with a structured graphical
sign system (then called chorèmes) in the seminal article La composition des modèles
dans l’analyse spatial [42]. This article served as reference and starting point for a
stronger emphasis on cartography in French geography, which in turn revitalized geo-
graphic research itself [25, 210]. The idea of creating a rigorous sign system for the
graphical description of systems is akin to the systemographie approach as laid down by
French constructivist and systems theorist Jean-Loius Le Moigne in La théorie du système
général. Théorie de la modélisation [46, 99]. This sign system (Fig. 4.2) was built and
conceptually refined along the lines of Bertin’s Semiology of Graphics [28], which is
the last major influence leading to the development of choremes that we have identified
[43]. In sum, we would like to highlight the fact that Brunet did not create his choremes
in a vacuum. They are related to and partially correspond to the taxonomies of spatial
processes that have become commonplace in human geography. The prime example be-
ing [125] on the geographical side. On the cartographic side he built upon the widely
accepted semiology of graphics. Still, we can only make this argument for the outer form
of the chorématique. The epistemological dimension of Brunet’s modelling approach is
idiosyncratic due to its multiple components, as we have shown above. Whether this spe-
cific mixture actually is yielding sound results for human geography, is beyond the realm
of automated cartography to decide. It is important though, to know these foundations,
if we want to understand how existing chorematic diagrams were created. The scepti-
cism towards a dominance of quantitative modelling and the linguistic mindset has direct
repercussions for the cartographic representations as we will later see.

GIP-RECLUS and the production of chorematic diagrams. The successful dissemina-
tion of chorematic maps throughout French science, administration and schools, is closely
linked to the institutional backing Brunet enjoyed in the form of GIP-RECLUS. This
Groupment d’intérêt public (Public Interest Group) was christened RECLUS (Réseau
d’études des changements dans les localisations et les unités spatiales, Network for the
Study of Changes in Localities and Spatial Structure), alluding to Élisée Reclus (1830-
1905) himself one of the founding fathers of French geography and main author of the
Nouvelle Géographie universelle [25]. Before GIP-RECLUS was installed at the Maison
de Géographie in Montpellier, France, in 1984, Brunet had worked closely with govern-
ment institutions. From his chair in Reims, where he had founded the Journal l’Espace
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géographique in 1972, he was called to become a research director in the CNRS, the
French National Committee for Scientific Research in 1976. He left this position to
work as scientific councillor for the Ministry of Science and Technology in the Mit-
terand Administration after Mitterand’s election in 1981. With the new administration,
new paradigms for spatial planning became relevant, and Brunet proposed the formation
of a dedicated and high profile public research institution for human geography, not in
Paris, but in southern France. Financing for the six million Francs budget came from
CNRS, DATAR (national organisation for spatial planning, re-named DIACT in 2005),
ORSTOM (national research organisation for overseas territories, now IRD), IGN (Na-
tional Geographic Institute), ministries, universities as well as local and regional govern-
ments. All this in addition to income generated from government contracts. At its height,
more than 50 researchers on-site and 200 collaborators worked for GIP-RECLUS and
it was one of the largest research institutions for social sciences in all of France at the
time [25, 117, 210]. These resources were used to work on large projects, of which a
national atlas of France, a new 10-volume edition of a Géographie Universelle (GU) and
a new critical Dictionary for geography (Le Mots de la géographie, dictionnaire critique
1992 by Brunet, Farras and Théry) left maybe the most lasting impact on French geo-
graphy and cartography. Brunet was at the centre of most of the projects and saw to it
that his particular ideas of modelling and graphic presentation, i.e., the chorématique, are
presented and used throughout (with some notable exceptions like France in the GU). The
full-colour journal Mappemonde was established in 1986 with the main purpose of being
a vehicle for this marriage of regional analysis and modelling to graphical presentation.
Alongside the big projects and the journals Mappemonde and l’Espace géographique were
newsletters, regional and statistical atlases, research documents and spatial strategy papers
for government institutions. It was this combination of fundamental research, applied
geography, cartographic products, textbooks and government contract work that greatly
spread the importance and fame of the chorématique, GIP-RECLUS and ultimately Ro-
ger Brunet. As the CEO, main visionary as well as researcher, he was in turn propelled
to the position of one of the doyens of contemporary French geography. Coinciding with
shifting political majorities and ultimately with the end of the Mitterand administration in
1995, funding for GIP-RECLUS was cut prematurely and the organisation disbanded in
1997. Former Members founded the ’Association RECLUS’ as a follow-up organisation,
the national atlas being finalized in 1999 with legacy funding. The journals continue to
be published, with Mappemonde switching to pure web publishing in 2004 (since then
renamed M@ppemonde), and l’Espace géographique still in printed form [117].

Reception and debate. The great successes for Brunet, GIP-RECLUS and the chorématique
were not unilaterally lauded in France. At the height of popularity in the mid-1990s, fun-
damental criticism was expressed in the geopolitical journal Hérodote. The debate took
the form of a duel between the journal Hérodote and GIP-RECLUS with their central fig-
ures Yves Lacoste and Roger Brunet as their respective champions [303]. Regarding the
peculiar nature of French geographical journals, Benko and Strohmayer [25] wrote:

The majority of French geographical journals, in other words, functions like
a club; quite often the same academic personalities are authors and judges of
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articles at the same time. The rate at which members of an editorial board
publish in their own journals is consequently rather high;[...].

Such a structure intrinsically favours the personalisation of debates, and it did so in the
case of the chorématique. Yves Lacoste decided and proclaimed that Hérodote as a
journal will and does

oppose this dangerous and damaging aberration of geography [169].

The whole debate shall not be re-told here, but several noteworthy points of critique were
raised against the chorématique .

While these criticisms were aimed at the method in general, a lot of attacks were
made at specific maps. Especially the great success of Brunets work on the spatial struc-
ture of France for DATAR, summed up in the famed ’Blue Banana’ (for a discussion,
see [90, 178], Fig. 1.5), drew criticism from Hérodote’s authors. His visions supposedly
were that of a ’doom sayer’, ’alarmist’, brought forth in ’spatial planning lyrics’ that
implied inevitability, the ’game’ of an ’illusionist’ [116]. Yves Lacoste’s criticism also
was approaching the point of calling Brunet a charlatan and pseudo-scientist on grounds
of diagnosing an unhealthy urge to oversimplify [168]. This was in line with Lacoste’s
general disillusionment with and critique of all theoretical models in the social sciences,
especially those with an orthodox Marxist foundation [70]. It should be noted, however,
that Lacoste himself had the will and plan to reform (French) geography as a scientific
discipline and to change geography’s role in society via his own geopolitical school of
thought. He postulated that geography should face the challenge of interacting more with
politics to prepare decision making processes. He also diagnosed the existence, and pos-
tulated to make more use of, ’geographic logics’. He saw geographic thought inescapably
linked to maps, which should in turn be re-emphasized again, alongside a renaissance
of dedicated spatial analysis [167]. Both Brunet and Lacoste also tried to modify the
way geography was taught in the French secondary school system and vied for the same
audience (geography teachers and non-specialists) with their publications Mappemonde
and Hérodote [70]. Lacoste also was greatly inspired by Élissée Reclus (1930-1905)
(the same as that served as a namesake for Brunet’s GIP-RECLUS), and saw himself
as having continued and systemised Reclus’s work [138, 170]. Noting the overlapping
ambitions between Brunet and Lacoste makes it plausible to suspect that the methodo-
logical debate over choremes might have been interwoven with a contest for sovereignty
of interpretation in French geography and for the succession to E. Reclus. Returning
to Hérodote’s critique on Brunet’s ’Blue Banana’, we can see that the graphical model
was successful in conveying the essence of Brunet’s analysis. Brunet’s analysis indeed
became the master narrative for France’s elites across the political spectrum [178]. The
particular success story of the ’Blue Banana’ did not end there. Even after GIP-RECLUS
was closed down, the idea remained strong in European spatial planning [90, 103], and
via the European Spatial Planning Observation Network of which DIACT is a member,
a toned down version of chorematic cartography remains in circulation to this day in EU
documents, trickling down into national planning documents. Lacoste’s Hérodote did not
uncover any instances of failed communication via chorematic diagrams. In fact, they
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mostly criticised the chorematic map as being too effective in spreading those ideas, be-
cause they felt that the analysis itself was wrong or that it was unethical, not so much
the mode of presentation. This pattern matches the general undercurrent of the critique:
neither the general idea of modelling space, nor the concept of presenting results in high-
concept maps was renounced, but the specifics of Brunet’s epistemological approach and
practice. As such, the debate was mostly one about epistemology in geography rather
than cartography. Below we have provided a tabular collection of the main criticism
raised, sorted into epistemic, procedural, moral and cartographic criticisms( [223, 303]):

Epistemic criticism

• The excessive simplification can lead to a situation in which arguments are not build
upon the convergence of facts and observations, but are constructed with arguments
pleasing the authorities [116]
• The risk of being caught in a closed system that limits thought and expression [260]
• Pointing to laws of space for explanation is as dangerous as invoking laws of history

in order to push certain viewpoints and derive authority from [168]
• Although it claims to be hypothetic-deductive in nature, many maps are as if they

were just automatically generated from statistical data [260]

Procedural criticism

• The terminology surrounding the chorématique is in constant flux, so that one
cannot be sure which word means what: chorème, modèle, carte-modèle, iconic
model have all been used, sometimes for the same things, sometimes for differenti-
ation [303]
• Often, research questions, hypothesis and choice of modelling methods are not

discussed satisfactorily [303]
• Sometimes, model-maps are not based or related to any real map, for example in

official documents for spatial planning [260]
• Choremes are called the alphabet of geography, but the alphabets actually used are

inconsistent with each other [260]

Moral criticism

• A pedagogically undesirable development that ignores social questions; an abstract
geometry of lines and points without climate or topography or landscapes...humans
are degraded to lowly elementary particles... [185]
• Prognoses are alarmistic [116]
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Cartographic criticism

• Bizarre forms like potatoes, arrows, models, and interfaces are hard to discern and
hard to translate into spatial logic [168]
• Chorematic maps work much better and leave little to be desired when used in

direct conjunction and comparison with regular maps [260, 303]
• The chorematic maps themselves are useful tools only as long as the symbols re-

main decodable and the analysis methods leading to their formulation are transpar-
ent [77]
• Semantic decoding is sometimes hard and needs backing by empirical cartography

[274]

A sample article. A short example of the typical usage of existing chorematic diagrams
is now given. In an article for the GIP-RECLUS journal Mappemonde, Didelon [82]
examines the actual and projected effects of the Indian government’s Unigauge railway
renovation program on regional disparities in north-western India. Didelon presents the
argument, that while there are backwater regions that profit from the program, there are
others that are left out of that development. This argument is backed up by a successive
row of chorematic diagrams highlighting the salient geographic facts (Fig. 4.3). The first
diagram two poles (+ one) introduces the dominant urban centres (Delhi, Bombay and
to a lesser degree Ahmedabad) with their respective spheres of influence. The diagram
uses the lines of gravity-choreme (Fig. 4.2.10). The second diagram (Fig. 4.3) divides
the region into three landscapes with the area-class-choreme (Fig 4.2.3). The railway
network hierarchy between national, electrified railway and secondary, regional lines is
shown in Fig. 4.3.c, using the network-choreme (Fig 4.2.8). These three diagrams are
drawn at the same scale (∼ 1 : 20, 000, 000), and with the same highly generalised ter-
ritorial outline used as base map, or rather spatial container. In a preceding inset map,
the region of interest was introduced to provide the needed spatial context for the reader.
The fourth diagram (Fig. 4.3.d) uses an idiosyncratic method to depict some arguments
presented at greater length in the article itself, namely, the differences between regions
of similar economic development and administrative regions. Administrative information
is given via labelling, whereas area-class information is given via exploded-areas and la-
belling coupled with annotations that need the legend to be understood. As an overlay,
the choreme axes of propagation (Fig 4.2.22) communicates that only western Rajasthan
receives growth impulses resulting from flow of goods and railway renovation.

4.3 Taxonomy
In this section, we present the compiled results of the analysis of existing chorematic
diagrams. Informed by the academic underpinnings of the chorématique as revealed and
discussed in chapter 4.2, we first describe the diagrams textually before we delve into the
results of the graphical and geometric analysis. We conclude with tests of the presented
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Figure 4.3 A series of chorematic diagrams depicting the development of
the railway line in Western Rajasthan. Redrawn and translated
from [82].

taxonomy. The individual design rules and necessary sub analyses are exemplified in
Chapter 5.

4.3.1 Descriptive analysis
To provide some guidance to the more statistical side of the analysis, we provide a textual
description of the taxonomy of chorematic diagrams that was developed according to the
methods laid down in Section 4.6. We start with some contextualising general information
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on the production and publication environment in which chorematic diagrams dwelled.
The last segment in this section presents the taxonomy of chorematic diagrams, being a
refined version of the preliminary taxonomy presented in [223].

Publication environment
Chorematic diagrams were published in four major distinctive forms:

(1) Mappemonde (Journal) cf. Fig, 4.4a
(2) Atlases cf. Fig. 4.4b
(3) Monographs cf. Fig. 4.4c and d
(4) M@ppemonde (Web-Journal).

A complete catalogue of all GIP-RECLUS publications is available under http://
www.mgm.fr/Catalogue.pdf. In the following we provide some detail about the
publications that include chorematic diagrams.

Figure 4.4 Exemplary cover images for the major outlets for chorematic dia-
grams (a) Mappemonde journal (b) Atlas of China (c) Géographie
Universelle d) Monographs.

Mappemonde. The GIP-RECLUS journal Mappemonde was subtitled ’Revue Trimestri-
elle sur l’ Image Géographique et les Formes du Territoire’ which translates to ’Quarterly
Journal on Geographic Images and Shapes’. This was their main vehicle for popularisa-
tion of the chorématique. It was printed in full colour throughout its publication run and
had a non-standard format of 20× 26cm, slightly smaller than A4.2 Articles ran lengths
from two to eight pages in average and were each heavily illustrated, not always but often
with chorematic diagrams. The Mappemonde articles that include chorematic diagrams
are the main object of investigation in this chapter.

Atlases. Starting 1986 GIP-RECLUS set out to publish a series of Atlases using chorematic
techniques in varying forms and in cooperation with several publishing houses. The first

2inspection of the originals with cartographic magnifier suggest a standard four-colour CMYK offset print
for the majority of volumes
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was the multilingual ’Brazil: A chorematical atlas’ [277]. The maps and diagrams were
solely produced with early map construction software and produced in greytones with a
single full red colour tone. The main contents are thematic maps showing quantitative
data, accompanied by chorematic diagrams in smaller size to explain processes and con-
figurations in space and time that govern the geography of Brazil. The second in this series
of Atlases concentrating on a single country was the Atlas of Spain [104]. Fielding the
same basic concept, it showed much improved graphical quality, using vector and manual
cartographic tools, two colours for most plates as well as several full colour plates. The
third atlas produced together with Fayard, the Atlas on China [115] shifted emphasis to
the conventional thematic maps and only included some chorematic diagrams in order to
highlight major spatial structures. The atlases of the series ’Dynamiques du territoire’3

were produced in a similar style to the China atlas, with a higher page count and in-
creasingly sophisticated and complex thematic maps in addition to synoptical chorematic
diagrams. Generally speaking, the cartographic traits of the chorematic diagrams in these
works are congruent with the general chorematic diagram population.

Monographs. Starting with [43] Brunet irregularly published a loose series of mono-
graphs on his own views on cartography and especially geography, for example [46, 50].
Most of these works include a modified version of the basic choreme table and the as-
sociated spatial grammar and some exemplary chorematic diagrams. These outings are
cartographically unremarkable in the sense that they do not differ too much from the
style as is to be encountered in Mappemonde. The pragmatic dimension sometimes did
enforce slight changes as for example the restriction to blue, grey and black as colours
for [50], Fig. 4.5. Choremes and with them chorematic diagrams became an integral
part of the multi volume Brunet-version of the Géographie Universelle (GU). Most of the
chorematic diagrams encountered in the GU appeared in some form elsewhere, too. Some
were mere photographic reproductions, others were redrawn or re-coloured to match the
printing process of the GU. As no digital versions were available, they were not analysed
further but the results can be safely assumed to be representative of them, too.

M@ppemonde. With the move to an online-only publication, the reprographic pragmat-
ics changed (see Section 4.6) drastically. The chorematic diagrams published since 2004
in M@appemonde are outside of the scope of this Chapter.

3covering Iran, Russia, Greece, Romania, Brazil, Laos, Thailand and Vietnam in single publications each

Figure 4.5 Example diagram from [50]. Note the use of blue and a colour
gradient.
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Production environment
Early issues up to 1990 fielded maps and chorematic diagrams created with traditional
analogue cartographic techniques. From 1990 onwards that was nearly fully replaced
with maps visibly created with vector drawing programs such as Adobe Illustrator. The
offering of product specific add-ons [118] suggest indeed that Adobe Illustrator was the
software of choice at GIP-RECLUS in the ’90s. Even though many new functions and
filters are available nowadays, some of which had influence on map aesthetics in general,
the style was kept until today, so it seems to be stable since that time.

4.3.2 Taxonomy
One of the core conjectures of our work on chorematic diagrams is the existence of distinct
classes of diagrams. Each class is conjectured to have its own purpose and design rules for
some or all of its elements. The differences in diagram classes are presented in the form of
a taxonomy. A preliminary version of a taxonomy was presented in [223]. The taxonomy
as presented below was developed in the iterative procedure described in Section 4.6.

Figure 4.6 Information content and spatial accuracy of the chorematic diagram
classes.

The identified classes are:

(1) Symmetric Chorematic Models = SM
(2) Asymmetric Chorematic Models = AM
(3) Synthetic Chorematic Models = SYM
(4) Chorematic Maps = CM
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(5) Synthetic Chorematic Maps = SCM
(6) Chorematic Overlays = OV
(7) Chorotypes
(8) Chrono-choremes

The general relationship between the classes 1.-6. on the information content-spatial
fidelity plane is shown by Fig. 4.6. In the following you can find a concise description of
each class.

Figure 4.7 (a) Symmetric Model for the Loire basin from [197] (b) Asymmet-
ric Model for Brazil from [277] (c) Chorematic Map for Vietnam
from [272] (d) Synthetic Chorematic Map of Argentina from [124]
(e) Chorematic Overlay from [48] (f) Synthetic Model for Western
Rajasthan from [82].

Symmetric models. Symmetric models are symmetric, undirected simple forms, like a
rectangle a circle or a hexagon, with very few thematic layers, often just one (Fig. 4.7a).
The simple form is a place holder for the territory under discussion, and the thematic in-
formation is arranged in a manner so that the proportional localisation of the phenomenon
is shown, i.e. cardinal directions can be discerned. Often, these sparsely layered diagrams
are used to introduce the salient components of a regional analysis one by one (similar to
Fig.4.3). They are the building blocks of, and lead up to, synthetic models. Deciphering
them is of varying difficulty, strongly depending on the connection to the referred geo-
graphic space a user is able to make. Only very few symmetric models stand or could
stand on their own. For French readers, the hexagon will almost immediately be recog-
nized as representing mainland France, and their knowledge about France topography
helps contextualizing the presented information. Nearly all other symmetric models need
and are given more context information by additional text and graphics, and are viewed as
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being effective communication tools if used in such a manner [260]. Usually the depicted
area is highly distorted, and choropleth information is only proportional. They are some-
times used to compare geographic phenomena of areas that have no comparable geomet-
ries, all South East Asian countries as hexagons, for example. This highlights their model
character. Such comparisons might even violate neighbourhood topology (Fig.5.12).

Asymmetric models. Asymmetric models are diagrams with few thematic layers, and a
simple but irregular (directed) polygon as a basemap. They are used nearly interchange-
ably with symmetric models. Sometimes they are compared to them to highlight how real
space is transforming conceptual symmetry (for example Chile as a square versus Chile
as an elongated rectangle). Elements are placed with greater accordance to reality. Asym-
metric models are not used for the comparison of different regions and are the first degree
of spatial specificity in chorematic diagrams (Fig. 4.6).

Synthetic models. Usually the end-result of a regional analysis, synthetic models include
all salient geographical phenomena introduced previously during the analysis in the form
of single models. They highlight the interaction of the phenomena. Most of the time,
the synthetic model is drawn at a larger scale than the preceding models. Their synoptic
nature leads to rather busy looking diagrams, which often need a key to be decoded. They
have been attacked the most as being arbitrary or indecipherable [168, 274] . Synthetic
models are most effective with the single models they are comprised of and the spatial
reference made clear. They exist in symmetric as well as asymmetric form (Fig. 4.6).

Chorematic maps. More complex irregular polygons are used as basemaps for this cat-
egory. The regions are depicted in a manner that allows unambiguous identification for
someone who is familiar with their shape. These kinds of maps are also characterized
by a thinned out amount of thematic content, compared to regular thematic maps of the
same scale. In fact, they are often used as synopses of conventional thematic maps.
Chorematic maps are sometimes used in a stand-alone fashion, without accompanying
other chorematic diagrams.

Synthetic chorematic maps. They are in principle very much like Synthetic Models, but
using the more specific geometries of chorematic maps.

Chorematic overlays. Chorematic Overlays are these kinds of chorematic diagrams,
that are formed by placing a chorematic design element, usually some area shape, on a
regular thematic base map. As such, they represent the intrusion of chorematic analysis
and design into the wider geographic debate. The most famous chorematic diagram, the
Blue Banana, belongs to this class.

Chorotype. Chorotypes are those graphical products that abscond the idiographic ele-
ments of chorematic diagrams. In a nutshell, they are indistinguishable from general
graphical depictions of models in geography. They are so general that they are not maps
or diagrams of one particular place anymore. They are outside the scope of this work.

Chorematic icons. Chorematic icons are comparable to the two model classes Symmetric
Maps (SM) and Asymmetric Maps (AM), but in a miniaturised form. They were espe-
cially used by Théry and Waniez in their works on Brazil [277, 303]. Both works postulate
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general spatial patterns, mapped to choremes, which govern a multitude of phenomena in
their spatial distribution and dynamism. These patterns are presented as a catalogue of
chorematic diagram models (asymmetric in [277], and symmetric in [303]) in the intro-
duction section. The conventional thematic maps in the main body of both works are
accompanied by small model icons. The icon models of the patterns that are relevant for
the specific spatial distribution depicted in the thematic map appear highlighted. This rep-
resents the inverse approach to the mentioned (a)symmetric models being used to display
partial analysis results; the quantitative data are checked against choremes, instead of the
choremes being presented as a qualitative reduction form of the quantitative data. As only
three of the sampled diagrams show chorematic icons and those available in monographs
are tied to only two authors and one region of interest, icons were not studied further in
this research.

Chrono-choremes. Archaeologist Christophe Batardy [21] is an example for the contin-
ued application of the regional analysis and chorematic modelling along Brunets lines, but
transposed from geography to modelling the past condition and development in time of
a region. Such approaches are subsumed under the labels paleo- or chrono-chorematique
[278]. Especially the subject of modelling the development of urban structures across
time has gained some interest by a working group of French archaeologists in conjunc-
tion with geographers with links to GIP-RECLUS. Several round table meetings have
occurred and a special issue of M@ppemonde (#100, 4-2010) was dedicated to this area.
The cartographic outputs are not unlike those encountered in other areas such as transport
or economic geography, where a series of schematisations depict the different develop-
ment stages of a pertinent spatial system. The urban chrono-choremes specifically attempt
to find a common key which is used to depict the different urban regions in a standardised
manner [83]. This falls into the time-frame of M@ppemonde, many animations and sym-
bols that are very peculiar to urban development are used. Chrono-choremes lie outside
the scope of of this research.

4.4 Graphical and geometric analysis

For the thorough graphical and geometric analysis, 681 chorematic diagrams from Map-
pemonde were considered. The distribution of diagram classes within that set is docu-
mented in table 4.1. It can easily be seen that the Symmetric and Asymmetric classes are
the most numerous, accounting for ∼ 76% of all measured diagrams. As has been men-
tioned, their numerical preponderance is closely linked to their usage as mono-thematic
or single-factor depictions. In turn, the other diagram classes are more interesting, as they
so far have been more elusive to describe, as well as being those that bear the burden of
communicating results instead of intermediate steps in a spatial analysis. We note that a
statistically sound number of Synthetic Chorematic Models (N = 43) and Chorematic
Maps (N = 88) is available. In turn, the analysis of the remaining classes leaves some
more room for interpretation due to lower sample sizes. In the following we will provide
an overview across all classes first, and provide the detail for each individual class later.
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Figure 4.8 Example for a common key for urban chrono-choremes [83].

Table 4.1 Distribution of diagram classes within the analysed set.

Class Frequency

Symmetric Models 319
Asymmetric Models 202
Synthetic Models 43
Chorematic Maps 88
Synthetic Chorematic Maps 12
Chorematic Overlays 14
Unique 3

Sum 681

4.4.1 Across classes

The summary statistics in table 4.2 provide a first overview of the metric variables that
were measured. They present the backdrop against which individual classes can be meas-
ured against. Preliminarily, the ’average’ chorematic diagram roughly has an Atlas-like
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Figure 4.9 Histograms of the distribution of diagram classes and scale denom-
inators within the analysed set.

scale of 1 : 8, 000, 000, is about 4 by 4 cm in size, features 40cm of linework, yielding a
.26Bt complexity rating and is either a rectangle or a polygon with about 6 control points.

Scale. As Table 4.2 indicates, the scale denominator has a very wide range and a large
standard deviation. A closer look on the last column of the comprehensive table 4.3
reveals that more than a third (35.25%) of all diagrams fall into the 1:5-10,000,000 scale
range, a range typical of Atlases with a much larger mapsize. This scale range is a natural
consequence of the chorématique, steering the geographic analysis to larger regions and
whole countries, as it is especially common in human geography. That being said, the
diagrams are definitely not restricted to such chorographic-geographic subject matters.
They are used across all scale ranges from classroom plans to miniature world maps at
scales smaller that one to half a billion (Table 4.10).

Lettering. The lettering in chorematic diagrams is usually sparse or non-existent at all.
In case of point features, very often only abbreviations are used and neither primitive nor
advanced techniques for Freistellung (see definitions in Chapter 1) are used. Often special

Table 4.2 Summary statistics for the ratio scaled attributes of all measured
diagrams. Abbreviation used are: den. for denominator, w for
width, h for height, OLL for object line length, Bt for cartographic
line frequency measured in Bertin, cp for control points and col.
for colours.

scale den. w[mm] h[mm] OLL Bt cp col.

median 7927350.00 38.89 37.10 391.75 0.26 4.00 6.00
mean 34339227.69 46.87 45.17 708.72 0.32 5.14 7.91
meandev 40275777.39 23.25 21.44 578.56 0.14 2.60 4.28
stddev 80936868.33 28.94 26.21 844.42 0.23 4.74 15.62
cv 2.36 0.62 0.58 1.19 0.72 0.92 1.97
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Table
4.3

A
bsolute
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relative

occurence
ofscales.

Scale
class

SM
A
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C

M
SC

M
O

V
Total

denom
inator

freq.
%

freq.
%

freq.
%

freq.
%

freq.
%

freq.
%

freq.
%

1,000
4

1.25
0
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0

0.00
0

0.00
0

0.00
0

0.00
4

0.59
5,000

0
0.00

0
0.00

0
0.00

0
0.00

0
0.00

0
0.00

0
0.00

10,000
0

0.00
0
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0

0.00
0
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0

0.00
0

0.00
0

0.00
25,000

0
0.00

0
0.00

0
0.00

6
6.82

0
0.00

0
0.00

6
0.88

50,000
3

0.94
0

0.00
0

0.00
7

7.95
0

0.00
0

0.00
10

1.47
100,000

0
0.00

0
0.00

0
0.00

1
1.14

0
0.00

0
0.00

1
0.15

250,000
3

0.94
8

3.96
0

0.00
3

3.41
0

0.00
0

0.00
14

2.06
500,000

4
1.25

4
1.98

2
4.65

3
3.41

2
16.67

0
0.00
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2.21
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8
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8
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4

9.30
9

10.23
3
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1
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33

4.87
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8.42

6
13.95

5
5.68

3
25.00

2
14.29
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9.29

5,000,000
47

14.73
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24.75
12

27.91
7
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2

16.67
3

21.43
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17.85
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16.93
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22.77

8
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9
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1
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0
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4
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5
35.71
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90

13.27
250,000,000

4
1.25

6
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1
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2
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0
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1.62
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7

2.19
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7
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Sum
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202
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43
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678
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Table 4.4 Lettering prevalence among chorematic diagrams.

Lettering Frequency Percent

yes 313 45.96
numbers 1 0.15

no 367 53.98

processes, regions or development axes are labelled only. One instance was observed that
had a numbered key, a very unusual technique in professional cartography. In total (see
table 4.4.1), roughly half of the analysed diagrams show any lettering, whereas the rest is
not labelled.

Size. The measured drawing space sizes are testament of the usage nature of chorematic
diagrams. The measurements are provided separately for width (Fig. 4.13) and height
(Fig 4.14) in millimetres with area available as derivation. While the two dimensions
show some variation, there is no clear attributable effect at work beyond the mentioned
confinements to an embedding into text or with conventional maps which take up the
larger part of the page. The statistics show clearly that chorematic diagrams are never
used on their own and consequently never cover a full page in the sampled data. The
largest measured size was 188.42cm2, comprising 30% of an A4 page’s 623.7cm2 and
36% of a Mappemonde page’s 520cm2. An informal examination of diagrams that were
not included in this stage of measurement suggest they adhere to this principle too. A
to-scale visualisation of the encountered dimensions is shown in Fig. 4.12. Also note that
there is a tendency for an width

height aspect ratio slightly below 1.0, presumably an artefact of
the portrait orientation of Mappemonde and all other evaluated GIP-RECLUS sources.
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MEAN: 46.87mm x 

MAX: 120.51mm x 

45.17m
m

156.34m
m

MIN: 5.97mm x 9.86m
m

188.42cm²

27.01cm²

0.58
cm²

Figure 4.12 Maximum, minimum area values and mean width and height visu-
alised.
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Figure 4.13 Boxplots of the widths.

Complexity. The complexity was measured both by absolute information content in
Object Line Length (OLL) (Table 4.17) as well as the complexity measure Bertin [Bt]
(Table 4.16) as explained in Chapter 3. The sampled diagrams show great similarity in
their Bt score, exemplified by the narrow coefficient of variation of 0.72. This is testament
to their nature as schematisations. The mean value of 0.32Bt together with the stddev of
0.23Bt characterise chorematic diagrams as being of general lower complexity than both
topographic maps as well as thematic maps with a regular, non-schematised base map.
The total OLL-values vary slightly more, with a coefficient of variation of 1.19 from the
mean of 708.72mm and a stddev of 844.42mm. This OLL length is directly interpretable
as amount of cartographic vector graphic elements in chorematic diagrams being very
light in comparison to regular maps. The bigger spread of OLL is a function of the vari-
ation in absolute size and the split between the analytic and the synthetic diagram classes,
as will be discussed for the individual classes. The classes 1.-6. have a monotonously
rising mean in absolute information content as measured in OLL.

Outline types. The unorthodox presentation of geometries is one of the most peculiar
visual characteristics of chorematic diagrams. Here, the biggest attention is drawn to
the strongly schematised representation of territorial outlines. As has been mentioned
before, the literature so far has only provided anecdotal evidence about this element of
cartographic design. Table 4.5 shows the absolute and relative distribution of outline
types respectively. The most commonly occuring outline types in Inselkarten are circles
(n = 76 → 11%), polygons (n = 128 → 19%) and rectangles (n = 154 → 23%),
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Figure 4.15 Histograms of the object line length and cartographic line fre-
quency over all classes.
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Table 4.5 Absolute and relative frequency of outline types.

Class SM AM SYM CM SCM OV Total

Circle 60 7 6 1 2 76
Ellipse 30 2 1 1 34
Square 19 1 20
Rectangle 138 1 10 1 2 154
Triangle 10 6 5 21
Hexagon 38 3 42
Polygon 92 6 26 1 3 128
Circular arc 24 1 25
Curved 26 5 9 4 44
Overlay 2 2
Rahmenkarte 24 44 5 51 3 8 135
Sum 319 202 43 88 12 14 681

% % % % % % %

Circle 18.81 3.47 13.95 1.14 16.67 11.16
Ellipse 9.40 0.99 2.33 7.14 4.99
Square 5.96 2.33 2.94
Rectangle 43.26 0.50 23.26 1.14 16.67 22.61
Triangle 3.13 2.97 11.63 3.08
Hexagon 11.91 6.98 6.17
Polygon 45.54 13.95 29.55 8.33 21.43 18.80
Circular arc 11.88 2.33 3.67
Curved 12.87 11.63 10.23 33.33 6.46
Overlay 14.29 0.29
Rahmenkarte 7.52 21.78 11.63 57.95 25.00 57.14 19.82
Sum 100.00 100.00 100.00 100.00 100.00 100.00 100.00

comprising a total of more than half (n = 358→ 53%) of the sampled diagrams. Roughly
a fifth (n = 135→ 20%) of the diagrams are Rahmenkarten.

The substantive differences in outline choice also reflect back on the number of control
points used per outline, as Table 4.11 shows.

Symbolisation. The choice of cartographic symbols used for chorematic diagrams ap-
pears to be relatively limited. Table 4.6 shows the absolute occurence and table 4.7 the
relative frequencies of symbol types used. The most profound overall observation though,
is the utter lack of any kind of symbols with a high iconicity [32] as well as quantitative
symbolisation, both of which are staples of regular maps. Instead, the same basic geo-
metric figures are used for the wide variety of subject matters encountered. Of these basic
geometric symbols, a point symbolisation by circles is the single most common element
of chorematic diagrams with 60% of all diagrams using them. The most important linear



4.4. Graphical and geometric analysis 97

elements are PAT L (pattern variations on lines) (37%) for static elements and the usage
of arrows for many kinds of of dynamism (56%).

Table 4.6 Absolute frequencies of symbolisation types. Not that the sums are
larger than the number of maps per class, as maps often field mul-
tiple symbolisations. The Abbreviations are explained in Tab. 4.26

Symbology SM AM SYM CM SCM OV Total

Point

+- 38 10 9 11 2 1 71
circles 171 118 33 63 12 10 407
FO P 23 18 9 21 4 5 80
squares 23 18 9 7 3 60
hexagon 2 1 3
triangles 4 7 2 7 2 22

Line

CA L 1 1 1 3
curved L 29 24 4 7 4 68
FO L 23 13 9 7 5 1 58
L 30 37 5 19 4 3 98
PAT L 103 65 27 36 9 8 248
poly L 9 9
arrow 157 111 38 57 10 7 380

Area

PAT A 33 27 15 1 7 6 89
FO A 1 5 2 1 9
ellipse 49 21 9 19 1 5 104
rectangles 29 3 1 33
gradient 4 6 2 1 13

Subd.

hexali.SD 7 7
L SD 3 3 6
curved SD 50 19 19 7 8 103
CA SD 25 15 3 4 47
poly SD 38 26 8 27 3 102
rect SD 31 4 17 1 53

Misc. icons 2 1 3∑
817 594 209 324 68 61 2073

∅ 2.56 2.94 4.86 3.68 5.67 4.36 3.06

4.4.2 Symmetric chorematic models
As a consequence of how the diagrams were assigned to their classes, the most charac-
teristic feature of SM is the predominance on symmetric simple geometric forms used as
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Table 4.7 Relative frequency of occurring symbolisations. Note that the rel-
ative frequencies add up to more than 100% per class, as a single
map can field multiple symbolisation types. The numbers are relat-
ive to the number of maps in each class, i.e. 58% of all Assymetric
Models use circles as part of their point symbols.

Symbology SM AM SYM CM SCM OV Total

Point

+- 11.91 4.95 20.93 12.50 16.67 7.14 10.47
circles 53.61 58.42 76.74 71.59 100.00 71.43 60.03
FO P 7.21 8.91 20.93 23.86 33.33 35.71 11.80
squares 7.21 8.91 20.93 7.95 21.43 8.85
hexagon 0.63 0.50 0.44
triangles 1.25 3.47 4.65 7.95 16.67 3.24

Line

CA L 0.31 2.33 1.14 0.44
curved L 9.09 11.88 9.30 7.95 33.33 10.03
FO L 7.21 6.44 20.93 7.95 41.67 7.14 8.55
L 9.40 18.32 11.63 21.59 33.33 21.43 14.45
PAT L 32.29 32.18 62.79 40.91 75.00 57.14 36.58
poly L 4.46 1.33
arrow 49.22 54.95 88.37 64.77 83.33 50.00 56.05

Area

PAT A 10.34 13.37 34.88 1.14 58.33 42.86 13.13
FO A 0.31 2.48 4.65 7.14 1.33
ellipse 15.36 10.40 20.93 21.59 8.33 35.71 15.34
rectangles 9.09 1.49 2.33 4.87
gradient 1.25 2.97 4.65 1.14 1.92

Subd.

hexali. SD 3.47 1.03
L SD 0.94 1.49 0.88
curved SD 24.75 44.19 21.59 58.33 57.14 15.19
CA SD 7.84 7.43 6.98 4.55 6.93
poly SD 11.91 12.87 18.60 30.68 21.43 15.04
rect SD 9.72 9.30 19.32 8.33 7.82

Misc. icons 0.63 2.33 0.44

territorial outlines. Circles (19%) and rectangles (43%) alone comprise 62% of all ob-
served SM outlines as shown by Table 4.5. In fact, 138 of the grand total of 154 observed
occurrences (= 87%) of rectangles used as outlines are found with SM-class diagrams.
Succinctly, the mean number of control points measured as (3.47) is the lowest of any
class (Table 4.8). They also have the lowest mean size and the lowest mean information
content of all measured classes. These observations correspond with the general descrip-
tion and their usage situation as single factor elements leading up to a synthetic map.
In the same way we can interpret the under representation of arrows (SM : 49% vs.
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Total : 56%). Following the chorématique, arrows are used to describe more complex
processes and dynamisms that are often shown at later stages of the geographic argu-
ment. Their mono-thematic usage is further documented in the negligible use of subdi-
visions (< 1

3 ), see Table 4.7. Moreover, the subdivision symbolisations that are more
spatially specific such as curved subdivisions are sparingly used, if at all. Symmetric
chorematic models do show a relatively high mean of cartographic complexity (0.36Bt)
and the highest stddev (0.29Bt) of all classes. This corresponds to notions that SM are
perceived as being the hardest to decode.

Table 4.8 Summary statistics for Symmetric Models

N = 319 scale den. w[mm] h[mm] OLL Bt cp col.

median 11268938.00 28.27 26.99 228.54 0.28 3.00 5.00
mean 46296385.87 33.16 31.74 365.56 0.36 3.47 5.49
meandev 54687458.22 14.04 12.72 271.51 0.17 0.97 2.28
stddev 106285269.02 19.20 17.51 417.61 0.29 1.20 3.54
cv 2.30 0.58 0.55 1.14 0.81 0.35 0.64

4.4.3 Asymmetric chorematic models
Asymmetric chorematic models derive their name from their predominant outline type,
namely irregular polygons without axis of symmetry in the plane. A total of 70% (n =
142) AMs use some form of polygon, be it straight-line (46%) or composed from cir-
cular arcs (11.88%) or Bézier curves (13%). The higher spatial specificity warrants a
higher mean value (5.92) for control points compared to SMs. The slight increase in
spatial specificity manifests itself in the increased usage of more complex subdivision
symbolisation. A total of 45% of all AMs use either Bézier (25%), circular arc (7%) or
straight-line (13%) curves for demarcation of subdivisions. In general, the AM classed
diagrams are mostly as sparse in symbol usage as SMs (∅2.94 symbol types per diagram,
see Table 4.6) and succinctly show mostly sub-average relative occurrences per symbol
type (Table 4.7). The extreme schematisation that allow SMs to display the whole world
at scales smaller than 1 : 250000000 was not recorded for AMs (Table 4.3). The lower
mean value of 1 : 200000000 is a function of this lack of outliers that are uniquely present
with SMs (Fig. 4.10 and Table 4.9).

4.4.4 Synthetic chorematic models
Synthetic chorematic models usually share their territorial outlines with the SMs or AMs
they are a synopsis of. Thus the relative frequencies of outline types is a function of the
union of the distributions of SMs and AMs and unremarkable different from the total dis-
tributions (Table 4.5). Succinctly, the mean number of control points of 4.42 is close to
being the average of the CPs recorded for SM and AM classed diagrams. Their main char-
acteristics are the increased mean size and significantly increased absolute information
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Figure 4.18 Histograms of the measured cartographic line frequency in Bt for
the six discussed diagram classes.

Table 4.9 Summary statistics for Asymmetric Models.

N = 202 scale den. w[mm] h[mm] OLL Bt cp col.

median 7883675.00 44.78 42.78 431.64 0.24 5.00 6.00
mean 21021143.12 47.74 45.44 597.99 0.28 5.92 6.43
meandev 23041190.46 19.77 16.88 386.25 0.12 2.32 2.57
stddev 36762491.48 24.76 21.63 578.46 0.16 3.52 3.50
cv 1.75 0.52 0.48 0.97 0.57 0.59 0.54
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content OLL of 1225.9mm (Table 4.10),a positive change of ∆ = 627.3mm compared
to AMs which constitutes more than double the mean OLL value Table 4.17. The size

Figure 4.19 Histograms of the measured scale denominators for the six dis-
cussed diagram classes.

increase for depicting the same regions of interest as the other Chorematic Models leads
naturally to a decrease in mean scale denominator. In conjunction with more than doub-
ling the information content, the complexity is slightly higher at 0.33Bt. The absolute
increase in content is also accompanied by a more than two-fold increase in colour usage
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with a mean of 12.33 colours used, as well as the second highest (∅4.86) average number
of symbology types used per diagram. In being visual depictions of results of a geographic
analysis, SYMs need to distinguish significantly more features and feature classes within
the same diagram compared to the more mono-thematic SMs and AMs. Succinctly, vari-
ations of the form of point and line symbols are used more often alongside an above
average occurrence of complex patterns for area features as Table 4.7 shows. Especially
curved subdivisions are present in 44% of the observed diagrams, which underlines that
constructing a smooth geographic region in the vein of the Blue Banana (see Fig. 1.5) is a
common result in chorematic analysis. SYM-classed diagrams show the highest percent-
age with 88% of arrow usage, a testament to their synthetic nature with the need to show
multiple processes and dynamisms with arrow-based choremes in a single diagram.

Table 4.10 Summary statistics for Synthetic Chorematic Models.

N = 43 scale den. w[mm] h[mm] OLL Bt cp col.

median 4414414.00 63.20 60.76 1013.91 0.30 4.00 11.00
mean 19464558.98 62.11 60.79 1225.29 0.33 4.44 12.33
meandev 24545394.66 19.33 20.06 678.23 0.11 1.81 4.16
stddev 42970771.33 22.31 24.95 782.04 0.14 2.19 5.64
cv 2.21 0.36 0.41 0.64 0.42 0.49 0.46

4.4.5 Chorematic maps
Chorematic maps are the first class to have a geometric precision that show a unique
connection to existing geodata, that is to the shape of geographic features. For Inselkarten,
the outlines use on average 14.39 control points (Table 4.11) either with straight-line or
curved polygons. Rahmenkarten on the other hand, are found most often in this class
both in absolute (n = 51) as well as relative (58%) terms (Table 4.5). The mean sizes
are increased over SM, AM and SYM-classed diagrams, as is their information content of
1406.86mm (Table 4.11). The increased OLL value is signifying that they are often used
in a stand-alone fashion. Succinctly, there is less need for visual differentiation than in
SYMs, leading to a lesser mean value for colour usage (10.28) and average symbolisations
per map (∅3.68) (Table 4.6). The net result of the increased size with lesser pressure to
show multiple thematic layers compared to the Synthetic classes SYM and SCM regarding
complexity is a mean of 0.28Bt. This constitutes the second lowest class, complexity-
wise.

4.4.6 Synthetic chorematic maps
Although CMs generally are used in a stand-alone fashion, 12 instances were observed
where a cartographic-geographic synthesis was created from them. They share the out-
line characteristics with the constituent CMs but with a much higher information content



4.4. Graphical and geometric analysis 103

Table 4.11 Summary statistics for Chorematic Maps.

N = 88 scale den. w[mm] h[mm] OLL Bt cp col.

median 6294643.00 70.00 76.72 1248.03 0.28 12.00 9.00
mean 25825509.49 72.47 74.83 1406.86 0.28 14.39 10.28
meandev 30613506.95 24.70 17.20 761.19 0.09 7.19 3.82
stddev 49552932.94 31.44 24.50 954.43 0.10 9.83 6.07
cv 1.92 0.43 0.33 0.68 0.36 0.68 0.59

of OLL 2299.47mm (Table 4.12). Due to the similar mean drawing space dimensions,
their mean cartographic complexity is the highest of all the diagram classes at 0.43Bt.
Such a high graphical density arising from the synthetic nature warrants the highest aver-
age of symbolization types at ∅5.67 per diagram (Table 4.6). As with the SYM-classed
diagrams, the high need for differentiation between feature classes of the same geometry
type manifests itself in the heavy use of pattern and form manipulation (Table 4.7). They
also share the preponderance of arrows, with 83% of all SCMs using them. The high doc-
umented mean value for colours (58) stem from only two diagrams with gradients, which
present an impasse to the method of counting colours. Discounting these two cases would
yield a mean value of 13.20 colours used per diagram.

Table 4.12 Summary statistics for Synthetic Chorematic Maps.

N = 12 scale den. w[mm] h[mm] OLL Bt cp col.

median 1477443.50 81.32 67.35 1563.55 0.39 8.00 13.50
mean 6812110.75 75.19 70.65 2299.47 0.43 8.22 57.92
meandev 9041441.08 18.07 17.95 1148.51 0.14 4.74 74.53
stddev 15064334.65 20.54 24.71 1879.43 0.18 5.59 100.07
cv 2.21 0.27 0.35 0.82 0.42 0.68 1.73

4.4.7 Chorematic overlays
By their nature as choremes overlaid on top of a regular base map, the outlines docu-
mented for the sampled diagrams actually represent areas on that base map. In case of
non-area choremes such as processes or lines of attraction, no outline at all is present. As
such, the outline types as well as number of control points are more or less immaterial.
Expectedly, regular base maps are much more precise in the geometric information they
depict, resulting in the highest measured information content for any of the discussed
classes at a mean OLL value of 2846.44mm (Table 4.13). The diagram dimensions gov-
erning size are also the highest, approaching half a page. The OV-classed diagrams are by
definition mono-thematic and succinctly warrant fewer symbolisation types and less need
to differentiate between feature classes by colour or form and pattern variations. The ex-
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act mean and percentage values of these elements are of lesser explanatory power for OVs
due to both the small sample size (N = 14) and especially the method of measurement
that measures the base map alongside the few chorematic elements.

Table 4.13 Summary statistics for Chorematic Overlays.

N = 14 scale den. w[mm] h[mm] OLL Bt cp col.

median 5909091.00 110.33 82.66 2283.29 0.27 39.00 14.00
mean 45125318.33 118.32 90.24 2846.44 0.27 27.00 14.42
meandev 51533843.44 20.54 17.35 1120.92 0.07 16.00 3.75
stddev 69471975.22 25.79 22.54 1384.59 0.09 16.97 4.31
cv 1.54 0.22 0.25 0.49 0.33 0.63 0.30

4.5 Validation of the taxonomy

The proposed taxonomy as a refinement of the preliminary taxonomy presented in [223]
was developed in the iterative procedure described in Section 4.6. Viewing only the
sampled diagrams as they were discussed above, the description of differences in both
measurements and observations is valid upon itself. To answer the question though,
whether the observed mean value differences can statistically be interpreted as origin-
ating from true differences in the base population of the diagram classes, we conducted
an Analysis of Variance (ANOVA) (for a detailed explanation, see Section 4.6). An AN-
OVA was conducted for all ratio scaled measurements, namely scale denominator, width,
height, information content (OLL) cartographic complexity (Bt), number of control points
and number of colours. Table 4.14 shows the results regarding the ANOVA for the scale
denominator. We can reject H0 for the F-value of 4.76 with an error likelihood of <0.00,
that is with almost certainty. We thus adopt HA : At least one class’ mean value for scale
denominator is representing a different population than the others. At least 4% of the
variation of scale is explainable by membership in a given class.

Table 4.14 ANOVA results for scale denominator.
SS df MS F Sig.

Between Groups 1.81 · 1017 6 3.02 · 1016 4.76 <0.00
Within Groups 4.28 · 1018 674 6.34 · 1015

Total 4.46 · 1018 680
R2 0.04

Table 4.15 shows the results regarding the ANOVA for the diagram width in mm.
We can reject H0 for the F-value of 18.50 with an error likelihood of <0.00, that is
with almost certainty. We thus adopt HA : At least one class’ mean value for width is
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representing a different population than the others. At least 14% of the variation of width
is explainable by membership in a given class.

Table 4.15 ANOVA results for width.
SS df MS F Sig.

Between Groups 230181.29 6 38363.55 18.50 <0.00
Within Groups 1397458.52 674 2073.38
Total 1627639.80 680
R2 0.14

Table 4.16 shows the results regarding the ANOVA for the diagram height in mm.
We can reject H0 for the F-value of 14.21 with an error likelihood of <0.00, that is
with almost certainty. We thus adopt HA : At least one class’ mean value for height is
representing a different population than the others. At least 11% of the variation of height
is explainable by membership in a given class.

Table 4.16 ANOVA results for height.

SS df MS F Sig.

Between Groups 292433.85 6 48738.97 14.21 <0.00
Within Groups 2311438.74 674 3429.43
Total 2603872.58 680
R2 0.11

Table 4.17 shows the results regarding the ANOVA for the information content OLL
in mm. We can reject H0 for the F-value of 69.93 with an error likelihood of <0.00, that
is, with almost certainty. We thus adopt HA : At least one class’ mean value for OLL is
representing a different population than the others. At least 38% of the variation of OLL
is explainable by membership in a given class.

Table 4.17 ANOVA results for OLL.
SS df MS F Sig.

Between Groups 186307267.99 6 31051211.33 69.93 <0.00
Within Groups 299275862.62 674 444029.47
Total 485583130.61 680
R2 0.38

Table 4.18 shows the results regarding the ANOVA for the cartographic complexity
in Bt. We can reject H0 for the F-value of 4.26 with an error likelihood of <0.00, that is,
with almost certainty. We thus adopt HA : At least one class’ mean value for complexity
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is representing a different population than the others. At least 4% of the variation of
complexity is explainable by membership in a given class.

Table 4.18 Analysis of variance for map complexity in measured in Bertin.

SS df MS F Sig.

Between Groups 1.31 6 0.22 4.26 <0.00
Within Groups 34.59 674 0.05
Total 35.90 680
R2 0.04

Table 4.19 shows the results regarding the ANOVA for the number of control points.
We can reject H0 for the F-value of 68.13 with an error likelihood of <0.00, that is, with
almost certainty. We thus adoptHA : At least one class’ mean value for number of control
points is representing a different population than the others. At least 43% of the variation
of control points is explainable by membership in a given class.

Table 4.19 ANOVA results for control points.

SS df MS F Sig.

Between Groups 5296.04 6 882.67 68.13 <0.00
Within Groups 6970.64 538 12.96
Total 12266.68 544
R2 0.43

Table 4.20 shows the results regarding the ANOVA for the number of colours. We can
reject H0 for the F-value of 29.04 with an error likelihood of <0.00, that is, with almost
certainty. We thus adopt HA : At least one class’ mean value for number of colours is
representing a different population than the others. At least 21% of the variation of the
number of colours is explainable by membership in a given class.

Table 4.20 ANOVA results for colours.
SS df MS F Sig.

Between Groups 34094.02 6 5682.34 29.04 <0.00
Within Groups 131479.03 672 195.65
Total 165573.05 678
R2 0.21

The ANOVA-results can be summed up as being of overwhelming evidentiary value
for the notion that the proposed taxonomy catches at least one fundamental difference for
each measure. Still, we do not know which classes significantly differ from each other in
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which measure. This question is explored by a post-hoc analysis that compares all classes
and all measures against each other and checks for statistical significances.

Table 4.21 Overview over the Tamhane post-hoc test. Rows without signific-
ant test results have been left out.

Measure SM AM SYM CM SCM OV UQ

SM

Scale den. X X
OLL X X X X
Bertin X X
Control Pts. X X
Colours X X X
Width X X X X X X
Heigth X X X X

AM

Scale den. X
OLL X X X X
Bertin X
Control Pts. X X X
Colours X X X
Width X X X X
Heigth X X X

SYM

OLL X X X
Control Pts. X X
Colours X X X
Width X X

CM

OLL X X
Bertin X
Control Pts. X X X X
Colours X X X
Width X X
Heigth X X

SCM
Scale den. X
Width X X X
Heigth X

OV

OLL X X X
Colours X X X
Width X X X X X
Heigth X X
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As has been discussed in Section 4.6, the variances of the measures for each class are
not equal and the sample sizes vary strongly among classes. This precludes the use of
standard post-hoc tests such as the Scheffé test. Instead we use the Tamhane T2 post-hoc
test, which is adjusted to account for unequal variances and unequal sample sizes. It is
known to be conservative, meaning it has a low chance of Type I errors also known as false
positives. For the sake of brevity, we do not reproduce all details of the results. Instead
we provide a summary in Table 4.21. Every checkmark (X) denotes that the comparison
between means of the two classes tested as being statistically significantly different from
each other for the given measure at 95% level of confidence. The UQ-class was included
for completeness and to show that there is no measure that is only significantly different
for UQ. Otherwise we ignore the UQ-diagrams as by definition no generalizable insight
can be derived from them. The remaining test results depicted in Table 4.21 prove that
each of the classes are measurably different from more than one other class in more than
one attribute. A more detailed inspection reveals that the classes SM, AM and CM test
to be different from each other in the most attributes. Furthermore, the class pairs of
CM-SCM and SYM-SCM did not test for any significant pairwise differences at the 95%-
level. The question whether the SCM-class is superfluous and could be rolled into one
of the other classes is not settled by the test. A close inspection of the Tamhanen-T2 test
results show significance levels of approx. 85% for the CM-SCM pairwise comparisons.
We interpret the lack of conclusive evidence as a function of the low number (N = 12)
of measured SCMs and maintain the class.

4.5.1 Non-parametric tests
We note again (see Section 4.6) that the data violate some of the Prerequisites (standard
distribution and homogeneity of variances) for parametric tests like an ANOVA. The very
high significance of the results, coupled with the known robustness of ANOVA against
violation of the standard deviation Prerequisite lead us to use ANOVA as confirmation
of our HA. By doing that we can use the more informative ANOVA results as help for
interpreting the size of the effect of class on each measure. Nevertheless we conducted
some additional non-parametric tests as corroboration of our results.

Comparison of means. To corroborate the rejection of the individual H0s, we addition-
ally conducted a non-parametric Kruskal-Wallis test. Our data meets all Prerequisites for
that test. The results are summed up in Table 4.22 and confirm the adoption of all HAs
with the same overwhelming nigh certainty. This is further proof that we were correct in
moving forward to the post-hoc analysis above.

Correlations. While describing the observed characteristics of each class, we repeatedly
made connections between, for example, a rise in content and an accompanying rise in
colour usage and symbolisations. In order to gain a notion on the parallelism of effects,
we measured the correlation between attributes with the non-parametric Spearman’s rank
correlation coefficient ρ [61].

The correlation coefficients as documented in Table 4.23 do generally show the ex-
pected pattern. Height and width are of course strongly correlated as are both to the OLL
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Table 4.22 Results of the non-parametric Kruskal-Wallis test.

Scale OLL Bertin CPs Colours Width Height

χ2 30.95 238.31 34.05 165.39 199.34 200.92 246.45
df 6 6 6 6 6 6 6
sign. .000 .000 .000 .000 .000 .000 .000

Table 4.23 Results of the Spearman test.

Scale OLL Bertin CPs Colours Width Heigth

Scale
ρ 1.000 -0.27 0.16 0.05 -0.26 -0.32 -0.30
sig. .000 .000 .288 .000 .000 .000
N 681 681 544 679 681 681

OLL
ρ 1.000 -0.01 0.21 0.65 0.71 0.73
sig. .816 .000 .000 .000 .000
N 681 544 679 681 681

Bertin
ρ 1.000 -0.15 0.10 -0.37 -0.37
sig. .000 .013 .000 .000
N 544 679 681 681

CPs
ρ 1.000 0.20 0.29 0.32
sig. .000 .000 .000
N 542 544 544

Colours
ρ 1.000 0.58 0.63
sig. .000 .000
N 679 679

Width
ρ 1.000 0.82
sig. .000
N 681

Heigth
ρ 1.000
sig.
N

value which in turn is positively linked with the number of used colours. Complexity in
Bertin is negatively correlated to a size increase, but is independent from the total amount
of information.
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4.6 Methodology
For the research on chorematic diagrams, we are partially thrown back to a point com-
parable to the situation before the first topographic map was even digitised, i.e. without
any measurements, algorithms or documentation. In other words, we are not only lacking
a cartographic model, we are even lacking the data to base any modelling on. Topo-
graphic map generation via generalisation informed by proper modelling has so far been
attacked by using certain knowledge acquisition techniques [305]. These are summed up
in table 4.24

Table 4.24 Suitability of established knowledge acquisition techniques for in-
vestigating chorematic diagrams.

Method Problems and Limitations Suitability

Conventional Know-
ledge Engineering

chorematic cartographers not available
for interviews

none

Analysis of text Texts on the chorématique concentrate
on the geographic side, not on the car-
tographic side; next to no procedural
knowledge

very low

Reverse engineering traditionally assumes input as well as
output; for chorematic diagrams, input
is unavailable

medium

Machine learning presupposes a very narrow question low
Amplified intelligence has not yet been implemented [133] none

As we can see, the state of the art of knowledge acquisition in generalisation research
is not directly applicable to chorematic diagrams. The most suitable route, analysis of
maps for reverse engineering is not directly applicable due to the unattainable input data.
Rather, a more fundamental and broader knowledge base needs to be acquired first. The
high level of sophistication the knowledge base for topographic mapping has reached
serves as a guidance augmenting, but not governing our modelling effort. Instead we
have chosen to pursue an analysis of maps guided by the Cartographic Methodology as
presented by [209] and originating with [27].

Methods. During the last thirty years of generalisation research there seems to have been
relatively little need to ask fundamental epistemic questions. This is surely explainable
not in spite of, but to a large part because of the successes that did not challenge the gov-
erning paradigm meaningfully. Basic epistemic investigations would include questions
like: What is knowledge itself? How can we hope to learn? What can we learn at all? 4

4While pursuing technological and algorithmic improvements, it is easy to discount such undertakings. But
to pause a moment and ask oneself the question: What has humanity actually learned from someone being able to
produce a 1:50k scale map fully automatically? That somebody translated a man-made language transformation
(maps to maps) into another man-made language transformation (data to data)?
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For cartography, such fundamental epistemic investigations were especially carried
out in the Eastern Block countries, among other areas, during the 60s, 70s and 80s of
the 20th century. These investigations led from very basic theoretic questions to a whole
body of epistemically rigorous theories for the whole of cartography as a scientific and
technical endeavour of mankind. From firm foundations in the philosophy of science,
A. M. Berlyant developed a comprehensive methodology of cartographic investigation,
published in 1978 [27]. To a German language audience this methodology was opened up
by Rudi Ogrissek’s seminal work on theoretical cartography Theoretische Kartographie
in 1987 [209]. In its essence the Ogrissek-Berlyant-methodology provides not only a
systematic ordering of possible methods and their outcome for cartographic investigation
but also an sequential ordered approach with which to investigate a map series.

Table 4.25 Cartographic methodology after Berlyant, changed from [209].

Category Methods Results

Description Qualitative visual analysis,
not automated

General descriptive text,
overview, classification

Grapho-analytic Qualitative and quantitat-
ive collection of graphical
traits, not automated/semi-
automated

Colour, number and type of
symbols used, polygon char-
acteristics, visual variables,
etc.

Geometric Mathematical modelling of
coordinate transformation,
semi-automated

Spatial accuracy measures,
transformations

Statistical Collection and analysis
of traits for many dia-
grams, comparison, semi-
automated

Classification, clustering,
similarity and dissimilarity

Information theory Calculation of measures for
complexity and information
content from vector and ras-
ter data; comparison, semi-
automated

Complexity metrics

4.6.1 Collection of base data

At the outset of this research, a literature review was conducted aiming at getting an over-
view about where and how chorematic maps were published. It quickly became apparent,
that the huge majority of chorematic maps was produced and published under the auspices
of GIP-RECLUS. Using web-accessible library catalogues and the websites of Maison de
la Géographie as well as the library catalogues of the map collection of the Prussian State
Library a list of publications potentially containing chorematic diagrams was created and
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periodically updated. The main source of published chorematic diagrams was identified
as the journal Mappemonde, which describes itself thus:

This quarterly review, in colour, about maps and images of territory, launched
in 1986, with an international editorial advisory committee, aims at bringing
the latest finds of graphic and iconographic research on space and locations
to a wide-ranging readership that consists of consultants, firms or local au-
thorities as well as the whole of the teaching profession. [117]

66 of the 72 issues in 18 Volumes (1986-2003) were available as free download via the
mgm website at the start of this research. Four issues were available as hardcopies at the
Prussian State Library. As with other sources from libraries, the included chorematic dia-
grams were xeroxed and scanned or directly scanned. As a sidenote, the missing issues
were later added to the website, the last in July 2013 by the mgm website hosts. As was
mentioned above, the journal was moved from print to web publication starting in 2004
and renamed M@ppemonde to signify that change. All issues of M@appemonde were
inspected online and the automatically generated pdfs of those articles that contained
chorematic diagrams were downloaded. From the list of potentially choreme-yielding
monographs, several were procured through private means when not available via the Ger-
man library system. Those unavailable were periodically searched for via Amazon and
antiquarian channels. In the case of the Reclus Atlases of Romania, Laos and Vietnam
unsuccessfully or prohibitively expensively so. Periodical web-image and text searches
were executed to find web-only sources for chorematic diagrams, such as thesis docu-
ments, grey literature and the like. This continuous collection effort was accompanied by
a continuous visual inspection as a propaedeutic step of the analysis. Starting with the
Nr. 3 issue of Vol. 5 (1990), the freely available Mappemonde pdf-files include vector
graphics, with all preceding issues being available as scanned raster images only. In order
to collect vector data at least for the full set of Mappemonde journal, an effort was under-
taken to manually digitize the scanned raster images. After several weeks, this effort led
to equipment failure [tenosynovitis] and had to be abandoned. Nevertheless, the efforts
resulted in enough vectorisations to make an informed decision on whether the diagrams
available only in raster form were measurably different from the others. The continuous
inspection of the M@ppemonde journal highlighted that the online-diagrams were dif-
ferent enough from the rest of the materiel to exclude them from the formal quantitative
analysis. The main reason being that they are produced for inclusion into html, sometimes
including animations, and thus cannot be directly compared via the methods explained be-
low. The switch from Mappemonde to M@ppemonde thus marks a convenient as well as
logical delimitation of the base data for the quantitative analysis.

4.6.2 Analysis methods
In the following we present which and how individual methods were used to what par-
ticular end. We direct the reader to the fact that insight was gained by the process of
interacting with the body of existing diagrams in addition to the rigorous examination of
the numeric results of the more formal methods.
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Qualitative description. The qualitative description is based on traditional techniques of
literature review and semi-formal comparison with the gathered material. In addition, text
critique methods and categorisations from theoretical human geography were employed
(cf. Section 4.2), especially regarding the ideological underpinnings of the chorématique
and its critics. Furthermore, contact with other researchers into the field was sought to
ensure no duplicate efforts were being undertaken, resulting in affirmation that the ana-
lysis approach was unique.5 The results are textual descriptions of the observations and
findings. These have been discussed with the scientific community at several occasions.

Visual analysis. Visual inspection was used throughout the research as a steering method
to generate hypotheses and conjectures on a case-by-case basis. A more thorough visual
analysis was carried out after collecting the majority of analysed chorematic diagrams
in order to generate an overview about the problem dimensions. This was conducted as
follows: noticing that on-screen inspection was inadequate, not the least due to scale and
colour issues, all available articles were printed in colour with a high quality laser printer.
Spot tests were conducted with printouts and Xeroxes with the original printed journals
at the Prussian State Library to ensure no systemic size or colour error was present. The
printouts were then individually ascertained and spread across the floor of a large room
at the German Research Centre for Geosciences GFZ. In an iterative process spanning
several days, similar looking diagrams were grouped and notes were taken, resulting in a
first taxonomy. During the course of this research, this manual spatial sorting by visual
inspection was repeated several times to accommodate newly available sources and con-
ceptual changes. We then compared the groups to each other and made adjustments, until
a workable taxonomy was created that was robust enough to be able to categorise all
chorematic diagrams known so far. The governing attributes used for grouping were:

• apparent visual complexity
• apparent spatial fidelity informed by territorial outline choice
• publication environment.

One arising difficulty was the fact that the sub-sorting by published article or monograph
did not lend itself to articles with numerous noticably different chorematic diagrams.
A third stage taxonomic visual inspection was carried out while individually inspecting
the diagrams on-screen and assigning each diagram to one of the chorematic diagram
classes and noting the result in a spreadsheet. Each diagram was consecutively assigned
an identification number, sorted by publication date and position within the publication
assuming western reading direction, i.e. from upper left to lower right. When there was a
numbering scheme employed by the individual author, that was used instead.

Capturing regions of interest. The geographical regions that are represented by each
diagram were noted in the spreadsheet in textform. In a second step, the textual descrip-
tions were vectorised and thus geo-located manually6 in the form of a point shapefile. In
order to gain a visual impression of the spatial distribution of covered regions, the results
were displayed in a map (Fig. 4.20).

5personal communication V. Del Fatto 2008 and R. Laurini 2008 and 2011
6With the help of student assistant Sarah Lohr.



114 Chapter 4. Chorematic Diagrams

Figure 4.20 Point symbol map of the regions of interest for the analysed
chorematic diagram fielding Mappemonde articles.
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Measuring scale. The cartographic scale of each diagram was measured by choosing
two clearly identifiable geographic objects in the diagram, if possibly cities, and measur-
ing the distance between them in millimetres with a vector drawing program. To ensure
no scaling issues arose, spot tests were conducted with the printouts, which had been
checked against the originals earlier. In the relatively rare case of a provided scale bar,
the distance could directly be related to real world distances and the scale denominator
calculated. More often, the real-world distance had to be procured by manual measure-
ment in an Atlas map in an appropriate projection, and in some cases for obscure villages
via the online tool WebMapService of the World provided by the GIScience group at the
University of Heidelberg [119]. The Atlases used were the National Geographic Atlas of
the World, the Schweizerischer Mittelschulatlas and a German Edition of the Times World
Atlas [150, 259, 298]. The calculated scale denominator was entered into the spreadsheet.
This process doubled as an informal investigation into the questions regarding projection
usage in chorematic diagrams.

Measuring sizes. The effective width and height of each diagram were measured by
interactively drawing a bounding box including all spatially located content in the Inks-
cape vector drawing program and copying the millimetre values to the spreadsheet. Being
unable to automatically export bounding box values is a known issue with the Inkscape
program. As the bounding box needed to be manually selected to make sure oversized
legends and design artifacts did not skew the results, this was still the most efficient pro-
cess.

Measuring information content. We kept the same selection box used for size meas-
urement for the measurement of information content. As explained in Chapter 3, the
cartographic line frequency is the most expressive complexity measure for the purposes
of this research. As it is based on the sum of the length of all lines and outlines, the
content within the box had to be measured for that combined OLL value. We wrote an ex-
tension for Inkscape in Python that automatically calculated and returned the OLL value
for each selection. The returned value was copied and pasted to the spreadsheet where
it was automatically normalised over the drawing space area calculated from the dimen-
sions of the selection box. This step too could not be further automatised, as the line
length calculations presume that no object groupings within the vector drawing exists.
These groupings had to be removed manually for each diagram but were not present all
of the time. A more profound reason for the impossibility of further automation was the
manual nature of the vector originals: Many diagrams used cartographic short cuts and
tricks like covering unwanted areas with large white rectangles or ”smart” layer arrange-
ments to produce the wanted effect. These and other peculiarities had to be recognised
and removed on a case-by-case basis. The semi-automated method described has a short-
coming regarding hachures, as each hachured line will contribute its full length to the
OLL value. Chorematic diagrams with hachures (coded PAT A later on) potentially have
a slightly higher OLL and succinctly complexity value than might be visually warranted.

Symbology analysis. In order to analyse symbolisation usage, a list of expected classes of
symbolisations was created and a shorthand notation developed informed by the iterative
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visual analysis. They were roughly grouped by point, line, area and subdivision symbols.
Each diagram was inspected on-screen and the matching shorthand for an observed sym-
bolisation entered as text into a single spreadsheet cell, with semi-colons as delimiters.
When an unforeseen symbolisation arose, a shorthand was created on the spot and added
to the master list, to be used from that point on. Table 4.26 shows the abbreviations used
in the rest of the thesis for symbolisation.

The batches of symbol shorthands were later exported and grouped by chorematic
diagram class. A python script was written that removed typos and white spaces and
counted occurrences per class, returning a csv-File with said content.

Territorial outline measurement. The data for the outline types was documented in
the spreadsheet in two ways, via visual classification and measurement of control points.

Table 4.26 Abbreviations for the encountered symbology types.

Abbrev. Explanation

Point

+- Plus and/or minus as point symbols
circles filled or unfilled circles of various sizes
FO P variation of the form variable for point symbols such as stars
squares same usage as circles
hexagon same usage as circles
triangles same usage as circles

Line

CA L circular arc line symbol
curved L line symbol using Bezier curves
FO L form variation of line symbols
L nondescript straight line symbol, usually black
PAT L variation of pattern over a line
poly L polyline symbol
arrow arrows, often in the form of cubic Bezier curves

Area

PAT A pattern variation such as hachure over an area
FO A form variation over an area
ellipse ellpises used to form areas
rectangles rectangles used to form areas
gradient a colour gradient applied over an area

Subd.

hexali SD hexalinear subdivision, i.e. one that only uses 60 angles
L SD straight line subdivision
curved SD a subdivision using Bezier curves
CA SD circular arc subdivision
poly SD polyline subdivision
rect SD rectilinear subdivision

Misc. icons miniature chorematic diagram
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During visual appraisal, the following territorial outline types were encountered for In-
selkarten: Circle, Ellipse, Square, Rectangle, Triangle, Hexagon, Polygon, Circular Arc
and Curved. Rahmenkarten were assigned to their own category. A special outline type is
actually mostly devoid of an outline, this type is called Overlay. Overlays are chorematic
layers put atop conventional base maps. The number of control points could only be use-
fully derived for Inselkarten, and was interactively counted within Inkscape. The number
of control points in the strict sense of this measure is the minimal number of points that
is needed to uniquely define the present shape, for example 2 for a circle, 3 for a square
and four per cubic Bézier curve. Although conceivably automatable, the peculiarities of
the manual vector drawings forced a close interactive inspection again, as some polygons
and curves were over-defined or an outline that was visually coherent was in fact created
from several disjunct line elements.

Collecting colour and lettering information. In order to collect information on colour
usage, we wrote a python extension for Inkscape that returns all colours within a selection
box as hexadecimally coded RGB colours as well as their total number. Note that black
and white were counted as colours in this survey, that is a purely black and white diagram
might be appraised with one or two colours, depending on whether a white background
element and / or frame was used or not. Further computational investigations into colour
usage such as placement and distances of selected colours in a common colour space
were considered, but were deemed to lie outside the scope of this research. Lettering
information was collected by marking diagrams that had lettering on the map face with
’yes’, those without with ’no’ and those that used numbers and a numbered key in the
legend with ’numbers’ in the spreadsheet.

4.6.3 Taxonomy validation methods
As noted above, the taxonomy acted as a guide for the more detailed collection of data as
well as an ordering and ideation device regarding design rules. As such it was a substan-
tial part of the modelling itself. As the preliminary classification was done by iterative
visual analysis as described above, the question arose as to whether the visually identified
classes could be corroborated with the appraised traits of the individual diagrams. Apart
from descriptive statistics and correlation tests, an analysis of variance (ANOVA) was
conducted for each of the ratio-scaled measures against the taxonomic classes to test the
measured differences between classes for statistical significance. As some of the value
of the modelling part in this research hinges on the classes being convincing and relev-
ant as well as measurable, we will briefly recapitulate the ANOVA analysis principles.
The following is strongly based on [11, 248] and was cross-checked for English standard
terminology with [61, 307].

Analysis of variance. The analysis of variance is a very popular and robust multivari-
ate statistical method that is applied when there are ratio-scaled dependent variables and
nominal to ordinal-scaled independent variables, i.e. categories. When there is only one
independent variable, a one-way analysis of variance is used, as is appropriate for the case
of chorematic diagram classes. When values such as the mean of an observed variable var-
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ies for the sub-populations, in our case diagram classes, the question arises whether the
variation in means is statistically significant or not. Informally, the question is whether
there is any statistical indication that the classes belong to the same base population or
not. More formally: Let xi(1, ...q) be the q discrete categories of variable X . Let the
arithmetic mean value of variable y belonging to category xi be µi and the grand mean of
variable Y over the whole sample across categories be µ. Let the jth observed value of
Y in the ith category be yij . From that we can express yij as:

yij = µi + εij

with εij = residual of value yij from µi.
When we denote the difference between µ and µi with δi we get:

yij = µ+ δi + εij . (4.1)

This is known as the means model for a one-way ANOVA analysis. The means model
thus assumes that every measured value yij for a given category results from the ad-
dition of two terms to the grand mean µ. The effect of the category is δi and εij are
the residuals from measurement errors and/or non-measured effects. For our concrete
case, X is the nominal-scaled chorematic diagram class with xi with q = 7 and i ∈
SM,AM,SYM,CM,SCM,OV,UQ. The null hypothesis is that Y and X are inde-
pendent, that is, the grand mean of a measure described above such as the number of
control points is independent no matter which chorematic diagram class a given diagram
belongs to:

H0 : µSM = µAM = µSYM = µCM = µSCM = µOV = µUQ = µ. (4.2)

The corresponding alternative hypothesis is: H1 : at least two chorematic diagram classes
have different µi values. Assuming the summary statistics as estimations of the means are
available and hint at structural differences, the null hypothesis can be tested by a decom-
position of all variations of values into systematic and residual parts. This decomposition
is done by calculating the sum of squared differences (sum of squares; SS) between in-
dividual measurements and the grand mean of the respective measure and the individual
category means as well as the sum of squares between category means and the grand mean
itself:

q∑
i=1

ni∑
j=1

(yij − Ȳ )2

︸ ︷︷ ︸
total Sum of Squares

=

q∑
i=1

ni∑
j=1

(yij − Ȳi)2

︸ ︷︷ ︸
Sum of Squares within groups

+

q∑
i=1

ni(Ȳi − Ȳ )2

︸ ︷︷ ︸
Sum of Squares between groups

. (4.3)

In this decomposition, the SSbetw+ (Sum of Squares between groups) is interpreted a
the systematic influence of X (diagram classes). In order to test the null hypothesis, this
systematic influence is tested for being significantly larger than the overall error with an
F-test. By taking into consideration the respective degrees of freedom (df), mean square
values (MS) are calculated a ratio of which is the F-value for the F-test. The critical
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F-value that defines the level of significance is calculated from the pairwise degrees of
freedom among and between groups. The result is a p-value interpretable as the level of
confidence for the correctness of the null hypothesis from p = 0, null hypothesis is wrong
to p = 1, the null hypothesis is correct. The coefficient of determination R2 between
measurement and diagram class is derived by the ratio of the Sum of Squares between
groups and the total Sum of Squares. It can be directly interpreted as a percentage value
for the amount of variation directly explainable by membership of a certain diagram class.
The ANOVA result-tables in Section 4.3 present the analysis in the following form:

Table 4.27 Sample table highlighting the relationship of ANOVA results and
their generation.

SS df MS F Sig.

Between Groups
∑q
i=1 ni(Ȳi − Ȳ )2 q − 1 SSbetw

dfbetw
MSbet

MSwith
p

Within Groups
∑q
i=1

∑ni

j=1(yij − Ȳi)2 N − q SSwith

dfwith

Total
∑ni

j=1(yij − Ȳ )2 N − 1

R2 SSbetw

SStotal

Prerequisites. The analysis of variance always has some descriptive value via the calcu-
lated effect decomposition. In order to generate statistically sound interpretations regard-
ing the null hypothesis however, certain prerequisites must be considered, namely:

(1) variable Yi should follow a normal distribution around its mean µi with a standard
deviation of σε.

(2) variances σ2 should be equal
(3) samples should be independent
(4) sample sizes should be roughly equal

ANOVA is known for robustness against violations of Prerequisite 1 and is often used
(successfully) on sample sizes below the threshold needed to formally test for normal dis-
tribution [11]. The robustness of ANOVA against non-normality stems from asymptotic
theory and is applicable for large sample sizes. It can stil only be assumed to be robust
for the comparison of means, most other inferences are not applicable [252]. For our
analysis, we judged the distributions by visual inspection of the respective histograms for
each class and a Kolmogorow-Smirnow goodness of fit test. The measurements for the
collected data do not follow (and could not be fitted by the K-S test) an obvious standard
distribution, but show very similar looking distributions for each metric. For Prerequiste
2, the variances (= σ2) for each measure and class were compared amongst classes in
Table 4.28. The variances for Scale denominator, OLL, Control Points and Colours com-
prise several orders of magnitude and can thus not be assumed to be homogeneous. While
ANOVA is often applied even for unequal variances, care must be taken with the selection
of the post-hoc analysis [79].
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Table 4.28 Variances comparison.

Scale den. width height OLL Bertin CPs. Colours

SM 1133.2 · 1013 367 307 174943 0.08 1.46 13
AM 135.8 · 1013 616 470 336287 0.03 12.48 12
SYM 189.0 · 1013 510 638 626142 0.02 4.94 33
CM 248.4 · 1013 1000 607 921406 0.02 99.75 37
SCM 24.8 · 1013 460 666 3853352 0.03 35.19 10924
OV 448.0 · 1013 719 481 2024572 0.01 432.00 21

Prerequesite 3 is fulfilled with the described methodology of chorematic diagram se-
lection. The sample size for diagram classes varies, especially for SCM, OV and UQ
classes. As such, we cannot fully assume Prerequisite 4 to be fulfilled. Again, ANOVA
is known to be generally robust against class size differences, but the consequences for
the choice of post-hoc analysis must be considered [79]. As corroboration of the rejection
of H0 leading up to the post-hoc analysis, we also conducted a non-parametric Kruskal-
Wallis test that does not have demands on normality or equality of variances [61, 307].

Post-hoc analysis. For the cases where the ANOVA analysis led us to reject the null
hypothesis, we only know that H1 has to be adopted, saying that at least one diagram
class is different from the others. For these cases a post-hoc analysis was carried out
to analyse which classes are significantly different from each other. Conceptually these
post-hoc analyses perform individual tests in all possible permutations. A conservative
approach like the popular Scheffé method [307] had to be rejected due to the violations
of Prerequisites 2 and especially 4 [79]. Instead of eliminating heterogeneity of vari-
ances by adjusting them away ([53]), we used the Tamhane T2 post-hoc method [276] for
multiple comparisons. Not all results are presented in this thesis, due to length consider-
ations.7 Instead all the conducted post-hoc analyses were checked for significant results.
We prepared a synoptic table 4.21 without providing the individual measures for mean
difference, std error, significance and lower and upper confidence interval bounds and so
forth.

7These can easily be reproduced from the data that will be made available online.



Chapter 5

Modelling Chorematic
Diagrams

The preceding Chapter 4 was concerned with widening the knowledge base in a positiv-
ist manner. This Chapter presents the cartographic design principles that are observably
driving the look and feel of published chorematic diagrams. Such aesthetic as well as
artisanal qualities are commonly understood to be difficult to formalise by positivist ana-
lysis methods and are also known as tacit knowledge. Following the literature, it is only
by experience and practice that tacit knowledge can ever be hoped to be gained before it
is further formalised. Our experience with chorematic diagrams design stems from the
processes described in the preceding Chapter 4. In the following, we will move from
very general observations in Section 5.1 towards a more formal constraint-based model
of chorematic diagrams in Sections 5.2 and 5.3. In the closing Section 5.5 we present
two studies that are concerned with validating and parametrising individual constraints.

5.1 Design principles

It is long recognised in generalisation research, that knowledge acquisition for automated
map production is as crucial as it is difficult (see Chapter 1). Especially the fact that “[...]
cartographic knowledge [...] is essentially encoded graphically and thus hard to describe
by words.” [306, p. 142].

Knowledge that is included in artefacts only is not idiosyncratic to cartography. Such
cases arise in various circumstances. In Artificial Intelligence (AI) research often encoun-
ters this problem when trying to devise expert systems. In an article on tacit knowledge in
AI research, Johannessen [156] identifies that non-codified knowledge can be encountered
especially in “[...] the case of the vocational and aesthetic world.”. While several tech-
niques to tackle this problem have been proposed for cartography (see Table 4.24 and
[161]), neither has made wide inroads [133]. The difficulty in describing tacit know-
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ledge formally has long been recognized in philosophy. The philosopher Wittgenstein
and subsequent authors hold the view, though, that tacit procedural knowledge “ [...] can
be communicated directly via examples and general hints.” [156]. That is exactly what
was done most famously by Eduard Imhof and later Wood [316] for label placement. One
of the most cited works in automated label placement is [149], which represents gen-
eral verbal guidelines and copious graphical examples on how to position text on maps.
For an example, see figure 5.1. For the case of label placement, Imhof’s presentation
of tacit knowledge forms the foundational source of information to the present day, for
example [238, 271]. Following Johannessen, it is possible to transform broad guidelines
and detailed examples into operationalisable knowledge within a given scientific context.

Figure 5.1 Visual examples of poor and good label placement solutions from
Imhof [149].

Succinctly, we present the design principles of chorematic diagrams by description
and example. We start with the general design goals that chorematic diagrams seem to
strive for and review more detailed examples roughly ordered by the concepts of compos-
ition, thematic encoding and shape.

5.1.1 Overarching design goals

As we have shown with the statistical analysis (Chapter 4), chorematic diagrams come
in different types and field quite a few different symbolisation strategies. Still, an astute
observer can recognise a common look and feel, a common aesthetic at work. The fact
alone that researchers from different disciplines accept and talk about the existence of ”the
choremes“ when addressing chorematic diagrams as a unity is testament to the existence
of overarching design goals at work.

In the following we will argue, that the overarching and characteristic visual design
goals of chorematic diagrams are lucidity, abstractness and harmony. They are present
in nearly all chorematic diagrams, with only few counterexamples, which can safely be
interpreted as atypical. In a sense they are efforts gone awry, such as Fig. 5.2. The
three mentioned visual design goals are the driving forces that are governing individual
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Figure 5.2 Example of misemployed chorematic design principles [199].

graphic procedures and lower level tasks. They represent the visual design philosophy of
chorematic diagrams.

Lucidity. Chorematic diagrams are portraying complex geographic situations in intellec-
tually controllable ways. That chorematic designers aim for that goal is not surprising
per se. As shown previously, the ideology behind Brunet’s chorematique is about finding
relevant and recurring patterns in spite of a deluge of detail (see Chapter 4). Turned upon
its head, Brunet’s goal becomes a conjecture with wide ranging epistemic ramifications:
the world’s complexity can be reduced to very simple cartographic expressions for cer-
tain (many) geographic purposes. Beyond the measurable reduction of detail, chorematic
diagrams are neatly tidied-up models of reality. They take the form of map-like diagrams
that strive for clarity and controllability, and with it intellectual safety and affirmation to
potentially messy and confusing situations. A quite literal example of a chaotic, messy,
violent and confusing situation is the Los Angeles Riot of 1992. Fig. 5.4 is a press pho-



124 Chapter 5. Modelling Chorematic Diagrams

tograph from the time exemplifying these qualities and Fig. 5.5 is a chorematic diagram
that accompanies a two-page article discussing the course and causes of the riot.

lucidity

geometric
orderliness

clarity of
arrangement 

Figure 5.3

Figure 5.4 Impression from the Los Angeles 1992 Riots [309].

As can be seen, the photograph is a rhetoric appeal to emotion first, and reason second
with the reverse being true for maps. The longing for geometric orderliness as a road
to intellectual controllability is much stronger in chorematic diagrams (Fig. 5.5) than in
thematic maps such as Fig. 5.6. Whereas the thematic map shown follows the aim of
quantitative and geometrically precise data portrayal, the chorematic diagram aims for the
portrayal of the overarching structures and processes by placing the elements into neatly
shaped spatial ’bins’ that coincide with structural categories: All blacks are in the banana
shape of South Central, ocean and land are seperated by a smooth curve, hispanics are
’collected’ and put into two circles that are conveniently sized and a third larger expanse
that is in visual contrast to all other spatial bins; the processes are depicted as magenta
coloured fronts and eruptions tying back to the ’social volcano’-imagery that is conjured
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Figure 5.5 Geometric orderliness: Map from a Mappemonde publication on
the Los Angeles Riots. Translated from [14].

in the accompanying article [14]. The two main strategies with which lucidity is reached
are geometric orderliness and clarity of arrangement.

Abstractness. The symbols used in chorematic diagrams consistently show a big visual
distance to the material or immaterial phenomena that are depicted. As explained in
Chapter 4 (table 4.7), only 12% of the examined chorematic diagrams use point symbols
different from simple forms like circles or squares. All these can safely be understood to
be symbols of low iconicity in carto-semiotic terms [88].

The choice for a high degree of abstraction for the outer, visual form is rooted in the
theory of the chorématique at the junction of the ideographic and the nomothetic (see
Chapter 4). The claim to universal applicability of the choremes laid down by Brunet is
visually reinforced by using a limited set of symbols for nearly all geographic phenom-
ena. Visual display of spatial arrangement and structure are highlighted, while the actual
subject matter is often only discernible by consulting the legend and accompanying texts.
Strong abstraction is not only carried out for point symbols, but for linear and area ele-
ments, too. Especially area pattern fills use a low number of linear hatches varied by
frequency and direction. In contrast, conventional thematic cartography often uses area
pattern fills to visually reinforce the phenomenon such as land-use or land cover.

Fig. 5.8 shows an example for an economic map from a school atlas fielding point
symbols of a high iconicity such as stylised bananas, palm trees, rubber plantation and
cocoa beans over highly texturised land use/land cover are fills. The colours for the more
abstract point symbols as well as the land use/land cover areas attempt to provide cues to
their meaning via an associative colour choice. Examples are yellow diamonds for gold
mining or grey for aluminium mines and industries.

Fig. 5.9 is an example for the abstractness of symbolisation in chorematic diagrams.
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Figure 5.6 Map from a journal publication on the Los Angeles Riots [279].
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Figure 5.8 Section of an economic map of Africa,1 : 16000000, centered on
Abidjan [321].

Manioc

Limite nord
des sols sableux

Traversée routière

Café ou cacao

Bananier
et café-cacao

Palmier

Embouchure
marécageuse

Golfe de Guinée 

Figure 5.9 Chorematic diagram on crops around Abidjan, source [198].

It portrays thematically similar elements such as banana, cocoa, palm trees and manioc
plantations and crops around Abidjan. Colours and patterns are decidedly arbitrary and
unrelated to any notion of western-african vegetation. The abstraction in colour usage
does even eschew the usage of a blue ocean, so that out of context, the ivory coast appears
as an island. In subtle ways, choosing colour, point symbol and hatching schemes based
on visual distinctiveness without any consideration for connotations helps in creating a
neutral, scientific look on a subject matter. The potentially contentious subject of race
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and ethnicity in Fig. 5.5 avoids naive associations, with ’white’ having the highest grey-
value and so forth. The two main strategies with which abstractness is reached are using
low-iconicity symbols and non-associative colours (Fig. 5.7).

Harmony.

harmony

shapeliness balance

neutrality

Figure 5.10

While the word harmony has a wide range of meanings, under it we here subsume
a specific range of aesthetic qualities that drive the look of feel of chorematic diagrams.
The chorematic harmony comprises a neutral and scientific appearance, balanced layouts
as well as the peculiar style of geometric shapes found in chorematic diagrams. The quest
for a harmonious visual appearance permeates many of the individual design choices and
is the driving force behind the unique style of geometric schematisation that argueably
make chorematic diagrams so memorable. One of the early definitions of chorematic
diagrams in English goes on to say:

[...] kind of powerful diagram (choréme) that Brunet has perfected and which
manage to convey the essential message of a complex argument with a few
carefully chosen pen strokes, symbols and shading [71].

The quest to find out the details of chorematic shapeliness has thus been one of the areas of
a more detailed investigation. In contrast to persuasive maps [202], the inherent poignancy
of the schematised representation is tempered by subdued colours as well as smooth and
gentle geometries. While repetition and a reduced set of angles and directions are defin-
itely part of chorematic shapeliness and thus harmony, overbearing patterns are carefully
avoided. The regularity and strict form of, say a hexagonal outline is mellowed by a
non-hexagonal subdivision as in Fig. 5.12. Whereas a thematic map such as Fig. 5.6 duti-
fully repeats the grid pattern of Los Angeles streets further reinforced by the rectangular
Rahmenkarte-layout, Fig. 5.5 harmoniously contrasts the smooth shapes of ethnic regions
with its own Rahmenkarte-layout. The three main aesthetical qualities by which harmony
is reached are shapeliness, neutrality and balance.

Subsumption. The three overarching design goals interact with varying prominence in all
chorematic diagrams to produce the unique chorematic design space. That is to say that
while many other maps and diagrams follow aesthetic principles like harmony or abstrac-
tion, the specific embodiments these principles find in chorematic diagrams is unique in
their mixture and underlying goals. The following three sections roughly group the more
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specific observations by the map compilation tasks composition, thematic encoding and
drafting the shapes.

5.1.2 Composition
Composition here encompasses observable conscious and subconscious editorial decisions
that govern the chorematic diagram as a whole or as diagram group.
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Figure 5.11 Influx of criollo settlers into Argentina. Redrawn from [124].

As has been established in Chapter 4, chorematic diagrams are always part of a wider
geographical argument that is being made. The diagrams themselves highlight the spatial
part of the argument, whereas the texts discuss causes, processes and effects. In light
of the rationalist-materialist epistemic approach of the chorématique it follows naturally
that the geometric form of a diagram is carefully matched to the geographic argument
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that is being made. If the region of interest is framed as being a container of the discussed
geographical phenomena, the boundaries of the region become the visual containers for
the chorematic symbolisation. A quite literal example is Fig. 5.11, where settlers of the
criollo caste are depicted as a blue flow filling up parts of the ”empty bottle” of Argentina.
The influx happens at two specified entry points signified each by a filler plug-like symbol.
All instances of chorematic diagrams being framed as Inselkarten highlight the notion of
the region of interest being such a container, for the argument being made in that specific
instance. The instances (20%, see table 4.5) where Rahmenkarten are presented highlight
the embeddedness of the phenomena within the continuum of geographic space, such as
the Los Angeles riots example in Fig. 5.5. These decisions are of even greater importance
when different regions of interest are being juxtaposed or compared. Consider Fig. 5.12,
where the diverse geometries of South-East Asian nations are all reduced to hexagons of
the very same size. Here visual similarity emphasises the nomothetic geographic elements
in an otherwise highly idiographic environment.

BANGKOK

SINGAPORE

Thai central space

Thai zone of economic influence

Possible extension to Thai economic influence

Centers of Growth

Burma

Thailand

Cambodia

Vietnam

Laos

The Thai Dream

SPATIAL ORGANISATION SPATIAL MODEL

Figure 5.12 The economic influence of Bangkok and Thailand in S-E Asia as
thematic map and chorematic diagram. Note the wilful topology
violation of Burma in the Spatial Model. Redrawn from [39].

Conscious use of such a kind of specificity matching allows subtle relations and jux-
tapositions to be emphasised, as has been done effectively in Fig. 5.13. Three chorematic
diagrams show the three French overseas départments in the Americas. By layout alone,
they are displayed as a unit. Their overseas nature is emphasised by including the ocean
in all three, with Martinique and Guadeloupe as proper Islands and Guyane as classical
case of a coastal entrepôt. Geometrically, Guadeloupe is shown as a ’double’ Martinique
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at the same scale via two and one circle respectively. Thus, both unifying and differenti-
ating spatial properties of said regions are highlighted at the same time. The geometries
have been tidied up in support of the overarching goal of lucidity.

Figure 5.13 Arrangement of chorematic diagrams of French overseas territories
highlighting various external and internal similarities and differ-
ences. Source [134].
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Assuming we could somehow measure the spatial structure S of a given region, the
compositional decisions in Fig. 5.13 show the set of external relations E:

E = SMartinique ∝ SMartinique > SGuyane � SWorld (5.1)

This is to say that compositional decisions regarding layout and outline choice are
partially made in order to express those exterior relations that strengthen the geographic
argument being pursued. For regular maps, the geometries as material exponents of
spatial structure are expected to express their relations implicitly (if considered at all).
Chorematic design can even go so far as to willingly ignore topological relations without
being technically forced to do so by any orthodox cartographic constraint. An example
here is Fig. 5.12, positioning Burma in a way that it becomes seperated from Laos, al-
though in this case Burma could safely be placed in a topology-preserving arrangement
at the empty spot above Thailand.

5.1.3 Thematic encoding
From the wealth of available mapping techniques for thematic data (for example [166,
261]), only few are encountered. Although never made explicit by Brunet himself, the
simple reason is that chorematic design eschews the display of quantitative data alto-
gether. Whith less than a handful of counterexamples to be found (most notably [139,
Fig. 6]), the lack of quantitative mapping techniques can safely be understood as the main
determinant of chorematic thematic encoding. Following Bertin, quantities can only be
encoded via the retinal variable size. In its essence, chorematic encodings do not use size
as retinal variable, but instead solely concentrate on using size within the two dimensions
of the plane. Chorematic diagrams thus always concentrate on the visual task of showing
the spatial extent and location of a given phenomenon. With the focus firmly on the ques-
tion what is where? and taking into account the goal of abstractness, carefully choosing
the number and shape of the phenomena to be displayed is the logical main encoding
strategy for thematic entities.

Area-class paradigm. Extant thematic cartography abundantly makes use of the choro-
pleth technique. Categorical maps, also known as area-class maps, have been identified
as being the more truthful and expressive solution [187], but still require a high degree of
manual interpolation and intervention [54]. Chorematic diagrams, by their very nature as
schematised representation of some geographical phenomenon’s geometry, follow what
we call the area-class paradigm. Instead of using administrative subdivisions, the them-
atic polygon’s extents are drawn so as to coincide with the phenomenon. A striking ex-
ample is given in Fig. 5.14. The upper left shows a chorematic area-class depiction of
the basic structure of migratory and natural population change in Romania, the rest of
the diagram shows an orthodox choropleth depiction and colour-coded histograms illus-
trating the different change patterns. The main generalisation operations at play here are
aggregation and selection, followed by a schematised redrawing of the geometries. All
three operations are undertaken in the spirit of bringing neatness and tidiness into the
displayed geometries. The example also provides a good impression of the amount of
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schematisation that has happened, from seven distinct classes and hundreds of adminis-
trative polygons to just three distinct areas. The compositional choices further serve to
emphasise the area-class paradigm: where the mosaic of the choropleth elements suggest
containment, as it is backed up by the Inselkarten layout, the chorematic diagram opposes
the rectangular outline of chorematised Romania with the naturally curving interior sub-
division of the area-class depiction. By doing that, the viewer intuitively expects the areas
to continue into a wider, European population change landscape especially in the west
where the Gestalt properties of the used curves hint at closed yellow shapes just behind
the border.

For the more analytic diagram classes that concentrate on very few phenomena (i.e.
AM, SM, OV and partially CM), a shape is a thing-in-itself. For the synthetic cases
(SYM and SCM) the visual problem of displaying overlapping and thematically interact-
ing phenomena comes to the forefront. Extant diagrams attempt to maximise differen-
tiation and separability of individual layers by employing highly separable colours and
hachures. The hachures use only a few variations of the retinal variables direction and
texture/grain, namely 45◦-steps and not more than three line/dot spacing schemes (e.g.
Fig. 5.5, 5.9). These are usually in accordance with the suggestions and conjectures re-
garding high separability of direction and texture/grain from Bertin.

Colours. It was already established that the analytic diagram classes of AM and SM
use a lower number of colours than the synthetic classes (Chapter 4). The concrete col-
our choices follow two different general strategies as logical outcomes of the area-class
paradigm and the overarching goal of harmony, especially balance and neutrality. The
goal of abstractness with its demand for non-associative colours serves not so much as a
constraint, but as an enhanced degree of freedom for colour choice.

The first strategy is to use black and shades of grey in addition to a single main colour,
which we call austere guide-colour technique. The guide-colour technique as exemplified
by Fig. 5.15 and 5.5 contrasts the conceptual basic situation in shades of grey with the
more salient and active phenomena and processes in the fully saturated guide-colours
green and magenta, respectively. Such colour usage makes the division between base-map
and thematic layer obvious and harkens back to the traditional cartographic technique
of using a greyed out version of a topographic map as base-map. The choice of the
guide-colour itself is more or less arbitrary, but extant diagrams sometimes appear in
groups in the examined MappeMonde sources. That is to say that there are groups of
articles in individual issues, for example on agriculture, that make use of the very same
guide-colour. This is a cue to unity of modelling and geographic approach more than any
direct connotation or material association of phenomenon to colour impression. Generally
speaking, the austere guide-colour technique serves the general goal of lucidity well by
putting emphasis on some phenomena in contrast to others in a visually obvious way
with the potentially highest degree of selectivity. As there is little room for variation of
a single colour, the austere technique is most often encountered in the analytic diagram
classes SM, AM.

The second strategy that can be observed is the usage of a wide colour palette in order
to provide visual separability for a multitude of phenomena within the same diagram.
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Figure 5.14 Population dynamism map from the Atlas de Roumanie [235].
Source: from the Atlases review [114].

we call this the pastel-technique: The demand for high visual separability as it is being
mellowed by the notions of neutrality and a scientific look lead to the use of muted,
low saturation pastel colours for polygons comparable to those used in political maps
in atlases. Line features and point features are then coloured in fully saturated, highly
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Figure 5.15 Example for the guide-colour technique, where black, grey and a
single hue are varied used producing a neutral look for a potentially
contentious subject. The diagram shows the influence of selected
cities in the region. Source [143].

salient colours (such as black, red and dark blue) avoiding the yellow tones. An example
of skillful application of these criteria is obervable in Fig. 5.13. Such colour choices for
line and point features are congruent with best practices in thematic cartography as laid
down by [148], for example. It follows naturally that the pastel-technique is most often
used for the synthetic diagram classes SYM and SCM.

As mentioned above, chorematic diagrams concentrate on showing qualitative data.
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While eschewing quantitative data they do sometimes display ordinal relations of areal
phenomena. Usually not more than three gradations are used, signified by colour value
variations. As can be witnessed in Fig.s 4.3[e], 5.12 and 5.14, these ordinal relations
are often based on a more general ordering of phenomena instead of a straightforward
reclassifaction of some otherwise ratio-scaled variable. We call the tendency to display a
low number of thematic gradations the weak ordinal concept in contrast to the full range
of ordinal encodings partial to colour-gradient usage in conventional thematic maps.

5.1.4 Shape
The geometric shape of geographic line, area and network features found in chorematic
diagrams presents the biggest departure from regular cartographic practice. From a gener-
alisation viewpoint, the transformations the shapes undergo, would have to be character-
ised as a form of the generalisation operation caricature or viewed as operations specific
to schematisation (see Chapter 3). It is important to note, that not all features of the same
geometry type are treated equally: subdivisions are treated differently from territorial out-
lines, arrows differently from other linear, and network-forming elements differently form
all others.

Territorial outlines. The shape of territorial outlines comes to the forefront in all In-
selkarten layouts. They come in three different basic varieties (percentages from Table 4.5):

• symmetric shapes without clear elongation (circles, squares, hexagons) [20%],
• symmetric shapes with one clearly elongated axis (ellipses, rectangles and tri-

angles) [31%] and
• asymmetric polygonal shapes constructed from either straight lines, circular arcs or

Bézier curves [29%].

The Subsection on composition already discussed how the intended geographic message
influences the choice of map type and arrangement to highlight the set of relevant external
relations of the region of interest. The choice between displaying Guyane, for example,
as a square or as rectangle on the other hand, is based upon the interiour relations that are
to be emphasised:

These choices themselves are not arbitrary: the circle implies that no direc-
tion is privileged and the periphery is everywhere at the same distance from
the centre, while a square in this regard has four blind spots, an elongated
rectangle already implies strong hypothesis on the structure of space, with a
preferred direction; and so on. [43]

Whereas the symmetric outlines are driven by geographic intent, the asymmetric poly-
gonal shapes are indeed schematised versions of their input geometries. The input geo-
metries can be assumed to be the territorial outlines as they would be found at the car-
tographic scale of the projected chorematic diagram. They are first simplified beyond
the conventional needs of the target scale and then get smoothed to fulfil one of the em-
bodiments of chorematic harmony, i.e. harmonious curves or angularly adjusted straight
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lines. The specific chorematic understanding of harmony for asymmetric shapes does
not blindly enforce the design rules. Instead of forcing all segments of an outline to
follow some a priori design rule, a certain amount of variation and individuality is main-
tained. The outline in Fig. 4.3 could easily have been orthogonalised fully, but purpose-
fully was not. Such slight irregularity amidst radical geometric tidiness underlines the
individuality and uniqueness of the region of interest. This mirrors the concept of Fukin-
sei (lit. ”without symmetry”) in Japanese aesthetics which by balancing symmetry with
asymmetry expresses a form of natural harmony [78]. The enso circle in Zen Buddhism
(Fig. 5.16) is probably the most famous expression of the Fukinsei concept.

Figure 5.16 Zazen bell with Enso in Background. Source: wikimedia com-
mons.

The asymmetric outlines also achieve harmony by presenting no grossly protruding
elements, overly acute angles and/or inflexions in the case of curves.

Ancillary topographic data. Brunet decidedly states that pure simplification based on
geometry alone is anathema to chorematic design. Rather, other considerations have to
inform the transformation:

One should not summarise at random or make diagrams without guid-
ing principles, or be content to draw a straight line where reality is vague
and sinuous, and a circle where it is roughly potato-shaped: that would be
mutilation, not representation. – [44, p.120]
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In a very lively reaction to a contentious article on a supposedly objective geometric
process to derive the territorial outline of Australia [216], Brunet reinforces the notion
that geometric operations need to be informed by topographic knowledge, which one can
understand as ancillary data [49].

Recurring topographical situations that need to be considered are estuaries and ver-
tices where an administrative boundary and a body of water meet (Fig. 5.27).

Subdivisions. Subdivisions lie at the heart of the chorematic area-class paradigm. The
visual saliency of the smallest shown area is usually well above the minimal dimensions
ensuring visibility. Conceptually, a subdivision is always a full tessellation of the parent
polgyon, but chorematic diagrams strive to avoid the whole to become unglued. This
is especially true for Inselkarten which usually contrast the style of the outline with the
style of the shapes governing the subdivision as for example in Fig. 5.14. Fig. 5.22 shows
how not heeding such a design principle can create an unglued outline that looks like it
does not form a whole. The visual contrast needed for cohesion is reached, for example,
by choosing a straight-line polygon outline with a curved subdivision on the interior as
also employed in Fig. 4.3. Another strategy against unglued outlines is to use symmetric
shapes such as circles and ellipses which visually appear to lie on top of the region of
interest. The same effect is used when hachures are employed, for both see Fig. 5.11.

For the case of Inselkarten, the individual polygons of a subdivision are usually of
a lower complexity compared to the outline. This restriction does not apply where areal
dynamism is encoded as a form of a conceptual wavefront spreading over or into another
area such as in Fig. 5.17.

Network-forming elements. Network-forming elements [297] play a recurring and con-
stituent role within the chorématique as one of the four major geometry types. Con-
sequently they are often encountered in chorematic diagrams, although rarely take visual
precedence. The example in Fig. 4.3 shows both visual strategies employed for network-
forming elements: subfigure c) shows a strongly generalised transportation network that
still includes sinuous edges between vertices and subfigures d) and e) show schematised
topological networks with all edges being straight lines.

The former strategy is mostly applied to streets and where locality still is informative,
whereas the latter takes precedence for conceptual networks where topological structure
is at the forefront. The latter strategy can be likened to the metro map metaphor of schem-
atised maps (cf. Chapter 3). These schematised networks are either strongly reduced to
octolinearity or not angularly changed at all.

5.1.5 Chorematic design principles and cartographic merit
The sum of the observations elucidated above inform us on the properties of chorematic
maps. Many of the properties are aesthetic qualities, some others are basic, observable
facts. We already partially hinted and noted on connections between aesthetic qualities
and some of the basic properties. The question arises though, whether there is a greater
scheme, or system of aesthetic qualities these relations can be brought into. And more im-
portantly: How do these relations themselves relate to what the community understands
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Figure 5.17 Land use changes in rural villages and plantations of Sri-Lanka,
example for a chorematic wavefront. Note the high sinusity and
use of cubic Bézier splines. Source [194].

as good cartographic practice? In other words: Are chorematic diagrams any good? This
question can of course only be answered under the presumption of an available general
model of cartographic merit. In the following, we will sketch a general model of carto-
graphic merit and link the chorematic design principles to them.

A theory of cartographic merit. Cartography has long been thought of as being at
the crossroads of technique, science and aesthetics. One of the most widely accepted
definitions of cartography reads:

cartography: The art, science and technology of making maps, together with
their study as scientific documents and works of art. [195, 1.1]
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If we understand aesthetics as being part of art, it is only fitting to look into the study of
aesthetics, a branch of the philosophy of art, for some direction. In his article ”Aesthetic
Qualities and Aesthetic Value” [120], Alan Goldman develops a model for the relation of
basic objective properties and artistic merit via the relations of some aesthetic qualities.
He divides the properties of a work of art hierarchically into supervening evaluative aes-
thetic qualities, middle level evaluative aesthetic qualities and objective basic properties.
The most important supervening evaluative aesthetic qualities are positively evaluated
concepts like beauty (pleasing form), power of expression and originality. The middle
level evaluative aesthetic qualities are then more detailed concepts, gracefulness or vivid-
ness of colour tying back into beauty, for example. It is important to note that the first two
levels remain fully evaluative, that is to say that one observers vivid colour might look
garish to another person. In other words, the moment an observer attributes a work with
any of the evaluative qualities, he has already judged it. Goldman then goes on to state
that it will remain impossible to tie observable, measurable facts into some evaluation
function for artistic merit as a whole. One of the most profound reasons being that some
evaluative qualities can supervene others without being necessitated by observable facts.
This is especially the case for originality, which, if it becomes zero, will leave a work of
art without any artistic merit whatsoever. It is exactly here where we can draw a firm line
between art and cartography: for a map to be of value, it is utterly irrelevant whether any
element of the map as aesthetic product is original.

We can thus go on and and define a tentative high-level model for cartographic merit
based on the fundamental supervening evaluative qualities of accuracy, expressiveness
and beauty. A map that is to possess any cartographic merit must possess some amount
of all three, with originality as an optional modification:

Merit = (Accuracy · Expressiveness ·Beauty) · (1 +Originality) (5.2)

The three essential supervening aesthetic qualities do mirror the three dimensions of
cartography from the definition above, with accuracy matching the scientific, expressive-
ness the technique and beauty the art part of said definition. Where it does not matter
whether a certain map is original or not, the evaluative part of judging the other criteria is
dependent on a certain task at hand, i.e. cartographic merit is ultimately also relative to
outside context.

Chorematic merit. In Fig. 5.18, we have joined cartographic merit as described above
with the chorematic design goals. The middle level evaluative qualities are mere ex-
amples, and many others might play a role for the general case of cartographic merit.
The diagram does show, that the chorematic design goals can be understood as specific
instances of aesthetic qualities essential for the expressiveness and beauty of a map in
general. Good chorematic diagrams following the principles and constraints explored in
the preceding sections thus fulfil at least two of the three essential qualities of a map.
As we joined the chorematic design goals into a tentative model of chorematic merit, we
can identify a bad chorematic design. The example shown in Fig. 5.2 violates many of
the objective basic properties: The colours used for subdivisions are all fully saturated,
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Figure 5.18 Our model of chorematic merit as instantiation of cartographic
merit.

it uses high-iconicity symbolisation, has an unbalanced layout as well as a confusing,
uneven subdivision structure bringing untidiness such as undefined white spaces and an
overlap in the lower right corner. While not being totally without cartographic merit, the
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chorematic is the lowest we could find among the sampled diagrams. It fails at provid-
ing a high amount of abstractness, lucidity and partially harmony. This is a first proof
of concept to show that the insight gained so far can already serve qualitative judgement
within the chorematic design space as well as in the wider concepts of aesthetics in of
cartography.

5.2 Modelling for automation

Creating exactly the map that a person needs without any further information except some
geodata is of course a logical impossibility. It has been proven possible though, to auto-
matically create some maps provided that a priori knowledge about what the map is sup-
posed to accomplish is available. In this section we propose a general model for the
automated generation of chorematic diagrams. The model is general in the sense that
it specifies what one needs to know and how these facts interrelate, but does not tie it-
self to a specific implementation or method. Nevertheless, we provide cues to existing
or trivially attainable techniques for solving individual problems as well as to applicable
data-structures. We begin with the examination of the necessary input, i.e. the informa-
tion one needs and how to store said input. We then go into a more formal review of the
chorematic constraints identified in the preceding Section 5.1. Section 5.4 presents the
model of a procedure that connects the preceding elements into a construction strategy.

5.2.1 Necessary input
What we here call necessary input is structurally equivalent to what is called user re-
quirements in the realm of on-demand mapping (well-discussed in [15]). Calling them
necessary input highlights the fact that we attempt to identify those bits of information
that are of logical necessity. At its most basic, we must need to know something about
the purpose of the map. Chapter 3 has shown that schematised maps are almost entirely
driven by their purpose compared to topographic, in other words, general purpose maps.
A different way of expressing the purpose of a map is to ask which task it is useful for, or
which task shall it support. Let t be a single task from the set of all tasks T . Noting that
some models and taxonomies for tasks exist, they are still so general that we currently
cannot assume a complete task model for all t ∈ T . What is especially missing is the
matching function m to schematisation operation O. Instead we will identify what one
needs to know first. Currently, user requirements are either only known and modelled in
a relatively coarse, exemplary way (for example [106]) or are collected via very specific
interactive processes such as design wizards [15]. With the minimum requirements as
elucidated in the following, such an interactive process can conceivably be created.

5.2.2 Task definition
A useful task definition must answer the most basic questions of what? where? and how?.
In the case of construction from data stored in some form of geodatabase, the what? is
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also a where? question on its own. The task model must remain quite general as current
research is lacking a well-formed ’atomic’ interpretation of map-use task. Any task t can
be matched to an ordered array of information known as the Task Definition Vector t̂.
This means the function:

f(t) = t̂ (5.3)

is surjective (f : T � T̂ ), as it is true that

∀t ∈ T, ∃t̂ ∈ T̂ , f(t) = t̂. (5.4)

Surjectivity of tasks and realized maps is in fact a cornerstone of why making maps
is useful: one map is potentially helpful for several tasks. The informations necessary to
generate a chorematic diagram are the region of interest R, the set of relevant external
relations E, the set of relevant internal relations I , the layer hierarchy H and the list of
relevant geographic processes P . The Task Definition Vector can thus be written as:

t̂ =


R
E
I
H
P

 (5.5)

Region of interest. The regions of interest can be conveniently encoded by a bounding
box bbox or a toponym top:

R := {(bbox1, top1), ..., (bboxn, topn)} (5.6)

where bbox = [x1, y1], [x2, y2], [x3, y3], [x4, y4] and top is a string of characters that
can be geocoded via existing gazetteers. Either can take no value, indicating implicitly
whether embeddedness or container characteristics are more warranted for that region.
The number of regions n is usually 1 but in the case of comparative approaches several
can be included in the same diagram.

While it is conceivable to have non-rectangular Rahmenkarten-layouts, current geodata-
base technology nevertheless would create a bbox for the spatial query.

External relations. The external relations can be understood as the set of all relations E
that provide relative and or absolute information on the similarities between the n regions
of interest. This includes information on the relation to the outside world. The input
would be in the form of a symmetric matrixE considering at least all n regions of interest
plus the outside world and plus specific entities k which might be important for peculiar
geographic arguments. This yields an m×m matrix where m = n+ 1 + k, k ∈ N0. To
illustrate the concept, we will continue the example in Fig. 5.13 from Section 5.1. Here,
we have the three regions of interest of Martinique, Guadeloupe and Guyane who are
all in the same explicitly spelled out relation to France, namely overseas Departements.
They also are in some relation to the world, with two common factors being situated in
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the Americas as well as bordering the Atlantic Ocean. Both relations are made explicit
in the paper and are thus assumed to be part of the geographic argument at hand. Our
external relation matrix Eameri thus has n = 3 regions of interest and k = 1 = France
entities peculiar to the argument of the article, yielding a 5× 5 matrix as per:

m = n+ 1 + k = 3 + 1 + 1 = 5. (5.7)

Each entry sij , s ∈ {0, ..., 1} in the matrix is then some normalised structural simil-
arity measure, with i, j = {Martinique, Guadeloupe, Guyane, World, France}. One can
clearly see the symmetry of the matrix and perfect similarity between each entity and
itself:

Eameri =


1 0.5 0.2 0.1 0.3

0.5 1 0.2 0.1 0.3
0.2 0.2 1 0.1 0.3
0.1 0.1 0.1 1 0
0.3 0.3 0.3 0 1

 . (5.8)

Note that France and the World have zero similarity in that matrix. This is to say
that the chorematic diagram does not in any way relate France and the world. This is in
contrast to the unity of all three regions of interest being expressed both in their relation
to the world (ocean) as well as especially their selection for comparison to begin with,
which is entirely based on their common relation as parts of France. In essence, these are
weights that express which relations to highlight and which to subdue for the geographic
argument being pursued. We remind the reader that the schematisation operations for
chorematic diagrams can be utterly radical so as to display any arbitrary collections of
regions as circles of the same size, which would be indicated by the matrix being filled
with 1’s, for example.

Internal relations. The information on the relevant internal relations are needed espe-
cially for the shape-related decisions regarding individual regions of interest. The entry
I for the task definition vector t̂ is constructed in the form of an ordered array itself.
The necessary pieces of information are the number of relevant principal geometric axes
a ∈ N defaulting to 1, their emphasis weights wi ordered by length of axis and a list L
of coordinate pairs c = (x, y) of geographic characteristic points which are not already
covered by the available geodata G, including ancillary data A ⊂ G. The entry thus takes
the form:

I =

 a
w1, ...wa

L = c1, ..., ci|c /∈ G

 (5.9)

To provide an example, imagine a chorematic diagram is to be drawn for the country
of Chile. The diagram is supposed to show vegetation differences between coastal areas
and the Chilean Andes but should also show differentiation by climate zones. Two dif-
ferentiating principal spatial axes (N-S and E-W) would be needed, with a slight overem-
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phasis put on the E-W axis which would be too narrow otherwise. Assuming no otherwise
critical points need to be considered, the encoding would look like:

iChileVeget =

 a = 2
w1 = 1, w2 = 2

L = {}

 (5.10)

Thematic hierarchy. The thematic hierarchy H is encoded as an ordered list of pointers
p to elements of the input geodata G and their corresponding importance weights wi
with i being equal to the number of layers. The ordering of the pointers indicates the
drawing hierarchy and the corresponding weights regulate the emphasis they have for the
geographic argument.

Processes. Of the 28 basic choremes as established by Brunet [43], 16 are concerned
with processes with the remaining 12 mostly being concerned with static spatial structure
(see Fig.4.2). In order to encode which of these 16 processes are to be displayed where
in entry P of the task definition vector t̂, a pointer p to the pertinent process from the
set of chorematic processes Ch ∈ [9 − 24] is needed. In addition each process needs
to be supplied with a point, line, area or network-forming geometry as its origin o and
corresponding points lines or areas as sinks s. The basic set of choremes can be substituted
or supplemented by more specific sets of processes, such as those develped for agricultural
processes in [66].

Topology. We established in Section 5.1 that chorematic diagrams may allow some topo-
logy violations if it serves the geographic argument and harmonious appearance. Tech-
nically, one could demand the user to provide a weighting matrix Tw for all topological
relations of the input. Conceivably, the matrix could be generated in an interactive fashion
with the user graphically indicating violable topologies. As topology violation is very sel-
dom encountered in the diagrams the gains pale in comparison to the effort and overhead
involved. There is also no general harmony function which to parametrise against, so we
omit to forcibly include special topology variations. In a sense, for automated construc-
tion we assume the topology weighting matrix to be filled with 1′s as default. Should a
user have a graphical and geographical idea he absolutely must express then it is the most
economical to allow manual post-hoc manipulation. Should a general harmony function
become available, Tw could be added to the task definition vector t̂.

5.3 Chorematic constraint modelling

It is common in automated map-labelling to formalize precepts on cartographic design in
declarative sentences and call those ”Rules”. The nomenclature developed in automated
generalisation distinguishes between rules and constraints in the following manner:

[...] rules state what is to be done in a process, while constraints stress what
results should be obtained. [133, p. 73]
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In the following we adopt the usage from generalisation research and present a consolid-
ated list of chorematic design constraints. The observations are all justified in the running
text above but are here isolated from their context as the first step of formalisation. We
will briefly discuss each individual constraint that has been identified in Section 5.1 in
light of further formalisation for computational construction.

5.3.1 General guidelines

GG1. Chorematic diagrams should be of low cartographic complexity. The cartographic
line frequency OLLpA[Bt] as explained in Chapter 3 is a suitable measure for car-
tographic complexity. The insights from the preceding Chapter 4 allow us to assign
mean values and upper bounds for the complexity measure depending on the intended
chorematic diagram class c ∈ C = SM ,AM ,SYM ,CM ,SCM ,OV . The mean carto-
graphic complexity C is then:

Cmean = f(c) =



0.36Bt for c = SM

0.28Bt for c = AM

0.33Bt for c = SYM

0.28Bt for c = CM

0.43Bt for c = SCM

0.27Bt for c = OV

(5.11)

For further differentiation the upper and lower bounds and other dispersion measures
can be determined for each diagram class accordingly as simple lookup functions f(c).

GG2. Chorematic Diagrams should be abstract. What we generally mean by calling a
diagram abstract is that its geometric symbols provide very few visual cues to the non-
geometric attributes of the geographic objects and phenomena they stand for. While we
cannot hope to develop a generic measure for abstraction in graphics soon, the discussions
in Subsection 5.1.1 revealed two determinants of how chorematic diagrams are abstract.
Namely, low iconicity (see EC2) and avoidance of symbolic colour association (see EC3).
For the time being, the degree to which EC2 and EC3 are fulfilled can stand in as a
measure for abstraction. As degree of iconicity and symbolic colour association are values
that go up as abstractness goes down, abstractness can be expressed as:

Achorem = f(EC2, EC3) =
1

(w1 · EC2 + w2 · EC3)α
. (5.12)

The α denotes a potentially penalty factor and the ws are weights. A simple negative
linear relation seems unlikely, but the exact degree and nature of the exponential drop-off
remains unknown. With our current knowledge we can recognise safe choices that are
abstract enough.

GG3. Chorematic diagrams should aim for a lucid display of their message. Such clarity
of presentation can conceivably be measured by balance measuresBi such as the range of
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beneficial size ratios between area objects Bareas , the range of beneficial saliency differ-
ences Bsaliency and the amount of geometric orderliness of all objects Border . These are
all relative phenomena in that they look at interrelations between objects and groups of
objects. Measuring the balance of the overall layout Blayout would be done in a similar
vein. As has been shown for map labelling (cf. disambiguation in Chapter 2) and in multi-
agent generalisation systems, such measures are attainable but require great effort for each
individual type of group phenomenon. By definition, each such group phenomenon is in-
dependent of the others, meaning that should two group phenomena interact, they would
warrant another meta-group measure. For the case of chorematic diagrams, the low gen-
eral number of objects counter this potentially exploding problem space. A measure for
the lucidity L can thus take the simple form of a weighted sum:

L = w1 ·Bareas + w2 ·Bsaliency + w3 ·Border + w4 ·Blayout . (5.13)

GG4. Chorematic diagrams should strive for harmony in the geometries they display.
A general harmony function would need to take into account how good each individual
shape matches the geometric constraints regarding shapeliness. Depending on the type
of object, type of geometry and drawing style, individual functions come into play. For
example, curve continuity as one sub-element of shape-harmony, follows utterly different
measurements than angular restrictions and so on. Such a weighted sum of individual
shape evaluations seems much more attainable in the near future than, for example, a
general function of abstractness. More formally, harmony H:

H =

n∑
i=1

wi ·
m∑
j=1

hij (5.14)

where hij is the harmony value for object ij of object type i. The variable n stands for the
number of different object types with different harmony functions and m for the number
of objects of such a type; wi denotes the weight for object type i.

GG5. Chorematic diagrams should aim for a veracious look by employing neutral fonts
and a scientific look & feel. It is quite obvious that this is the most relative of the general
guidelines. It is definitely feasible to observe what fonts, colours and other design ele-
ments can be found in the contemporary scientific mainstream and emulate that. But the
mapping of material characteristics of a diagram to notions of ”science” and ”neutrality”
are changing over time in a non-linear and fundamentally unpredictable manner. One
cannot predict at what point and due to which reason a certain font or colour range stops
being ”scientific” and starts looking quaint or even repulsive. An example might be the
well-known changes the value judgements attached to fonts change depending on former
usage. After widespread adoption by corporate America in the ’60s and ’70s and again
in the age of the desktop publishing, the font Helvetica has, for some, become the face of
Capitalism, the Vietnam war and the state [144]. In other words, anything but neutral. As
usage of design elements and the advance of scientific publishing and its attached look &
feel over time are unpredictable, we abstain from further modelling of GG5.
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5.3.2 Composition constraints

CC1. Chorematic diagrams should use Rahmenkarten-layouts to highlight embedded-
ness. As indicated by the input, if a Rahmenkarte is warranted, the diagram should be
constructed as one. The algorithm/procedure is simply triggered, cutting out the geodata
from the database in a rectangular fashion. For purposes of further reprojection, this
bounding rectangle takes the place of the territorial outlines. The constraint measure thus
is simply a boolean variable x ∈ {false, true} taking the value true in the case of a Rah-
menkarte. It can be directly derived from the Region of Interest R that is part of the input
vector t̂.

An evaluation of the necessary inputR thus already is sufficient to decide which value
constraint CC1 takes:

xCC1 = f(R) =

{
true for [x1, y1] 6= [x2, y2] 6= [x3, y3] 6= [x4, y4]

false for top 6= {}
(5.15)

CC2. Chorematic diagrams should use Inselkarten-layouts to highlight a spatial con-
tainer. Very similar to CC1, the value for CC2 can directly be derived from the input
vector t̂:

xCC2 = f(R) =

{
false for [x1, y1] 6= [x2, y2] 6= [x3, y3] 6= [x4, y4]

true for top 6= {}.
(5.16)

CC3. Chorematic diagrams should arrange multiple regions such as to highlight external
geographic relations important for the argument. The external geographic relations are
stored as part of the input vector t̂ in the form of the m×m matrix E. Presupposing the
existence of some structural similarity measure, the realised structural similarity in the
form of Eout could be compared to the intended structural similarity Ein. Measuring the
adherence to CC3 can then be accomplished calculating the Frobenius norm || · ||F [29]
of the difference between input and output matrices:

MeasureCC3 = ||E∆||F (5.17)

where E∆ = Eout − Ein.
The Frobenius norm is generally defined as the square root of the sum of squares of

the absolute value of all matrix elements, so that the Measure for CC3 becomes:

||E∆||F =

√√√√ m∑
i=1

n∑
j=1

(aij − bij)2 (5.18)

where aij ∈ Eout and bij ∈ Ein.



5.3. Chorematic constraint modelling 149

A measure for structural similarity to populate the matrices remains the missing piece
to determine the beneficial values for CC3.

CC4. Labelling and annotation are optional. The choice is left to the user, formally
making the constraint a binary variable with valueCC4 = {0, 1}. Note that this is only
true for observed chorematic diagrams that were all placed inside a larger context of
accompanying text.

CC5. Chorematic diagrams should have an exhaustive legend. This represents mostly
a constraint on all other degrees of graphical freedom, as valueCC5 = true leaves no
choice, graphical real estate must be set aside and an exhaustive legend generated.

CC6. Scale information is optional. The choice is left up to the user, formally making
the constraint a binary variable with valueCC6 = {0, 1}.

CC7. Some topology violation might be allowed. Topology violations have only been
observed in cases where the violation serves GG3 and CC3 at the same time. See also the
arguments in section 5.2 regarding the harmony function.

CC8. Overbearing patterns should be avoided. It is currently unclear how the visual
weight of emergent phenomena like patterns (in the sense of section 5.1) could be meas-
ured in maps.

5.3.3 Encoding constraints
Note: in the following we use parts of the Bertinian terminology [28] to formalize en-
coding constraints.

EC1. Chorematic diagrams should only show qualitative or ordinal scaled data. Form-
ally, the set of legal target scale levels SL at which components are displayed should not
include Quantity Q:

SL = {≡, 6=, O} (5.19)

EC1a. Ordinal phenomena should have about three intensities. In other words, the
ordered components C should not have a Length LC > 3. We call this the weak or-
dinal concept.

EC2. Chorematic Diagrams should only use low-iconicity symbolisations. It is unclear
how to measure iconicity, but if one had an approach then no symbol should have icon-
icity higher than a certain threshold. So long as the symbolisation choices are within the
established acceptable list of examples, EC2 can be fulfilled automatically. Formally:

I = {i|i ∈ R+ is iconicity value for each unique symbol s ∈ S} (5.20)

measureEC2 = sup I (5.21)

valueEC2 ∈ [0, x), x ∈ R+ (5.22)
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The generic iconicity function I = f(s) as well as x are unknown. For the set of
realised point symbols Sp ⊂ S identified in Chapter 4

Sp = {sp|sp ∈ {+−, circles, stars, squares, hexagons, triangles}} (5.23)

it is known that

I = f(sp) < x,∀sp ∈ Sp. (5.24)

In turn they (the members of Sp) can be safely used.

EC3. Chorematic diagrams should mostly use colours with a low semantic connotation
to the subject matter. Following Imhof [148], colours can have inner, outer or no semantic
association to the objects they reference. In his sense, outer associations are visible colour
similarities between map symbol and geo-object, with the prime example being green for
woodland. Inner associations are culturally contingent concept-colour mappings such as
(love, red). There is currently no automated way to reliably assign a semantic category to
arbitrary input geo-data, although suggestions for common cases have been made [262].
There also is no model for generating prevalent colours based on a known semantic cat-
egory suitable for outer associations. Both factors currently prevent any further quantific-
ation or formalisation of this constraint. There are lookup-tables for culturally contingent
(concept, colour) pairings which could be used in the future.

EC4. Analytic diagrams may just use a single hue in addition to black and white (austere-
guide-colour technique). The choice seems to be unrelated to subject matter and thus
arbitrary. Once positively deided for, it can be fulfilled, by simply choosing a hue value x
which is then fixed so that only lightness and saturation may be varied.

EC5. Synthetic diagrams should use muted and desaturated colours for areas. We call
this the pastel–technique. Technically limiting the colour choice to pastels is imple-
mentation and colour-model dependent. One feasible strategy is to randomly generate
roughly perceptually equidistant colours and using only those that match the saturation
and lightness conditions of pastel colours in the respective colour model. In the HCL
(Hue-Chroma-Lightness; H ∈ [0, 360] and C,L ∈ [0, 10]) model, pastel colours live in
the space between the values [152]:

H : {0− 360◦} C : {0− 0.9} L : {1− 1.5} (5.25)

EC6. Line and point symbols should use fully saturated colours and avoid yellow hues. In
the HCL model this limits the range of values for the colour C of line and point symbols
to:

CP,L = H : {0− 50; 70− 360◦} ∧ C : {> 3} (5.26)

EC7. Analytic diagrams should strive for a high separability of visual elements/components.
Such separability 6= can be achieved by several variations V of the visual variables:
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V 6= = {2PD(IM), SI, V A, TE,CO,OR−} (5.27)

In cartography the highest selective power is attributed to variations of implantation
IM as a sub-element of the 2 dimensions of the drawing plane PD and colour CO.
Whereas implantation can only take three variations of selective power (IM ∈ [P,L,A]),
colour space is much larger. Several colours spaces such as CIELAB attempt to provide
perceptually equidistant coordinates, so that computed distances equal perceptive dis-
tances. Let the perceptual distance between two colours a and b be ∆E∗ab, then the par-
tial measure for EC7 concerning colour measureCO is the set of all pairwise distances
D ∈ |Lab|. The partial constraint is fulfilled when:

min(D) > ∆E∗mid (5.28)

where ∆E∗mid is the threshold value after which perceptual distances are classified as
’high’.

EC8. Processes should be displayed by a variation of the symbolisation suggestions from
the table of choremes. Given the set of processes p ∈ P from the task definition vector t̂,
an associative array in the form:

A = (”Process” : ”Choreme”) (5.29)

can be created. This map of concrete process to abstract chorematic process lies at the
heart of the chorématique . As mentioned above, we can only cover the cartographic and
geometric aspects in this work. The cartographic embodiment D of a chorematic process
ch ∈ CH;CH = {ch|ch ∈ 8 < N < 25} is a function of that process ch coupled to
origin(s) o and sink(s) s.
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D = f(ch) =



n · arrow i for ch = 9 (satellite points)
n · cascading circles, ellipses for ch = 10 (orbits)
polygon for ch = 11 (atttraction area)
n · lines for ch = 12 (preferred relationships)
2 · arrowo for ch = 13 (passage point)
polyline for ch = 14 (rupture)
2 · hachured band for ch = 15 (contact areas)
n · arrow i +m · arrowo for ch = 16 (base, abutment)
arrowo for ch = 17 (directed movement)
k · arrowo + line for ch = 18 (division line)
arrowf + polygon for ch = 19 (tendency surfaces)
n · arrow i + subdivision for ch = 20 (asymmetry)
n ·′ +′ +m ·′ −′ for ch = 21 (point evolutions)
arrow l for ch = 22 (axes of propagation)
isopleth for ch = 23 (areas of extension)
l · arrowo + wavefront for ch = 24 (tissue of change)

(5.30)

Due to the importance and variety of arrows in the source material, we differentiate
them further:

(1) arrowi denotes inbound arrows, they all share the same destination sink s and need
n specified origins o, where n is equal to the number of arrows.

(2) arrowo denotes outbound arrows, the n arrows all share the same origin o and need
n · s destinations. For ch = 24 the number of arrows is equal to the number of
expanding network elements l, that is n = l.

(3) arrowl denotes a line-feature with an arrow head.
(4) arrowf denotes a field of arrows filling a polygon

Note that the peculiar geometric definition of origins and sinks can vary, most likely
is that they can be assigned to some existing or constructed object.

EC9. Hachures and patterns should be simple variations of spacing dots or lines. This
constraint can be fulfilled by generally following Bertin’s suggestions and examples for
texture variation (TE) [28]. The set of allowed variations is reduced by only allowing
lines and circles as basic shapes.

EC10. Line Hachures should use few variations of direction and maximise their angular
difference. This constraint amounts to limiting the combined realised Length L:

TE +OR→ L6= ≈ 3
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5.3.4 Shape constraints

SC1. The choice of the type of territorial outline for Inselkarten should reflect the interior
geographic relations important for the argument. As we presuppose that the interior geo-
graphic relations I = (a,w1 · · ·wi, L) have been handed over alongside the task defin-
ition vector t̂, we can formally interpret the choice of outline type O as a function of
I:

O = f(I) =



circle ∨ square for a = 1 ∧ L = {}
ellipse ∨ rectangle for a = 2 ∧ L = {}
triangle for a = 1 ∧ |L| = 3

hexagon for a = 3 ∧ L = {}
polygon for a > 3 ∨ |L| > 3

(5.31)

Note that there is currently no firm understanding about when, why and for which
subsets a polygon should employ curved segments, straight lines or circular arcs.

SC2. Symmetric outlines should heed the aspect ratio of the minimum bounding rect-
angle of the input geometry if and only if this is in accordance with I . This constraint is
measured by comparing the resulting aspect ratio to the prospected aspect ratio derived
by multiplication of the axes with their respective weights wi from I .

SC3. Asymmetric outlines should have a low number of control points.

|CPasym | ∈ [5− 40] (5.32)

The legal number of control points can be be narrowed down further if we have in-
formation about the target chorematic diagram class.

SC4. The resulting shape should be within a certain threshold distance to corresponding
points on the input polygon. The threshold distance value distwas empirically determined
to be:

dist = 0.03 · diamP (5.33)

SC5. Some, but not all, segments in straight-line polygons should be parallel to each
other. The amount of parallelism Q can be measured as explained in detail below (Sec-
tion 5.5).

Q(S) =

{ ∑
e∈S q(e)

2·∑e∈S |e|
if S is valid

0 if S is invalid

The constraint values should be within the range:

valueSC4 ∈ [0.2− 0.8] (5.34)



154 Chapter 5. Modelling Chorematic Diagrams

Note that this soft constraint is subject to a hard constraint based on the chorematic
diagram class c:

Q = f(c) =

{
[e, f [:= {p ∈ R|e 6 p 6 f} for c ∈ {SM,SYM}
[e, f ] := {p ∈ R|e 6 p < f} for c ∈ {AM,CM,SCM,OV }

(5.35)

where e = 0 and f = 1, signifying the absolute bounds.

SC6. Curved outlines should show some continuity between adjacent curve segments. For
a discussion of and heuristic approaches to continuity in curved outlines see Chapter 6
and [292]. The beneficial degree and type of continuity for a given connecting vertex
depends on the general shape of the territorial outline. Both the location as well as the
mapping to a desired continuity are related to the general problem of outline segmentation,
which remains an open problem.

SC7. Curve segments should show some, but not total, similarity in curvature. This map-
wide measure seeks to capture self-similarity over the whole map akin to SC5. As we
are still lacking a parallelism measure for cartographic Bézier - curves (see Chapter 3,
Subsection 3.4.1), the range of values is not precisely known.

SC7a. Circular arcs should have similar but not necessarily equal radii. The extant
diagrams suggest that ≈ 30% of the circular arcs should use similar radii. Note that the
statistical basis needs to be broadened for more general insight.
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Figure 5.19 Exemplary chain of a polygon with inner angles α− γ.

SC8. Outline segments of any kind should not be too long or too short. Formally, the
length k (cf. Fig. 5.19) should lie within a certain range D:
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D = [c, d] := {k ∈ R|c 6 k 6 d} (5.36)

where c and d are the empirically derived lower and upper thresholds, respectively. Note
that we assume all segments to be cartographically simplified to exclude any variations
beyond the well-known minimal dimensions of visibility.

SC9. Outline segements should not show angles or inflections that are too steep or acute.
Formally, the angle a (cf. Fig. 5.19) should lie within a certain range A:

A = [a, b] := {α ∈ R|a 6 α 6 b} (5.37)

where a is the lower allowed steep and b the upper acute angle.

SC10. Topographically important points should be geometrically exaggerated. This con-
straint can be fulfilled by including geographic characteristic points L from the internal
relations vector I in addition to those derived geometrically.

SC11. Estuaries and lagoons in the input geometry should be ignored. As with geo-
graphic characteristic points, the identification of estuaries and lagoons presupposes some
kind of ancillary data source A allowing the identification of the relevant chains C of the
input polygon P . While identification only based on outline geometry is impossible,
extant gazetteers might provide already enough disambiguation to inform otherwise geo-
metric detection procedures.

SC12. Multi-part outlines should only show parts above a certain size. Due to the con-
siderable variety of sizes of chorematic diagrams, the lower size bound (L) should be
expressed as relative value m, except where the absolute limits of visibility would be
violated:

L = f(A) =

{
m ·A if m ·A > dimmin

dimmin if m ·A < dimmin

(5.38)

where A is the area of the largest part of the multi part outline and dimmin the applic-
able cartographic minimal dimension, both in drawing space mm2.

SC13. Arrows should be represented with curves with not more than two inflexion points.
The basic notion can be further specified for different kind of arrows. In cartography,
arrows are drawn with Bézier curves. The degree of the Bézier curve naturally limits the
number of possible inflection points. The upper bound on the Bézier curve’s degree d is a
function of the chorematic arrow class a ∈ [inbound, outbound, line, field]:

d = f(a) =

{
2 for a = inbound ∨ outbound ∨ field

3 for a = line.
(5.39)

Note that in case of a = line, the base feature might need to be represented with a cubic
Bézier spline, that is a set of C0-continous cubic curves, in lieu of a single cubic curve.
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SC14. Subdivisions should be visually different from the outline. In the realised chorematic
diagrams this is often achieved by choosing different schematisation operations Sc (cf.
Chapter 3) for territorial outline O and subdivision Sc respectively. Formally: ScO 6=
ScS , where:

Scx ∈ [straight , parallelism,Bézier , C − oriented , circulararcs]. (5.40)

SC15. Subdividing curve segments that start and end on the territorial outline should not
have more than one inflexion point. This constraint can be fulfilled by only fitting a cubic
Bézier curve in the mentioned case. Formally, let be the chain C be a maximal series of
consecutive edges of degree 2 from the planar subdivision S of the area defined by the
outline shape O. Then C is replaced by a fitted cubic Bézier curve Cbez if:

c1 ∧ cn ∈ O ∧ [c2 − cn−1] /∈ O (5.41)

where c denotes a vertex of the Chain C with cn being the last vertex. Note that this rule
obviously only applies to cases where a decision has been made to use a curved subdivi-
sion. In the case of straight line subdivision, a simplification to 4 vertices would fulfil the
constraint. See Subsection 5.5.2 for further elaboration and a simple implementation.

SC16. Elements of a subdivision that are fully contained within the territorial outline or
in a Rahmenkarte should follow SC1-12.

SC17. Wavefront subdivisions should have a higher sinuosity than all other area ele-
ments. Let cartographic sinuosity y be the ratio of actual path length over the direct con-
nection between start and end point (this is known in computational geometry as detour
sinuosity, cf. [56]). Then:

ywavefront >> max[yarea] (5.42)

must hold. For practical purposes that often can be achieved allowing wavefronts to be
created with more than twice the number of Bézier curves compared to other area ele-
ments.

SC18. Network-forming elements should be planar. Theoretically, planarity could be
checked with the Kuratowski theorem etc. [142]. More practically, edge crossings in
geodata usually have a well-defined semantic meaning, for example a bridge. This con-
straint thus is mostly a constraint on model generalisation.

SC19. Network-forming elements should be of very low complexity. As network forming
elements are planar graphs with an upper bound on the number of edges of e 6 3v−6 their
complexity can simply be measured by the number of vertices v. During our analysis, we
have not encountered a chorematic network with v > 50. For comparison the London
Tube Map, the poster child of low complexity maps, currently depicts 270 stations [107].

SC20. Angular schematisation of network-forming elements is optional. Although of-
ten interpreted as the cornerstone of schematisation especially for transportation maps,
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Figure 5.20 Example for an octilinear chorematic transport network.
Source [243]

generating mathcalC-oriented transformations of the input [193] is rarely encountered
(Fig. 5.20). From what we gather the decision is as such arbitrary and in doubt no
mathcalC-oriented transformation should be conducted for networks.

SC21. Transportation networks may retain some sinuosity of edges. Edges in the above
sense are chains C maximal series of consecutive edges of degree 2. The upper bound U
of the detour sinuosity y (cf. SC17) for transportation networks is 1.5.

5.4 Procedural model

Any attempt at automated schematisation needs to be governed by the pairing of desired
output complexity and generalisation operators. Generating the desired output complex-
ity/design rule pairing from an input task can be interpreted as a function of the form:

f(n) =

n∑
i=1

(Wisi) (5.43)

with s ∈ S;Wi ∈ [0, 1] and Wi +Wj = 1; where Wi denotes the weight attributed to
si, the chorematic class from the set of all classes S from an input task t. Currently there
are no available automated methods that model this function, so we treat it as a black box,
that means we presuppose this decision has been made a priori. The degree to which we
must apply these techniques depends largely on the complexity of the underlying data and
the number of objects we wish to visualise. The classification and complexity measures
that result from investigations into chorematic diagrams have the advantage of allowing
us to transform the black-box problem into a matching problem.

Let T be the set of tasks and S be the set of chorematic diagram classes. Then the
matching m : T × S → B is a Boolean function that decides whether a chorematic class
in S matches the given task in T . The set Ms(t) : T → P(S) gives for any task t ∈ T
the subset of S that matches t. That is,
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Ms(t) = {s|s ∈ S ∧m(t, s)} (5.44)

Such a matching from task to the minimally allowable chorematic diagram classes
expressed as sup/f(s) : s ∈ S/ seems more tractable than a possibly AI-complete black-
box function of the general case. Instead of the complete function f(t), we only need to
know the minimum required information for a given task to select from the known and
well-described set of chorematic diagram classes. Assuming we are given a task-derived
chorematic diagram class and a layer hierarchy derived from datasets associated with the
task, we can envisage the compilation stages as: the reduction in complexity of each
layer, the application of various design rules, and their evaluation (Fig. 5.21). Depending
on the outcome of the evaluation, the preceding step needs to be repeated or adjusted. The
layers are hierarchically inserted into the first layer (always the territorial outline) via a
mapping utilising anchor points that preserve desirable topological relations (cf. Saalfeld
2001 [242]). This hierarchical model mimics a process often used in manual chorematic
diagram creation, in which layers are created and fused to the schematised basemap with
different design principles applied to different layers.

Figure 5.21 Modelling the design of chorematic diagrams.

5.5 Exemplary validation

To move from very general observations to measurable properties is naturally a labour-
intensive endeavour. In the following section we present two explorations of individual
constraints, namely SC3, SC4, SC5 (low number of control points, threshold distance
to input and some parallelism) in the first subsection on outline parallelism. The second
subsection dealing with SC14 (visual difference between outline and internal subdivi-
sion) and SC15 (limited number of inflection points) is one of the few approaches for
bringing Bézier curves into automated map generation.
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Figure 5.22 Automatically drawn diagram of Italy [80].

5.5.1 Parallelism in chorematic diagrams

Introduction. In Section 5.3 we claim that the outlines of chorematic diagrams use some
but not total parallelism as part of their design principles. We test this hypothesis by
automatically generating outlines of high parallelity and comparing these to manually
drawn chorematic outlines from our collection. The outlines are computed by selecting
characteristic points of a given territorial outline and using these as input for a simulated
annealing process on the vertices and edges that attempts to maximise parallelity.

Related work. Published chorematic diagrams indicate that strict adherence to octilin-
earity or another C-orientation is not suitable for chorematic diagrams. An approach that
does not consider angles as horizontal geometric relations [264] has been proposed by Del
Fatto [80]. Del Fatto’s method does not differentiate between the schematisation of the
territorial outline and the thematic subdivision (i.e. area-class map [187]), and generalises
them in the same step, approaching a convex hull for every face (see Fig. 5.22).

In a follow-up publication, Chiara et al. [67] do not let the outlines approach con-
vex hulls, but equate line-simplification with producing chorematic maps. They use
the following techniques for visual representation: line simplification with a topology-
preserving Douglas-Peucker algorithm, on-map label placement and flow-mapping for
visualising quantitative flow information and a geographic projection (see Fig. 5.23 and
Fig. 5.24). As no detailed information on the method is provided, we cannot compare
directly. However, our own findings [223] indicate that published chorematic diagrams
do not display quantitative information, very rarely use on-map labels—if at all, then
as abbreviations— use very low numbers of vertices for territorial outlines and use the
cartesic or conformal projections appropriate for the area of interest. Hence, their ap-
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proach does not seem to follow the cartographic design rules of chorematic diagrams.
Instead, they are concerned with the concept of chorematic diagrams as inspiration for
interactive data exploration, making their research only orthogonally related to our work.

Our method to generate outlines uses the notion of characteristic points. Choosing the
most characteristic points from a polyline or polygon is closely related to the wider area
of (line) simplification. Line simplification has been researched widely and has several
well-known algorithms including Douglas-Peucker [87] and Imai-Iri [146]. Nonetheless,
several known problems exist. These problems include starting point dependency [176],
parametrization to specific scales [177, 220] and the lack of a universally applicable valid-
ation (distance) measure. Chorematic diagrams depict geometries of wildly varying scale
at the same level of visual complexity. For example, a city’s outline in one instance is
drawn with the same low number of points as that of a continent in another diagram. in

Figure 5.23 Automatically drawn diagram of Italy [67].

Figure 5.24 Detail of Northern Italy of Chiara et al. [67]. The position of Gen-
ova and two simplified lakes (encircled) give the impression of to-
pology violations.
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generalization, algorithms are often parametrised to some target scale. In contrast, this
scale has no influence in chorematic diagrams. Therefore, algorithms have to be paramet-
rised to the desired visual style.

Hypothesis. Based on the inspection of manually drawn chorematic diagrams, we con-
jecture that an important design rule for chorematic outlines is parallelity. A high number
of edges should be parallel. Preferably, parallel edges should “face” each other. By this,
we mean that (part of) the orthogonal projection of one edge coincides with (part of) the
other edge. This concept is illustrated in Fig. 5.25. However, to preserve the shape of the
outline, vertices are constrained to stay within a certain range of their original position.
These two properties are used to develop a simulated annealing algorithm to generate out-
lines with high parallelity. This method assumes that the outline already has few vertices.
Therefore, we pre-process shapes by selecting characteristic points as described below. In
the paragraph on results, we verify our hypothesis by visually inspecting generated out-
lines. Where possible, we compare it to the angular structure of a comparable manually
drawn outline, which we consider to be the “ground truth”.

Characteristic point selection. One of the salient visual characteristics of chorematic
diagrams is their minimalist, schematised design. The complexity (number of vertices)
of a chorematic territorial outline typically ranges from five to fifteen. These few points
bear the burden of forming a shape that is recognizable as a representation of the area of
interest: they should be characteristic points, sometimes also referred to as critical points.
For a chorematic outline, they should also be such that the outline is aesthetically pleas-
ing. Our simulated annealing method, described in the paragraph on simulated annealing,
assumes that the input has the desired complexity and that the vertices are characteristic.
Hence, we require an algorithm to extract characteristic points from a polygon or subdi-
vision.

Selection algorithm. The selection of characteristic points is closely related to line
simplification. Therefore, our method builds on existing line simplification algorithms.
Common algorithms such as Douglas-Peucker [87] and Imai-Iri [146] are threshold-based
methods for polylines: a simplification is found such that the distance between input and
output is at most the threshold ε. To find a simplification with a given number of vertices,
say k, we perform a binary search to find the minimal value of ε for which the Imai-Iri
algorithm produces an output with complexity at most k. Solutions with less than k points
may be desirable in some cases, as adding another characteristic point actually increases
the distance to the original shape. A simple example is given Fig. 5.26.

e2

e1
facing

Figure 5.25 Edges e1 and e2 partially face each other.



162 Chapter 5. Modelling Chorematic Diagrams

(a) (b) (c)

Figure 5.26 (a) A polyline with 4 points. (b) Simplification with 3 vertices;
distance is 4√

11
≈ 1.79. (c) Simplification with 2 vertices; distance

is 1.

The Imai-Iri algorithm is defined for polylines instead of polygons or subdivisions.
Therefore, we must split the outline into polylines and execute the algorithm on each
polyline separately. For subdivisions we cut at every vertex of degree three or higher. Now
the input consists of a set of polylines and polygons. Polygons also have to be converted
to a polyline by cutting at some vertex. This vertex automatically becomes a characteristic
point. When a high number of vertices is used, this starting point dependency may not be
much of an issue. However, since we aim for a very low complexity, the issues caused
may be quite severe. An obvious solution is to try all vertices as starting point and use
the best one (for example the starting point that yields the least number of vertices in
the output). However, this incurs a rather large overhead, increasingly so if there are
multiple polygons to be simplified simultaneously. Therefore, we use a heuristic that cuts
a polygon at one of its diametrical points. This corresponds to the heuristic applied by
the Douglas-Peucker algorithm which considers distant points to be characteristic for a
shape.

Discussion. Strictly speaking, a requirement of the method is that the result does not
intersect itself. That is, it must still be a simple polygon or subdivision after simplification.
This ensures that the annealing process starts with a valid solution. The Imai-Iri method
cannot guarantee that the result is free of intersections. However, due to the low target
complexity, this is unlikely to occur and did not occur in our experiments. More advanced
methods exist, such as the one of De Berg et al. [75]. This method guarantees that the
result does not intersect itself. It cannot guarantee though, that a certain complexity can
be achieved, as intersections are tested with the original shape of nearby polylines, rather
than the simplified version.

Since the final shape is represented by few points, it is important to also consider
geographic characteristic points in addition to geometric characteristic points [154]. This
differentiation is often overlooked [220], but cannot be ignored in cartography. While geo-
metric characteristic points are obtainable from the shape itself, geographic characteristic
points typically require some auxiliary information. An example is the Danish-German
border (Fig. 5.27), which a viewer expects to be represented by at least two points. Purely
geometric threshold-based methods consistently fail to detect this significant feature and
create a triangular shape at low complexity. Using auxiliary information, our method
would be able to deal with such geographic characteristic points by cutting any polyline
at these points as well. However, we did not include this in our experiments.
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Figure 5.27 Northern border of Germany. The solid vertex is important to
represent the Denmark-Germany border, but goes undetected by
geometry-based methods when aiming at a low complexity. The
Estuary of the Elbe, marked by a dotted rectangle, creates an un-
wanted concavity.

Simulated annealing. Simulated annealing is a generic framework, often applied for
optimisation problems [162]. It has been used in generalisation and especially schemat-
isation research [4, 7, 8]. We use the method to generate chorematic territorial outlines.
Simulated annealing finds a good solution to the problem by using a heuristic local search
in the solution space. Such local searches are at risk of getting stuck in local optima. The
idea of simulated annealing is to have a lot of flexibility initially to escape these local
optima. This flexibility is then decreased over time. Simulated annealing starts with some
valid solution and tries to transform it into another solution, one which is hopefully better.
A “temperature” is used to indicate and control the flexibility of the process. Based on the
temperature and a random factor, it is possible to force the acceptance of a new solution,

Algorithm 5.1 FindChorematicOutline(G,∆, dt)
Require: G is a planar graph, ∆ is the threshold distance, dt is the temperature decrease

1: C ← G
2: O← C
3: T ← 1
4: while T > 0 do
5: r← A random number between 0 and 1
6: Modify C into C ′

7: if Q(C) < Q(C ′) or r < T then
8: C ← C ′

9: if Q(O) < Q(C) then
10: O← C
11: T ← T − dt

12: while a modification is made do
13: Modify O

14: return O
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even if it is considered to be worse than the old one. If the temperature reaches zero, the
annealing process stops, returning the best solution found so far. Since every vertex is not
allowed to move arbitrarily far away from its original position, our solution space is guar-
anteed to have some maximal value, thus, after reaching temperature zero, the optimal
solution so far is still modified, as long as it in fact improves the result. Algorithm 5.1
presents a high-level overview of the method. Simulated annealing requires two main in-
gredients: a quality measure for solutions, and a method to obtain a new solution from an
existing solution. The quality measure Q is based on parallelity and is described below.

Parallelity as a quality measure. The hypothesis states that parallel lines should be
encouraged in chorematic diagrams. Therefore, the quality measure Q for our simulated
annealing approach is based on parallelity. Every edge in the solution has its quality,
q(e), which lies between 0 and twice its own length. The quality of a solution is then
the sum over all edges, divided by twice the total perimeter length. This normalizes the
score to the interval [0; 1] and ensures that solutions with a longer or shorter perimeter
are not preferred by default. We also wish to enforce a valid solution, one where edges
do not cross and where every vertex of the solution is within a threshold distance of its
original position. The threshold distance we used is 0.03 times the diameter of the shape.
This corresponds approximately to what seems to be used in various manually drawn
chorematic diagrams. If a solution is invalid, its quality is 0. Summarizing, the quality of
a solution S is defined as follows:

Q(S) =

{ ∑
e∈S q(e)

2·∑e∈S |e|
, if S is valid

0 , if S is invalid

What remains is to define the quality of a single edge. As stated, 0 6 q(e) 6 2 · |e|
must hold, for the normalisation to work. The quality of a single edge consists of two
parts, q1(e) and q2(e). The first part, q1(e), is the pure parallelity score. if e is parallel
to another edge, then q1(e) equals |e|, it is zero otherwise. Adjacent edges, that share
a vertex of degree two, are not taken into account. This is because we assume all the
vertices to be significant: when two such adjacent edges are parallel, the shared vertex
visually disappears and is no longer significant. The second part, q2(e), is the “facing
bonus”. For every edge e′ parallel to e, the overlap of e and the orthogonal projection of
e′ onto e is computed and added to the facing bonus, up to a maximum of |e|. These two
parts are added to obtain q(e). However, this poses a problem for the simulated annealing:
if an edge is not parallel to another edge, its quality is zero. Hence, the quality measure is
not strong enough to distinguish between two similar solutions, where an edge is “more
parallel” to another edge in one solution compared to the other. In order to steer the
annealing process to better solutions, we multiply the length of the edge with the result
of a Gaussian function on the minimal angle of e with any other edge, rather than giving
it a binary contribution based on the existence of a parallel edge. This Gaussian function
(illustrated in Fig. 5.28) is centred at 0, has a height of 1, and a width of 0.05: Gauss(α) =

e−200·x2

. That is, only edges that have a small minimal angle have a significant factor. Let
α(e, e′) denote the smallest angle between two edges (with a value of∞ for two adjacent
edges) and let φ(e, e′) denote the length of the overlap of the orthogonal projection of e′
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Figure 5.28 The Gaussian function for angles α in radians. It is positive for any
α and strictly decreasing.

onto e if e and e′ are parallel, it is zero otherwise. We can then summarize the above as
follows:

q(e) = q1(e) + q2(e)
q1(e) = |e| · Gauss

(
mine′∈S\{e} α(e, e′)

)
q2(e) = min

(
|e|,
∑
e′∈S\{e} φ(e, e′)

)

Modifying a solution. To modify a solution, we move each vertex separately. For this
we require a set of candidate moves for a vertex v. These candidate moves are gener-
ated by observing that moving v can have three effects on an adjacent edge: the orienta-
tion remains unchanged, the orientation is rotated clockwise, or the orientation is rotated
counter clockwise. When the orientation remains unchanged, there are only two options
left, either the edge shrinks or grows, meaning vertex v moves along the edge (or an ex-
tension of it). For each edge, these moves become candidate moves. Additional candidate
moves are obtained by combining effects (e.g. rotating both edges clockwise). Every edge
has two perpendicular vectors, representing a clockwise and counter clockwise rotation.
The additional candidate moves are now generated by combining each such perpendicular
vector of one edge with a perpendicular vector of another. Finally, not moving the vertex
is also added as a candidate move. Any duplicate candidate moves are eliminated. Except
for the move that keeps v in place, all candidate moves are given the same length, 1

200
times the threshold distance. This results in at most 1 + 2 · (|e|+ |e|2) candidate moves,
where |e| is the number of edges incident to the vertex v. For a vertex of degree two,
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Figure 5.29 Candidate moves (solid black arrows) for a vertex of degree two.
The dotted gray arrows indicate the perpendicular vectors used to
combine effects.

this means nine candidate moves, combining each effect of both edges. An example of
candidate moves is given in Fig. 5.29.

For each vertex, we select a random candidate move. However, these are not applied,
until a candidate move has been determined for each vertex. All these candidate moves
are then applied simultaneously to obtain the new solution.

Recall that the simulated annealing process uses two variables, r and T , that express
the flexibility of the process. With a small chance (r < T

10 ), we also allow that the entire
solution is reset, to be able to escape local maxima more often. Every vertex is then set to
a random position within the threshold distance of its original location.

Computation time. The actual computation time to reach the results shown here is sev-
eral minutes per polygon. More formally, the number of steps is determined by the search
for the diametrical points, taking O(n2) in a naive implementation, which is dominated
by the repeated simplification to find the wanted number of vertices with a time complex-
ity of O(n2(log n)2) [146, Theorem 3.2], where n is the number of input vertices of the
polygon. The calculation of our measure takesO(m2) time and is repeated for each of the
k simulated annealing steps. In total our approach thus needs O(n2(log n)2) ·O(k ·m2)
steps, where m is the (low) number of target vertices for the chorematic outline type.

Discussion. Another method to tackle an optimisation problem is least-squares adjust-
ment (LSA), a method that has been applied in generalization as wel (see Sester [250]).
Intuitively though, our hypothesis lends itself more for simulated annealing as we desire
to reinforce good properties (parallelity), rather than weaken the bad properties: a line
segment that is not parallel to any other is not necessarily a bad segment. LSA may cause
edges that should be parallel to be not parallel, in order to make another edge “more
parallel”.

Also, there are many possible variants for simulated annealing in this context. The
quality measure we propose favours long edges being parallel over short edges. With
some small changes, the quality measure can be adapted such that short and long edges
are weighed equally. However, we suspect that long edges are more salient than the
shorter ones, the parallelity of longer edges is more important. Also, it may be desir-
able to incorporate into the quality measure how many edges are considered parallel to
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another. The effect of four edges having the same orientation is stronger than two pairs
having the same orientation. This becomes mainly a concern for outlines that have a high
number of (characteristic) points. In our quality measure, the problem is partially dealt
with by the facing bonus. Finally, other ways of modifying a solution are possible as well.
For example, one could move only a single vertex each iteration, rather than moving all
simultaneously. Whether this actually improves the effectiveness of the annealing process
is unclear and left as future work.

The simulated annealing process assumes that characteristic points have been selec-
ted beforehand, and that these points have been selected reasonably well. Any solution
has its vertices close to their original locations. It may be possible to reduce the impact
of the characteristic-point selection. Instead of requiring that each vertex stays within a
threshold distance of their original location, we could for example require that the en-
tire chorematic diagram has a Hausdorff or Fréchet distance of at most some threshold
distance in comparison to the original subdivision. However, this leads to a greatly in-
creased complexity of the algorithm. Furthermore, since the simulated annealing process
requires an initialization with a valid solution, a valid solution has to be found first: for
some given threshold and complexity, these are not guaranteed to exist. By decoupling
the characteristic-point selection from the simulated annealing process, we guarantee the
existence of a valid solution.

Results. In this section, we compare chorematic outlines we obtained using our algorithm
to those found in the literature and discuss our findings. First, we discuss results in com-
parison to manually drawn outlines. After, we discuss results for subdivisions and com-
pare it to an automatically generated outline.

Comparison to manually drawn outlines. Fig.s 5.30 to 5.36 show the result of our
method applied to territorial outlines in comparison to manually drawn chorematic dia-
grams (modified to emphasise the outline). Results are shown for Argentina, Brazil,
Cambodia, Guyane (twice), Spain, and Vietnam. The number of characteristic points
used and the parallelity of these chorematic outlines are given in Table 5.1. Note that to
measure parallelity in diagrams found in the literature, a certain margin of error has been

Table 5.1 The parallelity quality measure between our result (SA) and manu-
ally drawn outlines.

Case Parallelity
Territory Points SA Manual

Argentina (Fig. 5.30) 13 0.730 0.206
Brazil (Fig. 5.31) 6 0.631 0.316
Cambodia (Fig. 5.32) 9 0.542 0.307
Guyane (Fig. 5.33) 11 0.733 0.301
Guyane (Fig. 5.34) 11 0.726 0.301
Spain (Fig. 5.35) 8 0.369 0.450
Vietnam (Fig. 5.36) 12 0.780 0.762
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introduced. This is not only due to the accuracy of the manual work. It is a known phe-
nomenon in perception research that angles within ensembles of other line segments and
angles are systematically misperceived, appearing larger or smaller depending on context
[206]. This implies that the parallelity score may be slightly lower (or higher) due to
lines that appear parallel to the viewer (and perhaps even the cartographer) are in fact not
parallel.

We think that, for example, our results for Argentina, Brazil, Guyane, Spain and Vi-
etnam are valid and aesthetically pleasing schematisations of their regions. To a lesser
extent, this also holds for the outline produced for Cambodia. Trying to fit the method to
deliver the exact same results is in danger of overfitting the process to the few examples
where a ground truth is available.

Except for Argentina, the manually drawn chorematic outlines have a moderate to
high parallelity measure, supporting our hypothesis that parallelity is an important design
rule for territorial outlines in chorematic diagrams. We observe also that the parallelity
obtained by our method is typically higher than the parallelity of the manually drawn
outline. Visual inspection indicates that the manually drawn outlines are better, implying
that parallelity is not the only design rule at play here. Some distortions made by our
method are too significant. For example, the northern part of Vietnam (Fig. 5.36) is
compressed too much.

A major difference in the Guyane example (Fig. 5.33) is the indent at the mouth of the
Approuague river. It is kept in our version, but eliminated in the manually drawn version.
Using a different input, we obtain a chorematic outline that corresponds more closely to
the manually drawn outline (see Fig. 5.34). The problem is a result of the method used
for characteristic-point selection. Nearly all problems with characteristic points for the
considered outlines can be categorized as belonging to one of three cases:

• Estuaries and large rivers
• Memorable national or regional boundaries
• Narrow territorial extrusions

Especially at the national scale, estuaries are ignored in the manual examples, if both
banks belong to the region of interest depicted in the outline. On the other hand, if the
estuary (or river) coincides with a boundary to a neighbouring entity, the point at which
boundary and river bank meet becomes an important visual anchor, as it happens with the
Rio de la Plata and the Argentine-Uruguayan border. Narrow territorial extrusions, such
as the Texas Panhandle, Schleswig-Holstein in northern Germany, Svay Rieng province in
southeastern Cambodia or Misiones province in north-western Argentina are cartograph-
ically important, but are consistently not detected by our point-selection method. Instead
of two, only one characteristic point is selected, and a triangular shape with an acute angle
is the result.

We observe that for Brazil (after forcing one characteristic point, see Fig. 5.31) and
Vietnam (see Fig. 5.36) the selected characteristic points in our result correspond approx-
imately to those used by the manually drawn outline. These two cases have the same
visual structure: the result shares approximate angles and facing sides with the manually
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(a) Territorial outline (b) Our result (c) Manual result [124]

Figure 5.30 Chorematic outlines for Argentina.

(a) Territorial outline (b) Our result (c) Manual result [277]

Figure 5.31 Chorematic outlines for Brazil. One geographic characteristic point
(square) at Rio de Janeiro is placed manually to obtain structural
correspondence with the manual result.
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(a) Territorial outline (b) Our result (c) Manual result [105]

Figure 5.32 Chorematic outlines for Cambodia.

(a) Territorial outline (b) Our result (c) Manual result [34]

Figure 5.33 Chorematic outlines for Guyane.

(a) Territorial outline (b) Our result (c) Manual result [34]

Figure 5.34 Chorematic outlines for Guyane. In the input, the Approuague es-
tuary is merged with the mainland.
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(a) Territorial outline (b) Our result (c) Manual result [104]

Figure 5.35 Chorematic outlines for Spain.

(a) Territorial outline (b) Our result (c) Manual result [272]

Figure 5.36 Chorematic outlines for Vietnam.
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(a) Territorial outline (b) Our result (c) Automatic result [80]

Figure 5.37 Chorematic outlines for Italy. Our result has been obtained by treat-
ing italy as a whole.

(a) Territorial outline (b) Our result (c) Automatic result [80]

Figure 5.38 Chorematic outlines for Italy. Our result has been achieved by treat-
ing islands individually.
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Table 5.2 The angular deviation of the characteristic points (CP) and our res-
ult (SA) in comparison to the manually drawn outlines. Values are
mean and standard deviation in degrees.

Territory CP SA
Brazil (Fig. 5.31) 5.6◦ / 6.9◦ 4.5◦ / 4.6◦

Vietnam (Fig. 5.36) 7.3◦ / 7.4◦ 3.3◦ / 3.0◦

drawn version. To support this claim, Table 5.2 shows for these two cases the average
angular deviation between our result and the manually drawn chorematic outline, as well
as between the selected characteristic points and the manually drawn outline. The aver-
age angular deviation is computed as 1

N

∑
e∈S α(e), where α(e) indicates the smallest

angle between an edge e and the corresponding edge in the manually drawn outline. This
measure decreases from characteristic points to our result, indicating that the simulated
annealing process moves the edges such that the used orientations are more similar to the
outline found in the literature. For the other cases, at least one detected characteristic point
is significantly different from the ones used in the manually drawn diagram. Therefore,
this measure has no great explanatory power and thus these values have been omitted.

Results for subdivisions. Fig. 5.37 shows our result for Italy in comparison to an chorematic
outline that was automatically generated by Del Fatto [80]. Here, Italy is treated as a sub-
division consisting of three polygons. Table 5.3 shows the parallelity measure for these
outlines. It also indicates the parallelity of each of the islands in isolation. Note that,
even though the parallelity of Sicily is 0, the edges of Sicily are parallel to edges of the
mainland, affecting the score of the whole. The distribution of characteristic points plays
an important role here. Getting a fourth point on Sicily and a fifth on Sardinia requires
quite a lot of extra characteristic points on the mainland first. Therefore, we also created
an outline where each island is treated separately from the mainland. This result is shown
in Fig. 5.38; Table 5.4 shows the parallelity scores. Note that in these results, there is no
parallelity between the islands as they were treated individually.

This comparison with Del Fatto’s approach [80] further hints that parallelity plays a
salient role in the design of chorematic territorial outlines. The low scores for Del Fatto’s
results prove that parallelity was not considered there; the visual comparison between both
solutions suggests that our result is a better chorematic schematization for Italy. There-
fore, the hypothesis of the importance of parallelity for chorematic outline schematization
seems vindicated.

Conclusions. The results are supporting our hypothesis: while parallelity alone is not
sufficient to obtain a good chorematic diagram, our results indicate that ignoring paral-
lelity is likely to lead to unsatisfactory results. It must be noted that it is important that
suitable characteristic points are selected. Hence, a study of the relation between the se-
lection and quality of the resulting chorematic outline may be worthwhile. Also, better
algorithms for selecting characteristic points can be used. Since our simulated annealing
algorithm does not depend on how the characteristic points are selected, our method is
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Table 5.3 A comparison of parallelity between our approach and Del Fatto’s
outlines [80] for Italy as a whole. Also see Fig. 5.37.

Case Parallelity
Territory Points SA Del Fatto
italy 21/31 0.805 0.333
Mainland 14/22 0.724 0.245
Sicily 3/4 0 � 0.001
Sardinia 4/5 0.997 0.003

Table 5.4 A comparison of parallelity between our results and Del Fatto’s
outlines [80] for Italy, where islands are treated separately. Also
see Fig. 5.38.

Case Parallelity
Territory Points SA Del Fatto
italy 25/31 0.699 0.333
Mainland 16/22 0.801 0.245
Sicily 4/4 0.243 � 0.001
Sardinia 5/5 0.249 0.003

easily interchanged for another.
Though it is less obvious how to define parallelity for curved segments, the use of

such elements would increase the flexibility of the chorematic dramatically, allowing for a
wider range of solutions. Manually drawn chorematic diagrams often combine polygonal
with curved representations. However, such a mixed approach hints at a design choice
separate from how to represent a particular outline.

For a more complete automated generation of chorematic diagrams, we need not only
a territorial outline, but also ways to generate its content, such as the curvy subdivision
shown inside Vietnam in Fig. 4.7c. Besides generating such highly abstracted subdivision
from actual data, one would need to morph the subdivision from the original outline to
the chorematic outline. One could consider the points where the subdivision touches
the outline as “anchor points” that can be mapped relatively straightforwardly to the
chorematic outline. However, this does not account for all distortion that occurs. Ideally,
one would have a continuous mapping from the interior of the original to the interior of
the chorematic diagram, thereby respecting cartographic consistency.

5.5.2 Curved subdivisions for chorematic diagrams

Introduction. In this study, we examine if and how we can schematise a thematic sub-
division given only a certain, low, number of cubic Bézier-curves. We present this as a
further feasibility study for some of the shape constraints of the constraint model.
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Related work. The problem we address can be described as: Automatically schematise
a categorical map with BCs according to design-rules found in chorematic diagrams. In
our running example, the pertinent design rules derived from our process investigating
chorematic diagrams:

(1) To emphasize the container aspect of a given region of interest, the territorial outline
should be depicted differently from the internal subdivision and presented as free-
standing entity that is as an Inselkarte.

(2) Subdivision boundaries should be drawn with cubic Bézier splines consisting of one
(most common) up to three (seldom) cubic BCs. Some cubic BCs might have two
identical control points, effectively representing quadratic BCs.

(3) Territorial outlines should have between 8-15 vertices and a high amount of parrallel-
ity.

Below we provide a short overview of the related work regarding the mentioned sub-
problems.

Territorial outlines. The territorial outline for Italy that is used in our running example
has been generated with the method presented above (see subsection 5.5.1). Here, outlines
are computed by selecting characteristic points of a given territorial outline. These inputs
are used for a simulated annealing process on the vertices and edges that attempts to
maximize parallelity. As with preceding work, it is here applied to a national outline.

Categorical maps. The general problems concerning choropleth maps as opposed to
categorical or area-class maps are well known [187], but often the actual generalisation of
categorical geometries remains the realm of manual generalisation (for example Bucher
and Schlömer 2006 [54], see also Fig. 5.39).

Figure 5.39 Illustration of the generalisation problems with choropleth vs area-
class maps; from left to right historical data, choropleth of pro-
gnosis data and manually generalised prognosis for east German
population (from [54]).

For the case of a changing base-map or territorial outline, this problem is even heightened.
As the general approach in this study is to treat the internal subdivision different from the
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outline, we indeed need to map the interior of one area into the interior of another with a
schematised shape. Saalfeld [242] provided an existence proof for area-preserving affine
mappings. In essence he proved that a continuous mapping from one polygonal subdi-
vision to another one that preserves area and topology is always possible. Saalfeld does
underline the fact that his procedure is computationally very expensive and basically im-
practical. He suggests that alternative methods should be developed. To our knowledge,
no follow-up work has been presented since. Galanda has provided a framework for
constraint formulation for polygonal generalization [113]. Steiniger and Weibel’s work
on horizontal and vertical relations in categorical maps form the basis for considerations
leading to our insertion strategies [264].

Bézier curves. Computer graphics research, especially in CAD and font/sketch recog-
nition has an ample array of algorithms concerned with BCs. The properties of Bézier
curves that our approach makes use of are convex hull, variation diminishing, affine in-
variance and pseudo local control. Although there is also a considerable amount of curve
fitting techniques, nearly all algorithms fitting BCs to some input line work with piece-
wise techniques. That is to say that once a cubic curve is found to be unable to match the
target polyline a new cubic BC is added, usually while keeping some form of continuity
(for example Schneider [247]). Our aim is to find a suitable fit to a given boundary poly-
line with just a single cubic BC, a task which only few algorithms (for example [189])
concern themselves with. While this is known to be difficult [256], our goal of schem-
atisations allows for a greater degree of geometric error than other applications. While
some manual schematisations sometimes use splines of up to three chained BCs, for this
study we only allow a single cubic curve. This provides the starkest schematisation and
has to our knowledge not been addressed so far. While it is naturally easier to fit a spline
to a polyline than just fitting a single curve, this would dilute the purpose of minimizing
output complexity. The addition of extraneous bends into schematisations has been estab-
lished as being bad design [236]. By limiting ourselves to single cubic BCs, we constrain
the number of bends to a maximum of two. In lack of other constraints for curve schem-
atisation and because of the danger of overfitting the splines to polylines, we chose this
route.

Approach. The general idea of this approach is to schematise the subdivision by isol-
ating the boundaries between categorically different areas and extract them as polylines.
A cubic BC is fitted to each polyline separately which is then projected to the already
schematised new outline. The order of insertion of the fitted BCs is crucial for preserving
topology. This insertion order is obtained by data preparation and inclusion of some an-
cillary data and modelled via different classes of anchor points. This general strategy is
illustrated by an example of a categorical map of Italy’s regional differences in natural
and migratory population change.

Data preparation. The provided example is concerned with the cartographical part of
schematisation. Thus we assume the most important parts of model generalisation to
have happened already. Using EUROSTAT/ESPON data on the level of NUTS-3 regions
(Fig. 5.40), these regions were dissolved based on their migratory type. This migratory



5.5. Exemplary validation 177

type already is a strong model generalization provided by the EU as a regional planning
device. Administrative enclaves and exclaves were eliminated and the dataset reprojec-
ted to cartesic UTM coordinates. All islands below a threshold of the smallest mainland
NUTS-3 region were eliminated. The topological holes created by the Vatican and San
Marino were kept at this time with their centroids later to be reprojected into the schem-
atised outline as anchors for point symbolisation.

Figure 5.40 (a) The input data. (b)Input after reprojection and after union of
adjacent polygons of the same class.

Anchor points for topology preservation. For approaches that schematise a whole
categorical map at the same time, traditional topology preservation techniques and al-
gorithms can be applied during the process. As our approach treats the territorial outline
and interior subdivision differently, we use so-called anchor points that inform the rein-
sertion of schematised boundary lines.

In our example, we have two degrees of anchor points that inform the internal schem-
atisation (Fig. 5.41). First order internal anchor points are those points that lie on the
original territorial outline and are topologically connected to two categorically different
areas. Second order anchor points are those points that are connected to three categoric-
ally different areas but not the original territorial outline. Assuming the reinserted schem-
atised boundaries do not intersect with the outline, themselves or other boundaries,these
anchor points ensure that the internal topology is preserved. Keeping the topology consist-
ent for other neighbourhood considerations needs the introduction of ancillary data. For
the depiction of countries, we already observed that the points where a national boundary
and an ocean meet are interpreted as being crucial for recognition (Section 5.5.1). For the
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Figure 5.41 First (square) and second (diamond) order internal anchor points.

example of Italy, we considered the adjacency to other nations and surrounding areas of
the Mediterranean as depicted in Fig. 5.42 .

Figure 5.42 Adjacency graph with ancillary relations. Sea areas are marked as
blue squares, outside nations as black squares.

The ancillary information is used here to keep outside relations intact. Every relation
depicted in Fig. 5.42 must be assigned to an edge on the schematised outline O. Should a
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characteristic point on the original outline precede an ancillary anchor point, the internal
anchor point of the first order must be reassigned to the preceding edge that is now carrier
of that external relation. in the example this is the case for the area of Type 3 in that case:
Liguria. The internal anchor points of the first order are projected onto the schematised
outline in the following manner (Alg.5.2):

Algorithm 5.2 SchematizeSubdivision(S)

Require: subdivision S that is one connected component with first-order anchor points
only Output: schematisation of S with BC curves for internal boundaries

1: Obtain outline polygon P and interior polylines C1 · · ·Cn from S
2: Shift P such that p1 (its first vertex) is a diametrical point
3: For each first order anchor point a do
4: Compute clockwise distance d(a) from p1 to a along the boundary of P
5: Let O be schematised outline of P produced by Reimer-Meulemans algorithm
6: For each first order anchor point a do
7: Compute position pos(a) along boundary of O that has distance d(a) · |O|/|P |from

matched vertex
8: For each polyline Ci do
9: Fit a Bezier curve BCi

10: Transform BCi to match pos(a1) and pos(a2) where a1 and a2 are the first-order
anchor points at the ends of Ci

11: While BCi intersects something do
12: c.i. Modify BCi to move away from intersection
13: return outline Os and BC1BCn
Require: G is a planar graph, ∆ is the threshold distance, dt is the temperature decrease

Figure 5.43 Illustration of the reprojection process.

Polyline schematisation with cubic Bézier curves. The extracted polylines are schem-
atised by redrawing them with a fitted cubic BC. For our example we used a modified
version of the fitting algorithm proposed by Masood and Ejaz [189] using a part-wise
directed Hausdorff distance as error measure for each control point. The underlying idea
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of the curve fitting algorithm is to work from starting positions for the control points de-
termined from the polyline to be fitted and then do incremental adjustments to improve
their positions. Starting and end points of the polyline to be fitted are the starting and
end points of the BC. By measuring the maximum and minimum straight distance from
the polyline to the baseline connecting start and end points, we get values d1 and d2. The
starting positions of control points are obtained by extrapolating the line from the baseline
to two times the distance d (Fig. 5.44).

Figure 5.44 Starting points for curve fitting.

This BC is then scaled to the projected APs and translated with the projected APs as
new starting and endpoint via affine transformation. The BC is then checked for inter-
sections with itself, the outline and BCs already inserted. Using the pseudo-local control
property of BCs, the control point closest to the intersection is moved stepwise until the
intersection is remedied and minimal distances between graphical objects are reached.

Results. The final schematisation result is depicted in Fig. 5.45. The internal topolo-
gical situation is the same one as with the input data (Fig. 5.46). In the case of Type 3
(peripheral areas characterised by a very neutral age profile depicted in tan) region, which
is coterminous with the landscape of Liguria, the implicitly expected neighbourhood to
France as well as the sea is kept. The colours correspond to the Type-colour pairings
of the ESPON-Atlas. Table 1 shows the absolute and relative areas of output and input
regions, ignoring the Vatican and San Marino. The relative areas are provided as percent-
age of the whole depicted land mass respectively. We note that at least for this example,
the relative area sizes changes are all well below 2% with a mean of 0.80% and a stand-
ard deviation of 0.46%. For a schematisation that is by definition taking great liberties
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Figure 5.45 Schematisation result.

Figure 5.46 Schematisation result overlaid with input geometries.

with geometry, and which does not explicitly treat area preservation as constraint, this is
remarkably faithful to the original graphical structure.

It has been shown that the approach is able to automatically produce a schematisa-
tion with BCs that keeps all functional geometric relations while visually highlighting its
nature as schematisation. For the data used, the computation was fast as there were only
two conflicts that needed to be resolved. The convex hull property of BCs states that a
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Table 5.5 . Comparison between output and input area sizes.

Region Input[km2] Input [%] Output[km2] Output[%] ∆[km] ∆[%]

Type 2 127436.6 42.28 117774.09 41.85 -9661.93 -0.44
Type 3 5411.55 1.8 6387.69 2.27 -976.14 0.47
Type 4 43649.6 14.48 41707.7 14.82 -1941.9 0.34
Type 5 55825.61 18,52 54366.45 19.32 -1459.16 0.8
Type 6 19543.16 6.48 21634.03 7.69 2090.87 1.2
Sicily 25576.41 8.49 19336.8 6.87 -6239.61 -1.62

Sardinia 23938.97 7.94 20235.75 7.19 -3703.22 -0.75
Total 301381.9 100 281443.09 100 -29934.79 0

BC is contained within the convex hull of its control polygon, i. e. if the control poly-
gons do not overlap, the resulting BCs will be intersection free. This was used to inform
the insertion strategy, inserting all BCs with same degree APs without conflicts first and
then placing the burden of conflict resolution on the shortest remaining segments, where
changes do impact the overall result less. This can be interpreted as that the proposed
anchor point/insertion order strategy is able to eliminate many potential conflicts before
they even arise. Further development can concentrate on coping with more complex con-
flicts by such a divide and conquer strategy. We see such a first success as indicator that
BCs can be fruitfully used to visually and geometrically characterize subdivisions for
categorical maps in automated mapping



Chapter 6

Stenomaps

Whereas all preceding chapters were occupied with modelling and operationalising im-
plicit and tacit procedural knowledge from traditional cartographic products, this chapter
shows how to go beyond tradition. This chapter offers a further extension of the carto-
graphic design space by providing a new method of transforming two-dimensional poly-
gonal representations into smoothly curving one-dimensional linear features or glyphs.
This form of extreme geometric abstraction we term the stenomap, from the Greek stenos
meaning ‘narrow’ and a direct analogy with stenography – the transformation of let-
ter form into shorthand symbols. The creative process behind shows that the methods
and procedures described in the preceding chapters are generally valuable tools for geo-
visualisation. They represent attempts of gaining insight into the cartographic design
process itself. This resonates with the meta-goal set out in the introduction in Chapter 1.

While in this chapter we mostly report on the technicalities of the generation of
stenomaps, the arguably hardest efforts remain more or less undocumented: the model-
ling process. Stenomaps evolved from an iterative design process to answer the question
whether an area-line collapse is visually possible at all. An effort that started with a co-
pious amount of design studies created manually by Herman Haverkort. These designs
were discussed thoroughly and at length in informal user studies until some agreement
was reached of how the glyphs should look like to remain effective place holders for
their parent area. These discussions at first suffered greatly from a lack of terminology.
The modelling experience documented in the preceding chapters allowed to focus on the
relevant principles and showed ways of discussing the design elements. Without the ex-
perience from the preceding work, it would not have been possible to find a way from
graphical idea to geometric algorithm and back. What follows below should be read in
that light.

The stenomap (as we now know) comprises a series of smoothly curving linear glyphs
that each represent both the boundary and the area of a polygon (Fig. 6.1). Stenomaps are
inspired in part by some of the work of the 20th century cubist and abstract expression-
ist artists, including Picasso and Pollock, who explored radical transformations of the
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Figure 6.1 Three map-like diagrams (stenomaps) of France using glyphs.

Figure 6.2 Increasing the abstraction of France. From left to right: (a) untrans-
formed polygon, (b) curved schematization, (c) pruned medial axis,
(d) stenomap glyph, (e) dot.

depiction of form that were still able to capture something of its essence.

Organization. We present an efficient algorithm to automatically generate these open,
C1-continuous splines from a set of input polygons. Feature points of the input polygons
are detected using the medial axis to maintain important shape properties. We use dy-
namic programming to compute a planar non-intersecting spline representing each poly-
gon’s base shape. The results are stylised glyphs whose appearance may be paramet-
erised and that offer new possibilities in the ‘cartographic design space’. We compare our
glyphs with existing forms of geometric schematisation and discuss their relative mer-
its and shortcomings. We describe several use cases including the depiction of uncertain
model data in the form of hurricane track forecasting; minimal ink thematic mapping; and
the depiction of continuous statistical data.

We first discuss the design choices for the glyphs used in stenomaps (Section 6.1).
Then we give an efficient algorithm to automatically generate these glyphs from a poly-
gon through medial axis detection (Section 6.2 and 6.3). We propose a scoring function
which encourages the one-dimensional curve to describe both the boundary and area im-
plied by the polygon. There are different possibilities for the types of glyphs computed
(Section 6.4) and we describe user-parameters that help explore the possibility-space. We
discuss several use-cases (Section 6.5) to explore the role that stenomap abstraction can
have in the depiction of geospatial data. Finally, we conclude with a discussion and pos-
sible directions for future work (Section 6.6).
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Why an area-to-line transformation?. We provide several arguments for considering
area-to-line transformations. Fig. 6.2 displays an ordered sequence of transformations
of a polygon increasing in their abstraction. While generalising polygon boundaries is
common (Fig. 6.2(b)), and often valuable, it is constrained by the topological arrange-
ment of adjacent polygonal units along common boundaries. Transformation to a zero-
dimensional point feature (Fig. 6.2(e)) frees up graphical space, however, topological
relationships and most geographic context is lost in the process. Area-to-line transform-
ation is most commonly achieved via medial axis generation (Fig. 6.2(c)), but while use-
ful as an intermediate step for shape characterisation it has limited cartographic value
and may be confused with genuine linear features such as river or road networks. The
more smoothly curved stenomap glyphs (Fig. 6.2(d)) capture something of the form of
the polygon boundary while being independent of adjacent polygon geometry and freeing
up graphical space for other representations.

Background. The representation of outlines has received significant attention within the
field of cartography. Both straight-line and curve schematisation, as well as simplifica-
tion, have been well studied. Well known results in cartographic generalisation such as
linear simplification (e.g., [87, 145, 301]) maximise the information maintained when re-
ducing the level of detail. Automated cartographic generalisation (for foundational terms
and state of the art see, [59, 62, 180]) is driven by intricate knowledge of the target scale or
Level of Detail of the map product (for example [37]). By contrast, the focus of schem-
atisation is to minimise detail while maximising task-appropriateness of the visualisa-
tion [182]. Straight-line schematisations (for example [55, 74]) have mainly focussed on
orientation-restricted representations. Similarly, curved schematisation (e.g., [292]) has
focussed on fixing the type of curve.

Representing shapes using curves has also been considered in other research fields,
such as computing tangent-continuous paths for cutting tools (e.g., [89, 136]). Mi et
al. [196] take an alternative approach, deconstructing a shape into parts to find the required
abstraction.

Bézier curves, first described in 1959 [76], are a family of smooth curves described
by a set of control points. As the control points define the tangents at the end points of
the curve, Bézier curves can be used to create C1- or C2-continuous splines. Fitting a
Bézier spline to a polygonal line can not be optimized in closed form, however iterative
algorithms exist (e.g., [189, 247]). Stone and DeRose [267] show how to determine the
existence of self-intersections in a cubic Bézier curve.

The medial axis, introduced by Blum [30], is a way to describe the skeleton of a
polygon. As the medial axis is not stable under small transformations, various pruning
algorithms have been proposed [12, 13, 26, 258]. Only maintaining the parts describing
the main features of the polygon gives rises to a more stable version of the medial axis. In
computer vision, shock graphs have recently gained considerable attention as this exten-
ded structure built on top of the medial axis can be used for automated shape recognition
(e.g., [184, 286]).

Space-filling curves are regularly structured curves that fully cover a n-dimensional
space. These curves can be seen as “[mapping] a one-dimensional space onto a higher-
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dimensional space.” [304]. Recently, the use of space-filling curves to display hierarch-
ical or complex datasets has gained attention (e.g., [9, 275]). In contrast to space-filling
curves, our approach focusses on a curve that covers only a part of the area while still
sufficiently describing it.

6.1 Design choices

Reducing a polygon to a line inevitably reduces its expressiveness. Hence, if we desire
such an abstraction, careful thought should go into the formation of this line. In this
section we discuss the design choices made when developing stenomaps.

C1-continuous. The glyphs we create are (along single strokes) C1-continuous. The
continuity of the curve gives a hand-drawn appearance stimulating the perceived inexact-
ness of the geometry. Using smooth swipe-like, near casual representations promotes an
attention shift to the actual data, further emphasizing the imprecision in the geometry. For
a discussion on Cx-continuity see Section 6.2.

Complexity. All glyphs should be presented using as few curves as possible. The curves
should sufficiently describe the polygon at hand, but no excess information should be
provided. We target our stenomaps at data not tied to an exact location. As exact geo-
graphic information is unimportant and excess information reduces the efficiency of the
map, glyphs should have the lowest possible complexity. All attention should be focussed
on the main data presented.

Area and boundary. Representing a polygon by a linear smooth glyph reduces the ex-
pressive power compared to the original two-dimensional polygon. Whereas a polygon
implicitly describes both the area and the boundary, this is less clear for an open curve. In
the case of elongated polygons both area and boundary representation give overlapping
requirements. A curve following the “central axis” suitably describes both. For compact
polygons, however, the requirements contradict (see Fig. 6.3). A partial boundary rep-
resentation lacks the implied volume of the polygon, whereas a “central axis” is unable
to properly represent the shape of the polygon. We note that a trade-off exists between
representing the boundary and the area. We require the maximum minimum distance to
the curve to be optimized while also sufficiently representing the boundary.

(b) (c)(a) (d)

Figure 6.3 Representing Spain as a glyph. (a) Polygon and (pruned) medial
axis. (b) Border representation. (c) Collapse to medial axis. (d)
Trade-off between border and area.
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Figure 6.4 (a) Four maximally inscribed circles. The center points of all max-
imally inscribed circles form the medial axis (red). (b) Reducing
the radius of all maximally inscribed circles negatively offsets P .
(c) An end-branch b with parent w and leaf v. (d) Area contributed
by the end-branch b.

6.2 Technical preliminaries

Medial axis. The medial axis transform was first introduced by Blum [30] and is defined
for a polygon P as the closure of the set of points with two or more closest points located
on the boundary of P . This set is usually simply referred to as the medial axis and is a
subset of the edges implied by the edge-based Voronoi diagram [73]. The medial axis
is a unique description of the shape of P . Each point on the medial axis is associated
with a maximally inscribed circle of P (see Fig. 6.4(a)) and the union of all circles fully
covers P . More specifically, there is a one-to-one correspondence between the medial
axis including the radii of all maximal inscribing circles and the polygon being represen-
ted. This representation makes it easy to compute offset polygons by changing the radius
of all inscribed circles by a fixed constant c (see Fig. 6.4(b)). A negative offset (essen-
tially shrinking the polygon) can result in several connected components. Maintaining a
minimum circle radius of r > 0 prevents such fragmentation.

Our input is a simply connected polygon P . (Note, though, that our algorithms could
easily be extended to polygons with holes.) The medial axis M of a simply connected
polygon is a tree. A leaf of M is a vertex of degree one and is located on the boundary
of the input polygon. An end-branch b is a maximal sequence of edges connected via
vertices of degree two, where at least one of the two end points is a vertex of degree
one (see Fig. 6.4(c)). An end-branch has two end points, one of which is a leaf, the
other is a parent (which could simultaneously also be a leaf). An end-branch b is pruned
by removing of the edges of the graph with degree one and two vertices of b from the



188 Chapter 6. Stenomaps

medial axis. If we reconstruct the polygon belonging to the pruned medial axis we obtain
a locally smoothed polygon P ′. The contributed area of an end-branch is the area of
P − P ′ (see Fig. 6.4(d)). A pruned medial axis can be used for a variety of purposes
and hence there exists a significant amount of literature which discusses various pruning
measures and methods [12, 26, 207, 253, 258].

Visibility graphs. Given a set of points S, the visibility graph is the union of all edges
between any pair of points in S that can see each other. We use a specific instance of
the visibility graph where visibility is defined by the polygon P and the set S consists of
all vertices of P . Two points can see each other if the straight-line connection between
them is fully contained in the interior or the boundary of P . We use this visibility graph
to compute shortest Euclidean paths in P .

Bézier splines. A cubic Bézier curve can be fit “optimally” to a given polygonal line
using iterative Newton-Raphson approximation [247]. Similarly, with the help of dynamic
programming, a series of cubic Bézier curves can be fit optimally to a polygonal line or a
polygon [292].

Splines (the concatenations of Bézier curves) can have different degrees of continuity.
A spline is Cx-continuous if the derivative of degree x of the spline exists and is a con-
tinuous function. When a Bézier spline is C1-continuous (smooth), the control points of
consecutive curves line up (see Fig. 6.5(a)). Consequently, fitting curves to different parts
of the polygonal line is no longer independent and, therefore, dynamic programming can
not guarantee an optimal solution. If we reduce the allowed solution space, by fixing the
required tangents at all vertices, the fitting of different curves is independent once more.
We require the tangents at each vertex to be perpendicular to the bisector (see Fig. 6.5(b)).
The start- and end-vertex have no well defined tangents, but no continuity is required here
either. While fixing tangents beforehand is not required to compute a smooth spline, if
tangents are not fixed, computing an optimal series of curves is hard.

6.3 Algorithm

We describe an algorithm to compute a linear, C1-continuous glyph G representing a
simple input polygon P . Depending on the desired design, different types of glyphs can
be generated (see Section 6.4).

αα(a) (b)

Figure 6.5 (a)C1-continuous curves have a continuous derivative. The control
points of consecutive curves line up. (b) Fixing the required tangent
beforehand allows for a dynamic programming solution.
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Algorithm 6.1 ComputeGlyph(P )

Require: P is a simple polygon
Ensure: G is a glyph of P , strictly positioned inside P
{Find feature points}

1: Create the medial axis M of P
2: Prune M to obtain feature points of P
{Obtain glyph region}

3: Trim branches of M
4: Simplify P based on M
{Find backbone}

5: Compute all paths between feature points
6: Find the backbone B visiting all feature points
{Create glyph}

7: Fit a smooth spline to B to obtain glyph G

Our algorithm consists of four distinct steps. First, we detect feature points that define
the characteristic shape of P . Second, we compute the region in which the glyph should
be located. Third, we determine the base shape of the glyph by finding a polygonal line
(the backbone) that represents the polygon well. The shape of the backbone determines
the shape of the final glyph to a large degree. Hence we describe two different approaches
which result in radically different backbones. In the final step we fit a cubic Bézier spline
to the backbone. Again, there are several possibilities, resulting in different types of
glyphs. If the input is planar, our algorithm can be run in parallel on all polygons. See
Algorithm 6.1 for a summary. We explain all steps in detail below.

6.3.1 Feature points

To maintain the characteristic shape of the input polygon P , we first detect the main
feature points. We take a geometric point of view and use the pruned medial axis for
feature recognition. Our method is based on the work by Bai and Latecki [12], who use
area as a measure to guide the pruning. Area is relatively outlier- and noise-insensitive
and is also used as a measure in cartographic simplification [301], making it suitable for
our purposes.

The method by Bai and Latecki computes for each end-branch the size of the area
that it contributes to P . By repeatedly pruning the end-branch that contributes the least
amount of area to P the medial axis can be reduced to its main features. The algorithm
by Bai and Latecki compares area loss to the previous, already reduced, incarnation of
the polygon. As a consequence it may reduce large subtrees by iteratively removing small
sections of the area. To prevent important features from being pruned prematurely we
maintain the total area that has been pruned in each subtree. We maintain this information
in the leaves and parent nodes and update it in amortized constant time when pruning an
end-branch. Each edge is pruned only once and we can compute the area lost in O(n)
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time, so the total pruning process takes O(n2) time. The leaves of the pruned medial axis
correspond to the main features.

When displaying a subdivision (e.g., countries in Europe) we typically desire a similar
complexity level across the map. To achieve this we admit only pruning steps that remove
subtrees of a given maximum size. That is, any single prune action is not allowed to
remove a branch representing a subtree larger than a user-specified percentage of the av-
erage polygon area in the map. The pruning process stops when this constraint is violated
or when only a single path is left.

As discussed in Section 6.1, elongated polygons and compact polygons require a dif-
ferent level of detail. To facilitate this we introduce an extra factor measuring the com-
pactness of a polygon. Specifically, we use the squared length of the longest path in the
medial axis divided by the area of the polygon as a size independent description of com-
pactness (see Fig. 6.6). Any measure using boundary length instead of the longest path
in the medial axis would be more sensitive to local noise. The local area loss accepted in
a single prune action is limited by: 0.25 ∗ α ∗ avgArea ∗ longestPath2/polygonArea,
where 0 6 α 6 1 is a user-defined parameter.

6.3.2 Regions
We now compute the region P ′ within which the glyph is contained. To make the glyphs
clearly distinguishable we require these to be located strictly within the polygon they
represent. Where possible a minimum distance to the boundary of the polygon is guaran-
teed. Using a modified offset operator ensures that a minimum area is maintained within
which the glyph can be fit. A regular offset can cause the polygon to become disconnec-
ted and may collapse entire branches (see Fig. 6.7(a)). The modified offset operator uses
the radius information stored in the medial axis. We first retract all end-branches of the
medial axis by a given percentage (we use 30%). That is, we measure the length of the
end-branch, and starting at the leaf vertex remove all vertices and edges until the summed
length of the removed edges equals 30% of the original end-branch length. If the next
edge induces a percentage larger than 30%, we shorten that edge and introduce a new leaf
vertex.

Now we apply a modified negative offset to the radii stored for the inscribed circles of
the medial axis. We reduce the radii of all inscribed circles by a constant – as in a regular

Figure 6.6 The ratio between the longest path and the surface area gives a
description of the compactness of a polygon. Both polygons are
scaled to the same surface area.
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(a) (b)

P ′
P

(c)

P
P ′′

Figure 6.7 (a) A regular offset may cause branches to collapse and disconnect
the polygon. (b) The offset polygon P ′ defines the space for the
glyph. (c) The (possibly degenerate) polygon P ′′ for the backbone.

offset – unless this forces a radius to drop below a given threshold. In this case we set
the radius to the threshold to prevent a collapse of the polygon (inscribed circles with an
initial radius smaller than the threshold are simply maintained). Using a strictly positive
threshold ensures a single connected polygon, using a threshold of zero can result in a
degenerate polygon. The union of all reduced circles uniquely describes the negatively
offset polygon. It can be computed in a single traversal of the medial axis. Our offset
does not retract end-branches as all circles are maintained.

The region P ′ for the glyph is a negatively offset polygon with a strictly positive
minimum radius (Fig. 6.7(b)) to ensure that the curve can turn without intersecting itself
or the boundary. Inside the region P ′ we compute a second offset polygon P ′′ (Fig. 6.7(c))
in which the backbone of the glyph is located (see Section 6.3.3). When the backbone is
turned into a smooth glyph we require some additional space for smoothing and hence the
backbone needs to lie in a strictly smaller region than the region of the glyph. Here we do
not require a strictly positive minimum radius and, hence, P ′′ may be degenerate.

f4

f1

f2

f3
P ′′

Figure 6.8 Consecutive feature points (e.g., f4, f1) are connected by a bound-
ary path. Other pairs (e.g., f1, f3) are connected by the shortest
Euclidean path inside P ′′.
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6.3.3 Backbone
A backbone is a planar straight-line graph that visits all feature points and describes the
polygon well. We consider two types of backbones: simple paths and trees. Backbones
are polygonal representations of the glyphs and are used as base shape for the final glyphs
(see Section 6.4).

Path-backbone. Our input is the offset polygon P ′′ and the feature points cyclically
ordered around P (see Fig. 6.8). We aim to find a good simple polygonal path visiting all
feature points which stays inside or on the boundary of P ′′. To do so we first connect any
pair of feature points with a path. This paths follows the boundary of P ′′ if it connects
two consecutive feature points. For all other pairs we compute the shortest Euclidean path
inside P ′′ using the visibility graph [73].

As discussed in Section 6.1 the final glyph, and thus the backbone, should represent
both area and boundary of the polygon. We represent this dual requirement by a linear
trade-off between the percentage of boundary covered and the maximum distance to the
curve from any point in the polygon. Let sboundary and sarea be the boundary and area
score respectively and 0 6 β 6 1 a user-set parameter. The score of the backbone is
defined as (1.0− β) ∗ sboundary + β ∗ sarea.

The boundary score sboundary represent the percentage of the boundary of the original
polygon that is covered by an offset of the backbone. Similarly, the area-score sarea is the
maximum minimum distance to the backbone as a percentage of the maximum minimum
distance to the polygon boundary (see Fig. 6.9). As an approximation of the maximum
minimum distance we take the maximum minimum distance of any point on the medial
axis to the backbone.

Given the computed paths between any pair of feature points and the described weigh-
ing scheme, we find the optimal, simple path visiting all feature points. Finding such a
path is NP-hard, but as the number of feature points is very small we can use a brute-force
approach.

As the backbone is computed using a scoring function we can introduce additional
factors to influence the result. For example, our framework implements a penalty func-
tion to prevent duplicating parts of the path as well as a sea- or map-border preference.

(a) (b)

Figure 6.9 (a) Maximum minimum distance for any point on the medial axis to
the backbone. (b) Boundary covered by a subset of the backbone.



6.4. Glyph types 193

Figure 6.10 Example of simple glyphs. Outlines are supplied for reference.

Ensuring the boundary of a map is covered may be preferential if the shape of the subdi-
vision is familiar, but separate polygons are less recognizable. All the figures presented
in this paper were, however, created without the use of these additional parameters.

Tree-backbone. Path-based glyphs achieve a high level of abstraction. Sometimes a more
complex structure may be desirable that better captures the shape and the area of the poly-
gon. We also consider backbones based on trees. Tree-backbones are computed directly
from the offset polygon P ′. We turn the boundary of P ′ into an undirected graph and
detect cycles using depth-first search. Cycles are opened by disconnecting and shortening
one of the edges in a cycle.

6.3.4 Glyphs
The backbone is a concise and abstract representation of the input polygon. In the final
step we polish the appearance of the backbone using smooth, C1-continuous curves. As
the essential shape is already determined by the backbone there is a large degree of artistic
freedom in this last step. Several types of glyphs can be created, possibly designed to fit
the application at hand. In the next section we describe the glyphs that are implemented
within our framework.

6.4 Glyph types
Different glyphs can be fit onto a backbone and here we discuss three options.

6.4.1 Simple

We fit a simple, C1-continuous, cubic Bézier spline to a path-backbone. The simplicity of
the design makes this glyph most suitable for cartographic applications. To keep the com-
plexity of the final glyph low, we minimize the number of Bézier curves (see Fig. 6.10).

The overall spline should use as few curves as possible while staying within a given
error-bound errmax. For each single curve c representing a polygonal line p, we define its
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error ec as the maximum minimum distance between c and p. The error of a set of curves
C is maxc∈C(ec). We use dynamic programming to minimize the number of Bézier
curves used to represent the polygonal line while staying within the error-bound [292].

There may be many different splines, using the minimum amount of curves, that stay
within the given error-bound of the polygonal line. Therefore, as a secondary objective
function for the dynamic program, we compute the average distance dc of a curve to the
polygonal line. To this end, we compute the average of the squared distances between
regularly sampled points along the polygonal line and the curve.

We define the cost c of a curve as 1 + dc/(n ∗ err2
max), where n is the number of

vertices of the polygonal line. As each allowed curve has an error of at most errmax, the
average squared distance dc is at most err2

max. The number of curves used to represent
the polygonal line can never exceed n − 1, hence the total cost implied by the fit of the
used curves can never exceed one. As a consequence, the result has the minimum number
of Bézier curves and has, for all solutions with this number of Bézier curves, the curves
with on average the best fit. To prevent curve intersections and self-intersections we set
the cost c =∞ if an intersection occurs.

6.4.2 Locally intersecting

As an alternative to simple, C1-continuous cubic Bézier splines we let ourselves be in-
spired by the work of Picasso (“One-Liners”) [214]. We forgo smooth transitions between
consecutive curves and instead create an appearance of smooth behavior by connecting
two consecutive Bézier splines with an additional swirl (see Fig. 6.11).

We again use a dynamic program to find the optimal set of fitted Bézier curves. As
there is no dependency between consecutive curves, we do not need to fix tangents at
the vertices beforehand. For any two consecutive curves connecting at a vertex v, we
compute the distance dvP from v to the polygon P . We then create an additional cubic
Bézier curve (the swirl) whose start- and end-tangents meet up with the previous and next
Bézier curve, respectively. To ensure that the swirl is fully located in the polygon the
second and third control points of the curve are positioned at a distance 0.75 ∗ dvP from
the first respectively fourth control point. We again disallow intersecting curves.

Figure 6.11 Example of locally intersecting glyphs.
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Figure 6.12 Example of tree-based glyphs.

In some cases swirls may be undesirable. When curves meet at a too shallow or
too sharp angle a swirl may look unnatural and a C1-continuous connection would be
preferred. Let C and D be two consecutive curves connected at a vertex v. Let tC and
tD be the tangents of C respectively D at v. We define α as the minimal angle between
tC and tD. We only add a swirl if π/6 6 α 6 5π/6. Otherwise, we force C and D
to be C1-continuous. This creates an interdependency between subproblems and, hence,
we cannot claim that the dynamic programm computes the optimal solution. In practice,
however, the results are quite satisfactory.

6.4.3 Tree-based

The final alternative are glyphs based on tree-backbones. Such glyphs can describe area
more concisely, but they are also more complex than glyphs based on path-backbones (see
Fig. 6.12).

Our input is a tree-backbone B. We say that the leaf of the longest end-branch is
the root of B. In case that B has only two leaves, the root is the top leftmost leaf. Let
the turning angle te,f between two edges e, f on a path p be defined as π − angle(e, f)
if e and f have a common vertex and 0 otherwise. The turning angle tp of a path p is∑
e,f∈p te,f . Let P be the set of paths of minimum size that cover B, where all paths

p ∈ P go strictly down in the tree and
∑
p∈P tp is minimized. For each path p ∈ P we fit

a cubic Bézier spline using the edge-based Voronoi diagram to ensure different splines do
not intersect [292]. Different splines might not connect at endpoints. We extend splines
using a straight line matching the end-tangent to ensure all splines are connected.

6.5 Cartographic applications

We first in Section 6.5.1 present a formal discussion on the relation of stenomaps to the
existing cartographic design space. Section 6.5.2 to 6.5.4 explore three use cases for
stenomaps.
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6.5.1 Stenomaps as thematic maps

The wealth of expressive and effective visualisations in thematic cartography has been
subject to numerous efforts of systematisation. The most fundamental of these system-
atisations is Jacques Bertin’s Semiology of Graphics [28]. Bertin postulates that the ef-
fectiveness of any diagram is based on the degree of structural equivalence that can be
reached between data and the visual variables. For the case of maps the most powerful
variables, the two planar dimensions, are more or less fixed by geographic coordinates.
Any information beyond geometry (thematic elevation) must be expressed by encodings
using the remaining visual variables known as retinal variables or color-pattern variables.
The retinal variables are shape, orientation, color, texture, value, size. Each has a max-
imum in the structural equivalence of the scale level it can express, further limited by
the geometric primitive (point, line or area, i.e., implantation) it is applied to. The levels
of organizations are Association or Disassociation, Selection, Order and Quantity. The
Length of a given variable is different for each implantation. Length denotes the number
of possible variations that can be used while still allowing selective perception. Bertin
discusses each retinal variable and its potential Length thoroughly and with many ex-
amples, including special cases and precise instructions on maximizing differentiation.
The effects on expressiveness when using multiple retinal variable encodings simultan-
eously were discussed by [263]. For a discussion of the concept of Disassociation and
its effects see [224]. More encyclopedic taxonomies of the actually realised design space
were proposed by [111] or [148] for example, which form the baseline of more current
works like [166].

The classic space of possible and realised cartographic visualisations [111, 166] di-
vides the topological structure into discrete and continuous phenomena, further subdivid-

€

€ €

€

€

€ €

€

€

€

€ €

€

€

€

€

€

€

€

€ €

€

€

€ €

€

€

€

€ €

€

€

€

€

€

€

Legend

€

outer line:
Schengen Area

inner line:
EU-membership

non-Schengen

Schengen

member

non-member

Monarchy

Republic Eurozone €

200,000 t of potato production

Unilateral usage

Figure 6.13 Potato production, monarchies, the Eurozone and the Schengen ac-
cords in the European Union, with and without glyphs.
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(a) Multi-band line symbolisation (b) Flows in cross-border whitespace

(c) Isotype icons as line replacement
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(d) Labels as line replacement

Figure 6.14 Design choices for stenomaps.

ing the discrete phenomena into points, lines and areas. Hence, discrete geographic areas
can be expressed only by some form of polygonal subdivision. Stenomaps break that con-
tention and show that it is possible to represent discrete areas with cartographic lines. We
observe three major changes:

I boundary lines vanish

II area fills vanish

III implantation change from area to line for discrete area objects from the basemap

These changes reduce the visual complexity of the map by reducing the number of control
points [182] as well as the amount of “ink” used [28]. Furthermore, change I has the
following immediate effects:

• actual locations of boundaries become fuzzy, limiting the accuracy of placement
and the ability to conduct measurements in the plane

• adjacency topology becomes fuzzy

• empty bands of expected width 2ε become available around discrete areas. Due to
isthmuses (see Fig. 6.7) the theoretical lower bound for width is 2·widthpolygonmin , i.e.
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twice the minimal discernable width of polygons, = 0.6mm for b/w and = 0.8mm
for color depictions [126].

Effects of change II are:

• maximum selective length for each retinal variable, except shape and orientation
is reduced by 1 each. This decreases the degrees of freedom for choosing retinal
variables by 4. The reason for this effect can be interpreteted as a function of the
drawing space real estates that color, texture, value and size need to work at full
efficiency.

• maximum selective length for orientation is raised from 0 to 2, as the area implant-
ation does not allow selective variation of orientation at all.

• The net change in degrees of freedom for variation of retinal variables for selective
perception is thus −2.

• figure-ground separation is amplified over the whole map [28]

As the three implantations are highly selective themselves, change III frees up the area
implantation for some other feature type to be added, but lessens the degree of freedom
for other phenomena to be depicted with cartographic lines. The gain of white space
due to both I and II drastically increases the potential to place further map elements in
a high-contrast environment. This decreases visual interaction by simultaneous contrast
and color mixing effects. Color can be chosen individually for different implantations.
The map in Fig. 6.13(left) makes use of that effect to display multiple set memberships
while having full access to the color space for the point symbols and quantitative data. We
can conclude that in cases where the negative consequences of the implantation change
Area→ Line such as fuzzy boundaries and adjacencies are not crucial, stenomaps could
be used just as well as other maps types like choropleth maps. In cases were displaying
sharp administrative boundaries is detrimental to the intended message, stenomaps offer a
new cartographic arrangement with improved figure-ground separation, lower complexity,
an additional layer-slot for area depictions and a band of white space around the glyphs.

6.5.2 Use case: variations on glyphs as cartographic lines
In this section, we examine the design possibilities for visual variation of glyphs as carto-
graphic lines. On a fundamental level, glyphs inherit the basic and combinatorial traits of
the line implantation, a formal discussion of which we forgo. As visual shorthand for dis-
crete area objects, i.e. in application in a stenomap, we provide some further exploration
of design possibilities. Stenomaps do not assume the existence of a separate base map
layer. Succinctly, the usual constraints stemming from the base map that line features are
limited by, do not apply. This allows a much higher degree of variation in pattern and
width of the line features. One example is to create multi-band representations such as
Fig. 6.14(a). Here, multi-set membership and even configurations of set-membership are
displayed by colored repetitions of the basic glyphs. Though there are natural limits, these
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are less strict than in regular maps, due to the white space gained by the area-boundary
collapse. Special care must be taken not to vary the width of the glyphs too much, lest
the perception as an areal subdivision be dissolved. The same care must be taken regard-
ing brightness (value) differences. Fig. 6.13(left) makes use of the variation of pattern as
well as color. Specifically, the effect of vibration is used following the parametrisation
of [28], not unlike a Moiré-pattern, to highlight the Schengen-participants (signatories to
a cross-border migration treaty) who are also EU-members. Note that the lower contrast
pairings do not produce the same effect. Such use of vibration is generally not advisable
for areas and presents another advantage of stenomaps. The glyphs in this figure give a
strong sense of location, as can best be seen when making the comparison with the same
map solely containing data (see Fig. 6.13(right)).

While Fig. 6.13(left) makes uses of the space formerly occupied by boundaries by
placing point symbols and quantitative information, another possible application is to
depict cross-border flows (Fig. 6.14(b)). This technique is best suited for the case of planar
flow graphs and can reintroduce topology information that was made imprecise by the area
collapse. The Vienna Method of Pictorial Statistics (e.g., [204]), later known as Isotype,
was most often used over very sparse base maps or on plain white paper. Stenomaps are a
natural environment where Isotype icons can dwell and prosper. They can be applied like

Figure 6.15 Energy consumption in the Regions of France 2010. Data source:
Electrical Energy Statistics for France 2010, Réseau de transport
d’électricité 2011.
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regular carto-diagrams as in Fig. 6.13(left) or even be used to utterly replace glyphs by
repetition. The latter technique is limited in cases where the low frequency of icons starts
to dissolve the individual glyph, as is exemplified by the green elements in Fig. 6.14(c).

As has been mentioned, stenomaps abscond from regular base maps and thus have no
or very few labels. Either through aesthetic choice or informational necessity, the glyphs
can be replaced with the toponyms of the collapsed area features, as shown in Fig. 6.14(d).
Note that the geometric algorithm itself could also be used for proper labeling of areas.
The parametrisation must then be adjusted to yield curves of low complexity close to the
backbone of the polygon (Fig. 6.7).

If used as polygon boundaries, cartographic lines can traditionally be used to adum-
brate specific area fills. These techniques using hachures for cartographic “hemlines” or
repetition for copper-engraving-style waterlining, can be inverted in usage to make glyphs
more expressive. Such an inverted hemline as both an adumbration of the area as well as
thematic expression was used in Fig. 6.15. The same effect could be applied by inverted
waterlining or hachures, which themselves leave ample amount for further variation. Due
to the high contrast environment of stenomaps, said variations are much more poignant
and discernible than in regular maps.

6.5.3 Use case: spatial uncertainty

As an example of uncertain data we investigate the display of hurricane path predictions
(see Fig. 6.17). Presenting these kinds of two dimensional spatial probability data is
critical in many applications. Besides hurricane data, thought may be given to flood pre-
dications or dispersion of toxic gas plumes. When presenting spatial data on these types
of phenomena (we focus on hurricane paths) often only a small part of the information can
be presented on the map. While a lot of information may be known about the probabilit-
ies, several problems make their effective display challenging. We discuss two problems:
selective perception and the illusion of accuracy.

An efficient map requires that the data being conveyed are presented as clearly as
possible. To this end the main data presented should be clearly distinguishable from the
additional information displayed, such as geography. One of the aspects that ensures se-
lective perception is implantation. Using different implantations can enhance the present-
ation of the main data, hence, improving the effectiveness of the map. When displaying

(a) (b) (c)

Figure 6.16 Solar potential in Europe for horizontally placed PV-modules. Data
source: PVGIS 2012.
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10 - < 20% probability

20 - < 50%

50 - < 100%

100 %

Figure 6.17 Hurricane Katrina Prediction. Probability that center of storm will
pass within 75 statute miles. Datasource: NOAA Hurricane Center.

probability information on regular maps, however, both the geography and the two di-
mensional probability data are polygons. To allow the information to be clearly separated
we would desire different implantations to be used. Obtaining different implantations can
be achieved by abstracting either of the two data sources. By reducing the geography
instead of the probability information we prevent a radical reduction of the information
presented, but ensure a high selective perception.

A critical problem when displaying probabilistic data is the illusion of accuracy. Maps
inherently provide a sense of perceived accuracy which is at odds with the inexactness of
the data being provided. For predictions a high level of information should be supplied,
but extracting any exact localized conclusions should be prevented. To achieve this often
the known data are abstracted, reducing a hurricane path to the single path that is most
likely. Abstracting the data, however, results in a radical information loss, reducing the
effectiveness of the map to portray the spatial data. The conventional way of addressing
this problem of depicting uncertain data is to consider ways of symbolising the uncer-
tainty in the data (hurricane track probabilities in this case), but the stenomap provides an
alternative approach. By simplifying the geography instead of the data, we maintain all
information present in the data, but prevent users from making possibly erroneous precise
inferences. The extreme abstraction of glyphs limits interpretation to generalised regional
spatial patterns that reflect the uncertainty in the data. More precise inferences of location
are not possible as area and state borders are not exactly described.
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Figure 6.18 Example for river line symbols being used as main locational aid.
Source: Grosser Atlas zur Weltgeschichte, 1991.

6.5.4 Use case: cross-boundary phenomena
Many phenomena are collected and aggregated based on administrative subdivisions that
are current at the time of collection. When the data are strongly correlated to these subdi-
visions or when only a local investigation of the data is required, the inclusion of bound-
aries helps to emphasize the locality of the portrayed information. Geographical phenom-
ena, however, are often not tied to constructed political subdivisions and require a broader
scope for analysis of the phenomena. This is most notably the case for continuous data
such as statistical surfaces or data from the realm of geosciences such as climate data.
Placing boundaries on top of these kinds of cross-boundary phenomena has long been
recognized as unhelpful in many cases:

In the smallest scales, one often just uses a strongly generalised hydrographic
network along with the coastlines [as a base map]. – E. Imhof, 1972

The addition of rivers to the map allows for a sense of location even when boundaries
are not present. As shown in Fig. 6.18, sparse base maps with just a strongly generalised
line network can be very effective for comparison purposes. The rivers presented fulfill
the task normally covered by the boundaries in a map, giving a sense of location that is
static across different maps and helps to locate items within the map. The importance
of such additional features is most clearly presented by Fig. 6.16(c). Though the lack
of any boundaries ensures that the continuity of the phenomena is emphasized, locating
countries on the inside of the subdivision (e.g., Hungary) is hard.

While the introduction of river networks is helpful to give a sense of location on a
map, in some cases this information may not be available or desired. Using boundary
information instead, however, introduces several problems (see Fig. 6.16(a)). Closing off
areas reduces the perceived continuity of the phenomena as polygons inherently give a
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stronger sense of positioning of the data. This effect is even further amplified as colors
are visually interpreted as more uniform within each polygon. Stenomaps introduce a
new, less intrusive way to give a reference to location (see Fig. 6.16(b)) without implying
discrete changes at boundaries. By removing the need to close off areas, the continuity
of the described phenomena is better maintained. The inexactness of glyphs ensures that
no exact location can be matched with the data. Nevertheless, similar to river networks,
glyphs instill a sense of location allowing for comparisons between maps.

6.6 Discussion and future work

Evaluation. The use of linear features to represent polygons is an intriguing new concept
that gives rise to stenomaps. We presented an algorithm for the automated construction of
stenomaps and discussed a variety of use cases. The results are convincing and visually
pleasing. It is, however, unclear how effective stenomaps are. To gauge the usability of
stenomaps user studies should be performed in future work. A first step could be to test
the recognizability. It should be tested if the proposed glyphs maintain sufficient inform-
ation for users familiar with the input. After recognizability, task appropriateness should
be tested for the different use cases. This will be harder to measure as the glyphs are dis-
similar from existing techniques, thereby risking a bias towards more familiar methods.
However, task-based evaluation, such as estimation of hurricane damage probabilities
over space could provide a useful means of comparison with conventional techniques.
Testing the usability of this new method would give a better insight in the strengths and
weaknesses of the method; possibly spurring further development.

Methodology. The generation of glyphs can be steered using two different parameters.
First, by changing the level of pruning of the medial axis the complexity of the final glyph
can be determined. Second, the computed backbone can be set to better represent area
or boundary. The interplay of these variables allows for a large range of design options
(see Fig. 6.19). These options allow map designers more choice over the shape of the
glyphs. However, the question arises if it is possible to define a base setting appropriate
for most maps. This is already partially the case as differently shaped polygons within
one map are presented using the same settings. Preliminary experiments, however, show
that a standard base setting across different maps is unlikely as different maps require
different levels of detail. Subdivisions with uniquely shaped polygons require less exact
detail than more uniformly shaped subdivisions (e.g., the difference between the states of
the USA and the countries of Europe).

The medial axis as a shape-descriptor is very suitable for the creation of glyphs. It al-
lows both feature points to be detected and an efficient computation of the available space.
The medial axis is a representation of the polygon space, however it is not necessarily a
fair sample. In parts where the inscribed circles are large the medial axis may be far re-
moved from sections of the polygon. Thus, the medial axis may be a false sample when
computing the maximum minimum distance to the backbone (Section 6.3.3). Misrepres-
enting the area of the polygon can result in visual artifacts as sections of the polygon may
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Figure 6.19 A sample of the parameter space defined by the user parameters
affecting complexity and polygon representation.

not be taken into account. The boundary representation that is part of the scoring func-
tion counteracts these effects. Though misrepresentation is unlikely, future work might
investigate if other distance measures can give a better representation of the area.

Glyphs. Glyph representations allow a significant abstraction from the original input.
This level of abstraction is a main feature of the stenomap, but also brings forth new con-
siderations. The representation of polygons through glyphs is very useful when informa-
tion about a subdivision is shown. The extreme level of abstraction, however, implies that
glyphs maintain their meaningfulness only while in context. When less context is present
a larger amount of detail should be maintained in the glyphs. Displaying more detail
within the glyph, however, reduces the advantage of using glyphs. Another consideration
introduced by the extreme abstraction of glyphs is their uniqueness. As glyphs are highly
abstracted, similarly shaped polygons may end up with a near similar glyph. While glyphs
are distinguishable through their positioning in the subdivision, having uniquely shaped
glyphs may be beneficial in some maps where lookup tasks are important. Similar shapes
create a visual connection, which might counteract the data being presented. For future
work it would be interesting to see if unique glyphs can be guaranteed. Taking similarity
into account during the creation of glyphs is likely undesirable when fast computation
is essential, since it introduces dependencies between subproblems and inhibits parallel
computation.

The minimal information maintained in glyphs is still sufficient to give an inexact
description of the input shape. It can be argued that the main strength of glyphs is bound
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by their subconscious relation to the original input shapes. There is a danger that when
the user has no knowledge about those shapes, glyphs could lose part of their strength. We
would argue, however, that the glyph in itself becomes a representation of the shape that
is sufficient for many tasks where precise geometry of polygonal regions is not central.
Glyphs supply sufficient information even when the input division may not be well known
(for example Fig. 6.15).

Through their simplicity glyphs make an interesting case for user interaction. Clearly,
glyphs can be used as an additional visualization tool. Glyphs reduce the visual input com-
plexity, which can be beneficial when a high-level overview is required. Their smoothness
and simplicity, however, also makes glyphs intriguingly suitable for swipe interaction.
Through swipe gestures item selection or map interaction could be achieved. For this use
case, unique glyphs would be required.

Stenomaps are very efficient when exact boundaries of a subdivision are not needed
but a general representation of the shape is helpful. They also offer several unique graph-
ical variations that are applicable to various common use-cases. But by their intended
nature of being a one-dimensional visual shorthand for a two-dimensional object they are
still tied to size differences of the input polygons. Succinctly, they share the problems of
polygons when directly trying to display quantities by size modification. However, as they
are one-dimensional, they conceptually offer the opportunity to address this fundamental
limitation of cartography. Thus, future work might explore if it is feasible to ensure that
all glyphs have equal length. As glyphs are independent of each other this could, for
example, allow for distortion-free cartograms. However, it is unclear whether such an
approach would be feasible. First, different sized polygons might coexist in a map (e.g.,
Luxembourg and Russia). Using too small glyphs would be unsuitable for large polygons,
whereas too large glyphs could quickly fill up small polygons. Second, even given equal
length, glyph shape still affects the visual saliency. Nevertheless, stenomaps might point
the way towards a distortion-free solution of the value-by-area problem.





Chapter 7

Conclusion

In this thesis we presented both procedures as well as results of analysing and model-
ling cartographic design principles for automated map generation. We also implemented
several algorithms that follow these principles. Our implementations range from isolated
fact-finding optimisations and map generation for National Mapping Agencies to ele-
ments for a fully developed web-mapping production chain. Furthermore we illustrated
how the individual observations and findings can instruct future efforts of modelling the
large design space of thematic maps and geo-visualisation.

7.1 Main findings

Labelling. We presented a fully parametrised multi-criteria model for the problem of
point feature labelling that fulfils more cartographic criteria then all other extant literat-
ure and industry solutions. Using a complexity model based on raster encoding of base
map detail, we presented an efficient algorithm that outperforms all currently available
methods. We also presented our advances in the realm of polygon labelling. For la-
belling individual islands outside their border, we presented a straightforward algorithm,
informed by our modelling, that can surpass all other extant solutions. Further on, we
introduced the problem of archipelago labelling. Here we show how computational geo-
metry and cartographic modelling can work in unison even during the modelling stage by
comparing manual label placements to optimal placements for various distance measures.

Chorematic diagrams. In Chapters 4 and 5 we studied chorematic diagrams. Chorematic
diagrams are a special kind of map-like diagram that lie at the intersection of thematic
maps and schematised maps using only a reduced set of thematic expressions. We intro-
duced a holistic cartographic modelling process based on work by Berlyant and applied
it to all chorematic diagrams published in the journal Mappemonde. The modelling pro-
cess resulted in textual descriptions and measurements that were pushed further towards
mathematical formalisation into a system of cartographic generalisation constraints and a
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taxonomy. The main finding here is, that indeed chorematic diagrams are diverse but can
be grouped into statistically significant classes. These classes make the mapping from
task to specific parametrisation of constraints easier. While not all aspects of chorematic
diagrams could be fully modelled down to the correct parametrisations and evaluation
functions yet, the most prevalent classes (SM & AM) of chorematic diagrams are now
well enough understood to be automatically created. Furthermore, we introduced the gen-
eral form of an evaluation function for chorematic merit which seems attainable. More
importantly, we argued that chorematic merit is a subset of cartographic merit, so that the
general form of the evaluation function would remain the same.

Schematisation and generalisation. We provided the first rigorous, contextualising
definition of schematisation and schematised maps. We introduced the cartographic line
frequency as a complexity measure for maps and schematisations and indicated that for
schematisations it must replace the radical law of generalisation as guiding measure. We
also provided the first taxonomy of schematisation operators including their link back to
the established generalisation operators, making clear how much larger than angular re-
striction the design space of schematisations is. This helped us to smooth the way for our
and other researchers current and future efforts on curved schematisation. Our systemat-
isation of schematisation operators also allows to find other areas in need of algorithmic
work. We closed one of those gaps by introducing the first cartographic area-line collapse
for true areal features with Stenomaps in Chapter 6.

We also presented and implemented an algorithm for the aggregation and caricature
of medium scale urban areas from highly detailed input data. The results were better
matches for the actual urban areas compared to the manually produced dataset. They also
are proof that schematisation and generalisation approaches can be combined.

7.2 Looking forward

Labelling. Regarding automated labelling of maps there are some more or less obvious
incremental advances that our work suggests. There are also some long term changes in
research directions, that we think are important. Our advances for point feature labelling
could be easily combined with a sliding model, most likely making the results virtually
indistinguishable from manual label placement. Further advances for point features such
as labelling in dynamic environments for navigation systems are already investigated by
other researchers. For labelling islands outside their boundary, it is not entirely clear
whether more involved distance measures might lead to even better results. The place-
ment of labels for archipelagos is just beginning to be fully understood as design and
algorithmic problem. The general label placement research paradigm has proven suc-
cessful. The greatest challenges for automated labelling lie ahead though, in the form of
moving beyond the concentration on label placement. We mentioned in Chapter 2 that
the actual cartographic lettering problem comprises four major areas, of which placement
is just one. Choosing task-appropriate subsets of toponyms and automatically generating
a typeface scheme including hierarchies of objects and so forth would be an enormous
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advance. But we first need to understand much more about the tasks that maps are con-
structed for. Can we hope to continue studying labelling in isolation, thereby gaining
incremental insight into (task, labelling) mappings? Or can we only make progress once
we understand task modelling for maps as a whole much better?

Chorematic diagrams. Chorematic diagrams remain an exciting and rich object of study.
We hope our results are the start and not the end of research into the subject. From our
modelling, several questions are already raised. Can we come up with a harmony func-
tion that measures overall map harmony by measuring adherence to rules of visual balance
and harmony for individual map elements? Are the promising experiences made in multi
agent map generalisation the best way to approach that problem? If yes, then chorematic
diagrams could indeed be the testbed for the whole of harmony in cartography. What
is harmonious in chorematic diagrams must be so in all maps without the inverse neces-
sarily being true. Algorithmically, many improvements are still needed, especially the
run-times of the current approaches are too high for interactive and on-the-fly generation
of chorematic visual summaries. What are the respective theoretical lower bounds for the
diversity of geometric tasks? What short-cuts can we, must we take? Our research into
the generation of territorial outlines also raises questions of general interest. As many ter-
ritorial outlines of other schematised maps seem to make use of similar visual strategies,
is there something profound about human visual cognition to be learned? Are we really
looking at all the details of a given coastline in regular maps or are 7-20 vertices always
enough? Such insight need not be restricted to geographic data. How much information
do we actually need to positively identify arbitrary 2D shapes visually? We already have
enough tools at hand to create user studies that we will hopefully conduct in the future to
approach these and other functionality and usability problems.

Thematic maps. Advancing the automation of thematic maps is in our view one of the
most crucial tasks left for generalisation research. The demand for up-to-date specialised
geoinformation is growing everyday, but practical automation has been treading water for
nearly twenty years. Just as thematic maps are two-layered (base-map and thematic layer)
so is the problem. The first open problem is the generation of appropriate base maps. If
we were to identify the most pressing needs, then river generalisation rises to the top.
Current digital maps basically do not provide the cartographical backbone of yesteryear:
the river network depicted as a tree-graph with smooth, curved lines. While it could be
fruitful to empirically measure the benefits that a well-generalised river network has on
contextualising the thematic information, practical algorithms are more sorely needed.
Quite understandably, national mapping agencies are still concentrating on their intricate
hydrological databases for large-scale mapping. River network generalisation for medium
and small scales, though, is foremost a visual operation, not so much one for hydrographic
engineers. We are hopeful, that approaches from curved schematisation and graph draw-
ing can be combined to yield useful medium and small scale river networks. This pre-
sumes of course, a proper cartographic modelling. So far this remained a desideratum,
and printed, let alone formalised, cartographic lore is scant.

The big successes of the label placement paradigm leads us to wonder if we cannot
transpose label placement strategies to other cartographic production problems. The most
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obvious candidate would be page layout: whereas graphic designers need to take into
account the changing tastes, maps are functional artefacts that are allowed to be repeti-
tious. Especially for GIS produced thematic maps, users without proper design training
need to generate map layouts by the millions every day, without any geometric assist-
ance. Using the graphically defined cartographic guidelines, we could treat the elements
of a map such as legend, scale bar and so forth, as labels. With the proper parametrisation,
the three subtasks of label placement could just as well help to automatise map layout.
Such investigations seem to be both economically very attractive as well as scientifically
laudable.

The most fundamental problems arise regarding the scale-dependent modelling of
thematic geodata. It seems that every subject matter such as geology, migration, income,
age, air speed and so forth needs to be studied separately, as semantics and geometry are
so thoroughly interwoven. If we cannot develop a general method of thematic generalisa-
tion purely based on geometry, can we at least devise a general cartographic modelling
procedure for thematic data and their links to forms of graphical expression?

In this thesis we aimed at laying the groundwork for exactly such a modelling proced-
ure.
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[29] Å. Björck. Numerical methods in matrix computations. Texts in Applied Mathem-
atics, 2015.

[30] H. Blum. A transformation for extracting new descriptors of shape. Models for the
perception of speech and visual form, 19(5):362–380, 1967.

[31] J. Bollmann and W. G. Koch, editors. Lexikon der Kartographie und Geomatik:
Vol. 1. Spektrum Akademischer Verlag, 2001.

[32] J. Bollmann and W. G. Koch, editors. Lexikon der Kartographie und Geomatik: 2
Bände. Spektrum Akademischer Verlag, 2002.

[33] J. Bollmann and W. G. Koch, editors. Lexikon der Kartographie und Geomatik:
Vol. 2. Spektrum Akademischer Verlag, 2002.

[34] S. Bourgarel. Espaces de sant et structures spatiales en guyane. MappeMonde, 94,
2:46–47, 1994.

[35] K. Brassel and R. Weibel. A review and conceptual framework of automated
map generalization. International Journal of Geographical Information Systems,
2:229–244, 1988.

[36] C. Brewer. Designing better Maps: A Guide for GIS users. Environmental Systems
Research, 2005.

[37] C. Brewer and B. Buttenfield. Mastering map scale: balancing workloads using
display and geometry change in multi-scale mapping. Geoinformatica, 14:221–
239, 2010.

[38] G. Brodal and R. Jacob. Dynamic planar convex hull. In Proc. 43rd Annual IEEE
Symposium on Foundations of Computer Science, 2002.

[39] M. Bruneau and L. Marcotte. Les États de l’asie du sud-est continentale. persist-
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Summary

Cartographic Modelling for Automated Map Generation

For many applications, maps are the most effective visualisation of geographic phenom-
ena. Automated map generation, once thought to be impossible, has celebrated great
successes in recent years. These successes were concentrated on large-scale topographic
map production and roadmap-style web-maps. Many more specialised map types, espe-
cially from the realm of thematic maps, remain challenges both interesting and relevant.
The previous efforts were especially successful when the crucial design specifications
were well understood and properly formalised. When these preconditions were met, al-
gorithmic and technical refinement could take over. In this thesis we investigate several
areas of cartographic design specifications that have so far been mostly neglected. We
concentrate on cartographic modelling for map labelling and medium-scale map genera-
tion. We put a special focus on automated schematisation for chorematic diagrams.

In Chapter 2 of this thesis, we investigate automated label placement. We conclude
that previous efforts did not take into account many of the design principles that are relev-
ant for actually producing maps. Most importantly, we show that by modelling the rela-
tionship between labels beyond simple overlaps, readability and legibility can be greatly
improved and thus higher text densities reached. Implicitly, this suggests that treating
labelling problems as maximum independent set of rectangles is insufficient for map pro-
duction. Furthermore, we investigate the labelling of islands and groups of islands. We
present an efficient algorithm for the labelling of individual islands outside their boundary
and propose a framework for further investigating the design principles that cartographers
used to label groups of islands.

In Chapter 3 of this thesis, we discuss cartographic schematisation in the context of
automated generalisation. We argue that schematisation is much more content driven than
current generalisation approaches and thus a crucial stepping stone towards thematic map
generation. We provide the first rigorous and contextualising definition of schematisa-
tion. We also investigate the relationship of the well-known generalisation operators and
schematisation operations. We conclude that schematisation operators can be presented
in a taxonomy that allows to identify areas in need of further research. We introduce the
cartographic line frequency as a measure for the content-density of a map, that replaces
scale as the governing measure for schematisations. Underscoring the relation between
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schematisation and generalisation, we close this chapter with an schematisation-based ap-
proach for generating caricatures of urban areas for Ordnance Survey’s Strategi medium
scale map product.

Chapter 4 represents the first part of our investigation of chorematic diagrams. Chore-
matic diagrams are thematic schematisations, that is schematised maps used to display
thematic content such as population density instead of roads and routes. This makes them
attractive candidates to explore thematic map generation. Chorematic diagrams use a
limited set of cartographic expressions and a peculiar style. We conducted a broad in-
vestigation using multiple methods, including qualitative text analysis and quantitative,
statistical methods. Our investigation highlights how the specific attributes of chorematic
diagrams are linked to their ideological and organisational background. Furthermore we
show with statistical nigh certainty that chorematic diagrams can be grouped into dis-
tinct classes. We further provide descriptive statistical measures to better describe these
classes.

In Chapter 5 we investigate the cartographic design principles that are observably
driving the look and feel of published chorematic diagrams. Such aesthetic qualities are
commonly understood to be difficult to formalise and are also known as tacit knowledge.
We formalise such tacit knowledge by moving from very general observations towards
a more formal constraint-based model of chorematic diagrams. Most importantly, we
conclude that the three main aesthetic principles of chorematic diagrams are lucidity,
abstractness and harmony. We move on to show ways how each of these can be further
subdivided and potentially measured. We present two studies that are concerned with
validating and parametrising individual constraint measures.

In Chapter 6 we present Stenomaps: the first area-to-curve collapse technique for true
areal features. Stenomaps fill one of the gaps in the schematisation taxonomy identified
in Chapter 3. A stenomap comprises a series of smoothly curving linear glyphs that
each represent both the boundary and the area of a polygon. We present an efficient
algorithm to automatically generate these open, C1-continuous splines from a set of input
polygons. Feature points of the input polygons are detected using the medial axis to
maintain important shape properties. We use dynamic programming to compute a planar
non-intersecting spline representing each polygon’s base shape. Stenomaps show that our
approach to cartographic modelling is not bound to emulate existing techniques, but can
be applied to widen the cartographic design space. We describe several use cases for
stenomaps including the depiction of uncertain model data in the form of hurricane track
forecasting; minimal ink thematic mapping; and the depiction of continuous statistical
data.
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