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Chapter 1

Introduction

The invention of the semiconductor laser in 1962 [1, 2] opened the way to photonic
integration. Only the last two decades, however, complex integrated optical cir-
cuits became a reality [3–5], and successfully entered the market [6]. The photonic
integrated circuits with the highest number of components at the moment are a
transmitter from Infinera [7], and an active passive optoelectronic switch from the
Eindhoven University of Technology [8].
Highly sophisticated application-specific methods are developed and used to an-
alyze these circuits, but the building blocks are not characterized individually.
Measurements for the most basic parameters such as waveguide loss [9–11] can be
imprecise and may suffer from systematic errors. For a broadly used measurement
method such as the Fabry-Perot [12], suitable to determine propagation loss, only
few authors perform a thorough analysis of the errors that might affect its accu-
racy with the latest development dating back almost a decade ago [13, 14]. The
results of their analysis show how vulnerable this method is to external factors like
optical coupling efficiency. However, little is done to propose alternative methods
that eliminate the source of these uncertainties.
The aim of this work is to propose alternative measurement methods, based on
on-wafer characterization of photonics integrated circuits, that avoid many of the
external factors that affect the measurement accuracy.
Here we will design test modules for characterizing the performance of the most
important photonic components such as, the passive interconnecting Waveguide
(WG), the Phase Modulator (PM), and the Semiconductor Optical Amplifier
(SOA) respectively in terms of waveguide propagation loss, phase modulation ef-
ficiency, and net modal gain. The above mentioned photonic components, that
from now on we call them Basic Building Blocks (BBBs), are chosen as the most
simple and basic ones responsible for manipulating the principal light properties
such as the phase and amplitude and allow for routing the light on the chip. All the
other building blocks originate from them. The proposed measurement methods
are aimed to characterize propagation loss of the WG, phase modulation efficiency
of the PM and net modal gain of the SOA with a measurement accuracy of re-
spectively 0.2 dB/cm, 0.2 V (2 mA), and 5 cm−1. The above mentioned values
represent ambitious measurement accuracies which will contribute to the fast and
reliable feedback to the PIC fabrication process.
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Chapter 1. Introduction

To achieve these accuracies we analyze thoroughly all the possible uncertainties
and compare them with the current state of the art used in academia and industry.
The aim of this work is to demonstrate the feasibility of on-wafer characterization
through electrical signals only and the benefits of this method. This work, however,
is open to new developments and addition. A very important addition to this
work is the inclusion of the BBB that is responsible for manipulating the light
polarization, the polarization converter. The test module responsible for on-wafer
characterization of the polarization conversion efficiency will be included as soon
as the polarization converter is included in the generic platform. The presence
of the polarization converter in the generic platform will allow to characterize
the polarization dependence of all the above mentioned BBBs. Possible future
developments to be added to this work may comprise the characterization of other
BBBs such as the photodetector in terms of responsivity and/or saturation, or
characterize wavelength dependent properties of lasers or optical filters. Given
the rapid development and the great potential that photonics offers to ultra wide
band communication technologies we predict the most important development of
all is going to be the on-wafer characterization of the small signal Radio Frequency
(RF) properties of lasers, modulators and photodetectors.
In this chapter we give first a definition of the measurement process, then we make
the distinction between direct and indirect measurement methods and finally give
an overview over the error sources during measurement.

1.1 Measurement, an (In)formal Definition

In [15] a measurement is defined as the procedure during which a numerical value
is assigned to an entity of the real world, after an objective observation of the
phenomenon, for representing or describing it. In an ideal measurement a single
value is assigned to every single observation of a phenomenon. Real measurement
procedures, however, are affected by errors, that reduce the final measurement
accuracy.
In this thesis we identify the main error sources and analyze how they affect the
final measurement result. We define the measurement, therefore, as the objective
operation that assigns a range of values to an entity of the real world. This range of
values includes many sources of uncertainty. This measurement definition, which
accounts for the uncertainty, is similar to the one given in [16].

1.2 Elements of Measurement Theory

Let E be a manifestation of a set of entities (called as well a quality, property,
attribute or parameter) of an object of the real world E = {e1, ..., en}, and let φ
be a set of empirical relations on E, φ = {φ1, ..., φm}. The system T = 〈E, φ〉
is called the empirical relational system. A similar system, Q = 〈N, θ〉 between
the set of real numbers, N, and a set of relations θ = {θ1, ..., θm} defined on N ,
is called the numerical relational system. The measurement is the process, that,
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Chapter 1. Introduction

after an objective observation, assigns a numerical value to a natural entity [15].

M : E → N (1.1)

We show, through a simple example, how these abstract concepts apply to the
previously introduced definitions. Let us consider a generic object A. The following
entities can be defined on A: mass, volume and density, thus, EA = {mA, VA, ρA}.
The numerical values of the first two entities are assigned after a direct reading
of the measurement instrument, mA = Mm(A), and VA = MV (A). The numerical
value assigned to the last entity, the density, is obtained by the numerical relation
ρA = mA/VA.

1.3 Direct and Indirect Measurement Methods

In photonic integrated circuits the measurement is the process during which a
numerical value is assigned to a given optical or electrical property, also referred
to as parameter. We distinguish between primary and secondary parameters. The
primary parameters are those of interest that we want to quantify through the
measurement procedure. The secondary parameters are all the other parameters
related to the photonic integrated circuit in consideration.
Returning to our example, in case we are interested in knowing the density of
the object A, ρA is the primary parameter, whereas mA and VA are secondary
parameters. But we could be interested in the mass of object A, thus in this case
mA would be our primary parameter and VA and ρA secondary parameters.
In literature several ways to classify the measurement methods exist. Here we
consider the classification between direct and indirect measurement methods.

• The Direct measurement method is any measurement method where the
numerical value assigned to the entity of interest is directly measured (read)
at the instrument. In our example, the measurement of the mass, mA, by
comparing the object A to the standard, is an example of a direct measure-
ment. The same holds for measuring the volume, VA. An example of such
a method in photonic integrated circuits is the phase modulator switching
curve measurement. During a voltage sweep we read the voltage that corre-
sponds to the minimum power recorded at the output of the Mach-Zehnder
interferometer. This method is discussed in detail in Chapter 5.

• The Indirect measurement method is any measurement method where
the numerical value assigned to the entity of interest is given by the value
of the other directly measured entities, and the numerical relation defined on
them. In our example, the measurement of the density ρA, by measuring mA

and VA, and knowing the numerical relation, ρA = mA/VA, is an indirect
measurement. An example of such a method in photonic integrated circuits
is the well-known Fabry-Perot measurement method applied to determine
the insertion loss of any passive 2 port device [12]. The secondary param-
eter, the output power ratio between the maximum and minimum values,
is measured while performing a wavelength sweep at the input of the cav-
ity. Through a numerical relation the parameter of interest (the primary
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Chapter 1. Introduction

Figure 1.1: Schematic representation of direct (a) and indirect (b) measure-
ment method.

parameter) insertion loss, is asserted. This method is discussed in detail in
Chapter 4.

In Figure 1.1 (a) a schematic representation of the direct measurement is shown,
whereas in Figure 1.1 (b) that of an indirect measurement.
The set of entities, that from now on we call set of parameters, E = (s1, . . . , sn−1, p),
is composed of several secondary parameters, (s1 : sn−1), and, most of the time,
one primary parameter, p. The set of numerical relations θ defined on N is com-
posed of maximally a few relations: (θ1 : θm). These relations, that we call from
now on functions, express the interdependence between the parameters.
Each parameter varies within a certain range with respect to its nominal value.
We indicate the nominal value of parameter sj as s̄j and its range of variation as
∆sj, and in a more compact notation as (s̄j,∆sj).
The measurement procedure, assigns a range of numerical values to a parameter:
M : ej → (ej,∆ej), which in the case of a direct measurement becomes: M :
p→ (pj,∆pj), and in that of an indirect measurement: M : s→ (sj,∆sj). These
numerical values are represented in blue and orange colored regions for respectively
direct and indirect measurement.
For measuring a certain parameter usually more than one measurement method ex-
ists. Each one of them is determined by its own measurement uncertainty range.
If the measurements are performed correctly and the measurement uncertainty
range is determined correctly then the measured numerical ranges (assigned nu-
merical range in case of indirect measurement) have a non empty intersection. In
Figure 1.2 the orange and blue circles indicate the uncertainty regions of a respec-
tively indirect and direct measurement method for assessing the value of the same
parameter. If the two (or more) regions have a null intersection then for at least
one of the measurements the uncertainty region or the numerical relation is not
accurate enough or the measurement procedure is incorrect.
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Chapter 1. Introduction

Figure 1.2: Schematic representation of direct and indirect measurement
methods

1.4 Error Sources

The measurement of the parameter of interest is affected by many errors. The
sources of these errors can be of different nature but they all affect the measurement
accuracy of the parameter of interest. We distinguish in this thesis two main error
sources:

• Errors related to the measurement procedure or to measurement setups.

• Errors introduced from the inaccuracies of the numerical relation in use and
the assumption made in obtaining it.

From now on we use the term model for the numerical relations. Both error sources
(related to the measurement set-up/procedure and to the model) are analyzed.
In this chapter we introduce and treat these error sources in general terms. In
each of the following chapters we show in more detail how these errors affect the
measurement accuracy of the proposed test modules.

1.4.1 Error Propagation

Errors related to the measurement procedure (or to the measurement setups), and
the error propagation in determining the final value of the parameter of interest
is described in this section. In the example previously introduced they are the
measurement errors in assigning a numerical value to the mass and the volume,
and how these errors propagate into assigning a value to the parameter of interest,
density.

1.4.1.1 Direct Measurement Method

During a direct measurement, the value of the parameter of interest is directly read
at the measurement instrument. In direct measurements the numerical relation is
in the form: p = θ[M(s1), ...,M(sn−1)]. In Figure 1.2 this procedure is indicated by
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Chapter 1. Introduction

the arrow in blue. In direct measurement the errors in the primary parameter are
the final result, therefore, the measurement uncertainty for the direct measurement
method is due to the measurement procedure (errors related to the non ideal
measurement set-ups used and/or to the non optimal measurement procedure
followed by the operator) and is given by

∆pM = ∆m (1.2)

With ∆m the measurement procedure related errors. In the case of our exam-
ple, assuming that we are interested in object’s A mass, given the accuracy of the
weighing machine, say 1%, then the measurement error by applying equation (1.2)
is ∆pM = 0.01 = 0.05 dB The overall measurement uncertainty for direct mea-
surement methods is given by equation (1.2). In Chapter 5 direct measurement
methods are applied and analyzed.

1.4.1.2 Indirect Measurement Method

An indirect measurement is a two step process. First the value of one (or a
few) secondary parameter is measured and then, through the model describing
the relation between the secondary parameter(s) and the primary parameter, the
value of the primary parameter is determined, see Figure 1.1 (b). In Figure 1.2
these steps correspond to the two arrows in orange. Errors made in the first step
propagate through the second step. Errors generated in the second step, e.g. by
model inaccuracy, do not propagate.
The measurement procedure related error in indirect measurement methods is
similarly defined to that of direct measurement methods. Since more parameters
are measured the square root of the sum of the errors squared is considered.

∆sM =

√√√√ k∑
i=1

(∆mi)2 (1.3)

where the assumption of statistically independent error sources is made [17].
In the case of our example, given the accuracy of the measurement equipment, say
1% and 2% for mass and volume respectively, their influence on the measurement
procedure related errors, described by (1.3), is ∆pM = 0.022 = 0.1 dB.
In indirect measurements the numerical relation is in the form:
sj = θ[M(s1), ...,M(sj−1),M(sj+1), ...,M(sn−1),M(p)]. The numerical relations
we are interested in describe the relation between physical properties, thus are
well behaving functions, that means they are monotonous, continuous and dif-
ferentiable. Under these conditions it is possible, at least in theory, to in-
vert them and find, therefore, the needed numerical relation in the form of
p = θ−1[M(s1), ...,M(sn−1)]. Here θ−1() denotes the inverse function of θ().
The influence that the variation of parameter sj has on the determination of
parameter p is given by the formula

∆pj =
δθ−1

j

δsj
·∆sj (1.4)

8



Chapter 1. Introduction

with θ−1
j = θ−1[M(s̄1), ...,M(s̄j−1),M(s̄j),M(s̄j+1), ...,M(s̄n−1)], all the parame-

ters are kept constant to their nominal values except for the parameter of interest,
sj. ∆pj is the variation of the primary parameter, p, due to the variation of sj,
and δθ−1

j /δsj is the partial derivative of θ−1
j with respect to sj. ∆pj is the lin-

ear approximation of θ−1
j at the point s̄j. The smaller the ∆sj the better this

approximation is.
The measurement error propagated by the model is, therefore, given by

∆pN =

√√√√ n∑
j−1

(∆pj)2 (1.5)

with ∆pN the error propagated by the numerical model. If the parameters sj are
statistically independent the square root of the singular errors squared is consid-
ered.
In the case of our example, assuming that we are interested in object’s A density,
given the accuracy of the measurement equipment, say 1% and 2% for mass and
volume respectively, the influence that the variation of mA and VA have on the
determination of ρA are given by ∆ρm = δθ

δm
·∆m and ∆ρV = δθ

δV
·∆V . Considering

the nominal values for mass and volume 1 kg and 5 L respectively the propagated
error is ∆ρN = 0.0064 = 0.03 dB, calculated by applying equation (1.5). In
case the nominal values for mass and volume are 5 kg and 1 L respectively the
propagated error is ∆ρN = 0.1005 = 0.5 dB.
Finally the overall measurement uncertainty for indirect measurement methods is
given by

∆p = ∆pN + ∆sM (1.6)

In the case of our example, the overall measurement uncertainty is ∆p = 0.0284 =
0.13 dB in the case of 1 kg and 5 L nominal values and ∆p = 0.1225 = 0.57 dB in
the case of 5 kg and 1 L nominal values.
In Chapters 4 and 6 indirect measurement methods are applied and analyzed.

1.4.2 Model Inaccuracies

In the previous sections the model describing a physical phenomenon was consid-
ered ideal and we focused on the errors introduced by the procedure followed by
the operator or by the non idealities of the measurement setup used.
Every model tries to best describe a natural phenomenon. Often natural phe-
nomena are quite complex and many assumptions are made to simplify them into
practical models. In real working conditions many of these assumptions may no
longer hold, thus an error is introduced.
In this section we try to introduce the problem and make the reader aware of the
potential risks present in any model by using a well known example in integrated
optics. As already introduced the Fabry-Perot (FP) method [12] is used to char-
acterize insertion loss of any two port device. The FP method is based on an
optical cavity in which the device under test is positioned between two reflectors,
usually the un-coated facets of the chip. Light coupled inside this cavity travels
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Chapter 1. Introduction

back and forth while at each facet it gets partly reflected and partly transmit-
ted. While sweeping the wavelength of the input signal using an external tunable
source, the output power goes through maxima and minima. From measuring the
ratio between the maximum and minimum transmission (primary parameter), and
knowing the cavity length and the facet reflection, the insertion loss (secondary
parameter) is estimated. Several assumptions are made in the model. Here we
mention a few.

1. The model assumes that only one mode is coupled to the cavity (e.g. the fun-
damental Transverse Electric (TE) or Transverse Magnetic (TM) polarized
mode only).

2. No other intracavity reflections are present inside the cavity.

3. The estimate of the reflection coefficient is correct.

Often, when the input coupling, or the polarization selection is not perfect, higher
order TE modes or Transverse Magnetic (TM) polarized modes are present. An-
other source of error, that the model does not take into account, is the presence
of intracavity reflections. Due to processing imperfections the interface geometry
can vary or the incidence is not exactly normal. All these parameters are not
considered by the model and if not taken into account can produce errors ranging
typically from a few tenths up to several dB. A more detailed analysis of these
errors is presented in Chapter 4.
Comparing the results obtained by applying different measurement methods in-
creases the confidence that the measurement results are correct if the measurement
ranges have a non-empty intersection as shown in Figure 1.2.
It is worth noting that having a non-empty intersection does not mean that the
measurement is correct, but an empty intersection means that certainly at least
one of the elements in the measurement procedure is not correct.
For each test module or measurement method that we introduce in this thesis we
will analyze the main sources of model inaccuracy.

1.5 Generic Measurement Concept

The need to bring down the prototyping and development costs of an innovative
Integrated Circuit (IC), and for a short time to market at a reduced investment
risk emerged in microelectronics already in the early 70s. The best answer to
these requirements was the development of a generic integration process, and the
introduction of the Multi Project Wafer (MPW). The concept of the MPW run
was introduced at the VLSI System Design Course held at MIT in 1978 [18]. The
first MPW run for IC prototyping was offered by MOSIS, established by DARPA
in 1981 [19]. Universities, research centers as well as small and medium enterprises
soon realized the potential of MPW runs, and made use of them to prove their
concepts and ideas at affordable price. Since then many more companies offer IC
MPW runs [20], [21].
The photonics community is now following the same steps as electronics. Pho-
tonic Integration leads to a significant reduction of the Photonic ICs cost when
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Chapter 1. Introduction

fabricated in large volumes, but the R&D costs for developing and testing a chip
remain high. The generic foundry model leads to a dramatic reduction of the R&D
costs [22, 23]. It is based on building complex Photonic ICs from a small set of
Basic Building Blocks, which are used for manipulating the basic light properties,
such as phase, amplitude and polarisation, and integrating them in a single chip
through a generic process. Very complex and disparate photonic functionalities
can be obtained by a clever combination of these simple BBBs.
Two main platforms, JePPIX [24], and ePIXfab [25], are providing access to re-
spectively Indium Phosphide (InP) and Silicon (Si) photonics generic processing
through several foundries. The InP based generic foundry model in photonics,
developed within the mainframe of several European projects, such as EuroPIC
[26] and PARADIGM [27] and national projects, such as MEMPHIS [28], is revo-
lutionizing photonic integration [22, 23].
MPW runs, offered by different foundries, lead to a significant cost reduction in
R&D for developing a proof of concept design. The generic foundry model can
also lead to a significant reduction of the testing costs by moving a large part of
the testing from the circuit (chip) level to the BBB level (generic testing). This is
the subject of the present thesis. If the BBBs are within specs, and the design is
according to the design rules, the chip functioning should also be correct. Further
cost reduction can be achieved by moving from die-level testing to wafer-level
testing, which can be done by moving from the optical to the electrical testing
domain.
The foundry realizing the MPW run guarantees the performance of the process by
verifying on-wafer that the offered BBBs are within specifications. By ensuring
the performance of the BBBs the designer has to focus only on the behavior of the
circuit as a whole, avoiding, therefore, the design, simulation and verification of
the individual BBB components. This speeds up the process and lowers the costs.
Therefore, another added benefit of our approach consists of sharing the testing
overhead in a MPW run. A track record of the single BBBs performance for every
MPW run is obtained.
In this thesis we propose different test modules that are dedicated to on-wafer
characterization of the most important BBBs. These test modules go into a generic
test cell that is responsible for validating the MPW run.
The main advantage of the MPW runs, together with the low entry costs, is the
short manufacturing turnaround time which guarantees a short time to market
for the product, vital to the very dynamic semiconductor industry. To reduce the
turnaround time the foundries make use as much as possible of standardization and
automation. Once the MPW is ready the foundry has to cleave it into individual
chips, verify the MPW fabrication by characterizing the generic test-cell, and
finally coat the chips and ship them to the respective users.

1.6 Thesis Outline

The principal goal of this thesis is to introduce new concepts in characterizing
photonic integrated circuits, fabricated with the generic foundry model, that lead
to a significant reduction of the testing costs. This cost reduction is achieved by
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Chapter 1. Introduction

moving a large part of the testing from the circuit (chip) level to the BBB level
(generic testing). The good functioning of the BBBs is a necessary condition to the
overall PIC performance. However, it is not a sufficient condition since it does not
consider the interaction and interconnection between the BBBs. If the BBBs are
within specs, and the PIC design does not violate any design rule, typical errors
due to higher order mode generation or polarization conversion are minimized. The
overall PIC performance is ultimately responsibility of the designer. To optimize
the later circuit simulations are usually performed.
Further cost reduction can be achieved by moving from die-level testing to wafer-
level testing, which requires moving from the optical to the electrical testing do-
main.
This thesis is organized as follows:
In Chapter 2 the concept of generic test cell and generic measurement setup are
introduced. It describes how we propose to reduce significantly the costs in vali-
dation and testing by using a generic test cell where the most important building
blocks are characterized. A lot of effort is done to make this test cell applicable to
different foundries by applying standardization in the optical and electrical input
and output. A state of the art measurement setup is developed. This measurement
setup is compatible with the standard developed for the generic test cell.
In Chapter 3 we introduce and analyze the integrated light sources that allow
us to move from the optical to the electrical characterization domain. These
integrated light sources are namely the integrated broad band source that is used
in Chapter 6 and the tunable laser source that is used in Chapters 4, 5. Both of
them are analyzed in terms of reproducibility limits and the tunable laser in terms
of continuous tuning.
Chapter 4 first identifies and analyzes the factors that limit the accuracy achievable
with the classical Fabry-Perot measurement method, extensively used to charac-
terize propagation loss of passive components. The second part of this chapter
introduces for the first time a fully integrated optical circuit that allows the char-
acterization of the propagation loss of passive waveguide in the electrical domain.
This test module achieves with a small footprint (2 mm2) a good accuracy (±0.25
dB/cm). This work was published in IEEE Photonics Journal.
In Chapter 5 we propose and analyze two fully integrated optical circuits for
characterizing the optical phase modulation efficiency in the electrical domain.
The test modules achieve again with a small footprint (<2 mm2) a good accuracy
(< 6%). The novelty of this work will be submitted to the Photonic Technology
Letters.
In Chapter 6 we propose an innovative on-wafer characterization method for modal
gain of semiconductor optical amplifiers. The footprint of the test module is 4 mm2

and the accuracy at the maximum gain is very good (gain error less than 6.5%).
The novelty of this work was presented at the European Conference on Integrated
Optics (ECIO) 2014.
In the last chapter conclusions and future prospects are presented.
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Chapter 2

Generic Characterization
Methodology

2.1 Introduction

The cost of electronic ICs is dominated by test and assembly into packages. This
is even more true for Photonic ICs (PIC) since more properties have to be char-
acterized, and moreover optical properties are more challenging to verify. This is
mainly due to the more complex methods required today for characterization of
photonic ICs. The higher complexity comes from the characterization nature of
PICs through mixed electro-optical signals. The measurement challenge is com-
pounded by the wafer scale production of photonic integrated circuits. Wafer
scale testing is, therefore, mandatory for verifying the MPW run as well as for
mass-manufactured PICs. It allows cross-wafer characterization, vital for statisti-
cal information. The key words are thus standardization and automation even in
the wafer validation process.
Besides the generic manufacturing and the generic BBBs, we introduce in this
chapter the concept of the generic test cell, and of the generic setup. The generic
test cell consists of dedicated test modules, meant for checking the performance
of the BBBs that are responsible for manipulating the light properties as phase
and amplitude and for routing the light in the chip. By validating the BBBs
responsible for manipulating the above mentioned light properties the MPW run
itself is validated. The generic test setup is a state of the art testbed realized
to fully exploit the potential of the generic test cell in terms of measurement
accuracy and automation. This generic test setup can be used as well for the
characterization of other PICs, realised in the MPW runs that comply with the
standard for the optical and electrical ports.

2.2 Wafer-level Testing

As already introduced in the introduction chapter the generic foundry model leads
to a significant cost reduction not only in R&D but as well in testing. The cost
reduction in testing is obtained by moving a large part of the testing from the
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circuit (chip) level to the BBB level (generic testing), and by going from die-
level testing to wafer-level testing, which requires moving from the optical to the
electrical testing domain.
Research institutes and companies already in the early nineties have shown on-
wafer characterization of application specific devices, in the optical [29], as well as
in the electrical domain [30]. A good overview of the on-wafer characterization for
application specific PICs can be found in [31]. On-wafer characterization of pho-
tonic ICs, fabricated through a generic process, however, is found only in recent
years. The first effort in wafer scale characterization is described in [32] where sili-
con ridge waveguides, processed in a generic fabrication process, are characterized
in terms of propagation loss in the optical domain. A more comprehensive wafer
scale characterization used for validation of a generic platform is described in [33].
In both works the characterization was performed on test wafers rather than on a
generic MPW run, using grating couplers to couple light in and out of the wafer
and electrical probes to test the photo detectors and modulators.
To realize on-wafer characterization for validating generic ICs we follow a system-
atic approach and take advantage of the excellent active properties offered by In-
dium Phosphide (InP). The systematic approach consists of designing a dedicated
generic test cell that contains test modules for characterizing the performance
of the most important BBBs, namely the passive interconnecting waveguide, the
phase modulator, and the semiconductor optical amplifier. Each of the dedicated
test modules comprises an integrated light source and an integrated detector. The
integrated input and output offer the possibility for validation of optical properties
in the electrical domain. By shifting the characterization from the optical to the
electrical domain the critical and time consuming optical alignment is avoided and
test cells can be characterized on-wafer, before cleaving and dicing. The oppor-
tunity of characterizing all the BBBs in the electrical domain through electrical
signals only opens the way to a much simpler automated measurement procedure,
vital to quick and accurate cross-wafer characterization of the BBBs. To achieve
this all the electrical contacts are routed to a predefined test cell area and spaced
with a fixed pitch suitable for simultaneous characterization through a multi-probe
card. The generic test cell is repeated several times across the wafer. At every
touchdown of the multi-probe card the specific test cell is characterized.
In the PARADIGM and MEMPHIS projects [27, 28] MPW runs are provided
by three foundries: Oclaro [34], Fraunhofer Heinrich Hertz Institute (HHI) [35],
and Smart Photonics [36]. These foundries, among many similarities, have several
differences too:

• Different refractive index contrast, therefore, different BBBs size

• Different BBBs (e.g. Electro-Optic vs. Thermo-Optic Phase Modulator)

• Different platforms (n+ vs. Semi Insulating platforms -i.e.- one or two pads
for active BBBs)

Each of them uses a similar generic test cell that characterizes the BBBs responsi-
ble for light routing, phase modulation, and light amplification (WG, PM, SOA).
Every generic test cell is composed of two sections. The main one dedicated to on-
wafer testing in the electrical domain and the other dedicated to characterization
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Figure 2.1: Designed generic test cells for the different foundries. Each test
cell contains all-integrated test modules as well as test structures suitable to be

measured with classical methods.

of the same BBBs through classical measurement methods represented in Figure
2.1 respectively in orange and in light blue.
During test module design a primary goal was to realize test modules that can
be used in all the three foundries and that are transparent to the platform in
which they are implemented, despite the differences of the three foundries. This
is achieved by using the same characterization concept and testing protocol for all
the foundries.

• The characterization concept for testing a given BBB, is the same for all the
three foundries at the level of a schematic description of the test module. For
example, for the WG (as we will see in Chapter 4) the same characterization
concept is used: an integrated tunable light source, a specific optical cavity,
and an integrated Photo Detector (PD). In the Oclaro process and the new
HHI process the tunable source is a Distributed Bragg Reflector (DBR) laser,
whereas in COBRA (gratings are not available) a coupled cavity laser is used
instead. This difference in the test module is hidden by the characterization
software.

• The testing protocol is given by the measurement procedure used and the
parameters extracted for the BBB validation. Using the same example, the
testing protocol consists of:

– Tune the wavelength of the integrated laser

– Record the typical oscillating response of the ring cavity at the detector

– Extract the maximum and minimum transmitted output power

– Determine the propagation loss.

Even though each test module uses the same characterization concept and testing
protocol, because of the differences between the foundries, implementing them in
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Figure 2.2: Proposed distribution of the generic test cell in a 2 inch InP wafer.

the different platforms, requires the use of a different light source, different BBBs
realizing the modulation of phase, and different number of contacts used.
The use of a similar test cell facilitates convergence towards a further inter-foundry
compatibility. A layout of the generic test cell for each of the foundries is shown
in Figure 2.1. The details of each of the dedicated electrical test modules present
in the generic test cell together with a comparison with the classical measurement
methods already in use are explained in the following chapters of this thesis.
As we will see in this thesis the minimum dimensions for an all-electrical generic
test cell suitable for MPW run validation is 2x6 mm (12 mm2). We propose that
the generic test cell is repeated at least 10 times in a 2 inch or 20 times in a 3
inch wafer (<10 % wafer area). The test cells should be distributed uniformly on
the wafer in such a way that radial dependency of the BBBs performance can be
determined. In Figure 2.2 the proposed distribution of the generic test cells in
a 2 inch MPW wafer that guarantees an adequate cross-wafer characterization is
shown.
By having the generic test cell repeated 10 times on the 2 inch wafer (20 in the
3 inch wafer) the minimum amount of data to perform a statistical analysis of
the singular BBBs performance and retrieve such data as the mean value of the
measured parameter, the standard deviation, the variance etc. would be possible.
At the moment of this thesis however, with only one exception that we will see
in the next chapter, no statistical data is present as the amount of PICs where
the measurement are performed is not sufficient to perform such analysis. The
goal of this work is to pave the way to automated generic testing through easy
measurement procedures and small footprint test modules.
At the moment properties of BBBs in the generic test cell are characterized only
with DC currents and voltages. In the future an update of the generic test cell to
characterize basic RF properties of BBBs should be implemented.
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2.2.1 Standardized IO Interface

The test modules of the generic test cells for the different foundries suitable for
on-wafer testing are designed with the same characterization concept and the
same testing protocol. Their layouts, however, reflect the differences between the
foundries (different BBBs, different BBBs size, different number of contacts, etc).
In this section the effort made to standardize the electrical and optical interfaces
is described.

2.2.1.1 Standardized Optical IO

The wafer-level generic test cells have very few optical IO ports. The classical
test structures are present or used to enhance the testability of the electrical
test modules (for partially characterizing different parts of the test modules). To
standardize the optical IO the standard already present at COBRA for many years
is adopted.

• Optical ports are positioned at a pitch of 25 µm or an integer multiple of it.

• Straight as well as angled (7◦) optical ports are allowed. The only possible
angle facet direction is shown in the inset of Figure 2.3.

The waveguides exit straight or angled dependent on whether on-chip reflections
are desired or not. The 7◦ angled waveguide minimizes the back reflections from
the InP-air interface. This angled facet is realized where back-reflection is harmful
as for example in the test structures used for modal gain characterization of SOAs.
Due to the MPW run design rules the direction of the left and right angled facets
is predefined as shown in the insets of Figure 2.3. The choice of 25 µm pitch is a
trade-off between space requirements and low optical crosstalk between adjacent
waveguides [37].

2.2.1.2 Standardized Electrical IO

The three wafer-level generic test cells have all the electrical contacts, used for driv-
ing the integrated inputs and outputs of all the dedicated test modules, routed to a
specific chip area of the on-wafer testing part of the generic test cell. For the elec-
trical contacts more freedom is present as little has been done in standardization.
The standard in defining the electrical ports is:

• Electrical ports (pads) are positioned at a pitch of 250 µm (150 µm for
Smart).

• Total number of electrical ports is 24.

• Electrical port size is 100x100 µm2.

The number of electrical contacts required for driving all the dedicated test mod-
ules varies between the foundries. The highest number of contacts is required at
the HHI foundry due to their semi insulating platform (top ground contact needs
to be routed for each electrically driven BBB). For HHI 24 contacts were needed
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Figure 2.3: Schematic of the standardized optical and electrical interfaces of
the generic test cells.

to drive all the test modules. This number of contacts was used for the other
two foundries too as a need to standardize the electrical interfaces. The pitch,
however, varies. For Oclaro and HHI, where the PIC longitudinal dimension is 6
mm a pitch of 250 µm is chosen. To fit the 24 electrical contacts in Smart, given
the lateral dimension of its PIC 4.6 mm, a 150 µm pitch is chosen. The pad size is
chosen to be 100x100 µm2 for an easy and good electrical contact. In Figure 2.3
the schematic of the standardized electrical IO are shown.
A smaller pitch makes the alignment procedure difficult and time consuming. How-
ever, probe cards with a pitch down to 60-70 µm can be found in the market.
Therefore, in the future, when fully automated characterization will be applied a
reduction in pitch size is predicted.

2.3 Die-level Testing

Wafer-level testing is suitable for a fast and automated characterization of the most
important BBB: waveguide, phase modulator and semiconductor optical amplifier.
It is also needed for characterization across the whole wafer, especially useful in a
commercial environment where statistical data and yield are important. However,
in case access to the optical signal is needed then the die-level testing is used. At
the die-level generic test cell test structures are provided not only for the BBBs
but even for composite building blocks like a shallow to deep transition, isolation
section, modefilter, 1x2 and 2x2 Multimode Interference (MMI) couplers etc.
The die-level testing provides means for cross-checking the characterization data
given the availability of the optical ports and the possibility of accessing the optical
signal. However, the die-level generic test cell can only be characterized once the
wafer is cleaved and diced, thus later on in the production stage. Moreover,
given the need to optically align signals for input and output the characterization
procedure is slower and less suitable for automation.
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Figure 2.4: Die-level generic test cell designed for Smart foundry.

In Figure 2.4 the die-level generic test cell, designed for the Smart foundry, is
shown. This die-level test cell is not present at the other foundries, where foundry
specific test cells are present instead.
The die-level generic test cell uses the same optical and electrical IO port standard
introduced in Section 2.2.1.
The die-level testing, with its mainly optical domain characterization, does not
replace but is rather complementary to the fast and automated validation in the
electrical domain that the wafer-level testing offers.

2.4 Characterization Throughput

In this section we estimate the throughput improvement that is achievable using
wafer-level testing compared to die-level testing when characterizing 10 test cells.
Each test cell has dedicated test modules for measuring: waveguide propagation
loss, phase modulation efficiency, and modal gain of a semiconductor optical am-
plifier.
To characterize each of the test modules in the die-level testing the first step is
aligning optical and/or electrical ports, then performing the measurement. Typical
aligning and measuring times needed for each test modules are shown in table
2.1. The phase modulator has the longest alignment time which is estimated
to be 25 min. It includes the alignment of two lensed fibers, and at least one
probe for electrical contact. For the waveguide loss aligning two fibers is required
with an estimated time of 15 min, whereas for the amplifier one fiber and one
electrical contact with a similar estimated alignment time of 15 min. The typical
measurement for the waveguide and phase modulator consists of a wavelength or
voltage sweep that takes no longer than a few minutes. However, to characterize
the semiconductor optical amplifier a wavelength scan with an optical spectrum
analyzer for any applied current is needed, therefore, a longer measurement is
required (50 min).
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Optical (manual) characterization
BBB Align. time (min) Meas. time (min)
WG 15 2
PM 25 2
SOA 15 50
total charact. time 55 54
charact. throughput 0.05 wafers/hour (0.5 PICs/hour)

Electrical (automated) characterization
WG - 2
PM - 2
SOA - 2
total characterization time 15 (probe align.) 6
throughput 1 wafer/hour (10 PICs/hour)

Table 2.1: Optical vs. electrical characterization throughput

To characterize each of the test modules in the wafer-level testing a first manual
alignment of the probe card is needed (estimated time 15 min). The other test
cells are automatically aligned, therefore, in a fraction of the manual alignment.
Characterizing the waveguide loss and the phase modulator a current or voltage
sweep is required with typical characterization times similar to the die-level testing.
The characterization of the semiconductor optical amplifier, however, is performed
only at a few points in the gain spectrum thus much quicker if compared to the
die-level testing.
As can be seen from Table 2.1 the wafer-level testing performed in the electrical do-
main speeds-up the MPW run validation by at least a factor 20. This improvement
in characterization throughput is fundamental to the successful commercialization
of generic PICs in general, and that of MPW runs in particular.

2.5 Generic Test Setup

Testbeds dedicated to characterization of application specific PICs, optimized and
automated to increase throughput, are common in the photonics semiconductor
industry [29–31]. Testbeds suitable for characterization of generic PICs, however,
are not yet present, whereas in academia, testbeds are often manually operated by
manipulating a typical 3D stage [38]. The manual operation affects the stability
and is not optimal when fast measurements are required.
To fully benefit from the measurement speed-up offered by the generic testing
methodology and generic test cell a state-of-the-art testbed, called the generic
test setup, is developed within the PARADIGM project according to the schematic
shown in Figure 2.5.
The generic setup is suitable for die-level testing. Another task of the generic setup
is to characterize other PICs, realized in the MPW runs whose optical and/or
electrical interfaces comply to the same standards. The generic test setup can be
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Figure 2.5: Schematic representation of the developed generic setup.

used to perform emission, detection and transmission measurement, in the optical
as well as in the electrical domain.

2.5.1 Standardized IO Interface

One of the main requirements for a state-of-the-art generic setup is the throughput
defined as the number of PICs characterized per hour. To this purpose a standard
IO for the optical and electrical interfaces of the setup is defined.
In an industrial environment where characterization of large number of PICs is
performed, standardized IO ports are less important as long as the right probe for
the electrical-optical IO ports is used.
The standardized IO ports, offered by the generic setup, are the same as the ones
described in Section 2.2.1, thus they coincide with those of the generic test cell
since one of the principal tasks of the developed generic setup is the fast and
accurate validation of the MPW run through the characterization of the generic
test cell.
Optical IO constraints:

• Optical ports have to be positioned at a minimum pitch of 25 µm or an
integer multiple of it.
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Figure 2.6: Photograph of the developed generic setup. In (a) detailed picture
of the motorized positioners and in (b) an overall top view of the setup that

shows the imaging system too.

• Straight as well as (7◦) angled optical IO are supported.

• Spot-size diameter is 3 µm.

Electrical IO constraints:

• Single or multiple DC electrical ports are allowed.

• In the case of multiple DC ports the pitch is 250 µm.

• Each interface must have a contact pad not smaller than 100x100 µm2.

Other specs of the generic setup are:

• Only one fiber or microscope objective per facet is offered.

• Maximum number of electrical ports is 24.

• The maximum chip size allowed is 6x6 mm2.

PICs realized through MPW runs should comply with the opto-electrical IO stan-
dards to enable quick and accurate characterization with the generic setup.

2.5.2 Generic Setup Accuracy Analysis

The generic test setup shown in Figure 2.6 is developed to speed-up and sim-
plify the measurement procedure and improve the measurement accuracy of PIC
developed in a MPW run which satisfies the constraints specified in section 2.2.
The two principal factors that slow down the measurement are:

22



Chapter 2. Generic Characterization Methodology

• Finding the optical axis by aligning the two lensed fibers/microscope objec-
tives back to back and subsequently introducing the PIC between the fibers
(microscopes) and restoring the optical axes (which is a time consuming pro-
cedure). To avoid it motorized stages with long range and high repeatability
are used. [38], see Figure 2.6(1). The homing repeatability of these stages
±1 µm assures the preservation of the optical axis.

• To couple light in and/or out of the chip the two principal methods are
either using a microscope objective or a lensed fiber. Due to the generic
nature of the setup we offer the possibility of choosing the coupling method
without rearranging the setup every time. This is achieved by combining
two small range (80 µm) but high resolution (2 nm) 3D stages: one used for
the lensed fiber coupling and the other for the microscope objective. The
stages are independent of each other, see Figure 2.6(2), and mounted on a
long range stage (10 cm), Figure 2.6(3). The long range stage (3) allows
switching from lensed fiber to microscope objective without dismantling the
setup. The operator can choose a lensed fiber or a microscope objective as
coupling element, Figure 2.6 (4) (5), for both, the left and the right side
coupling.

Control of the input polarization state in free space and fiber is obtained by use
of a free space polarizer and a fiber-bench polarization controller respectively. In
output a second polarization rotator can be used to filter out unwanted polarization
state.
The following features are added to simplify the measurement and reduce the level
of user experience required in optical characterization

• Three high resolution cameras are used for monitoring the left and right
coupling, Figure 2.6(6), and for focusing on different PIC areas of interest,
Figure 2.6(7).

• A user friendly interface, that standardizes and simplifies the control for all
the stages was developed see Figure 2.7 1.

The last requirement for the generic measurement setup is to ensure a high accu-
racy. Therefore, stages with the following characteristics were chosen

• Stages with a motorized control, thus reducing oscillations and instability
introduced by the operator using manually controlled ones.

• Stages with very high resolution (2 nm) and low hysteresis, and with a
feedback control loop, optimal for an accurate optical coupling, Figure 2.6
(2).

2.5.2.1 Generic Setup Time Stability

To check the stability and accuracy of the setup a few experiments were carried
out. The first one is shown in Figure 2.8. It shows the stability over time of an

1We designed a Labview software that controls all the different positioners of the generic
setup whereas the development was done at the Equipment and Prototyping Center (EPC) at
TUE.
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Figure 2.7: User interface of the Labview control for the several motorized
stages. The user interface is organized in four sections: control of the left
coupling stage, of the right coupling stage, and control of the central stage
where the PIC is positioned. The last section monitors the power coupled at

the output while aligning.

optical measurement. For this experiment first two lensed fibers were aligned back-
to-back by maximizing the collected power. Then the power was monitored for
several minutes. During this measurement the wavelength and the intensity of the
81940A tunable HP laser were kept constant. The same procedure was repeated
by aligning a straight waveguide in a chip with anti reflection coating applied at
its facets. In the fiber back-to-back measurement the power stability is within 0.02
dB during the 10 min measurement whereas when between the two lensed fibers
a chip with anti-reflection coatings applied at its facets is positioned a maximum
power drop of 0.2 dB is observed. These two measurements are compared and
normalized with respect to the case when the two fibers are connected through
the E2000 connector assembly, see Figure 2.8. The 0.2 dB of power drop is due to
a horizontal drift of 100 nm of the correspondent stage. Most of the measurements
take only a few minutes, with, therefore, an acceptable power drop. In case a longer
measurement is needed simple auto alignment scripts can be easily implemented
to motorized stages.
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Figure 2.8: Time stability measurement with two lensed fibers back to back
(red) and through a straight waveguide (green) compared to the fibers connected
through a E2000 fiber connector (blue). The three traces are normalized with

respect to the output power measured through the E2000 connector.

Figure 2.9: Normalized uniformity measurement over the C-band with two
lensed fibers back-to-back (blue) and through a straight waveguide (red).

2.5.2.2 Generic Setup Wavelength Uniformity

Another important figure of merit of the setup is its uniformity over the C-band
(1530-1565 nm) while performing a measurement. To assess it a wavelength sweep
of the external tunable laser over the C-band was done as shown in the Figure 2.9.
The measured power coupled at the output fiber was recorded with a power meter.
The wavelength uniformity over the C-band during a measurement with the fibers
in the back-to-back configuration is within ±0.05 dB, and in the case when light
is coupled in and out of a straight waveguide with anti reflection coated facets
this stability degrades up to ±0.2 dB. During measurement a strong dependence
between the oscillation depth present in Figure 2.9 and the input angle of the
lensed fiber was observed. These oscillations are attributed to higher order modes
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coupled to the cavity since as we will see in Chapter 4 the presence of higher
order modes inside the cavity is the principal cause of oscillating transmission. An
angled input excites the first order mode, therefore, causes the oscillations.

2.6 Conclusions

The concept of generic wafer-level and die-level testing were introduced. The first
performed in the electrical domain and the other in the optical domain. Both
of them apply the same optical and electrical standard IO ports. Dedicated test
cell suitable for wafer-level testing for the three foundries were presented. The
potential throughput improvement that can be achieved by using the wafer-level
testing compared to the die-level testing is also given.
Finally the development of a state of the art generic setup for die-level testing is
described. Its motorized stages allow for stable and reproducible characterization.
They are suitable for automated measurements too.
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Integrated Light Sources

3.1 Introduction

As already mentioned in Chapter 1 the actual measurement methods applied to
characterize optical integrated circuits can be inaccurate [9, 13, 14]. The inaccu-
racy is mainly introduced by the external optical input that is responsible for the
excitation of higher order modes or the selection of a non ideal state of polarization.
To avoid the problems related to the critical optical coupling we shift the charac-
terization from the optical to the electrical domain using integrated light sources.
By integrating the light source on the chip we reduce significantly the alignment
time, which is another draw-back of the optical characterization.
In this chapter we introduce the integrated sources that are used throughout this
thesis. There are three types: the semiconductor optical amplifier broad band
source, the Distributed Brag Reflector (DBR) tunable laser, and the coupled cavity
laser. In [22, 39] is described the SOA used in our technology, and in [40] a more
thorough analysis and few characterization methods for the SOA are presented.
A detailed description of the DBR lasers can be found in [40–42], and in [43] a
detailed description and characterization results of the coupled cavity laser are
presented.
All integrated sources are connected to an optical cavity or optical filter and finally
to an integrated Photo Detector [44]. In this chapter we analyze the broad band
source and detector in terms of reproducibility limit, and the integrated DBR laser
source and detector in terms of reproducibility limit and tuning capability, since
these parameters, as we will see in the following chapters, are of primary impor-
tance when determining the measurement accuracy of the test modules comprising
these two sources. The parameter of interest when considering the coupled cav-
ity laser and the respective test module that it is included in is the side mode
suppression ratio.

3.2 The Integrated Source Detector Method

Several test modules that are proposed for integrated measurement comprise the
integrated source, a Device Under Test (DUT), and an integrated detector. The
semiconductor optical amplifier, used as integrated input, converts the electrical
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Figure 3.1: Microscope photograph of the integrated source detector proposed
and in the inset the zoom of one of them.

signal, provided through an electrical probe, to an on-chip broad band optical
signal. The integrated detector performs the opposite function, it converts incom-
ing light signal into electrical signal (photocurrent), that is collected by another
electrical probe.
The absolute transmission value measured by the photodetector is not only de-
pendent on the device under test but it is also dependent on the emission of the
integrated SOA and on the photodetector responsivity. The accurate measure-
ment of the DUT is thus dependent on the reproducibility of the integrated source
and integrated detector, that from now on is called Integrated Source Detector
(ISD) structure.
To determine the reproducibility limit of the ISD several identical structures com-
posed of an integrated broadband source and an integrated detector are used in
Smart run 9 [24]. In the analysis that follows we are interested in the reproducibil-
ity of the Integrated Source Detector as a whole. The reproducibility limit of the
ISD is the ultimate resolution limit of all the comparative transmission methods
applying it.

3.2.1 Structure Description of the Integrated Source De-
tector

Measurement resolution is the smallest variation of an optical parameter that
is actually measurable. It is clear from the definition that the resolution limit is
strictly related to the measurement procedure and measurement instruments used.
The reproducibility limit of the ISD is, therefore, the ultimate limit of the mea-
surement resolution achievable with this method. To determine the reproducibility
limit of the ISD, five of such identical structures are proposed, see Figure 3.1. In
the inset, details of such a structure are shown.
The more ISDs, and the better the statistical description of the ISD, the more
confident are we on the measurement resolution. The number of structures we
implemented is the maximum possible within the allocated space on the test cell.
The ISD structure consists of:

• 200 µm long SOA
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• photodiode

• isolation section

• passive interconnecting waveguide

The SOA length, 200 µm, is chosen as a trade-off between small footprint and suffi-
cient output power to characterize the DUT. The output power expected from the
SOA (> −30 dBm) is often enough for integrated measurements as the integrated
detectors have a dark current of a few tenths of nA at −2 V bias, therefore, signals
with an intensity down to −40 dBm can be measured. If longer SOAs are present
they are always a multiple of the smallest 200 µm SOA. The photodetectors are 60
µm long, sufficient to fully absorb the incoming light. The SOA is defined in the
weak waveguide cross section, whereas the photo detector is defined in the deep
one. An isolation section is included to electrically isolate the SOA and the PD.
Detailed information on the isolation section can be found in [22].
To prevent that spurious reflections inside the ISD cause the lasing of the SOA
a second full absorbing PD is used on the other side (together with an isolation
section). The second PD serves two purposes: prevents the lasing of the SOA and
at the same time acts as a second monitor on the SOA activity, therefore basically
doubling the number of available ISD structures.

3.2.2 Experiments

The test structure shown in the inset of Figure 3.1 comprising one SOA and two
detectors, one on each side, is repeated five times, as can be seen in Figure 3.1.
Therefore, 2 ISD structures are obtained for each SOA for a total of 10 ISDs. All
the 10 ISD structures are used under the same operating conditions. The SOA is
pumped up to a current density of 10 kA/cm2 starting from 1 kA/cm2 in 10 steps
of 1 kA/cm2 where the PD is biased at 0 V. The applied bias at the PD is kept
at 0 V to reduce the dark current to a minimum, by therefore, increasing the PD
measurement range by more than 10 dB with respect to the case when the PD
is biased at −2 V (dark current at −2 V is several tens of nA). The difference in
photocurrent recorded at the PDs when they are biased at 0 V or at −2 V while
pumping the SOA is less than a few percent, and moreover, it does not change
the reproducibility performance of the ISD devices. Increasing the measurement
range of the PDs, on the other side, is quite useful during measurement.
The maximum current of 10 kA/cm2 is a typical pumping current to drive the
SOA to saturation. The ISD structure however, is not optimal to measure SOA
saturation, whereas from the test module proposed in Chapter 6 such information
can be retrieved. The bias voltage of 0 V used for the PDs is sufficient to absorb
more than 95% of the incoming light (a few percent more light is absorbed if the
detector is fully depleted by applying −2 V). The photocurrent detected in the
PDs is recorded. This is repeated for all the 10 ISD structures. The spread of the
photocurrent measured by the PDs with respect to the average (when their SOAs
work under the same operating conditions) determines the limit with which we
can perform our integrated measurements.
In Figure 3.2 is shown the reproducibility limit of 40 ISDs for typical current
densities applied at the SOAs 1, 3 and 5 kA/cm2, respectively depicted in red,
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Figure 3.2: ISD reproducibility limit measured for 200 um and 400 um long
SOA in wafer W150-1 (a), and in wafer W150-3 (b).

blue, and black, where the PDs are biased at 0 V. The reproducibility limit (or
variation from average) is given by the ratio expressed in dB between the pho-
tocurrent recorded at each PD and the average photocurrent recorded in all the
ISDs. Reproducibility limit is not shown for other pumping currents for graph
clarity. The spreading values are, however, very similar to those represented in
Figure 3.2. The odd numbered ISD in Figure 3.2 comprise the SOA and the PD
on its left absorbing the SOA emission on that side. The even numbered ISD
comprise the SOA and the PD on its right side.
An ISD device, similar to the one in Figure 3.1 but with 400 SOA length, is used
to check what the reproducibility limit is for different SOA lengths. The 400 µm
long SOAs are biased with the same current densities, 1-10 kA/cm2 in 10 steps,
as the 200 µm long ones. The PDs are biased at 0 V.
As can be seen from Figure 3.2 (a) and (b), the reproducibility limit is not depen-
dent on the SOA length. It is, however, dependent on the wafer used. Wafer W150-
3, Figure 3.2 (b), has a lower variation with respect to the average if compared to
wafer W150-1, see Figure 3.2 (a). A slight improvement of the reproducibility is
observed at higher current densities.
The reproducibility limit for the 20 devices present in wafer W150-1 and shown in
Figure 3.2 (a) is 0.9 dB (±0.45 dB), or equivalently have a mean value of−0.005 dB
and a standard deviation of 0.21 dB. The 20 ISD devices present on wafer W150-3
and shown in Figure 3.2 (b) have a reproducibility limit of 0.45 dB (±0.23 dB), or
equivalently a mean value of −0.002 dB and a standard deviation of 0.12 dB. The
SOA of ISD 9 and 10 in Figure 3.2 (b) is not working, and so are the ISD 9 and
ISD 10, even though the PDs have typical dark current. The reproducibility limit,
mean value, and the standard deviation are all calculated for the even numbered
ISDs (plotted in the upper part of Figure 3.2) at bias current of 5 kA/cm2.
In Figure 3.2 a clear pattern is present. This pattern is shown with the two gray
ranges. In the upper range the even numbered ISDs are present, whereas in the
lower gray range the odd numbered ones. The only exception out of 38 devices to
this pattern is present for device No. 4, in Figure 3.2 (b) shown in a red circle.
This pattern, present for both wafers and both SOA lengths, is a clear indication
of a preferred side of transmission, namely the right side PDs absorb up to a few
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Figure 3.3: Interface schematic between a shallow waveguide and a PD defined
in the deep cross-section. In (a) is the ideal interface and in (b) is the interface

in presence of an horizontal misalignment.

percent more light than those on the left. It is unclear whether is the SOA that
has a favorite emission side or a systematic error on the detectors. The design
itself is symmetric with respect to the center, therefore, we can exclude it as a
cause of asymmetry.
A possible cause of this asymmetry can be due to a design tolerance error that
any misalignment during processing affects the performance of our test structures.
In Figure 3.3 (a) is shown the interface schematic of a shallow waveguide entering
a PD. The PD is defined in the deep cross-section shown in dark gray on top
of a predefined active area (red), whereas the waveguide cross-section (shallow) is
shown in light gray. The ideal interface, shown in black dashed line, is realized with
a perfect alignment of the masks defining the shallow and the deep cross-sections
with the predefined active area. However, if a horizontal misalignment is present
one of the interfaces suffers higher losses than the other interface, see Figure 3.3
(b). By calculating the mode overlap between a shallow and a deep waveguide a
power coupling loss of 5% is present (0.22 dB), which is in good agreement with
Figure 3.2 (a). Ideally there should be only one range, centered at 0 dB, instead
of 2 ranges centered at ±0.23 dB. This mode overlap corresponds to the worst
case scenario when a large misalignment is present (shallow to deep transition is
far from the waveguide to PD interface). In Figure 3.2 (b) there is a less critical
misalignment causing an asymmetry of only ±0.1 dB. In the left interface of Figure
3.3 (b) the misalignment is not critical as the waveguide to PD transition happens
in a wide waveguide where light simply diverges in the larger waveguide (inside
the PD) rather than reflecting back. Due to the symmetry of the ISD structure,
a certain horizontal misalignment is by definition critical in only one of the PD.
This misalignment in Figure 3.3 (b) is critical only on the right interface. The ISD
structure can be seen even as an on-wafer characterization of the horizontal mask
misalignment.
This well defined pattern allows us to redefine the reproducibility limit of the
source detector device. For devices in wafer W150-1 it is 0.45 dB (±0.23 dB),
or equivalently have a mean value of 0.19 dB and a standard deviation of 0.07
dB. Those in wafer W150-3 have a reproducibility limit of approximately 0.2 dB
(±0.1 dB), or equivalently a mean value of 0.1 dB and a standard deviation of
0.08. Redefining the reproducibility limit is allowed since in all the test structures
comprising an ISD always only one side of the SOA emission is used. The repro-
ducibility limit, mean value, and the standard deviation are all calculated for the
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Figure 3.4: Microscope photograph of a test tunable DBR laser.

even numbered ISDs (plotted in the upper part of Figure 3.2) at bias current of 5
kA/cm2.
The odd numbered ISDs have very similar parameters (reproducibility limit, mean
value, and standard deviation of respectively 0.5 dB, −0.2 dB, and 0.08 dB for
wafer W150-1, and 0.25 dB, −0.1 dB, and 0.06 dB for wafer W150-3). Very little
dependence of these parameters on the biasing conditions of the SOAs or PDs is
observed.
The integrated SOA followed by an integrated optical filter and finally by inte-
grated detectors is used in Chapter 6.
As can be seen from the measurements at the ISD structures present in wafer
W150-1 and W150-3 the reproducibility of the test modules from wafer to wafer is
not yet optimal thus a constant monitoring of BBBs performance and integrated
sources in every wafer is required.
To confirm the source of the reproducibility pattern found in the ISD structures a
Scanning Electron Microscope (SEM) picture can be used. A more tolerant design
to horizontal mask misalignment would solve the problem.

3.3 Integrated Tunable DBR Laser

To characterize some of the test structures present in the next chapters an inte-
grated tunable source is needed. The wavelength tuning should be continuous to
characterize the transmission of the given test structure.
The tunable source of choice is the DBR laser [41, 42]. The DBR laser that we
propose is composed of a 250 µm long high reflecting rear grating, a 450 µm long
SOA, a 30 µm long partially reflecting front grating and a 125 µm long Phase
Section (PS). Test modules comprising tunable DBR lasers are implemented in
PARADIGM run 2 at Oclaro [24].
A test DBR laser, with the same configuration is shown in Figure 3.4. It is
provided with an external waveguide for tuning characterization. This DBR laser
configuration is recommended by the foundry, and is therefore, a good starting
point for the integrated tunable source.
All the test structures comprising a tunable laser presented in this thesis have
the same DBR configuration. Typical tuning range of a DBR laser is 6-7 nm
[41]. However, this tuning range cannot be continuous, unless some special tuning
algorithm is developed which avoids the mode hops by simultaneously controlling
the applied current into the rear and the phase section (or front grating) [42].
A simpler way of tuning the wavelength of the DBR laser is achieved by forward
biasing the PS. By doing so only a continuous tuning between two consecutive

32



Chapter 3. Integrated Light Sources

Figure 3.5: Tuning capability of a test DBR laser while forward biasing the
phase section (dotted blue), peak power drop while laser tuning (dotted red),
and the linear interpolation of the peak power drop while tuning (solid black).

longitudinal modes is obtained. In our case, given the dimensions of the DBR
laser described above, the longitudinal mode spacing is 0.4 nm. As we will see in
the next chapters this range of continuous wavelength tuning, if the test module is
carefully designed, is sufficient to extract the parameters of interest. The tuning
algorithm is much simpler (only a sweep of applied current in the PS), moreover,
one electrical source less is needed.
The phase section is normally used for fine tuning of the laser such that the
Side Mode Suppression Ratio (SMSR) is maximal, with SMSR defined as the
power difference between the main peak and the highest secondary peak. Due
to the induced low loss during the wavelength tuning operation, in the following
experiments we exploit the DBR tuning capability by forward biasing only the
phase section.
Figure 3.5 presents the tuning performance of the test laser of Figure 3.4 when
the phase current is swept from 0 to 10 mA in steps of 100 µA. The SOA is
pumped at 25 mA and no current is applied to the gratings. As can be seen by
the wavelength curve (in blue) there are a few mode hop free regions suitable for
the continuous tuning of the laser, needed in the integrated measurements of the
following chapters. In red the laser peak power is plotted. In correspondence of the
mode hops a dip in the peak power is present, moreover, the peak power decreases
by 4-5 dB when the current pumped at the phase section is swept from 0 to 10
mA. The lasing wavelength and the peak power of the test laser during tuning is
measured with the AQ6140 Multi-Wavelength meter. Very similar behaviour in
terms of continuous tuning performance and power drop was measured in several
other test lasers even on different chips.
To accurately measure the transmission of a given test structure, it is important
that most of the photocurrent that the detector records is due to the peak power of
the laser and not of the noise floor of the secondary peaks. A pumping current of
25 mA is used to characterize DBR lasers present in PARADIGM MPW run 1 and
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Figure 3.6: DBR lasers used in 6 different integrated test structures used for
on-wafer characterization optical properties. The monitor photodetectors are

used to monitor the peak power drop experienced by the laser while tuning.

2 as it is found to be a good compromise between a good side mode suppression
ratio and a low noise floor.
The DBR laser used in test modules does not have an external waveguide to
monitor the peak power drop experienced during tuning. To solve this problem
we added a monitor prior to the structure of interest as shown in Figure 3.6.
A power splitter is used between the laser and the monitor. The splitting ratio
is not important. What is important is the power drop during tuning of the
respective DBR laser. This drop is the same experienced at the power of the other
branch of the splitter that enters the test structure. The power drop experienced
at the monitor photodetector is used to normalize the test structure transmission
recorded at the output photodetector.
The integrated photodetector helps to continuously monitor the DBR laser activity
and spot possible regions of laser instability or power fluctuations as for example
in Figure 3.5 at 5.5 mA phase tuning section. The power drop at this tuning
current, that might be critical for the integrated measurement, would have been
detected by the integrated monitor. In presence of such a power drop the quality
of the measurement is questionable.
In Figure 3.7 the IV and LI curves of the 6 lasers present in Figure 3.6 are shown.
As can be seen from Figure 3.7 the DBR lasers are quite reproducible in terms
of IV curves, LI curves, as well as threshold current (17±0.3 mA). The maximum
photocurrent detected at the corresponding photodetectors while applying 120 mA
at each DBR laser is 10.6±0.25 mA.
In the LI curves shown in Figure 3.7 (b) mode hops can be seen. These mode hops
pose a threat to the on-wafer measurement. If in presence of such mode hops,
detected by the integrated monitor, another wavelength range free of mode hops
should be sought. Controlling the phase section as well as the rear grating of the
DBR laser allows for a larger wavelength window to be explored, thus possible to
find a wavelength region free of mode hops useful for the on-wafer characterization.
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Figure 3.7: IV curves of the SOAs in (a), and LI curves in (b) measured
on-wafer at the respective monitor photodiode of the 6 DBR lasers.

Figure 3.8: Microscope photograph of the coupled cavity laser.

The integrated DBR laser source followed by an integrated optical cavity and
finally by an integrated photodetector is used in Chapters 4 and 5.

3.4 Integrated Coupled Cavity Laser

To characterize one of the two test modules present in Chapter 5 the coupled
cavity laser described in [43] is included.
The coupled cavity laser source that we propose is composed of two 500 µm long
SOAs, three on-chip reflectors based on multimode interference [45], and two phase
sections long 125 µm. The test module comprising the coupled cavity laser is
proposed in SMART run 9 at SMART Photonics [24].
The coupled cavity laser is shown in Figure 3.8. This coupled cavity laser config-
uration is used and characterized in [43] with good performance, and is therefore,
a good starting point for the integrated source.
To reach threshold a 30 mA current is pumped at each SOA. The phase section is
used for fine tuning of the laser such that the SMSR is maximal. A spectrum of
the laser is shown in Figure 3.9. The side mode suppression ratio is larger than
30 dB [43], which as we will see in Section 5.2 is sufficient to obtain a very good
performance of the overall test module.
The coupled cavity laser has two outputs which provide a similar optical output
power. To increment the testability of the test module including this laser source,
one of the outputs enters a monitor diode for power monitoring purposes during
on-wafer measurement, and the other output is provided at the input of the test
module.
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Figure 3.9: Spectrum of the coupled cavity laser.

To accurately measure the transmission of a given test module, it is important that
most of the photo current that the detector records is due to the peak power of
the laser and not of the noise floor or of the secondary peaks. A pumping current
for the coupled cavity laser of 70 mA (35 mA each SOA) is found to be a good
compromise between a good side mode suppression ratio and a low noise floor.
As shown in [43] this coupled cavity laser is tunable over several nm, however, in
the test module in Section 5.2 we operate it in a single wavelength regime.

3.5 Conclusions

In this chapter we presented the three integrated sources that we propose in the
rest of this thesis together with the integrated detectors. The performance of the
integrated sources and detectors was analyzed in terms of reproducibility limit for
the integrated broadband source, and in terms of continuous tuning capability for
the tunable laser. The coupled cavity laser source has a side mode suppression
ratio of more than 30 dB. For the broad band source a worst case reproducibility
limit of 0.4 dB was found which is the lowest accuracy measurement that we can
claim for the test structures applying such an integrated source. The tunable
laser provides a continuous tuning between two consecutive longitudinal modes
of approximately 0.4 nm. This tuning range is sufficient to characterize carefully
designed test modules. During tuning a peak power drop of a few dB is observed.
A continuous monitoring of the SOA, the DBR laser, and of the coupled cavity
laser by means of an integrated monitor is useful to mitigate possible variations
of these sources during integrated measurements.
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Propagation Loss
Characterization Methods

4.1 Introduction

The passive waveguide is one of the most used basic building blocks in photonic
integrated circuits. It is used to route light on the chip. The main parameter
that describes the waveguide performance is propagation loss, and it describes the
power decay per unit length. To determine propagation loss many methods have
been proposed [9, 46, 47].
A frequently used method to determine the loss not only of waveguides but of any
two-port building block like straight and curved waveguides, MMI mode filters,
tapers and isolation sections, is the Fabry-Perot measurement method [11, 12].
With this method the internal loss in the FP cavity can be determined from the
Power Transmission Ratio PTR = Pmax/Pmin with Pmax and Pmin the maxima and
minima of the transmitted power when making a wavelength sweep. In principle, it
can be very accurate, but many researchers have experienced that often the PTR
is not uniform over the wavelength sweep, but shows fading and undulations, in
which case it is not possible to determine a unique PTR. In [13] it is shown
that first order mode excitation by misalignment of the input field can lead to
measurement errors in excess of 1 dB. Their analysis is based on imaging the
output light with a microscope objective on a broad area detector.
In the first part of this chapter we analyze the effect of first order mode excitation
and intracavity reflections on the PTR and the accuracy of the FP method. We
show that a large improvement can be obtained by detecting the transmitted light
using a single mode fiber and we make recommendations for further improvement
of the measurement accuracy.
Other methods for extracting propagation loss include the use of a ring cavity. In
[48] the power transmission ratio, and the finesse of the ring over a wide range
of wavelengths are measured. From these measured parameters the propagation
loss and the coupling loss are determined. Another method is proposed in [49]. It
estimates the overall loss, composed of propagation loss and coupling loss, from
the ring PTR at different outputs.
In the second part of this chapter we introduce a measurement method based on
an integrated test module comprising a ring resonator cavity integrated with a
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Figure 4.1: Schematic of the optical cavity. The electrical input field Ein,
leads through multiple internal reflections to the electrical output field Eout.

tunable light source and a detector. The integrated test module is not affected by
higher order modes and/or different polarized modes. It, moreover, removes the
complexity associated with the cleaving and mounting of test chips.
The integrated light source and the detector are probed electrically, avoiding the
critical optical coupling. The all-electrical characterization that this method allows
can be performed on-wafer, allowing for automation and a radical step change in
the testing costs.

4.2 Fabry-Perot Based Optical Measurement

The FP method is based on an optical cavity in which the device under test is
positioned between two reflectors, usually the un-coated facets of the chip. Light
coupled into this cavity travels back and forth while at each facet it gets partly
reflected and partly transmitted. In Figure 4.1 a schematic of the optical cavity
is shown.
The output field is given by the sum of the individual electrical fields after each
roundtrip

Eout = t1t2e
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with t1,2 and r1,2 the electric field transmission and reflection coefficient at the two
interfaces, α the power decay coefficient, and θ = 2kL the roundtrip phase where
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Figure 4.2: Schematic of the optical coupling between a microscope objective
(lensed fiber) and a waveguide, best coupling (solid line) and non-best coupling

(dashed line).

L is the cavity length and k the wave vector. We consider from now on t1 = t2 = t
and r1 = r2 = r.
From (4.3) the power transmission of the cavity is:

Pout
Pin

=
(1−R)2e−αL

(1−Re−αL)2 + 4Re−αL sin2(θ/2)
(4.4)

with R the power reflection coefficient (R = r2). While sweeping the wavelength
the output power goes through minima and maxima dependent on the value of
sin2(θ/2). The cavity loss, provided that we know the power reflection coefficient
R and the cavity length L, is:

α = − 1

L
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[
1

R

√
PTR− 1√
PTR + 1

]
(4.5)

with PTR the ratio between the maximum and minimum values of equation (4.4).
A detailed derivation of Eq. (4.4) is given in [50]. Here we investigate how the
first order mode and internal reflections affect the accuracy of the FP method and
make recommendations for improvement of the measurement accuracy.

4.2.1 Effects of First Order Mode Excitation

In Figure 4.2 a schematic of the overlap between the Microscope Objective (MO)
focal field and the waveguide mode during optical coupling is shown.
If the waveguide inside the FP cavity is not strictly single mode, and the input
beam is misaligned with respect to the center of the waveguide higher order modes
are excited. Higher order modes can also be excited by imperfections in the waveg-
uides or at junctions on the chip. All modes are orthogonal, thus excited modes
in a waveguide propagate independently. Once they exit the waveguide and are
collected by the MO, however, their different phase and propagation constant will
cause a PTR modulation with period proportional to the propagation constant
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Figure 4.3: First order mode excitation in presence of a horizontal offset (a),
and PTR when the first order mode is excited with 500 nm misalignment at the
input, and the output power is collected with a MO and a large area detector

(b).

difference. To analyze the effect on the measurement accuracy we simulate in
Matlab an InP based 2 µm wide and 12.8 mm long shallow etched waveguide as
an example. This waveguide supports 2 modes. The length is typical for 2 inch
wafers processed in quarters but the results apply also to other lengths.
We distinguish two cases: output power collected with a broad area detector and
with a Single Mode Fiber (SMF).
In the case when both modes are excited and the total power is collected with a
MO and a broad area detector its value is given by:

Ptot(λ) = ηM0P
0
out(λ) + ηM1P

1
out(λ) (4.6)

with P0
out(λ) and P1

out(λ) the power fractions in the fundamental and the first order
mode respectively, and ηMi the overlap integral between the MO focal field and
the ith waveguide mode. The ratio of the power in the two modes as a function
of the lateral misalignment of the optical input is shown in Figure 4.3 (a). The
interference between the two modes causes the PTR to vary between a maximum
when the two modes are constructively interfering and a minimum where they are
destructively interfering, as shown in Figure 4.3 (b).
Figure 4.4 shows the measurement error that is made when estimating the in-
tracavity loss L at the destructive interference point (worst case), and at the
constructive interference point (best case).
If the PTR is measured in the constructive interference point then to characterize
loss with an accuracy better than 0.1 dB, the power fraction coupled to the first
order mode should be lower than −5 dB (compared to power in the fundamental
mode), that corresponds to a horizontal misalignment of 0.7 µm from the center
of the waveguide. However, if the PTR is measured at the destructive interference
point to have the same accuracy the power coupled to the first order mode should
be lower than −19 dB (compared to power in the fundamental mode), which
corresponds to a much stronger requirement on the alignment (<150 nm).
These results are in good agreement with those obtained by [13, 51].
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Figure 4.4: Measurement error occurring when loss is estimated in the con-
structive (solid) and destructive (dashed) interference point.

A large improvement can be achieved by collecting the transmitted light with a
lensed single mode fiber which filters out the first order mode which causes the
inaccuracy. We rewrite equation (4.3) in the following form

Eout
Ein

= M =
A

1−Re(iθ−αL)
(4.7)

with A = t2e−
1
2
αL and R = r2.

The output power in the SMF is found from the overlap integral between the sum
field of all the modes excited in the waveguide. In our case only two modes.

Ptot(λ) =
[√
ηfoηofM0(λ) +

√
ηf1η1fM1(λ)

]2
(4.8)

with ηfi, ηif the overlap integrals describing the input and output coupling be-
tween the fiber mode (or the focal field of a lensed single mode fiber) and the ith
waveguide mode, and M0, M1 defined for the fundamental and first order mode
according to equation (4.7).
Figure 4.5 (a) shows the error in the intracavity loss estimation when measurement
is performed with a SMF in the constructive interference point of the two modes
and Figure 4.5 (b) when it is performed in the destructive interference point. This
is done for different misalignment offsets (represented in different colors) of the
output SMF from the center of the waveguide.
Collecting the output power with a SMF increases the measurement accuracy.
In the worst case scenario, when the output SMF is misaligned by 500 nm the
measurement error is 1.6 dB, whereas when measuring with a broad area detector
and a microscope objective the error is 2.3 dB. In absence of misalignment of the
output SMF the improvement in measurement accuracy is dramatic, 0.03 dB vs.
2.3 dB. If the measurement is performed in the constructive interference (best case
scenario) the error when the broad area detector is used is quite small, 0.1 dB. It
is however larger if compared to the case when the SMF is used (0.08 dB if the
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Figure 4.5: Measurement error occurring when loss is estimated in the con-
structive (a), and destructive (b) interference point as a function of the relative
amount of power in the first order mode Pout1/Pout0 when the output signal
is collected with a Single Mode Fiber. The curves are shown for 4 different

misalignments of the output fiber.

output SMF is misaligned by 500 nm, and only 0.002 dB if no misalignment of the
output SMF is present).
To calculate what misalignment at the input corresponds to a given amount of
power in the first order mode see Figure 4.3 (a).
The best accuracy, when using a SMF, is obtained when the output SMF is posi-
tioned at the center of the waveguide (in Figure 4.5 curves in black), because then
the first order mode is filtered out. For best accuracy the fiber should be aligned
by maximizing the uniformity of the PTR (no modulation present), and not for
maximizing the power because in presence of first order mode the maximum will
not occur in the center of the waveguide. The lowest measurement error is again
achieved in the wavelength window were the constructive interference of the FP
transmission happens.
The Fabry-Perot method always overestimates the real propagation loss, for a
given power transmission ratio and a correct estimation of the reflection coefficient.
The overestimation can be even higher than 1 dB if the PTR is measured at the
destructive interference point. However, if an erroneous value for the reflection
coefficient is used (Rsim < Rreal) propagation loss can be underestimated.

4.2.2 Effects of Reflections Inside the Cavity

Also reflections inside the cavity affect the measurement accuracy of the FP
method. The PTR is affected by the strength and the position of the intra-
cavity reflection. In Figure 4.6 a schematic of a reflection point inside a FP cavity
is shown. The field reflection coefficients are also shown.
To model the intracavity reflection we use the transmission matrix simulation
method. For every component of the FP cavity: left and right facet, two propa-
gating waveguides (before and after the intracavity), and the intracavity reflection
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Figure 4.6: Schematic of a reflection point inside a Fabry-Perot cavity.

Figure 4.7: Simulated and measured PTR for an intracavity reflection of −20
dB.

itself, the respective transmission matrix is calculated. The final relation is

T =
1

t1t2ta

(
1 r1

r1 1

)(
ejθ1 0
0 e−jθ1

)(
1 rb
ra tatb + rarb

)(
ejθ2 1
1 e−jθ1

)(
1 −r2

−r2 1

)
(4.9)

If in equation (4.9) the term tatb + rarb < 1 the intracavity reflection is lossy.
The effect of an intracavity reflection is shown in Figure 4.7. The measured curve
is recorded for an MMI-coupler with some parasitic reflection at one side of the
MMI section. There is a large variation of the PTR between adjacent fringes,
which leads to a large inaccuracy in estimating the MMI insertion loss. Using
equation (4.9) we could achieve an excellent fit between the simulated and the
measured PTR if we assume a −20 dB reflection point with 3 dB loss positioned
at 2.1 mm from the input facet within a main cavity of 4.6, which corresponds
well with the position of the reflecting MMI interface. The left and right facets are
considered lossless with the same power reflection coefficient R = 0.33. The value
of the intracavity reflection, implemented in our model as −20 dB, was confirmed
during characterization of low reflection MMIs in [52].
Once the validity of our model is shown we analyze how the position and intensity
of the intracavity reflection affects the measurement error. Figure 4.8 (a) shows
how the position of the intracavity reflection inside the main cavity affects the
measurement accuracy. The accuracy is calculated starting from very close to the
input facet, L/50, up to the center of the main cavity, L/2, with L the length of
the main cavity where the measurement error is defined as the difference between
the estimated and the real cavity loss.
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Figure 4.8: Measurement accuracy in measuring propagation loss vs. position
of intracavity reflection (a), and vs. intensity of intracavity reflection (b).

Figure 4.8 (b) shows the dependence of the measurement accuracy on the reflection
intensity. For an accuracy of 0.1 dB the intracavity reflection should be below −37
dB. The measured and simulated device is a 1x2 multimode interference coupler
where the input and one of the outputs end in uncoated (reflecting) facets whereas
the other output ends in a non reflecting termination such that this module, with
a well known reflection value, is suitable for FP measurements. The measurement
accuracy of the FP method appears to be strongly affected by intracavity reflec-
tions. The strength and position of this reflection point is of major importance.
Depending on the position where the PTR is measured loss can be both overesti-
mated and underestimated. It is important to keep intracavity reflections low and
to position them as close to the reflecting facet as possible. If the measurement
accuracy aims at 0.1 dB the reflection inside the cavity should be as loss as −37
dB as can be seen in Figure 4.8 (b).

4.3 Ring Resonator Based Integrated Measure-

ment

In this section we introduce the Ring Resonator (RR) cavity, which, when inte-
grated with a tunable light source and a detector allows for all-electrical on-wafer
measurement of the propagation loss.
The ring resonator is a very suitable optical cavity for measuring propagation loss
because of its high sensitivity to loss inside the cavity.

4.3.1 Analytical Model

In Figure 4.9 is shown the schematic of the ring resonator. The input and output
signals couple to the RR through the bus waveguides and the coupling element. We
chose the multimode interference coupler because of its tolerance to the fabrication
process and its broadband operation [53, 54].
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Figure 4.9: Schematic of the ring resonator configuration with the 2x2 MMI
coupling element shown in detail in the inset.

E
′
r is the part of the input electrical field E1 that couples to the ring. E

′′
r is the

part of the electrical field E
′
r after propagating one round trip in the ring (and

eventually coupling to E4). t1,2 and x1,2 are the self and cross coupling coefficients
between the bus waveguide and the ring of MMI couplers 1 and 2 respectively.
This ring architecture is often called the add-drop configuration.
To calculate the ring transmission the following relations as in [55, 56] are used:

E1 = 1 (4.10)

E2 = It1E1 + iIx1E
′′

r (4.11)

E
′

r = iIx1E1 + It1E
′′

r (4.12)

E
′′

r = t2αringE
′

r (4.13)

E3 = 0 (4.14)

E4 = ix2
√
αringE

′

r (4.15)

In (4.10) the input electric field is normalized to one whereas the input field in the
add port is considered zero. αring is the attenuation experienced by the field in the
ring, excluding the MMI coupler, and I is the field attenuation coefficient due to
the MMI coupler, called excess loss. The self and cross field coupling coefficients
in a lossless coupling element satisfy the following relation: t =

√
1− x2. In the

ideal case of no internal reflections inside the ring and the couplers, the output
field exits only at the through and the drop port if an optical field is launched at
the input port. The following transmission characteristics are obtained from the
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Figure 4.10: Simulation of the through (solid) and drop (dashed) port trans-
mission of a 5 mm long ring in the add-drop configuration.

equations in (4.10-4.15):

|Tth|2 =

∣∣∣∣E2

E1

∣∣∣∣2 = I2

∣∣∣∣ t21 + t22τ
2 − 2t1t2τcosθ

1 + t21t
2
2τ

2 − 2t1t2τcosθ

∣∣∣∣ (4.16)

|Td|2 =

∣∣∣∣E4

E1

∣∣∣∣2 = I4

∣∣∣∣ τx2
1x

2
2

1 + t21t
2
2τ

2 − 2t1t2τcosθ

∣∣∣∣ (4.17)

in which θ is the accumulated round trip phase, and τ is defined as the round trip
loss τ = αringI. In an MMI without excess loss, I = 1. To test the integrated
test modules, we have fabricated them in a number of multi project wafer runs.
Such test-modules will be used during production for validating the quality of the
processing. A small footprint of these integrated test modules is important in order
to keep the testing overhead small, and, therefore, the smallest ring perimeter is
needed. The perimeter is limited by the smallest radius of the curved waveguides
in InP based MPW runs (R = 150 µm), and by the MMI coupler dimensions [53]
that restricts the minimum perimeter to 1.5 mm. A small ring perimeter, however,
has a large free spectral range. The continuous wavelength tuning capability of
the integrated laser source, that tunes over two longitudinal modes as we saw in
Section 3.3, is limited. The best trade-off, between a small footprint and a small
Free Spectral Range (FSR), is a perimeter in the range 1.5-5 mm. FSR is the
wavelength periodicity of the RR. The PTR over at least one FSR while keeping
the footprint small can be measured.
We have designed, simulated, and measured several RRs in this range. In Figure
4.10 the simulated spectra of the through and drop port of a 5 mm long add-drop
ring, calculated with Matlab are shown. The simulation assumes an ideal 2x2MMI
coupler (no excess loss, and P1 = P2) and a waveguide propagation loss of α = 3
dB/cm.
The power transmission ratio between the maximum |T |2max, and the minimum
|T |2min measured at the through port is obtained for respectively cos θ = −1 and
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Figure 4.11: Round trip loss vs. power transmission ratio for add-drop (a)
and for notch ring configuration (b). The dashed vertical line represents a ring
perimeter design rule which guarantees a simple way to distinguish between the

“low loss” and “high loss” roots of the notch ring configuration.

cos θ = 1. A similar relation can be determined for the PTR at the drop port.
Finally there is a relation between the PTR at the through and drop port.

PTRth =
|Tth|2max
|Tth|2min

=
(t1 + τt2)2(1− τt1t2)2

(t1 − τt2)2(1 + τt1t2)2
(4.18)

PTRd =
|Td|2max
|Td|2min

=
(1 + τt1t2)2

(1− τt1t2)2
(4.19)

PTRth · PTRd =
(t1 + τt2)2

(t1 − τt2)2
(4.20)

The field self and cross coupling coefficients in the case of the add-drop ring con-
figuration are t1 = t2 = 1/

√
2. The round trip loss from equations (4.19) and

(4.20) is solved analytically (considering only the positive roots of these equations
that have physical meaning), and is given by the following relations:

τ =
1

t1t2

(√
PTRd − 1√
PTRd + 1

)
(4.21)

τ =
t1
t2

(√
PTRdPTRth − 1√
PTRdPTRth + 1

)
(4.22)

Equation (4.18) is solved numerically and shown in Figure 4.11. In case only one
bus is connected to the RR a simpler configuration is obtained. This configuration
is often called notch ring. Its transmitted spectrum and PTR are obtained from
(4.16) and (4.18) respectively, by substituting t1 = 1/

√
2 and t2 = 1. This RR

configuration is also known in literature as All Pass Filter since if the ring and
the coupler are ideal (lossless) all the wavelengths pass through. By solving τ
numerically from the PTR the graph in Figure 4.11 (b) is obtained.
In the notch ring configuration two different round trip losses correspond to each
measured PTR, due to the quadratic equation (4.18). If the measured PTR,
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however, is on the left side of the dotted line, see Figure 4.11 (b), it is straightfor-
ward to distinguish between the low round trip loss (high quality factor), and high
round trip loss (low quality factor), and, therefore, select the correct propagation
loss and discard the other one. The transmission of a high quality factor ring has
a typical sharp dip and flat peak, whereas that of a low quality factor ring has a
typical sine like rounded dip and peak. In semiconductor devices, the propagation
loss value is expected to be in a narrow window, 2–4 dB/cm. A simple design rule
is to choose the ring perimeter such that the measured PTR (that corresponds
to this length and to typical propagation loss values) is on the left of the dotted
line. In an add-drop configuration, on the other hand, there is always a unique
solution, but as shown in the next section, the add-drop configuration has a lower
measurement accuracy.

4.3.2 Accuracy Analysis

By solving equations (4.18) or (4.21) the round trip loss, defined as τ 2 = I2α2
ring =

I2e−αL is measured, where α is the power attenuation coefficient. The RR perime-
ter L is set with high accuracy by the lithographic definition and, therefore, a
known of our problem, whereas the other two parameters, I and α , are unknown.

4.3.2.1 Single Notch Ring Configuration

The round trip loss is composed of two contributions: a) the waveguide propa-
gation loss α and b) the MMI excess loss I2. We are interested in characterizing
the waveguide propagation loss but it is clear that with a single measured PTR
the accurate determination of the propagation loss is closely related to our prior
knowledge of the MMI excess loss. The relation

∆αI =
1

L

δτ

δI2
∆I2 (4.23)

describes how the MMI excess loss error influences the determination of the prop-
agation loss. In equation (4.23) ∆I2 is the MMI excess loss variation, and ∆αI
is the error in estimating propagation loss due to MMI excess loss variation, with
the latter defined as the difference between the nominal MMI excess loss and the
actual MMI excess loss. A typical power loss value of 10 % (0.45 dB) is used for
I2. Equation (4.23) is plotted in Figure 4.12 (a), for a typical propagation loss
value of α = 3 dB/cm and several ring perimeters.
For a fixed value of I2, the higher the propagation loss experienced in the ring
(longer ring perimeter and/or higher propagation loss per unit length), the smaller
is the error in estimating this propagation loss. The factor 1/L in equation (4.23)
translates ∆αI from error per round trip to error per unit length. In order to
determine the propagation loss error induced by the MMI excess loss error the
following procedure should be followed:

• measure the ring PTR;

• calculate the round trip loss from equation (4.18) (or through Figure 4.11
(b));
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Figure 4.12: Error in estimating propagation loss vs. MMI excess loss er-
ror (∆I) (left) and MMI imbalance (right) for different ring perimeters and a
propagation loss α = 3 dB/cm. The inset shows the influence on ∆αIM of a

maximal imbalance of ±0.5 dB with a mean at −0.25 dB.

• calculate the propagation loss: α = − 1
L

ln
[
τ2

I2

]
;

• calculate ∆αI through equation (4.23);

Also the imbalance of the MMI coupler plays a role in the measurement accuracy.
An imbalanced 2x2MMI with a cross coupling coefficient x2 > 0.5 will lead to an
overestimation of the propagation loss measured with the ring resonator module,
whereas x2 < 0.5 leads to an underestimation of the propagation loss. The imbal-
ance is defined as: IM2 = 10 log10(P2/P1) with P2 and P1 the power exiting from
the two MMI outputs as shown in the inset of Figure 4.9. The maximal imbalance
of the 2x2MMI in our technology is IM2 = ±0.5 dB. To quantify the influence of
the 2x2MMI imbalance on the propagation loss calculation the following relation
is used:

∆αIM =
1

L
(e−αtL − e−αt+∆tL) (4.24)

where αt and αt+∆t are the propagation losses estimated, respectively, in the case
of ideal and imbalanced 2x2MMI. The factor 1/L in equation (4.24) translates
∆αIM from error per round trip to error per unit length.
Excess loss and imbalance are independent parameters of the MMI, however, dur-
ing processing there is typically one dominant cause for errors such as MMI width
variation and/or overetch (underetch) which affects both MMI properties in a
similar way. Therefore, we consider measurement uncertainties due to MMI ex-
cess loss and imbalance dependent on each other. The overall propagation loss
measurement accuracy attainable with the notch ring configuration is [17]

∆α = ∆αI + ∆αIM (4.25)

For a typical MMI excess loss variation of ∆I2 = 0.45 dB, maximal MMI imbalance
of IM2 = 0.5 dB, propagation loss α = 3 dB/cm, and ring perimeter L = 5 mm
the MMI excess loss and the MMI imbalance induced error are respectively 0.8
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dB/cm and 0.2 dB/cm. Therefore, the excess loss induced error dominates the
overall error.

4.3.2.2 Add-drop Ring Configuration

In the case of an add-drop ring configuration there is the contribution of two
2x2MMI couplers in each round trip. Therefore, the contribution of the ∆I and
the IM in the round trip loss, experienced by the field and estimated by the
PTR at the through and at the drop port, is twice as large as in the notch ring
configuration. The propagation loss measurement uncertainty attainable with the
add-drop ring is

∆α = 2∆αI + 2∆αIM (4.26)

From a measurement accuracy point of view we can state that the notch ring is
twice as accurate as the add-drop ring for a given footprint. The add-drop ring in
turn, has a unique PTR for any given round trip loss.

4.3.2.3 Double Notch Ring Configuration

The last configuration that we consider is the double notch ring with different
perimeters and the same coupling element. With this configuration we can dis-
criminate between propagation loss and MMI excess loss by assuming that the
MMI couplers have the same properties (excess loss and imbalance).
If the RRs are in the same chip area, as those in Figure 4.13, only the difference in
excess loss and imbalance of the corresponding MMIs plays a role in the measure-
ment accuracy. If the MMIs are closely spaced in the PIC their excess loss and
imbalance vary with less than 4 %. This value was measured through a dedicated
test structure composed of an odd number of cascaded 2x2MMI couplers. The
total imbalance of a cascaded number of 2x2MMIs scales in first approximation
linearly if compared to that of a single 2x2MMI, thus making it possible to be
measured. Cascading an even numbers of 2x2MMI, conversely, would not allow to
measure the imbalance between the two outputs as the total optical power would
simply be switched completely at the cross output (due to the π/2 of phase delay
added by each 2x2MMI). The final accuracy is calculated by using (4.25). The
singular ∆αI and ∆αIM uncertainty contributions are still calculated using equa-
tions (4.23) and (4.24) with the value of 4 % measured for MMIs closely spaced
in PIC.
Maximal MMI excess loss variation is ∆I2 = 0.45 dB, and maximal MMI imbal-
ance is IM2 = 0.5 dB, whereas if the MMIs are closely spaced in the PIC’s area
these variations go down to less than 0.04. If a single notch ring is used then the
value 0.1 (0.5 dB) should be used for ∆I2 and IM2.

4.3.3 Optical Experiments

The test modules presented in this section are fabricated in a MPW run on the
COBRA platform. We verify the validity of the analytical models derived in Sec-
tion 4.3.1, and the measurement accuracy as analyzed in Section 4.3.2 for the best
ring configurations in terms of measurement accuracy, namely the notch ring, and
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Figure 4.13: Microscope photo of notch rings.

Figure 4.14: Transmission measurement, Power Transmission Ratio, and Free
Spectral Range of a 3.5 mm long racetrack in the notch ring.

the double notch ring configurations, using test structures without integrated light
source and detector. All the ring configurations that we measure in this section
and the next one have the shape of a racetrack, as shown in Figure 4.13, which
means that they are composed of 2 semi-circular arcs of π radians connected by
straight waveguides. The analytical model and the accuracy analysis presented in
the previous sections are not dependent on the ring shape but on the ring perime-
ter, thus the previous analysis is still valid for a racetrack shape ring. Moreover,
the use of the racetrack allows the decoupling of the ring radius from the ring
perimeter. All the straight and curved waveguides are designed to be 1.5 µm wide
and deeply etched to allow small bending radii, and, therefore, a small footprint.
The 1.5 µm wide waveguides are single mode, thus possible higher order modes,
excited in junctions or at imperfections, should not be guided.

4.3.3.1 Notch Ring Configuration

Figure 4.14 shows the measured spectrum of the 3.5 mm long ring shown in Fig-
ure 4.13. To suppress the back reflections from the facets the input and output
waveguides were designed at a 7◦ angle. No evidence of facet reflections in the
ring transmission was found.
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The passive ring configurations have been measured using an Agilent HP 8168A
tuneable source connected to a polarization control stage and a lensed single-mode
polarization-maintaining fibre. Transverse electric polarized light was coupled to
the input bus waveguide of the ring cavity. Light was coupled out of the bus
waveguide through a lensed fibre, and finally fed to a power meter. A wavelength
sweep was performed with a step of 1 pm and the recorded power is shown in
Figure 4.14.
To determine ∆αI we repeat the procedure with (in brackets) the values that
apply to the single notch ring configuration under examination:

• measure ring PTR (6.2 dB);

• determine the round trip loss through (4.18) (or Figure 4.11 (b)): τ 2 =
0.785 = 1.05 dB;

• calculate the propagation loss: α = 0.39 cm−1 = 1.7 dB/cm;

• calculate the propagation loss error (4.23) ∆αI = 0.25 = 1.25 dB/cm;

Equation (4.23) gives the differential error when approximating a function with
its first derivative calculated around the point α = 1.7 dB/cm (0.39 cm−1) for an
MMI excess loss error of ∆I2 = 0.1.
By following the same procedure for the MMI imbalance described in the previous
section the propagation loss error for the nominal MMI imbalance is ∆αIM =
0.032 (0.13 dB/cm). The final measurement accuracy using equation (4.25) is
∆α = 0.282 (1.38 dB/cm), and the measured propagation loss is α = 1.7 ± 0.69
dB/cm.

4.3.3.2 Double Notch Ring Configuration

To isolate the inaccuracy due to the 2x2MMI coupler we use two rings with the
same 2x2MMI coupler but different overall lengths. The first ring is the one
previously analyzed (L1 = 0.35 cm), whereas the second has a length L2 = 0.25
cm. The racetrack configuration allows a difference in length to be implemented
in the straight waveguide section and, therefore, gives us a measurement of the
propagation loss in the straight waveguide, see Figure 4.13. The transmission of
the two rings is shown in Figure 4.15.
The power transmission ratios are PTR1 = 6.2 dB and PTR2 = 4.7 dB respec-
tively, which by solving (4.18) for the notch ring or by using Figure 4.11 (b),
corresponds to τ 2

1 = 0.785 (1.05 dB) and τ 2
2 = 0.83 (0.81 dB) round trip loss.

Knowing the ring length difference ∆L = 0.1 cm it is straight forward to calculate

the propagation loss α = 1
∆L

ln(
τ2
1

τ2
2
) = 0.56 cm−1 (2.4 dB/cm), which corresponds

to an MMI excess loss of I2 = τ 2
1,2/α

2
ring1,2 = 0.955 (0.2 dB). Taking into ac-

count the excess loss variations and imbalance of adjacent MMIs, ∆I2 = 0.04 and
IM2 = 0.04 as described in Section 4.3.2.3, the double sided accuracy interval
becomes ∆α = 0.11 (0.5 dB/cm). The measured propagation loss is α = 2.4±0.25
dB/cm.
To verify the propagation loss measurement result the Fabry-Perot method [48, 49]
was used in a straight deeply etched reference waveguide. Propagation loss of
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Figure 4.15: Measured transmission spectra of a 2.5 mm long ring (solid) and
a 3.5 mm long ring (dashed).

α = 2.35 ± 0.22 dB/cm was measured for a 3.2 mm long cavity and a simulated
facet reflectivity for a deep etched waveguide of R = 0.31 ± 0.005. The variation
of the reflection coefficient accounts for typical process variations that affect the
waveguide width and/or etch depth. This propagation loss range is in very good
agreement with the result of the double notch configuration.

4.3.3.3 Effects of Multiple Modes

Other effects that might reduce the measurement accuracy are the presence of
higher order TE modes or TM polarized mode. These modes can be excited
from a misalignment at the input, a non perfect junction between BBB, a mode
conversion in curved waveguides or from intracavity reflections.

Higher Order TE Polarized Modes

In the transmission of the 2.5 mm long ring, shown in Figure 4.15, a slight modula-
tion of the fringes can be seen. This modulation is to be attributed to higher order
TE modes propagating in the circuit. To verify our claim a long wavelength sweep
measurement was performed. This measurement is compared to the simulation
when considering higher order modes propagating in the circuit that are excited
by a deliberate misalignment of the input coupling to the waveguide, see Figure
4.16.
The measured and the simulated transmission match quite well in terms of the
beating period (32 nm) which confirms that the observed modulation is caused by
a higher order mode, in this case the first order mode.
The simulation was performed using the Agilent’s Advanced Design Systems (ADS)
simulation tool which considers the first 3 modes.

TM Polarized Mode

In case the TM polarized mode is present in the circuit it will cause a fringe
modulation similar to the one caused by the higher order TE mode. For rings
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Figure 4.16: Measured transmission of a 2.5 mm long ring is shown in (a). A
simulated transmission that considers the propagation of the fundamental and
higher order modes is shown in (b), and with only the fundamental TE mode

in (c). The MMI excess loss was included in the simulation.

with round trip loss less than 3 dB the PTR is proportional to the propagation
loss, see Figure 4.11 (b), therefore, the smallest PTR corresponds to the lowest
loss mode propagating in the optical circuit. To characterize the propagation
loss for the fundamental TE mode, in case both polarizations are excited, the
smallest PTR should be considered, since in our technology the waveguide design
is optimized to minimize propagation loss for TE polarized mode.
Moreover, the maximum value of equation (4.18) is obtained for cos θ = −1 and
corresponds to

|Tth|2max =
(t1 + τ)2

(1 + t1τ)2
(4.27)

Equation (4.27), which describes the top envelope of the ring transmission, is
maximized by maximizing τ , thus by minimizing the propagation loss α (τ 2 =
I2e−αL). From equation (4.27) the propagation loss of the fundamental TE mode
is best estimated at the highest transmission point.
These two simple rules allow us to quickly select the optimal characterization
wavelength window that allows the highest accuracy in measuring propagation
loss of the TE polarized mode (the influence of TM mode is the smallest possible).
The problem of higher order modes and/or excitation of the TM polarization is
solved in the on-wafer test module that includes an integrated single mode laser
source. The measurement uncertainty due to reflection coefficient variation is also
solved by use of the integrated measurement.
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Figure 4.17: Schematic of the integrated ring-based test module for measuring
propagation loss.

Intracavity Reflections

The mode conversion that might happen at the junction between different BBBs is
negligible if the design rules suggested by the foundries are followed. Polarization
conversion in deep etched curved waveguides is also negligible [57].
The last uncertainty source is the intracavity reflection. The use of integrated
measurements unfortunately cannot solve the issues related to the presence of
intracavity reflections. A careful choice of the BBBs used and of the test module
design, however can reduce these effects to a minimum. A simple example is the
choice of a 2x2MMI even when a simple splitter is needed. The simplest splitter
is a 1x2MMI. The 2x2MMI coupler has lower reflection coefficients if compared to
the 1x2MMI [52]. The 2x2MMI coupler present in the ring test module, as can
be seen from the optical measurements does not include any noticeable parasitic
effect that would modify the ring transmission curve. The only parameter so far
is the first order mode coupled at the input during optical measurements.

4.3.4 Electrical Experiments

The last test modules presented in this section and shown in the schematic of
Figure 4.17 concern the notch ring coupled through a 2x2MMI to an integrated
tunable laser source and an integrated photo detector. They are designed accord-
ing to the generic integration concept, using standardized building blocks, and
fabricated in a MPW run at Oclaro.
The measured notch rings have perimeters of 1.44 mm (the smallest possible when
complying with the 150 µm minimum radius of curved waveguides, and an MMI
length of 150 µm) and 3.44 mm (2 mm longer than ring 1), as shown in Figure
4.18 (a).
The integrated source for these test modules is a tunable Distributed Bragg Reflec-
tor laser [41, 42], as described in Chapter 3. The output signal is measured by an
integrated fully absorbing PD. To get an interference pattern at the ring resonator
output the wavelength of the source should be tunable. The DBR laser configura-
tion used is the standard one offered by the foundry. The measured transmission
of the 1.44 mm and 3.44 mm long rings is shown in Figure 4.19 (a). The output
power, measured at the integrated detector, is normalized on the power measured
at the integrated monitor. The monitor is used to track the laser output power
which drops by a few dB during tuning.
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Figure 4.18: (a) Fully integrated notch ring resonator structure for prop-
agation loss measurement, and (b) the dedicated test module for measuring

variations in excess and imbalance loss for closely spaced 2x2MMIs.

Figure 4.19: Measured transmission of a 1.44 mm long (solid) and a 3.44
mm long (dashed) ring resonator (a), and of a 5.2 mm long ring resonator in
an MPW run with high loss (b). The current applied at the phase section of
the DBR lasers is used to fine tune its wavelength. The small dip in ring 2

transmission (dashed line) is due to a mode hop of the laser.

The semiconductor optical amplifier section of the DBR laser is biased above
threshold by pumping it with 25 mA (Ith = 18mA). Higher pumping currents
were avoided to lower the noise floor. Stable single-mode operating regime for the
integrated laser requires a stable operating temperature that is achieved by using
a temperature controller during on-wafer measurement. During measurement the
temperature was set at 18◦C. The lasing wavelength was tuned by varying the
current applied at the laser Phase Section (PS), thus only a limited continuous
tuning between two consecutive longitudinal Fabry-Perot modes is obtained. The
DBR mirrors were not tuned to avoid mode hops and to simplify the continuous
wavelength tuning procedure (no second control signal applied to the DBR mirror).
With a careful design of the RR perimeter, the small tuning window (0.45 nm) is
sufficient to obtain a wavelength sweep over one FSR for ring 1. The power at the
output is measured by an integrated full absorbing photo detector.
The measured power transmission ratios are PTR1 = 4.2 dB and PTR2 = 7.8
dB, which, by solving equation (4.18) for the notch ring or by using Figure 4.11
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Figure 4.20: Comparative table of the principal ring configurations. The three
configurations use the same 2x2MMI coupler.

(b), correspond to τ 2
1 = 0.846 (0.73 dB) and τ 2

2 = 0.743 (1.3 dB) round trip
loss respectively. Considering the ring length difference ∆L = 0.2 cm it is straight

forward to calculate the propagation loss α = 1
∆L

ln(
τ2
1

τ2
2
) = 0.65cm−1 (2.82 dB/cm).

Which corresponds to an MMI excess loss of I2 = τ 2
1,2/αring1,2 = 0.929 (0.32 dB). In

this calculation we assumed that the propagation loss experienced in the straight
and curved waveguides is the same.
A dedicated test structure for measuring excess loss and imbalance of 2x2MMIs
was included in the chip, see Figure 4.18 (b). The excess loss of the 2x2MMI,
measured on these test structures was found to be in the range 0.3-0.5 dB over
the C-band which is in good agreement with the results obtained by the RRs.
For the imbalance the measurement showed 0.1-0.2 dB. Using these values for the
excess loss and imbalance of adjacent MMIs, ∆I2 = 0.04 and IM2 = 0.04, the
accuracy becomes: ∆α = 0.11 (0.5 dB/cm). So the measured propagation loss is
α = 2.82± 0.25 dB/cm.
The integrated monitor and the integrated output detector are used for a relative
measurement of the power of the integrated tunable laser, therefore, no absolute
calibration of the splitting MMI or of the monitor detector is needed.
A similar test module was present in a wafer that due to some processing problems
suffered high losses. Nonetheless the integrated RR with a perimeter of 5.2 mm (4
times larger than the smallest ring perimeter possible), under the same working
conditions as the one previously described, showed a PTR of 5.5 dB which cor-
responds to 1 dB/cm or 15.5 dB/cm propagation loss depending whether we are
on the lower or higher side of the critical coupling. From the low quality factor
of the ring transmission, see Figure 4.19 (b), the 1 dB/cm propagation loss was
discarded. A very similar value of propagation loss was measured in an alternative
test structure present on the same test cell. This example shows the versatility
of the integrated ring resonator test module in measuring propagation loss over a
large range.
In Figure 4.20 a comparison of the RR configurations in terms of footprint and
measurement accuracy for a typical ring perimeter of 0.25 cm and loss α = 3
dB/cm is shown. The best configuration in terms of accuracy is the double notch
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ring, whereas in terms of footprint the single notch and the add-drop are better.
A considerable part of the footprint is due to the integrated DBR laser, see Figure
4.18 (a). The gain in terms of measurement accuracy obtained with the double
notch ring is several times larger than with the other methods with only a small
price in footprint. Therefore, this is our method of choice for on-wafer propagation
loss determination.
In the single notch configuration two propagation loss values correspond to every
measured PTR. Data interpretation is needed to choose the correct propagation
loss. In the double notch configuration two values of the propagation loss cor-
respond to each of the rings but only two of the solutions are consistent. The
add-drop configuration has only one solution for any measured PTR.

4.4 Conclusions

In this chapter we first analyzed in detail the well-known Fabry-Perot measurement
method in terms of measurement accuracy. We found that higher order modes
exited due to a non-optimal input coupling or at imperfections in the waveguides
or junctions on the chip can lead to a large measurement error if measured at
a wrong wavelength window. A large improvement in measurement accuracy is
obtained if the power at the output is collected with a (lensed) single mode fiber
which filters out the first order mode. The presence of intracavity reflections affect
the FP method too. We analyzed the dependence of the measurement accuracy
on the position and strength of the intracavity reflections.
Further, we demonstrated for the first time on-wafer propagation loss measure-
ments using an integrated tunable light source, a photo detector, and a ring cavity.
The test module was fabricated in an MPW run in an InP-based foundry process.
This measurement method uses electrical probing rather than optical coupling
with lensed fibers and is, therefore, faster and more reproducible. It can be car-
ried out with a current and a voltage source avoiding expensive equipment such
as optical spectrum analyzers, tunable lasers and power meters and, moreover, it
can be done earlier in the PIC processing, i.e. before cleaving the wafer. Experi-
mental data show that this method is consistent with other classical methods as,
for example, the Fabry-Perot measurement method. It can be applied to measure
propagation loss from 1-2 dB/cm up to 15 dB/cm or higher. An accuracy analysis
was carried out for different ring configurations. The analysis identified the MMI
excess loss error and MMI imbalance as the main factors degrading propagation
loss measurement accuracy. The accuracy is dependent on the ring configuration
and the propagation loss. The best ring configuration in terms of accuracy is the
double notch ring with ∆α = ±0.25 dB/cm. Its results compare well with data
measured with the Fabry-Perot method. The Fabry-Perot method depends on
prior knowledge of the facet reflectivity, and it requires cleaved facets and opti-
cal alignment. These draw-backs are avoided with our integrated measurement
approach.
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Chapter 5

Phase Modulation Efficiency
Characterization Methods

5.1 Introduction

The easiest way to encode data to a stream of light is by switching the laser
between its on and off state. This solution, called direct intensity modulation,
however, is not applicable in long range communication systems due to the large
chirp (time dependence of the frequency components of an optical pulse) that is
due to the change in refractive index of the laser when the carrier density changes
[58]. To solve the problem of chirping external modulators can be used.
In the generic foundry approach [22, 23] the phase modulator is a basic building
block responsible for manipulation of the phase of the light, by using an electrical
control signal (voltage or current).
The phase modulator is key component in the advanced modulation formats [59–
61] that are used in high bitrate communication channels. By integrating phase
modulators in a Mach-Zehnder Interferometer (MZI) the phase modulation, pro-
vided by the PM, can be converted into amplitude modulation. The MZI is com-
posed of a power splitter at the input, 2 symmetric arms containing a phase
modulator, and a power combiner at the output. The phase modulation, obtained
in the PM BBB is converted to amplitude modulation by means of constructive
and destructive interference at the power coupler of the MZI.
The most important parameters that characterize a phase modulator are the phase
modulation efficiency Vπ (Iπ), defined as the voltage (current) required to obtain
180 degree phase shift. Often VπL is used instead for taking into consideration
the footprint of the modulator as well. Other parameters are the insertion loss of
the phase modulator, defined as the power attenuation due to the modulator, the
absorption introduced by the phase modulator while operating, the polarization
response of the phase modulator, the bandwidth of the phase modulator etc.
Up to now on-wafer characterization reported in the literature is restricted to
discrete Mach-Zehnders with external sources coupled through a fiber and (some-
times) with integrated detectors [62, 63]. Thus characterization is done in the
mixed electro-optical domain, and accurate optical alignment is required to get
accurate results.
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In this chapter we focus on fully-integrated test modules, suitable for electrical
on-wafer characterization of the phase modulator efficiency. We demonstrate two
novel fully-integrated test modules with a small footprint, that are suitable for
electrical on-wafer characterization of the phase modulation efficiency. They can
be used for wafer validation by guaranteeing phase modulator performance for all
application specific circuits on wafer.
The first test module integrates the classical MZ interferometer with a laser source
and two detectors. The second test module uses a compact ring resonator inte-
grated with a laser source and a detector. The phase modulator is included inside
the ring cavity.

5.1.1 Electro-Optical Effects in InP

Indium phosphide is a good electro-optical material. It possesses several electro-
optical effects that can be used in designing PICs. In this section we describe
them briefly. They can be divided in two main groups: those where the refractive
index change is induced by an externally applied electric field and those induced
by carrier injection.

Electric Field Induced Electro-Optical Effects

When an external electric field is applied to a semiconductor material such as InP
its refractive index changes proportionally to this field.

• If the change in refractive index is linearly proportional to the applied electric
field it is called the linear (Pockels) electro-optic effect [64–66].

• If the change in refractive index is quadratically proportional to the applied
electric field it is called the quadratic (Kerr) effect [66, 67].

The crystalline structure of the material determines which electro-optical effect
is present. In InP both the linear and the quadratic electro-optical effects are
present. The Pockels effect is dependent on the crystallographic orientation of the
phase modulator. The obtained refractive index change can be positive or negative
depending on the orientation of the phase modulator [66]. The Pockels effect is
significantly larger than the Kerr effect but affects only the TE polarization. The
Kerr effect is polarization independent [66].

• The Franz-Keldysh effect involves the bandgap of the semiconductors. Here
the applied electric field changes the refractive index by modifying the bandgap
[66, 68, 69]. The Franz-Keldysh effect is polarization independent.

• The Pockels, the Kerr, and the Franz-Keldysh effects are present in bulk
materials. In a quantum-well material the Quantum-Confined Stark Effect
(QCSE) is responsible for the electro-absorption of the material [66, 71]. The
band gap of the semiconductor changes quadratically with the electric field.
The QCSE is very efficient and it requires, therefore, a small footprint on
the chip [72]. However, it introduces a high absorption. Where a low applied
voltage is required MQW modulators are used that combine the QCSE and
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the linear electro-optical effect [72, 73]. Both the Pockels and the QCSE
effect are polarization dependent.

The speed of the field-induced effects is very high, in the order of ps. The band-
width of the modulators is restricted by the resistance and the capacitance of the
electrodes. In traveling wave configurations the bandwidths can be higher than 40
GHz [66].

Carrier Induced Electro-Optical Effects

The above mentioned effects are due to the change of refractive index induced by
an externally applied electric field. If carriers are injected in an electro-optically
active material several other effects take place

• Free carrier absorption (plasma effect) is induced by carrier injection [66, 74].
The corresponding refractive index change is negative (∆n < 0) for photon
energies below the band gap.

• Bandfilling is another electro-optical effect induced by carrier injection [66,
75]. The refractive index change is also negative for photon energies below
the band gap (∆n < 0).

• The last carrier induced effect is the band gap shrinkage [66, 76]. In this case
the refractive index change is positive (∆n > 0) for photon energies below
the band gap.

The Kramers-Kronig relations describe a universal relationship between the real
and imaginary parts of the refractive index. They can be used to determine the
real part of the refractive index given the absorption coefficient of the material for
a certain wavelength band or vice versa [66, 70].
The speed of the carrier induced effects is restricted to a few GHz by the carrier
recombination time which is in the order of ns. However, local heating by the
injected current will contribute significantly to the induced phase change and will
strongly reduce the switching speed, because thermal effects occur on a ms time
scale.

5.1.2 Thermo-Optical Effects

Locally heating a waveguide is a very efficient way of changing the refractive index.
The refractive index increases with increasing temperature [77]. The temperature
induced refractive index change has a time constant in the order of ms, dependent
on the waveguide geometry, which makes it not suitable for high speed operation
[66].

5.2 On-wafer Phase Characterization Based on

Mach-Zehnder Interferometer

The first test module that we propose for characterizing phase modulation effi-
ciency on-wafer is based on the Mach-Zehnder interferometer. This module was
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Figure 5.1: Schematic of the Mach-Zehnder interferometer that converts the
phase modulation into amplitude modulation. The phase modulation is realized

by a phase modulator present at one of the arms of the MZI.

Figure 5.2: Mask layout in (a), and microscope photograph in (b) of the
realized test module dedicated to on-wafer phase efficiency measurements.

tested in an MPW run by the company SMART Photonics (Smart 9 run). Its
schematic is shown in Figure 5.1.

5.2.1 Test Module Design

The mask layout of the developed test module is shown in 5.2 (a), and the micro-
scope photograph in Figure 5.2 (b). It features an integrated coupled cavity laser
described in Section 3.4 [43], two integrated photo detectors, a Mach-Zehnder in-
terferometer, and two phase modulators. The length of the phase modulator can
be chosen arbitrarily. We chose a length of 1 mm as a good trade-off between a
small footprint and an acceptable applied voltage for obtaining at least π phase
change.
The waveguide composition of the phase modulator is bulk InP Q(1.25) which
introduces a small electro-absorption at the operating wavelength of 1.55 µm [22].
The phase modulator in this technology exploits the carrier induced effects and
the linear electro-optical effect [78].
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Figure 5.3: On-wafer characterization of phase modulation efficiency for ap-
plied reverse bias. In blue the bar and in red the cross output of the MZI.

The integrated source provides the light that is coupled through the power split-
ter to the interferometer. By applying an electrical control signal to the phase
modulator a phase change is obtained. The interferometric structure converts the
phase modulation into amplitude modulation in both output waveguides through
constructive and destructive interference in the combiner. The output waveguides
are coupled to the integrated detectors.
The power splitter and combiner of the integrated Mach-Zehnder based test mod-
ule are realized as 2x2Multimode interference couplers because of their robustness
to fabrication tolerances and their sufficiently large bandwidth [53, 54]. At the
other input of the splitter a waveguide connected to the facet of the chip provides
external access to the test module. The external input is used to increase the
testability of the test module and compare the integrated on-wafer measurement
with classical optical measurement.
To measure the phase modulation efficiency, the laser operating wavelength is
kept constant while a phase sweep is performed at the modulator. The typical
MZ transmission is measured at the detectors. The phase shift between maximum
transmission and the consecutive minimum transmission is π.

5.2.2 Experiments

To characterize the phase in the electrical domain the integrated laser is biased
above threshold by pumping 70 mA (35 mA at each SOA). Stable single-mode
operating regime for the integrated laser requires a stable operating temperature
that is achieved by using a temperature controller during on-wafer measurement.
During measurement the temperature was set at 18◦C. To fully absorb the in-
coming light at the integrated detectors fabricated in SMART Photonics a reverse
biased of −2 V should be applied. Sweeping the modulator bias (and keeping
the laser operating wavelength stable) the typical MZI transmission, measured in
terms of photocurrent at the integrated photo detector, is shown in Figure 5.3.
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To perform this measurement a total of four electrical sources is used, one current
source (biasing the laser), one voltage sources (biasing the phase modulator), and
two current meters (for the cross and bar outputs).
The reverse bias is swept to quite high voltages to be able to measure π phase
modulation. The reverse bias needed to obtain π phase change is Vπ = 13.3 V
which is higher than expected (typical switching voltages for a 1 mm long PM in
this technology is Vπ = 10 V). Another anomaly is the large offset of the switching
curves (the minimum of the bar output should be at 0 V, instead of −8.2 V). Both
anomalies are to be attributed to the not sufficient etching of the devices which is
particularly critical at the MMIs. If the input waveguides of the 2x2 MMI-couplers
are not sufficiently etched the input fields couple to each other. The coupled input
fields of the waveguides are responsible for an imbalanced splitting of the power at
the two output arms with two main consequences: the switching curves are shifted
(bar output not at the minimum for 0 V biased), and the mode coupling at the
input waveguides imbalances the MZI (the 2 arms of the MZI are not symmetric
anymore). To have good destructive interference both arms should have the same
power and opposite phase. If imbalance is present in the arms of the MZI (due
to coupled inputs of the MMIs in our case) the destructive interference cannot
be complete, even though a π phase modulation is achieved. This translates in
a low extinction of the MZI. In Figure 5.3 the extinction is better at the second
dip due to the fact that the high applied reverse voltage introduces the needed
insertion loss to one of the arms to balance the power to that of the other arm.
The not sufficient etching at the input of the 2x2 MMIs was confirmed by SEM
photographs and the imbalance by BPM simulation in OptoDesigner.
With the MZI based test module insertion loss of the phase modulator is not easy
to measure, whereas absorption is limited since there is no noticeable power drop
at the PDs at high applied voltages.
The measurement was repeated applying a forward bias to the phase modulator.
The switching curves recorded with the integrated laser source, while forward
biasing one of the phase modulators of the MZI are shown in dotted (cross in red
and bar in blue) in the Figure 5.4.
Next we repeated the measurement with an external laser source (Agilent HP
8168A), which was coupled with a lensed fiber to the external input shown in
Figure 5.2. The photo current, measured at the PD while forward biasing one of
the phase modulators, is shown in solid in Figure 5.4. The switching curves of the
electrical measurement are shifted by 5.28 mA, to compensate for the imbalance
of the MZI. From the switching curves of both measurements a current needed
to obtain a π phase modulation of Iπ = 12.8 mA is obtained. The good match
in terms of the optically and electrically measured Iπ, despite the considerable
imbalance of the MMIs, confirms the goodness of the integrated CCL and its
validity when used in such a test module. No difference in MZI transmission is to
be attributed to the different source used (integrated or external). The different
extinction for the different nulls is again to be attributed to the imbalanced MMI.
When forward biasing the phase modulator the phase change is caused by car-
rier induced effects, that mainly reduce the refractive index, and local heating
that increases the refractive index. These effects have opposite signs. Given the
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Figure 5.4: On-wafer characterization of phase modulation efficiency for ap-
plied forward bias using an internal laser source (dotted) and an external one

(solid). In blue the bar and in red the cross output of the MZI.

Figure 5.5: Schematic of the ring resonator test module that converts the
phase modulation into amplitude modulation. The phase modulation is realized

by the phase modulator inside the ring cavity.

composition of the phase section Q(1.25), however, the phase switching is to be
attributed mainly to the thermo-optic effect.
The Mach-Zehnder based test module has a footprint of approximately 2 mm2.

5.3 On-wafer Phase Characterization Based on

Ring Resonator

The second test module that we investigated for characterizing phase modulation
efficiency on-wafer is based on a ring resonator cavity. This test module was
included at the PARADIGM run 2 at Oclaro. Its schematic is shown in Figure
5.5.

5.3.1 Test Module Design

The test module is shown in Figure 5.6. It features an integrated tunable DBR
laser, an integrated photo detector, a high sensitivity ring cavity, and a phase
modulator inserted inside the ring resonator. The length of the phase modulator
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Figure 5.6: Microscope photograph of the realized test module for on-wafer
phase efficiency measurements.

can be chosen arbitrarily. We chose a length of 500 µm as a good trade-off be-
tween a small footprint and an acceptable applied voltage for obtaining at least
2π phase change, which corresponds to one free spectral range in the ring trans-
mission spectrum. The ring perimeter, 2.5 mm, is chosen accordingly. It is the
minimum perimeter sufficient to insert a phase modulator of 500 µm and respect
the minimum bending radius which in this technology is 150 µm.
The phase modulator is a passive waveguide with the core composed of a multi
quantum well, so the highly efficient quantum-confined Stark effect is present
[71]. The same waveguide structure is used in the modulator and the passive
waveguides. The ring cavity is coupled to the DBR laser and detector through a
2x2 Multimode interference coupler. The DBR laser, as shown in Figure 3.5, has
a continuous tuning capability of 0.4 nm by injecting current at the phase section.
The 2x2 Multimode interference coupler is chosen for its robustness to fabrication
tolerances [53, 54].
Due to the orientation of the phase modulator perpendicular to the major flat
(parallel to the laser) the linear electro-optic effect is subtracted from the QCSE
thus reducing the overall modulation efficiency. If the phase modulator is posi-
tioned parallel to the major flat both electro-optical effects, Pockels and QCSE,
add-up resulting in a higher overall efficiency. The former orientation is chosen
because of space constraints on the chip. With the current test module we charac-
terize phase modulation efficiency for PM positioned perpendicular to the major
flat. If the phase modulation efficiency needs to be characterization for the PM
oriented parallel to the major flat another test module should be included in the
test cell with as consequence a larger overall test cell.
To measure the phase modulation efficiency, the laser operating wavelength is
kept constant while a phase sweep is performed with the modulator. The typical
ring transmission is again measured at the detector. The phase shift between one
resonance (minimum transmission) and the consecutive antiresonance (maximum
transmission) is π radians.
An added benefit of this test module is the potential to characterize propagation
loss too as shown in Chapter 4.

5.3.2 Experiments

To characterize the phase in the electrical domain the integrated laser is biased
above threshold by pumping it with 25 mA (Ith = 18 mA), see Figure 3.7 (b).
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Figure 5.7: Ring transmission when the modulator phase is swept. One period
corresponds to 2π phase modulation.

Stable single-mode operating regime for the integrated laser requires a stable op-
erating temperature that is achieved by using a temperature controller during
on-wafer measurement. During measurement the temperature was set at 18◦C. To
fully absorb the incoming light at the integrated detectors fabricated in Oclaro a
reverse biased of −5 V should be applied. Sweeping the modulator bias (and keep-
ing the laser operating wavelength stable) the typical ring transmission, measured
in terms of photocurrent at the integrated photo detector, is shown in Figure 5.7.

In Figure 5.7 the measured phase shift is plotted with a quadratic fit as a function
of the applied reverse bias voltage. The quadratic function is typical for tuning
with the quantum confined Stark effect.
The round trip loss is composed of propagation loss, 2x2MMI excess loss, and
modulator induced loss. The reduction in PTR between consecutive resonance
dips as a function of reverse bias is due to the increased absorption in the phase
modulator that, in turn, increases the round trip loss inside the ring. The values
PTR1 = 10.3 dB and PTR2 = 4.2 dB correspond to a round trip loss of 1.6 dB
and 10.3 dB. The 2x2MMI excess loss is I2 = 0.3 dB, whereas the round trip loss
(excluding coupler excess loss) is α2

ring = 0.7 dB as measured in Chapter 4. The
modulator loss is, therefore, 0.6 dB and 9.3 dB, respectively, at the working points
of 8 V and 12.4 V reverse bias. A rapid increase of absorption is measured at high
voltages.
The measurement was repeated by applying a forward bias sweep to the phase
modulator (all the other conditions are kept identical). The measured photocur-
rent is shown in Figure 5.8. In Figure 5.8 the measured phase modulation efficiency
is fitted with a quadratic curve as a function of the applied forward bias.
The PTRs correspond to a round trip loss of 2.1, 2.4, and 2.5 dB. Considering
the same coupler excess loss and waveguide loss, the phase modulator loss is 1.1
dB, 1.4 dB, and 1.5 dB at the corresponding working points of 47.3 mA, 75.3 mA,
and 98.6 mA forward bias.
When applying a forward bias the phase modulation is to be attributed to the
carrier induced effects and thermal effects, which are competing with opposite
signs, reducing thus the overall efficiency. The phase modulation due to carriers
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Figure 5.8: Ring transmission when the phase is modulated with an applied
forward bias.

introduced in the junction has a linear dependence with current, whereas the phase
modulation due to local heating has a quadratic dependence with current. Given
the quadratic fit with current [79] the phase tuning is to be mainly attributed to
thermal effects.
By using an integrated source, be it a coupled cavity or a DBR laser, no higher
order modes or other polarizations are excited. Thus errors related to exciting
the wrong polarization or higher order modes are greatly reduced. The absence
of irregularities in the ring transmission (e.g. double dips or shoulders at the
maximum transmission) gives a high level of confidence that only the fundamental
transverse electric mode is present.
The ring resonator based test module has a footprint of approximately 1 mm2.
Phase modulation efficiency as well as phase modulator overall loss can be ex-
tracted from the ring based test module. Moreover, it needs one electrical signal
less if compared to the MZI based test module. Another added benefit if com-
pared to the MZI based test module is the possibility to use the RR based test
module for both, phase modulation measurement and propagation loss measure-
ment, as shown in Chapter 4. The test modules that we presented, due to space
constrains, could not be implemented at the MPW run of the same foundry, thus a
comparison between the two test modules in terms of phase modulation efficiency
is difficult. Different foundries provide phase modulation by use of different InP
electro-optical effects.
Another useful experiment is to implement the same PM BBB (from the same
foundry) in the two test modules and verify that they both measure the same
phase modulation efficiency. Due to space constrains, however, it was not possible
to do it.
Characterizing on-wafer the phase modulation efficiency for the TM modulation,
will be possible when a polarization converter is integrated in the generic process.

5.3.3 Accuracy Analysis

Different causes may affect the accurate determination of the phase modulation
efficiency curves discussed in the previous section. Given the integrated nature
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Figure 5.9: Ring transmission and phase modulation efficiency when, (in blue)
both, maxima and minima, and (in red) only minima are considered.

of the test module only the fundamental TE polarized mode should be excited.
Satisfying the design rules, such as using a radius not smaller than that advised
by the foundry, and using the proper offset at the junction between a curved
and a straight waveguide guarantees that the mode or polarization conversion
in the curves and junctions is negligible. The well-defined single dips for both
test modules give a high level of confidence that only the fundamental transverse
electric mode is present. Different modes, be it higher order TE polarized mode or
TM polarized mode, have different propagation constant than the fundamental TE
mode, which would be visible in the ring transmission by the presence of multiple
dips or other irregularities.
Extracting the minima and maxima of the ring transmission for determining the
phase vs. voltage (current) efficiency curve can, however, be a source of error.
This is mainly due to the fact that the maximum transmission of low loss ring
resonators is quite flat and, therefore, susceptible to typical power variations of the
laser or local temperature variations which might shift the maximum transmission
affecting the phase vs. voltage (current) curve.
The error in extracting the maxima from the transmission curve of a low loss ring
resonator can be reduced by implementing a ring with a higher round trip loss.
The maximum transmission of such a ring is less susceptible to noise (less flat)
at the expenses though of having a minimum transmission which is less robust to
noise.
Determining the phase modulation efficiency curve only from the minimum ring
transmissions is a more robust phase measurement. The well defined minima are
less susceptible to small power fluctuations of the laser or temperature oscillations.
We use this method to determine the phase modulation efficiency for the forward
bias tuning.
The phase modulation efficiency curves are very similar, see Figure 5.9. However,
considering only minima may lead to too few measured points as in Figure 5.7,
therefore, it is important to determine what is the measurement error in this case.
To do that the two quadratic fitting curves of Figure 5.9 are compared and the
difference in modulation efficiency is calculated.
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The difference in modulation efficiency is in the range ∆φ = 3.2 − 6%. All the
measured points vary with less than 6% from the fitted curve as well.
Another source of error is the minimum voltage (current) step used that might
affect determination of the minimum or maximum. The error due to the limited
step of 0.05 V and 0.1 mA is only 1% and 0.5% of the Vπ, Iπ respectively. This
error, when considering several measurement points, will be small and, therefore,
neglected in the final measurement accuracy.

5.4 Conclusions

In this chapter we report for the first time on-wafer phase measurement test mod-
ules dedicated to generic testing of phase modulators. The two proposed test
modules, Mach-Zehnder based and ring resonator based, use electrical signals only
thus avoiding the time consuming optical alignment and, therefore, speeding up
the overall characterization process.
A very good match between optical and electrical measurements was observed for
the MZ based test module. For the ring-resonator-based test module a good fit
between the phase modulation efficiency and the expected behaviour of the phase
modulator is shown.
The overall footprint of the Mach-Zehnder based test module is 2 mm2, whereas
that of the ring resonator is only 1 mm2. The ring resonator based test module can
be used for on-wafer measurements of phase modulation as well as propagation loss,
reducing thus the overall generic test cell footprint. It also provides an indication
of phase modulator loss during operation.
Comparison of the two test modules in terms of the measured phase modulation
efficiency was not possible since the modules were not present on the same foundry
MPW run.
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Modal Gain Characterization
Method

6.1 Introduction

One of the main basic building blocks within the generic foundry approach is the
Semiconductor Optical Amplifier (SOA). It is the core element in every integrated
laser source. Therefore, its accurate characterization in terms of modal gain is
fundamental to the overall performance of the PIC. The main methods proposed
for measuring modal gain are the Hakki-Paoli [11, 80], the Thomson [81], and
the fitting algorithm method [82]. The draw-back of the Hakki-Paoli method is
the need to measure with high accuracy the modulation depth of the Amplified
Spontaneous Emission (ASE) resonances of a laser cavity that operates below
threshold. For typical chip lengths a very high resolution spectrum analyzer is
needed for resolving the longitudinal modes. The fitting method [82] makes use
of a non linear least square fitting algorithm that calculates the modal gain and
the spontaneous emission for each wavelength from the measured ASE of SOAs
with different length, pumped at the same current density. The draw-back of this
method lays in the large number of SOAs needed, in [82] 26 SOAs were used.
The Thomson method in turn needs only two SOAs with length L and 2L to
determine the modal gain. Our approach is based on the Thomson method. The
novelty of our approach lies in the integration of the SOAs with a wavelength
demultiplexer and an array of integrated detectors. The integration of the SOAs
with the wavelength demultiplexer and a detector array allows for electrical on-
wafer characterization without the need to couple optical signals out of the chip.

6.2 Thomson Method

In Figure 6.1 two SOAs of 200 µm and 400 µm length are shown. At the left output
of the SOAs a photodetector is connected which, when reversely biased, absorbs
the incoming light thus avoiding feedback. The right output of the SOAs exits the
chip through an angled waveguide, to minimize reflections. The ASE, emitted by
the SOAs when forward biased, is collected by lensed single mode fibers, connected
to an optical spectrum analyzer.
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Figure 6.1: SOA pair 200-400 µm long. The photodetectors on the left are
reversely biased during measurement to avoid feedback. The lensed fiber collects

the amplified spontaneous emission.

Figure 6.2: Modal gain curves for varying current densities, 1-10 kA/cm2 for
the 200-400 µm long SOA.

In absence of feedback the modal gain G and the ASE power intensity I are
related by [81]:

I =
ISE
G

(
eGL − 1

)
(6.1)

with ISE spontaneous emission intensity and L the SOA length. The net modal
gain, obtained by comparing the ASE intensity (6.1) emitted from SOAs with
lengths L and 2L when pumped with the same current density, is:

G =
1

L

[
ln

(
I(2L)

I(L)
− 1

)]
(6.2)

By applying (6.2) to the ASE emitted from the SOA pair the modal gain curves
of Figure 6.2 are obtained.

6.3 Test Module Design

The schematic of Figure 6.3 represents the test module for on-wafer gain measure-
ment using the Thomson method. It comprises a multi-section SOA (containing
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Figure 6.3: Schematic of the integrated modal gain test module. It is com-
posed of a multisection semiconductor optical amplifier, a wavelength demulti-

plexer, and an array of integrated detectors.

Figure 6.4: On-wafer gain measurement concept that uses a wavelength de-
multiplexer to sample gain at the wavelengths of interest.

at least a pair of SOAs) as integrated input, a wavelength demultiplexer, and an
array of integrated detectors. The wavelength demultiplexer spectrally resolves
the ASE emitted from the SOA pair into the corresponding integrated detector.
The on-wafer gain measurement concept is shown in Figure 6.4. The different
colors represent the different demultiplexer passbands. The gain curves, obtained
for different current densities (1-10 kA/cm2), are the same as shown in Figure 6.2.
The red dots represent the modal gain values for 10 kA/cm2 current density, to
be measured at the respective filter passband through the implemented on-wafer
electrical method.
The mask layout of the test module is shown in Figure 6.5 (a) and the microscope
photograph of the realized one is shown in Figure 6.5 (b). The multi-section SOA
of the realized chip consists of four cascaded SOAs of different length (200-200-
400-800 µm), electrically isolated from each other, see Figure 6.5. By pumping
different combinations of the four SOAs the following SOA pairs are obtained:
200-400 µm, 400-800 µm, and 800-1600 µm. Ideally only one SOA pair is enough
to calculate modal gain, as shown in Figure 6.2. Here more SOA pairs were used
to compare modal gain measured with different SOA pairs. Light emitted in the
opposite direction is absorbed by the un-pumped SOAs thus preventing unwanted
feedback.
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Figure 6.5: Mask layout in (a), and microscope photograph in (b) of the
realized integrated modal gain test module based on the Thomson method.
The multisection SOA, the arrayed waveguide grating, and the detector array

are indicated in the figure.

For the wavelength demultiplexer we used an Arrayed Waveguide Grating (AWG).
The AWG is widely used in telecom applications. A detailed analysis of the AWG
can be found in [83]. At each of the PDs, connected to the outputs of the AWG,
the modal gain at that wavelength is measured. The external input is included
to characterize the AWG response as will be described further on. The other
multisection SOA (300-500-800 µm) shown in the figure was not used in this
experiment.
We are interested in characterizing the modal gain in the C-band (1530-1565 nm).
An AWG with five channels: a central channel at 1550 nm, and a channel spacing
of 10 nm would cover the full C-band. In order to be less sensitive to shifts of
the gain spectrum we decided to sample the spectrum also beyond the C-band.
The designed AWG has, therefore, five channels with the central one at 1550 nm,
and a channel spacing of 20 nm to best cover the C-band and beyond. Moreover,
for a given FSR, larger channel spacing reduces the footprint. The larger channel
spacing did not affect the the calculated gain. The larger wavelength window,
provided by the 20 nm channel spacing design, offers a more optimal coverage of
the gain curves for the different current densities (gain curves show a significant
blue shift with increasing current density).

6.3.1 Large Free Spectral Range AWG

As already introduced in the previous section, a large free spectral range AWG
is needed to cover the 1500-1600 nm wavelength window. Typical AWG designs
cannot have such a large free spectral range since a very large FSR means a very
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Figure 6.6: Flipped AWG design suitable for very large free spectral range in
(a), and a SEM photograph of the arm array exiting the first free propagation

region of the realized flipped AWG in (b).

small arm length difference in the array, and thus, very closely spaced waveguides.
To overcome this problem a special AWG design is required.
Several designs for large FSR are proposed in literature. In [84] the ”w” shape is
proposed with the path length difference implemented by using a different radius
of curvature. In [85] the proposed AWG layout is the typical rectangular shape
with constant radius for all the arms but different overall arc. The increase in
FSR is obtained by decreasing the arm aperture pitch. In both designs the FSR
cannot be made arbitrary large since at a certain point the array arms are too
closely spaced. An antisymmetric AWG layout, as a mean to increase the FSR
was first proposed in [86]. The path length difference was realized by using arcs
with the same angle but different radius. The same AWG layout and the same
way of achieving the arm length difference was used in [87] for a coarse wavelength
division multiplexing application.
The large FSR AWG of our choice is developed by Bright Photonics [88]. It
overcomes the densely spaced waveguide problem by adding extra arm length
which increases the space between the adjacent arms. This dispersion introduced
by the extra arm length is compensated in the second half of the AWG which is
”antisymmetric” with respect to the first half. With this method an AWG with an
arbitrarily large FSR can be realized. In typical AWG designs the length difference
between arms is realized by having bends with different radius and/or different
total arc. Bends with different radius, however, have a different refractive index,
leading to different optical paths. The change in refractive index as a function
of radius can be predicted and accounted for but may not lead to perfect phase
error cancellation due to simulation inaccuracies and processing tolerances. The
designed AWG has a constant total arc, as well as constant radius for each arm
of the array. The arm length difference is realized only at the straight waveguides
section, making this design less sensitive to process imperfections, thus less phase
errors. Measurement of the AWG transmission, presented in the next section,
confirms the small phase errors of this design. The large FSR AWG design is
shown in Figure 6.6 (a), whereas a scanning electron microscope photograph is
shown in Figure 6.6 (b).

75



Chapter 6. Modal Gain Characterization Method

Figure 6.7: Simulated transmission of the designed large free spectral range
arrayed waveguide grating.

An AWG shape similar to ours, realized in SiON technology for sensing applica-
tions, is proposed in [89].
Due to the periodic nature of the AWG, and the broad wavelength range of the
ASE emission, the adjacent order of the AWG will still capture some ASE power.
This ASE power will be collected by the detectors and, as we will see in the next
sections, reduces the gain measurement accuracy. Therefore, it should be reduced
as much as possible by choosing an AWG with an FSR as large as possible. For
our ASE measurement window (1400-1630 nm) a 240 nm FSR AWG would be
desirable. However, to reduce the AWG footprint an FSR of 160 nm is chosen
and implemented since for a given channel spacing increasing the FSR increases
the AWG footprint. The 160 nm FSR is a good trade-off between measurement
accuracy of the test module and its footprint. The overall footprint of this test
module is 4 mm2. The transmission of the designed AWG is simulated with a
Beam Propagation Method (BPM) module of OptoDesigner Phoenix Software,
and shown in Figure 6.7.

6.4 Accuracy Analysis

The large FSR AWG and the PD array, that comprise the on-wafer test module
for characterizing the SOA modal gain, have a non-ideal behavior which affects
the modal gain measurement accuracy. To quantify the measurement accuracy we
focus on AWG related error sources, and on PD response related error sources.
Also the SOAs have reproducibility limits as we saw in Section 3.2. In the next
sections these error sources are analyzed.

6.4.1 SOA Related Error Sources

Even though the test module that we propose in this chapter is meant to char-
acterize the SOA performance in terms of modal gain the SOAs themselves can
introduce uncertainties and measurement errors. In this section we analyze how
the reproducibility limits of the SOA-PD structure affects the gain measurement.
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In Section 3.2 we showed that the Integrated Source Detector structure has a
reproducibility limit of 0.4 dB (the worst wafer, see Figure 3.2 (a)). The 0.4 dB
was the upper variation limit from the average of any ISD structure. This limit
was determined while characterizing 40 ISDs under the same operating conditions:
a forward bias ranging from 1-10 kA/cm2 in 10 steps applied to the SOAs, and 0
V bias applied to the PDs, that absorb more than 95% of the incoming light. The
same operating conditions are used in this chapter.
The reproducibility limit of 0.4 dB corresponds to less than 10% variation in
ISD transmission. While changing the applied bias of the PDs and/or the current
density of the SOAs no significant variation of the ISDs performance was measured.
However, we have little information on how this power variation is distributed over
the spectral window.
We assume that the 10% variation in ISD transmission is the same over the mea-
surement wavelength window. Therefore, at each of the five AWG channels there
is in first approximation an average error of 10%. Applying to equation (6.2) a
10% higher value to the measured ratio I(2L)/I(L) the error in modal gain is
within the range ∆G = 6.5− 7.6cm−1 for the current densities 3-7 kA/cm2. This
value, as we will see in the next sections, is quite high and comparable to the
largest error source due to the central wavelength shift of the AWG, see Section
6.4.2.3.
The 10% transmission difference is quite high and introduces a significant error in
calculating modal gain. This modal gain error due to the reproducibility limit of
the ISDs does not only affect the integrated measurements, it affects the classical
Thomson method too. During integrated measurements, however, the inclusion
of a test module that comprises several ISDs, as the ones shown in Figure 3.1,
is helpful in determining the accuracy resolution that is achievable in that wafer.
In our case on the wafer W150-1 processed at SMART Photonics, the ISDs have
a reproducibility limit of 0.4 dB, see Figure 3.2 (a) which translates into a gain
measurement accuracy not better than 7.6 cm−1. However, in wafer W150-3, see
Figure 3.2 (b), the ISDs reproducibility limit is 0.2 dB which translates in a better
gain measurement accuracy of approximately 4 cm−1.

6.4.2 AWG Related Error Sources

The AWG is a complex optical component described by many parameters. We
focus here on those parameters that mostly affect the modal gain measurement
accuracy. These parameters are:

1. crosstalk : defined as the difference between the maximum transmission of
an AWG channel and the crosstalk floor.

2. roll-off : defined as the insertion loss of the outer channels with respect to
the central one.

3. central wavelength shift : defined as the difference between the designed and
the measured AWG central wavelength.

4. Free Spectral Range of the AWG : defined as the AWG periodicity in the
wavelength domain.
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Figure 6.8: Measured ASE of a 400 µm long SOA and the simulated trans-
mission of an AWG channel in (a), and optical power density collected by the

real filter in (b).

In the following sections we analyze these parameters and their effect on the mea-
surement accuracy.

6.4.2.1 AWG Crosstalk

To calculate the modal gain at a specific wavelength ideally a very narrow filter,
centered at the wavelength of interest, that samples the ASE at that specific
wavelength is needed. Such an optical filter, however, does not exist. In Figure
6.8 (a) the simulated response of one of the AWG outputs, and the measured
ASE from a 400 µm long SOA pumped at 5 kA/cm2 are shown. The AWG
crosstalk, defined as the difference between the maximum AWG transmission and
the crosstalk floor, is shown too. Typical AWG crosstalk values are in the order
of −20 dB to −30 dB.
The ASE power, after being filtered by the corresponding AWG channel, is ab-
sorbed by the respective PD. The PD absorbs all the incoming light over a broad
wavelength range, including spectral crosstalk, therefore, it is clear that crosstalk
is detrimental to the measurement accuracy. To quantify the crosstalk induced
modal gain error we first calculate the ASE power that is collected by the respec-
tive AWG channel and absorbed by the detector.

Ii =

∫
(ASEmeas · Ti)dλ i = 1, ..., 5 (6.3)

with Ti the simulated AWG channel transmission. In (6.3) the assumption of an
ideal detector is made with the PD absorption constant at each wavelength. We
deal with the detector induced gain error later on in this chapter. In Figure 6.8 (b)
the ASE spectral power, absorbed by the PD, is depicted in green. The crosstalk
floor is 30 to 40 dB less than the max transmission of the AWG channel but
it extends over a large wavelength region, therefore, the power absorbed by the
detector due to crosstalk cannot be neglected. Ii(2L) and Ii(L), calculated through
equation (6.3), is the total ASE power absorbed by the PD when the SOAs with
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Figure 6.9: Crosstalk induced gain error at the AWG output wavelengths
calculated for different current densities.

lengths L and 2L are pumped at the same current density. To calculate the modal
gain from the filtered ASE equation (6.2) is used.
We define the crosstalk induced gain error ∆Gxtalk as the difference between the
optically measured ideal modal gain G(λ) at the measured wavelength, calculated
with equation (6.2) and shown in Figure 6.2, and the estimated gain Gest calculated
at the wavelength of the AWG passbands using equation (6.3).

∆Gxtalk = G(λ)−Gest (6.4)

where from G(λ) only the modal gain at the wavelengths that correspond to the
AWG passbands is considered.
The crosstalk induced gain error according to equation (6.4) is plotted in Figure
6.9. For Gest we neglect crosstalk effects from adjacent orders, which are discussed
in Section 6.4.2.4. In Figure 6.9 the crosstalk induced gain error is calculated at all
the AWG output wavelengths and for different current densities (1-10 kA/cm2).
This gain error is calculated for the 200-400 µm long SOA pair. Similar values
apply for the 400-800 µm long pair.
The crosstalk induced gain error is small, up to a few percent of the maximum
gain, and only weakly dependent on the wavelength since crosstalk itself has a
small wavelength dependence.

6.4.2.2 AWG Roll-off

The far field of the array waveguide gratings has its maximum intensity at the
central channel receiver. This focal field intensity drops while moving towards the
outer channel receivers. This intensity drop is often called roll-off. An AWG where
the FSR is equal to the channel spacing times the number of channels is called a
cyclic AWG.
For large numbers of AWG channels channel 1 of main order and the virtual
channel N + 1 of the next order will experience similar loss (with N the total
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Figure 6.10: Simulated AWG transmission with in evidence the roll-off of the
outer channel. The non roll-off ideal channel five is shown in red whereas the

one with roll-off is shown in black.

number of channels), each of them has at least 3-dB excess loss relative to the
central channel [83].
Our AWG is not a cyclic one, which helps reducing the gain error due to reduced
ASE contributions from the secondary grating orders, as we will see in the next
sections. In Figure 6.10 the BPM simulation of the 160 nm FSR AWG, introduced
in the previous sections, is shown again with the focus on the outer channel roll-off.
Here linear units are used to make the roll-off better visible. As expected roll-off
in our AWG is smaller than in a cyclic one.
Different AWG passbands filter different amounts of ASE power, which lead to
errors when calculating modal gain. To quantify the modal gain error induced
when using an AWG affected by roll-off we proceed as in the previous section by
calculating the ASE power, collected by the outer channel in case it is not affected
by roll-off, and absorbed by the respective PD

Iideal i =

∫
(ASEmeas · Tideal i)dλ i = 1, ..., 5 (6.5)

with Tideal i the simulated AWG channel transmission without roll-off, in Figure
6.10 channel 5 in red. The assumption of ideal PD response in (6.5) is again
made. Iideal i(L) and Iideal i(2L), calculated through equation (6.5), is the total
ASE power absorbed by the PD when SOAs with lengths L and 2L and filtered
by non roll-off AWG channels, pumped at the same current density. To calculate
the modal gain from the filtered ASE equation (6.2) is used.
We define the roll-off induced gain error ∆Gideal as the difference between the
estimated modal gain Gest, obtained from equations (6.3) and (6.2), and the one
without roll-off Gideal, obtained from (6.5) and (6.2)

∆Gideal = Gest −Gideal (6.6)

where for Gest the ASE from adjacent order was neglected as in the previous
section. In Figure 6.11 the roll-off induced gain error is calculated at the AWG
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Figure 6.11: AWG roll-off induced gain error at the AWG outer channels
calculated for different current densities.

output channels 4 and 5 for current densities 1-10 kA/cm2. The gain error at
channels 1 and 2 is similar to the one in channels 4 and 5 due to the symmetry of
the AWG passband with respect to its central channel. In Figure 6.11 the roll-off
induced gain error is calculated for the 400-800 µm long SOA pair. Similar values
are found for the 200-400 µm long pair.
The gain error is similar in channel 4 and 5 even though the AWG roll-off in
channel 5 is more severe than in channel 4. From Figure 6.11 it can be seen that
roll-off induced gain error is hardly dependent on current except for low current
densities. As to be expected the roll-off induced gain error is very small since the
AWG passband difference is canceled out when calculating gain, therefore, it does
not present a major issue when the total gain error is calculated.

6.4.2.3 Central Wavelength Shift

The central wavelength shift of an AWG is difficult to control. It is mainly due to
variations in waveguide width and layer stack thickness during processing. Sta-
tistical data from the last MPW runs processed in our InP generic integration
technology show a central wavelength shift up to 5 nm compared to the design
value.
Since the whole AWG transmission shifts with the central channel wavelength this
wavelength shift would not be a problem if a calibration of the AWG could be
done before hand or a better knowledge on the AWG central wavelength shift
from one MPW run to the other was present. However, the test module that we
propose is meant to be used for on-wafer gain measurement, thus a calibration is
not possible.
In this section we translate the wavelength shift of the gain curves due to the cen-
tral wavelength shift of the AWG into a modal gain error per each AWG channel.
By doing so we uniform the way we calculate the modal gain error for the different
error sources. This uniformity allows us to compare the gain error sources and
estimate the overall gain error.
In Figure 6.12 the concept of gain measurement is illustrated together with a visual
explanation of the wavelength shift induced gain error. In solid the five AWG
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Figure 6.12: Simulated AWG transmission and optically measured modal
gain. The solid curves are the ideal AWG passbands (no central wavelength
shift), and channel 4 with a 10 nm blue shift is shown in dashed. The red dots
represent the modal gain that is measured by the ideal channel 4 and by the 10

nm blue shifted one.

passbands (without central wavelength shift) are shown, and in dashed channel 4
is shown with a 10 nm blue shift. The other channels have the same shift but are
not shown for clarity.
The gain has a zero slope at its peak, therefore, for a small AWG wavelength shift,
at the corresponding AWG channel a zero gain error should be present. As can
be seen from Figure 6.12 an AWG wavelength shift leads to sampling the gain at
different wavelengths, thus leading to an error in gain measurement.
To analyze how much a typical AWG central wavelength shift affects the gain mea-
surement we calculate the ASE power that is collected by the respective AWG
channel, which is wavelength shifted by δλ with respect to the ideal AWG trans-
mission.

Iδλi =

∫
(ASEmeas · Ti(λ− δλ))dλ i = 1, ..., 5 (6.7)

with Ti (λ− δλ) the i-th AWG passband shifted over δλ. From the ASE intensity
(6.7), and (6.2) the modal gain is calculated. We define the central wavelength
shift induced gain error ∆Gδλc as the difference between the modal gain calculated
with the ideal AWG transmission, obtained from (6.3) and (6.2), and the one with
shifted AWG passband, calculated from (6.7) and (6.2)

∆Gδλc = Gest −Gδλc (6.8)

To quantify the central wavelength shift induced gain error eq. (6.8), and Gest

for an infinite FSR AWG is used. In case of a central wavelength shifted AWG
the wavelength dependence of the gain curve is of primary importance for the
measurement error. In Figure 6.13 the central wavelength shift induced gain error
is calculated for the 200-400 µm long SOA pair at a current density of 5 kA/cm2

(typical value for biasing SOAs). Similar errors are obtained for the 400-800 µm
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Figure 6.13: AWG central wavelength shift induced gain error calculated for
different wavelength shifts at all the output channels.

long SOA pair and different current densities, they are not shown. As can be seen
from Figure 6.13 the outer channels have a larger gain error since the gain curve
has a larger slope. As already mentioned the maximum AWG central channel shift
in our technology is up to 5 nm, which causes a modal gain error of a few percent
with respect to the peak gain at the central wavelengths and up to 13 % at channel
5. In Figure 6.13 the errors are shown for blue shifts up to 10 nm. In case of red
shift similar values are found, with an opposite sign.

6.4.2.4 Adjacent AWG Orders

Adjacent grating orders of the AWG collect ASE power too. The ASE power
collected from the adjacent grating orders is added to the ASE power from the
main grating order and absorbed by the detector. We have no means to distinguish
which part of the photocurrent is due to ASE collected from the main grating
order and which part is due to the adjacent ones. Therefore, the ASE power
collected by adjacent grating orders is causing an error in the on-wafer modal
gain measurement. Given the ASE intensity drop in the 1400 nm and 1600 nm
wavelength region, an FSR of a few hundred nm would bring down the gain error
to a few percent, comparable to the other measurement uncertainties. Increasing
the FSR however, for a given channel spacing, increases the AWG footprint, thus
a trade-off between footprint and modal gain accuracy should be made. In Figure
6.14 the effect of the finite FSR (smaller than 200 nm) on the collected ASE power
from the adjacent grating orders is shown. The FSR induced gain error can be
calculated with similar formulas as in the previous sections. We analyze the finite
FSR induced gain error together with that of the PD response related gain errors
since, as we show in the next section, they are very similar errors, and therefore,
their analysis can be combined.

6.4.3 PD Response Error Sources

The photo detector response is another parameter to be considered when calcu-
lating the overall gain measurement accuracy. In Figure 6.15 the simulated AWG
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Figure 6.14: Figures on the left show the ASE for the 200 µm long SOA at
5 kA/cm2 together with the AWG transmission for 160 nm, 200 nm, and 240
nm FSR. Figures on the right show the ASE spectrum filtered by the AWG

channels. The effect of a small FSR is clearly observed.

transmission response and the measured PD absorption response are shown.
To measure the PD response, shown in Figure 6.15, TE polarized light was coupled
in the PD access waveguide through a lensed fiber. The lensed fiber was connected
to a HP tunable laser (Agilent 81600B), which covers the wavelength range 1440-
1640 nm. The photo current, collected by the PD (biased at 0 V), was recorded

Figure 6.15: Simulated AWG transmission and measured PD response.
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during a full wavelength sweep. The recorded photo current was corrected for the
laser peak power drop (laser peak power is not constant over the whole wavelength
range). To extend the PD response to shorter wavelengths, and match it with the
1400-1630 nm range of the ASE (measured with an ANDO AQ-6315A Optical
Spectrum Analyser), the final PD response was extrapolated for the range 1400-
1440 nm using a second order polynomial fit in the 1440-1500 nm.
The photocurrent, for a given wavelength, is proportional to the incident optical
power. The quantum efficiency, defined as the ratio between the number of gen-
erated electron-hole pairs and the number of photons, is wavelength dependent
(varies with photon energy). So is the responsivity, defined as the photocurrent
generated per unit optical power. The photodetector response, shown in Figure
6.15, is the normalized photocurrent. The drop in PD response at short wave-
lengths is due to the quantum efficiency, and to the increased photon absorption
near the junction between the waveguide and the photodetector. For short wave-
lengths the absorption coefficient is higher thus light penetrates less in the active
area, and as a consequence is absorbed near the waveguide-detector junction. Close
to the junction the recombination time is shorter (plenty of recombination centers)
thus more photo carriers recombine non-radiatively [44]. The quantum efficiency
drop has a linear dependence on the wavelength. For the overall photocurrent drop
at short wavelengths, a quadratic fit, that takes into account increased absorption
at the device edge too, is more appropriate.
The drop at long wavelengths is due to the bandgap of the absorbing material
used in the PD, which is a multiquantum well with a composition such that the
band edge is at a wavelength of 1.55 µm. The PD was biased at 0 V for reducing
the PD dark current. Another benefit of the 0 V biased PD is the strong cut-off
in absorption at longer wavelengths. The secondary grating order, centered at
1700 nm, is thus reduced by at least −25 dB. If a higher reverse bias voltage is
applied the band edge shifts towards longer wavelengths, thus ASE absorption at
the secondary grating order is larger, which reduces our measurement accuracy.
In Figure 6.16 the simulated AWG transmission for 160 nm, 200 nm and 240
nm FSR, the ASE collected by the simulated AWGs, and finally, the measured
ASE collected by the simulated AWG transmissions and absorbed by the PDs are
shown. The ASE curve is measured for a 200 µm long SOA pumped at 5 kA/cm2,
whereas the PD response is obtained for 0 V bias. The AWG simulation is done
for an FSR of 160 nm, 200 nm, and 240 nm. In this way we are able to distinguish
between the finite FSR related gain error and the PD response related one. It is
clear that the error introduced by channel 4 and 5 of the adjacent grating order, is
reduced by the reduced PD responsivity at those wavelengths. This is even more
clear if the 200 nm FSR AWG is considered. Channel 5 at the adjacent grating
order is reduced by at least 5 dB when the PD response is considered.
To analyze the effect of the PD response and of the finite FSR on the gain error
quantitatively we take into account the typical PD response and AWGs with three
different FSRs: 160 nm, 200 nm, and 240 nm. The adjacent grating order of the
240 nm FSR AWG is outside our measurement window. The ASE power collected
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Figure 6.16: Simulated AWG transmission, ASE collected power from AWG
transmission, and ASE collected power from AWG transmission and absorbed

by PD for respectively 160 nm, 200 nm, and 240 nm FSR AWG.

by the AWG and absorbed by the PD is given by

IDi =

∫
(ASEmeas · Ti ·D)dλ i = 1, ..., 5 (6.9)

with D the typical PD transmission at 0 V, which is a function of wavelength.
From the ASE intensity in (6.9) and (6.2) we calculate the modal gain, GD−FSR.
The PD response and finite FSR induced gain error ∆GD−FSR is defined as the
difference between the modal gain calculated with the ideal AWG transmission,
obtained from eq. (6.3) and (6.2), and the one when the typical PD response is
taken into account, calculated from (6.9) and (6.2)

∆GD−FSR = Gest −GD−FSR (6.10)

In Figure 6.17 the finite FSR and PD response induced gain error is calculated for
the AWGs with 160 nm and 200 nm FSR. We use these values to calibrate the final
gain measurement curves. The gain error is calculated for the 200-400 µm long
SOA pair with the current density 5 kA/cm2. Similar values are found for the 400-
800 µm long pair SOA and for other current values. A fourth order polynomial fit
is used to estimate the gain error at intermediate wavelength points. The fourth
order polynomial takes into account the quadratic behavior with wavelength of
both, the PD [44], and the ASE [90] when they are considered together in equation
6.9.
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Figure 6.17: Gain error comparison between the Reference (infinite FSR),
when only ASE is considered, and when both ASE and PD response is consid-

ered, (a) for a 160 nm FSR and in (b) for a 200 nm FSR.

For an AWG with an FSR of 160 nm the gain error at the edge of the C-band is
7 cm−1, see Figure 6.17 (a). This gain error is systematic, therefore, we avoid it
by calibrating the final gain measurement. The gain error fro which we have to
calibrate reduces further if an AWG with a larger FSR is considered, see Figure
6.17 (b). An AWG with a larger FSR, however, has a larger footprint.

6.4.4 Final Measurement Accuracy

Crosstalk, roll-off, FSR, and photo detector response are well defined properties of
the individual components, thus the gain error that they cause is a systematic one
and can, therefore, be accounted for. After quantifying the individual systematic
gain error sources, we add them up and compensate for them during electrical
on-wafer characterization.
The other two error sources, namely the reproducibility limit of the ISDs and the
AWG central wavelength shift cannot be predicted, and therefore, their effect on
the overall measurement accuracy is calculated. The ISD related error is wave-
length independent, whereas the AWG central wavelength shift error is wavelength
dependent. Therefore, the overall gain measurement accuracy is wavelength de-
pendent. Its dependence on wavelength is as follows:

• At the maximum gain region the gain measurement error is almost entirely
due to the ISD related errors (the gain measurement error related to the
central wavelength shift of the AWG is in the order of 0-1 cm−1, therefore
negligible in the calculation of the overall gain measurement error, see Figure
6.13). The measurement accuracy of the proposed test module is, therefore,
in the order of 4 cm−1 (7.6 cm−1 for wafer W150-1).

• At the long wavelength edge of the C-band (1570 nm) the measurement ac-
curacy is affected not only by the reproducibility limit of the ISDs but also
by the central wavelength shift of the AWG. A 5 nm shift, the maximum
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observed in our technology, corresponds to 5 cm−1 gain variation, see Fig-
ure 6.13. By considering the two uncertainties statistically independent on
each other and applying equation (4.25) the measurement accuracy of the
proposed test module at the edge of the C band is 6.4 cm−1.

The AWG based test module is most suitable for characterizing gain at the maxi-
mum gain region (where the gain is flat). At this point only the gain error due to
the limited ISD reproducibility is present, with as a consequence higher measure-
ment accuracy.

6.5 Experiments

The on-wafer gain measurement test module, as well as the other on-wafer test
modules, are designed with special attention for their testability. This means that
extra effort was put to realize it in such a way that intermediate characterization
of the individual BBs is also possible, in this case the AWG and the PDs. This was
realized by adding an extra input waveguide to the AWG that could be accessed
externally after dicing the wafer. Using this external input, shown in Figure 6.5,
the integrated photo detectors and the AWG passband can be characterized using
an external tunable laser. As can be seen from Figure 6.18 the measurement
matches quite well with the simulation especially in terms of channel spacing (20
nm), and in terms of non adjacent crosstalk (−30 dB). Polarization conversion
in the bends of the array is most probably the reason for the secondary peaks
at the left side of the main peak at a power level of −20 dB [91]. The power
level present in the secondary peaks is at a level of −20 dB, so their effect on the
measurement error is expected to be low. The central wavelength is red shifted
by 3 nm from the design value. The implemented FSR of 160 nm could not be
measured accurately since the channel five peak at the short wavelength grating
order is out of the measurement window of our laser. The 3 dB bandwidth of the
AWG passband channels matches the simulation well. The power drop present at
the last two channels is due to the reduced PD absorption at those wavelengths.
After characterizing the AWG, and confirming the assumptions made in the pre-
vious section, we measure the modal gain in the electrical domain by electrically
contacting all the SOAs and the detectors. In Figure 6.19 the test module during
on-wafer gain measurement is shown. During on-wafer measurement the temper-
ature was stabilized at 18◦C with a temperature controller.
The multisection SOA, shown in Figure 6.19, consists of four cascaded SOAs of
lengths 200-200-400-800 µm, electrically isolated from each other. With this con-
figuration the following SOA pairs can be obtained: 200-400 µm, 400-800 µm, and
800-1600 µm long.
Once the needles are contacted, the automated control software responsible for
applying the required currents and voltages is started. Initially only the first
200 µm long SOA is pumped with current densities 1-10 kA/cm2 in steps of 1
kA/cm2, whereas at the other SOAs of the multisection SOA a 0 V bias is applied
to prevent carrier injection into the unused SOAs. The generated photocurrent for
each photo detector is recorded, with the PD reversely biased at 0 V as previously
explained. Consequently the same current densities are applied to each of the first
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Figure 6.18: Measured (solid) vs. simulated (dashed) arrayed waveguide grat-
ing transmission measured by coupling at the external input a swept source and
reading at the detector array the generated photocurrent. The characterized

AWG is present on wafer W150-3

Figure 6.19: Microscope photograph of the on-wafer gain measurement test
module while measuring. The measurement is realized through electrical signals

only.

two 200 µm long SOAs simultaneously (obtaining a total SOA length of 400 µm)
and recording the generated photocurrent at the photo detectors. Finally the gain
for the 200-400 µm long pair is calculated through equation (6.2) for each of the
AWG channels. The procedure is repeated for each different SOA combination,
using always the same current densities (1-10 kA/cm2). The modal gain, measured
in this way for different current densities, is shown in Figure 6.20.
The first two pairs give very comparable results, as expected, whereas the last pair
gives a significantly lower modal gain at all wavelengths. This might be due to
the non optimal current distribution at the last SOA.
The electrical modal gain was measured in the test cell present in wafer W150-3.
The optically measured modal gain, at the corresponding current densities, is also
shown for comparison. A quadratic fit with respect to wavelength is used in the
electrically measured modal gain to have an estimate of the gain peak. The gain
peak is on average 4 nm red shifted if compared to the optically measured shift,
due to the red shifted AWG response.
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Figure 6.20: Optically (solid blue), and electrically (red) measured gain com-
parison for different current densities, in (a) for 3 kA/cm2, in (b) for 5 kA/cm2,
in (c) for 7 kA/cm2, and in (d) for 8 kA/cm2. The dashed red curves are
the quadratic gain fit to the measured electrical points. Characterization was

performed in wafer W150-3

The fit in the C-band (1530-1565 nm) of the gain curves with respect to wavelength
is quite good, with a max gain difference of, 6.4 cm−1 at 1570 nm and of only 1.5
cm−1 at max gain 1530 nm measured for a typical current density of 5 kA/cm2.
Both values fall within the uncertainty range of the test module determined in the
previous section.
The electrical gain difference between the 200-400 µm and 400-800 µm long SOA
pair differs by 6 cm−1, which is within the uncertainty range of the test module
determined previously. Very similar gain difference was observed when comparing
gain measured from different test cells.
SOA saturation is observed at the current density of 7 kA/cm2 which was con-
firmed by the optical measurement, see Figure 6.20 (c,d). Same current density
was observed in the W150-1 wafer. Therefore, the electrical gain characterization
is suitable to measure SOA saturation. The gain ripples conversely, are very dif-
ficult to observe in the electrical domain due to the very coarse sampling of the
gain curves.
In channel one we observe an error larger than expected, that lowers the modal
gain at the short wavelengths. An underestimation in the PD absorption at long
wavelengths can be responsible for this error. We estimated an attenuation of
25 dB for channel 1 at the adjacent grating order (centered at 1700 nm). If this
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assumption is not valid the PD of channel one absorbs non negligible ASE power
from this grating order, which lowers the total gain estimated for 1510 nm.
To reduce the error, an AWG with an FSR of 240 nm (or larger) is the solution,
with as drawback a 25% larger AWG footprint. Another solution is the use of
an optical filter (such as an asymmetric MZI) before the AWG that reduces the
transmission at the adjacent orders. Such a filter will also increase the footprint
but may be fit in a smart way in the existing space.
The validity of the electrical characterization method is tested against the optical
method. The methods used in both cases are very similar, the domain is differ-
ent: electrical versus optical. Confirming the electrically measured gain with an
independent method is however still missing.

6.6 Conclusions

In this chapter an on-wafer test module for measuring the spectral gain of semi-
conductor optical amplifiers is presented for the first time. By using electrical
signals only it avoids the time consuming optical alignment and, therefore, speeds
up the overall characterization process. The theoretical analysis of the individual
components showed that the finite FSR of the AWG, as well as its central wave-
length shift are the largest error sources for the modal gain measurement. The
PD response and the SOA too introduce errors in gain measurement.
Comparing the electrical method to the optical equivalent one a difference ranging
from 1.5 cm−1 at the maximum gain region up to 6.4 cm−1 at the outer channels
was found, which is in very good agreement with the estimated accuracy limit of
our test module. The overall footprint of the test module is 4 mm2.

91





Chapter 7

Conclusions and Outlook

The goal of the PARADIGM project is to create a paradigm shift in the devel-
opment and manufacturing of Indium Phosphide based photonic integrated com-
ponents. This paradigm shift is performed by the introduction of the generic
manufacturing concept. It leads to a more than tenfold reduction in prototyping
cost for new photonic integrated chips.
Another potential advantage of the generic manufacturing concept is a strong re-
duction of the costs of testing. In this work we propose to achieve such a significant
cost reduction by working in two aspects:

• Moving a large part of the testing from the circuit (chip) level to the BBB
level (generic testing).

• Moving from die-level testing to wafer-level testing, which requires moving
from the optical to the electrical testing domain.

Moving part of the characterization to a lower hierarchical level (from circuit level
to BBB level testing) allows for generic characterization. Only a few BBBs have
to be characterized. All the photonic integrated circuits composed of these BBBs,
if designed according to the design rules, should have an overall performance that
lies within specs.
We identified the passive waveguide, the phase modulator and the semiconductor
optical amplifier as the most important basic building blocks. We investigated
test modules to characterize the main properties of these building blocks.
Another aspect that allows a significant cost reduction and speeds-up the char-
acterization process is moving from the optical to the electrical characterization
domain. To achieve this sources and detectors are integrated together with optical
filters or cavities in dedicated test modules suitable for characterization of optical
properties in the electrical domain.
A major achievement reported in this thesis are the demonstration for the first
time of a ring-resonator-based test module for measuring propagation loss and
electro-optic phase modulation efficiency. It integrates a tunable source, a ring
cavity and a detector. This test module has a small footprint and provides accu-
rate characterization of propagation loss of passive waveguides, phase modulation
efficiency of phase modulators, and excess loss of the MMI-coupler used in the
test structure. By performing all the measurement in the electrical domain the
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use of lensed fibers at the input is avoided. We demonstrated a significant in-
crease in measurement accuracy since the excitation of higher order modes and/or
transverse magnetic modes, which degrade the measurement accuracy, is avoided.
Another important result is the integration of test structure for measuring the
modal gain spectrum of an optical amplifier in the electrical domain, without
optical probes. The structure consist of an arrayed waveguide grating with a large
FSR integrated with a broad band source at the input and an array of detectors
at the output.
These novel test modules, which are the main focus of this thesis, were proposed
and demonstrated in different foundries. In particular, the ring based test module
was realised on the Oclaro platform due to its capability to fabricate tunable DBR
lasers, whereas the integrated spectrometer for on-wafer modal gain characteriza-
tion was realized in the platforms of Oclaro and SMART Photonics. Novel test
cells for investigating platform compatibility have been designed for all three JeP-
PIX platforms, inluding Fraunhofer HHI, but the results of these runs will come
after finishing this PhD thesis.
An important aim, which was identified later on in the project, was to investigate
and demonstrate the compatibility of the different foundry platforms. We have,
therefore, designed the test cells for all foundries using the same characterization
concept and testing protocol. These test cells can track the platform performance
in time (by comparing different MPW runs), and are a means to check the cross
platform compatibility.
A future development is the development of automated on-wafer measurement
of different test cells across the wafer, rather than characterizing singular test
cells on-chip. The conceptual difference is small and poses no challenges from the
research perspective but the impact it would have on the commercialization of
generic manufactured PICs is very important.
On the singular test modules, two main improvements concern the integrated
modal gain measurement test module.

• Improve the measurement accuracy at the outer wavelength regions of in-
terest, that at present have the largest measurement error, by introducing
an optical filter before the AWG to reduce the ASE outside the band of
interest. Such a filter can be an asymmetric MZ interferometer.

• Another option to improve the accuracy at the outer wavelength regions
is by increasing even further the FSR of the AWG. It has already been
implemented in the test cell designs for the up-coming MPW runs. This
improvement can be complementary to the previous solution or added to it.

Finally, the concepts developed in this thesis should be extended to characterisa-
tion of other BBBs on-wafer such as for example polarization converters, AWGs
etc.
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Summary

Generic Testing in Photonic ICs

TU/e is leading a novel development in Photonic Integration that has enabled the
introduction of a foundry model in photonics. This model is based on the concept
of Basic Building Blocks (BBBs) as the simplest integrated photonic components
whose basic functionalities can be used to synthesize a broad range of complex
functionalities.
In such foundry processes validation of wafer quality has to be done at the level
of the offered BBBs rather than at the level of the Photonic ICs, which is the
responsibility of the designer, and it should be done at the wafer level in order
to reduce the time required for testing and validation. But also for testing the
fabricated Photonic ICs fast and accurate measurements are required. In this
thesis we address both research challenges.
A systematic approach for wafer-scale validation is developed. It consists of includ-
ing a dedicated generic test cell with which the performance of the most important
BBBs, namely the passive interconnecting Waveguide (WG), the Phase Modulator
(PM), and the Semiconductor Optical amplifier (SOA) is tested. To test each one
of the above mentioned BBBs dedicated test modules are developed, demonstrated
and presented throughout this thesis.
In order to be able to characterize these BBBs test lasers and detectors are in-
tegrated on the test chip. This approach offers the possibility for validation of
optical properties in the electrical domain. By shifting the characterization from
the optical to the electrical domain the critical and time consuming optical aligning
is avoided.
To characterize propagation loss of passive waveguides a dedicated test module
composed of an integrated tunable laser, an integrated detector and a ring res-
onator is used. The high ring sensitivity to propagation losses makes it the perfect
choice for accurate measurement allowing an improvement from typical accuracy
values of 1 dB/cm to 0.2 dB/cm. The use of electrical signals to drive the tunable
laser and detector avoids the time-consuming and demanding optical alignment.
For the on-wafer phase modulator characterization an integrated coupled cavity
laser, a Mach-Zehnder interferometer and two detectors were used in the design of
the dedicated test module. The performance of the Mach-Zehnder interferometer
with the integrated laser is very similar to the case when using an external cavity
laser. Another test module, similar to the one used for on-wafer characterization
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of propagation loss of waveguide is proposed to characterize phase modulation.
This test module includes a phase modulator inside the ring cavity. It is more
compact than the MZI, therefore, very promising in integrated testing.
To characterize the modal gain of semiconductor optical amplifiers a compact
integrated spectrometer with electrical control signals only was used. The spec-
trometer was realized by a specific design of an optical filter integrated with a
multisection SOA in input and detectors in output. The opportunity of character-
izing all the BBBs in the electrical domain through electrical signals opens the way
to a much simpler automated measurement procedure, vital to quick and accurate
cross-wafer characterization.
Further an accurate and fast measurement setup for characterizing Photonic ICs
that are designed using a standard configuration for the electrical and optical IO-
ports is developed. For both the wafer-scale measurements and the measurements
of photonic ICs we have studied in depth the effects of a number of error mech-
anisms on the achievable measurement accuracy and using that analysis we have
succeeded in increasing the accuracy of photonic measurements significantly.
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