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System Identification in Dynamic Networks

Paul M.J. Van den Hof and Arne G. Dankers

Abstract— Identification of particular dynamical transfers
(modules) in a general dynamic network is addressed in the
context of prediction error identification. Depending on the
availability of measured signals, and the possible presence
of (external) excitation signals, conditions are derived for
the consistent estimation of prespecified modules. For this
purpose existing closed-loop identification methods have been
generalized to the situation of general dynamic networks
with complex interconnection structures, including feedback.
Topological conditions on the network can be verified by graph
theoretical tools. The achieved results can be used as a basis for
sensor and actuator placement schemes as well as for network
structure identification problems.

EXTENDED ABSTRACT

In engineering, systems are becoming increasingly inter-
connected. Consider for instance the electrical power grid,
telecommunication systems, and distributed control systems.
To ensure the correct operation of each of these systems,
accurate models of the system (or parts of the system) are
required. Fortunately it is also becoming easier/possible to
collect various types of data generated by these systems
at different locations in the network. The question that
we address in this paper is: under what conditions is it
possible to consistently identify a particular subsystem that
is embedded in a dynamic network? We assume that the
interconnection structure of the network is known. We focus
on local approaches in the sense that we only require locally
available data to obtain an estimate of the subsystem of
interest.

The network structure that we consider in this paper is
built up of L nodes, related to L scalar node signals wj ,
j = 1, · · ·L. Every node signal wj can be written as:

wj(t) =
∑

k∈Nj

G0
jk(q)wk(t) + rj(t) + vj(t) (1)

with G0
jk(z) a proper rational transfer function, Nj the

set of indices of node signals wk, k �= j, for which
G0

jk �= 0; q−1 the delay operator q−1u(t) = u(t − 1), vj a
possible unmeasured disturbance term being a realization of
a stationary stochastic process with rational spectral density,
and rj a possible external excitation signal, available to and
possibly designed by the user. A node signal is measurable
in the sense that it can be measured using a measurement
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device. Typically in engineering applications, a node signal
is measured using a sensor. In practice it is not possible
to exactly measure a signal. The measurement error will
be referred to as sensor noise. The measurement of wj is
denoted

w̃j(t) = wj(t) + sj(t)

where sj is the sensor noise and is modelled as a stochastic
process with rational power spectral density (it is not neces-
sarily assumed to be white noise).
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Fig. 1. Single node in a network structure.

A single node of the network is sketched in Figure 1,
where the transfer function G0

ji has been separately indicated
to focus on the transfer function that is supposed to be
identified.

Multiple nodes can be interconnected resulting in a net-
work as shown in Figure 2. In this figure node signals are
placed inside the summation symbol (a circle) denoting that
the output of the summation is the indicated node signal. For
clarity, sensor noise has not been included in the figure. A
possible objective could be to obtain a consistent estimate of
the transfer function G0

32 (denoted in green).
In a first stage of development, see e.g. [1], the problem

has been considered of formulating conditions under which
a particular module G0

ji can be estimated consistently on
the basis of a subset of measured signals {wk}. Typical
prediction-error identification procedures that have been con-
sidered are direct and indirect (or two-stage) closed-loop
identification schemes [2], [3]. In this stage all measurements
are assumed to be taken noise free (i.e. the sensor noise is
not present).

In a second stage of development, conditions have been
presented that can be used to determine whether it is possible
to identify a particular module given a particular set of
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Fig. 2. Example of a dynamic network.

signals generated by the network [4], [5]. Again, in this
stage the sensor noise is assumed to be zero. These results
can e.g. be used to design sensor placement schemes. In
addition the conditions can be used to determine whether it
is possible to identify a particular module without using a
particular measurement. This could be useful if a particular
measurement is difficult or expensive to obtain, and so it
would be prefered to avoid having to obtain it. The conditions
can also be used to determine the smallest number of
measurements required for consistent estimation of G0

ji. In
the example network shown in Figure 2 it can be shown for
instance that G0

32 can be consistently identified using only
measurements of w3, w2 and w4 (indicated in blue).

The derived conditions can be stated using graph theory.
It is shown that the conditions define a separating set which
isolates the output of the module of interest from the input
of the module of interest.

In a third step, we deal with the presence of sensor noise
on all the measured variables. This leads to problems of
errors-in-variables identification in a network setting. The
interesting phenomenon here is that in a network setting,
unlike the situation in a single open- or closed-loop system,
additional variables can be available that are correlated with
the input and output signals of interest. It will be shown
that this opens up new opportunities for dynamic network
estimation schemes, where fruitful use can be made (and gen-
eralizations can be developed) of the classical instrumental
variable schemes for identification, see e.g. [6].

In the proposed presentation the current developments in
network identification will be summarized and highlighted.
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