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We examine the performance of various commonly used integration schemes in dissipative particle
dynamics simulations. We consider this issue using three different model systems, which
characterize a variety of different conditions often studied in simulations. Specifically, we clarify the
performance of integration schemes in hybrid models, which combine microscopic and mesoscale
descriptions of different particles using both soft and hard interactions. We find that in all three
model systems many commonly used integrators may give rise to surprisingly pronounced artifacts
in physical observables such as the radial distribution function, the compressibility, and the tracer
diffusion coefficient. The artifacts are found to be strongest in systems, where interparticle
interactions are soft and predominated by random and dissipative forces, while in systems governed
by conservative interactions the artifacts are weaker. Our results suggest that the quality of any
integration scheme employed is crucial in all cases where the role of random and dissipative forces
is important, including hybrid models where the solvent is described in terms of soft potentials.
Regarding the integration schemes, the best overall performance is found for integrators in which
the velocity dependence of dissipative forces is taken into account, and particularly good
performance is found for an approach in which velocities and dissipative forces are determined
self-consistently. Remaining temperature deviations from the desired limit can be corrected by
carrying out the self-consistent integration in conjunction with an auxiliary thermostat, in a manner
that is similar in spirit to the well-known Nosé¢loover thermostat. Further, we show that
conservative interactions can play a significant role in describing the transport properties of simple
fluids, in contrast to approximations often made in deriving analytical theories. In general, our
results illustrate the main problems associated with simulation methods in which dissipative forces
are velocity dependent, and point to the need to develop new techniques to resolve these issues.
© 2002 American Institute of Physic§DOI: 10.1063/1.1450554

I. INTRODUCTION tated by microscopic details but rather take place at mesos-
copic length and time scalegoughly 1-1000 nm and
One of the greatest challenges in theoretical physics is ta—1000 nswhich are beyond the practical limits of MD. In
understand the basic principles that govern soft condenseslich cases, it is necessary to model soft matter systems by
matter systems, such as polymer solutions and melts, colloiiewing them from a larger perspective than from a micro-
dal suspensions, and various biological processes. Expetcopic point of view. In practical terms, this means that one
mental studies of these complex systems are often complems to design ways to simplify the underlying systems as
mented by numerical simulations of model systems, whichyych as possible, while still retaining the key properties
can provide a great deal of information not easily accessiblgyhich are expected to govern the processes of interest. Re-
by experiment. In this regard, molecular dynarhiéD) is  cently, this approach has attracted wider attention as various
often the method of choice, and indeed it can elucidate vari«coarse-grained”  simulation  techniques have been
ous physical phenomena on a microscopic level. In generafeyeloped? with the purpose of studying mesoscopic
however, such an atomistic approach is problematic sincgpysical properties of model systems.
many intriguing processes in soft matter systems are not dic- - pjgsipative particle dynamiés® (DPD) is particularly
well suited for this purpose. DPD is characterized by coarse
dElectronic mail: ilpo.vattulainen@csc.fi graining in particle representation, which allows studies of
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systems at mesoscopic length scales and a simplified descri/e first examine how the integrators perform in the absence
tion of interparticle interactiofisallowing for studies at me- of conservative forces. This case was partly discussed in our
soscopic time scales. Since DPD preserves hydrodynamijarevious work!” which is here extended by a thorough dis-
modes, one may characterize DPD as momentum-conservirgyssion of the results and the details of self-consistent inte-
Brownian dynamics. For these reasons, DPD is a very promgration schemes suggested in Ref. 17. Then, by increasing
ising method for mesoscopic studies of soft systems and rdghe relative importance of conservative forces, we eventually
cently has attracted considerable interest in studies ofbtain a model which is used to assess the performance of
polymers® microphase separatidn,and lipid bilayers® integration schemes in a hybrid approach.
among others. We find that various commonly used integration schemes
Despite its advantages, DPD has certain practical probn MD and DPD indeed lead to pronounced artifacts in actual
lems that have to be resolved before extensive use in largghysical quantities. These artifacts are found to be strongest
scale simulations. Many of them are related to the idea ofn weakly interacting systems, where interactions are soft
coarse graining which can be done by simplifying molecularand dominated by random and dissipative forces. In the op-
representations, and then replacing the “fast” variables reposite limit, where hard conservative interactions govern the
lated to the coarse-grained degrees of freedom by randogystem under study, the artifacts due to integration schemes
noise. The random noise mimics thermal fluctuations andire less pronounced. We conclude that the quality of an in-
hence drives the system. In DPD, this idea is implementedegration scheme employed is crucial in all cases where the
by a special “DPD thermostaf”®in terms of dissipative as role of random and dissipative forces is important, including
well as random pairwise forces such that the momentum i§ybrid models where the solvent is described in terms of soft
conserved. This is a prerequisite for the emergence of hydrdrotentials.
dynamic flow effects on a macroscopic scale. However, due Regarding the integration schemes, best overall perfor-
to the DPD thermostat and the resulting stochastic nature ghance is found for an integration scheme which involves the
the equations of motion, the quest for a suitable integratiogelf-consistent determination of particle velocities and dissi-
scheme in DPD is a nontrivial task. It has been recentlypative forces. For cases where precise temperature control is
observed that various integration schemes commonly used #fucial, we further suggest and analyze in detail an additional
classical MD lead to distinct deviations from the true equi-auxiliary thermostat which corrects for the residual tempera-
librium behavior, including deviations from the temperatureture deviations.

predicted by the fluctuation—dissipation theorem, and artifi- ~ The outline of the paper is as follows. In Sec. I, we first
cial structures observed in the radial distribution review the essential background of DPD and then introduce

function/"These findings demonstrate the serious practhe three model systems studied in this work. The integrators

tical problems associated with the use of DPD and raise convhich are tested are described in Sec. Ill, after which, in Sec.

cerns regarding its future application to large-scale simulalV: We present and discuss the test results. In Sec. V we

tions of soft systems. discuss the special case of tracer diffusion behavior of DPD
A related problem regards hybrid models, where the ampartic!es_ and compare our findir_lgs to pre\_/ious theoretical

is to combine microscopic models of biomolecules with adescriptions. Finally, we close this paper with a short sum-

mesoscale modeling of the solvéRt®In this promising ap- Mary and discussion in Sec. VI.

proach, one can examine microscopic properties of complex

biological molecules in an explicit solvent but with a reduced|; METHODS AND MODELS

computational cost. While biomolecules are described by

hard conservative interactions such as Lennard-Jones and Below we give a short summary of DPD and describe

Coulombic forces, the solvent can be described by DPD as #1¢ model systems used in this study. For more thorough

softly interacting fluid. The drawback is that the integrationaccounts on DPD, see Refs. 7 and 8.

schemes may again lead to deviations from the true equiliba_ pissipative particle dynamics

rium behavior. To our knowledge, the role of integration _ )

schemes in these cases, where both soft and hard interactions " the present work, we study a simple model fluid sys-

are used within a mesoscale DPD simulation, has not beel§M described b identical particles each with mass and

studied yet. These examples clearly highlight the currenfVhich have coordinates, and velocitiesy; . Interparticle

need to examine the relative performance of different inte Interactions are characterized by the pairwise conservative,

gration schemes in DPD under various conditions, and dedissipative, and random forces exerted on partiale by

velop new integration techniques where the special feature2article “j,” respectively, and are given by

of DPD are properly accounted for. Fﬁ= awc(rij)e.j ' (1)
In this work, we study the performance of a number of 5 5
commonly used integration schemes in DPD simulations. Fjj=—yo~(rij)(vij-&j)8&;, 2

They all are based on the velocity-Verlet scheme but differ in FR_ coR(rE 6 3
how the velocity dependence of dissipative forces in DPD is i = o (1)) &8 ©)
taken into account. We test the integrators by studying avherer;j=r;—r;, ri=|r;|, &;=r;;/r;j, andv;=v;—v;.
number of physical observables such as the temperature, tfiée &; are symmetric random variables with zero mean and
compressibility, and the tracer diffusion coefficient, andunit variance, and are independent for different pairs of par-
evaluate their performance in three different model systemgicles and different times.
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The pairwise conservative force of EQ.) is written in ~ B. Model systems
terms of a weight functiormc(rij), whose choice is dictated

. . C .
by the system under study. In principle,’(r;;) can include integration schemes using three different model systems.

various kinds of forces due to, e.g., electrostatic interactions].hey all are based on a 3D simple model fluid system with a

as Whe" as dejcrlp\)/;[/lonls chf deta”ﬁld |ntermolgcula[r)lgn[t)err]actlgnﬁxed number of similar spherical particles. The differences
such as van der VvaalS Torces. However, since as DeERveen the model systems arise from interaction effects,

designed to model molecular systems on a mesoscopic lev hich are varied step by step from an ideal gas to a more
a detailed atomistic description of interactions is, in many

o realistic description of an interacting fluid system. The mod-

cases, not_ necessary. Instead, it is often_ preferable to USEe studied here are described below.
soft-repulsive interactions of a relatively simple form. This
approach is justified by observations by Forrest and Sutef- Model A
that coarse graining of a molecular representation tends to We first consider the case characterized by the absence
soften interaction$® Recent work by Flekkeet al® also  of conservative forceéa=0). This choice corresponds to an
supports this view. We will return to this issue in Sec. Il B, ideal gas(sometimes termed “ideal DPD fluid” within the
where the actual form O&)C(rij) will be discussed in more framework of DPD, which provides us with some exact the-
detail. oretical results to be compared with those of model simula-

Unlike the conservative force, the weight functionstions. Here, the dynamics of the system arises only from
wD(rij) and wR(rij) of the dissipative and random forces random noise and the dissipative coupling between pairs of
cannot be chosen independently. PhysicﬂB/,andFiFf have  particles. The random force strength is chosenras3 in
to be coupled, since thermal heat generated by the randommits of kgT*, and the strength of the dissipative forges
force must be balanced by dissipation. The precise relatiorthen determined by the fluctuation-dissipation relation in Eq.
ship between these two forces is determined by thd5). The weight functioan(r”-) was chosen as in various
fluctuation—dissipation theorem, which sets conditions forprevious work$ >
both the weight functions

In this study, we investigate the performance of various

. 1—r/re, for ryj=r.
0P (1) =[ RT3 (@) U)=10,  for ry>r ®
and the amplitudes of these forces wherer . is a cutoff distance. The weight functies(r;;) is

5) defined via Eq.4). Therefore, the dissipative and random
forces are just soft pairwise repulsions acting along the line

whereT* is the canonical temperature of the system. of centers of two DPD particles, andand o are the ampli-

DPD samples phase space according to the canonictildes which define the maxima of these forces.

ensemble with a potential energy determined by the conser- In our simulations we use a 3D box of sizeX{00x 10

vative force described by E@l). Consequently, static prop- with periodic boundary conditions, where the length scale is

erties such as the pair correlation function and the specifidefined byr.=1, and a particle number densip=4.

heat could be calculated equally well using any stochastic

technique(such as the off-lattice Monte Carlo metho®n 2. Model B

the other hand, as in molecular dynamics, DPD also provides podel B is a simple interacting DPD fluid. Its main

a means to calculate dynamical properties of the systemyjitference with respect to model A is the presence of a con-
Consequently, a method is required to evolve the system iBgryative force, which we choose to have a strengt®5
time, which in DPD is usually done by integrating Newton's g4 g weight functionuc(r”-) of the same form as the ran-

equations of motion. Unlike the case in standard moleculagom force in Eq(8). In all other respects, this model system
dynamics, the presence of a stochastic contribution to thg jgentical to model A.

force in DPD implies that the equations of motion are now

0'2:2'kaT*,

given by the set of stochastic differential equations 3 Model C
dr;=v;dt, (6) Model C is a variation of model B. Instead of soft po-
1 tentials, we now use hard conservative interactions. The con-
dv. =— (FCdt+FP dt+ FR\d), 7 servative potential betwgen particleis and “j” is described
! mi( ! : RCE @ by the truncated and shifted Lennard-Jones potential

where FszJ#Fﬁ is the total random force acting on par-

ticle “i,” and F* and F° are defined correspondingly. The US(ri )=
velocity increment due to the random force in EH@) is ey
written in a form which can be given a precise meaning by

identifying it as the infinitesimal increment of a Wiener such that the potential is purely repulsive and decays
process? In practice, finite time increments are used in thesmoothly to zero at.. We choosd =2~ ¢ and e=kgT*,
simulations, and the equations of motifgs. (6) and (7)] ~ and thereforer;=12=1. For r;;=r,, Uf(r;)=0. The
have to be solved by some integration procedure. As will bgpairwise conservative force follows directly fronﬁﬁ
seen in Sec. IV, this may lead to serious artifacts if the spe= —VUﬁ. The dissipative and random forces are described
cial features of DPD are not taken into account. by Eq. (8).

V12 (116 1
E(G) _<ﬁ) +7J’ i=fe 9

O, I’ij>rc
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Simulations were carried out in a 3D box of size 16 TABLE I. Update scheme for a single integration stéme incrementAt)
% 16X 16 with periodic boundary conditions, with ranging for various integration schemes in DRbr acronyms see the textFor
. . . - positions and velocities at tintethe updated positions and velocities at time
from 1 to 200, and W'th p.artlc?le densmego.l andp=0.7. t+At are given by the corresponding variables on the right-hand side of
Finally, let us briefly justify the choice of these model steps(2) and (4) below, respectively.

systems. In model A, the idea is to study integrator-induced

artifacts in a case where the role of random noise with reSW\): steps(0)—(4), (9
. . . . MD-VV =GW(\=1/2): steps(1)—(4), (92

spect to conservative interactions is as pronounced as POSTa): steps(0)—(5). (9
sible. Model B corresponds to a typical situation whereppp.yvv=ccon=1/2): steps(l)_@: (9
large-scale processes such as microphase separation and
morphological propgrties of gomplex systems are sFudied in 0) vioevi-s-)\i(FicAt-s-FPAHFiR\/E)
terms of coarse-grained particles. In that case, details of mo- m
lecular representation are no longer accounted for, and all ) V#\,ﬁ%l(,:icAHFPAHFNA—U
interactions are described in terms of soft potentials. Finally, m
model C aims to gauge integrator-induced effects in a hybrid @ ri“”*"imc .
approach, where both hard and soft interactions are present. ©) Calculate Fi{rj}, F{rj.vi}, Fir}

: : o . 11
O_ne I|kely scenario of this |d_ea is to n_10de| solute mo!ecules @ ViV + = = (FCAt+FPAL+ FRYED)
with realistic atomic force fields, while the solvent is de- 2m
scribed in a coarse-grained fashion. In the present work we Q) Calculate F>{r; ,v;}
restrict our test simulations to simple spherical particles . m < ,
which interact via Lennard-Jones-type interactions, since that ©® Calculate kgT= 75— Zl Vine
should already allow a reliable assessment of integrator
induced artifacts in hybrid models. With substitution ofv; for v{’ in step(3).

bSampling stegcalculation of temperaturkgT, g(r),...].

C. Practical details

One of the most important practical aspects within DPD _ _ I )
is the stochastic nature of the interactions. This is built in toPPD simulations the situation is more problematic. To
the random force of Eq(3) via &, , which are independent cla_rlfy this, let us conS|der_ the equations o_f motion in detail.
random variables with zero mean and unit variance. In thé/sing Eq.(7) for the velocity term we obtain
present work, we have described them by uniformly distrib- 1
uted random numberse U(0,1) such that, for every pair of dvi=—|adt>, ®(rj)eg;—ydt>, w°(r;)
particles at any moment, we generate a different stochastic ' 17 17
term &é=.3(2u—1). This approach is very efficient and
yields results that are indistinguishable from those generated X(vij-&j)ej+ ‘T\/& ; “’R(rij)giielj '
by Gaussian random numbéts. a

In generating the random numbers, we used a pseudd\lhiCh immediately reveals two potential problems. First, due
random number generator RAN2, which is based on the 320 the stochastic nature of interactions, the time reversibility
bit combination generator first proposed by L'Eciffeand  is no longer guaranteed. Another serious problem arises from
later published ifNumerical Recipé&s using shuffling. In a  the dissipative forces, which depend on the pairwise veloci-
recent study* where several pseudorandom number generaties of all pairs of particles. This seemingly minor detail is
tors were tested in DPD model simulations, it was demonabsent from classical MD simulations but leads to significant

strated that RAN2 performs very well in simulations of Problems in DPD simulations, including artifacts in various
simple fluids. physical quantities measured from simulation studgs®
The length scale in the simulations is definedry=1  In principle, this problem could be solved by finding a self-
and the time scale is given in units ofym/kgT*. The consistent solution for both dissipative forces and particle
energy scale is defined by setting the desired thermal energiglocities by inverting an appropriate interaction matrix of
to unity viakgT* =1. sizeN XN at every time step. However, it is obvious that this
The simulations were carried out with particle numbersapproach is generally not feasible, and thus one must search
of the order of a few thousan@000 in models A and B, and for more practical solutions.
roughly 2800 in model C fop=0.7). The number of time A simple velocity-Verlet-based integration schemes
steps varied depending on the size of the time incremént

such that the total simulation time was about 5000-10000 We use the velocity-Verlet scheffeas a starting point
(in units of r \m/KgT*). and consider various previously used integrators based on

this approach. These are summarized in Table |, where the
acronym “MD-VV” corresponds to the standard velocity-
Verlet algorithm used in classical MD simulations. The
One of the central issues in molecular dynamics calcuMD-VV scheme is(in the case of solely conservative fortes
lations is the integration of the equations of motion. In thea time-reversible and symplectic second-order integration
context of MD, the present understanding of this issue isscheme, which has been shown to be relatively accurate in
rather clear and comprehensi?eHowever, in the case of typical MD simulations especially at large time stépsl-

lIl. INTEGRATORS
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though some higher-order algorithms are more accurate thaf\BLE Il. Update scheme for the two self-consistent integrators without

the MD-VV,28 the simplicity of MD-VV makes it a good (SC-VV) and with (SC-Th the auxiliary thermostafsteps(i)—{iii)]. The

. int for further development self-consistency loop is over stepéb) and(5) as indicated. For positions
Startmg, pOI!’lt or tur v p ’ . and velocities at timé, the updated positions and velocities at titdeAt
Unlike in molecular dynamics, the forces in DPD de- are given by the corresponding variables on the right-hand side of @gps

pend on the velocities. This fact is not accounted for withinand(4b) below (after the last iteration of the self-consistency Ilnaespec-
the MD-VV scheme. In an attempt to deal with this compli- tively. The desired temperature i%gT*. Initialization: 7=0, y
cation. Groot and Warren subsequently pl’OpaSE[hOdified =0?/(2kgT*), andkgT is calculated from the initial velocity distribution.

velocity-Verlet integratof “GW (A)” in Table I]. In this ap- @ e ClkgT—kgT*)
proach, the forces are still updated only once per integratio (ii) 7 n+ pAr
step, but the dissipative forces are evaluated based on inte &
mediate “predicted” velocities?. The underlying idea of? (i) Y g (17
is to use a phenomenological tuning parameterwhich 11
mimics highef—order correctgions in theginfegration procedure M vievity Z(F"CAHF'DAHFNE)
The casex=1/2 corresponds to the usual MD-VV, while @ ri—rtvAz
other suggested choices range from zero to one. The proble ©) Calculate Fy {r;}, F7{r;,v;}, Fi{r}
is that the relative merits of different numerical values Xor (42) S li{FicAt+Ff\/E}
are poorly understood. Groot and Warren studied the tem Zm
perature control in an interacting fluid and found that (4b) - LR
A=0.65 works better than=1/2." In a different study, No- 2m
(3) Calculate F;' {r; ,v;}

vik and Coveney concluded that=1/2 gives a more accu- v
rate temperature thax=1.! Thus, it is evident that the op- (s) Calculate k.T= LE =
timal value of\, which minimizes the temperature shift and N3 T
other artifacts, depends on model parameters and has to be
determined empirically.

Recently, Gibsoret al. proposedf a slightly modified
version of the GW integrator. This “GQO®)” integrator up-  addressed by solving the velocities and dissipative forces in a
dates the dissipative forcg¢step(5) in Table ] for a second  self-consistent fashion. In practice, however, there is no
time at the end of each integration step. This approach sufinique way to do this. In this work, we present in Table I the
fers from the same problem as the GW integration schemeypdate schemes for two self-consistent schemes which are
i.e., it uses a phenomenological parameter whose optimizazariants of DPD-VV. The basic variant SC-VV, which is
tion depends on the system and the conditions that are beinrgmilar in spirit to the self-consistent leap-frog scheme intro-

modeled. Based on a few model studies by Gibsbal,  duced by Pagonabarrags al,'? determines the velocities
valueslgf)\ between 1/2 and 1 may be preferable to smallerand dissipative forces self-consistently through functional it-
values. eration, and the convergence of the iteration process is moni-

Despite the use of a phenomenological parameter, thiyred by the instantaneous temperatiga .

GCC scheme is a promising approach for DPD simulations.  |n the second approach, which we call SC-Th, we couple
A rational Starting point is to fixa to a value of 1/2, which the system to an auxi"ary thermostat and obtain an
leads to an integrator equivalent to the MD-VV SCheme“extended-system“ method in the Spirit of N,O'SHOOVGI?Q
supplemented by the second update of the dissipative forceshe idea behind this approach is that whene\kgT) devi-
This Verlet-type integrator, here termed “DPD-VV”, is par- ates fromkgT*, the dissipation rate is on average not bal-
ticularly appealing because it doest involve any tuning anced by the excitation ratelue to the stochastic forcem
parameters, yet it takes the velocity dependence of the dissihe system. Here, we attempt to correct this imbalance by
pative forces at least approximately into account. In additionsfine-tuning” the dissipation rate by an auxiliary thermostat.

it is computationally very efficient since the additional up- |n order to preserve the pairwise conservation of momentum
date of dissipative forces is an easy task compared to thgy DPD, this auxiliary thermostat is implemented by employ-

time-consuming part of updating neighbor tables. ing a fluctuatingdissipation strength, defined by
In this work, we consider, besides the schemes(&W

=1/2=MD-VV and GCQ\=1/2=DPD-VV, GW(A=0.65
and GCQG\=0.65.

2
Y(0)= g (14 (DAY, (10

wherey is the thermostat variable. The rate of changey &
proportional to the instantaneous temperature deviaijon
=C(kgT—kgT*), whereC is a coupling constant, stép in
Unfortunately, as will be shown in Sec. IV, all of the Table Il. This first-order differential equation must be inte-
above integrators display pronounced unphysical artifacts igrated[step (ii)] simultaneously with the equations of mo-
the radial distribution functiog(r), and thus do not produce tion. In this respect our thermostat resembles the Nose
the correct equilibrium propertigsee the results and discus- Hoover thermostat familiar from MD simulatioRS.
sion below. This highlights the need for an approach in Equation(10) can be interpreted as an expansion of the op-
which the velocity dependence of dissipative forces is fullytimal y in terms of At up to the linear order. This ansatz
taken into account. In principle this problem can be easilyensures that the correct continuum version of DPD is re-

B. Self-consistent velocity-Verlet integrators
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gained forAt— 0. Also note that the coupling constabitas T BT W
to be chosen with care. Very small values@fequire con- 1.20 - g gv"v'w & "
siderably longer simulation times, while values that are too 4 @ scth u] aF
high may bias the temperature distribution as well as the B DPD-VV A
. i . A 1.10 4 ¢ ccc af
transport coefficients. For the simulations reported here, we B O scvv
optimized C by studying the characteristic decay time of xQ T o a i
{y(t)y(0)). In this manner, we ensured that the chosen time '\k\; 1.00 @ E@ S om —
scale of the dissipation strength fluctuations did not interfere i %o B
with the underlying dynamics of the systdim the absence 0.90 — °°o B
of an auxiliary thermostat ) ?
-IIIII T IIIIIIIl T III-
2 -1
IV. PERFORMANCE OF INTEGRATORS 10 10
A. Physical quantities studied At

We characterize the integrators by studying a number oFIG. 1. Results for the deviations of the observed temperatw®) from
physical observables. After equilibrating the system, we firsthe desired temperatukgT* =1 vs the size of the time steft in model A.
calculate the average kinetic temperat(kgT), whose con- ~ Results of GW and GCC are far=0.65.
servation is one of the main conditions for reliable simula-
tions in the canonical ensemble. Next, we consider the radial
distribution functiong(r), 3 which is one of the most central 1 N
observables in studies of liquids and solid systems. For the ¢(t)= NE (vi(t+t")-v(t")), (14
ideal gasimodel A), the radial distribution function provides =1
an excellent test for the integrators, since tgén)=1 inthe  which defines the tracer diffusion coefficient through the
continuum limit. Therefore, any deviation from unity has to Green—Kubo formuf®
be interpreted as an artifact due to the integration scheme
employed. For the other models there are no such straight- DTzlfmdth(t). (15)
forward theoretical predictions. Consequently, we test each 3Jo

model by comparing the results of different integrators e note that Eqgs(13) and (14) are complementary ap-
one an_other._ . . proaches for testing the integrators. First, the tracer diffusion
Artifacts m_g_(_r) are also reflected in the relative isother- coefficient can easily be measured from simulations via Eq.
mal compressibility (13), and it provides a way to characterize how possible de-
K= KT/Kdeea', (11 viations from the true dynamical behavior accumulate to-
gether. On the other hand, the velocity-correlation function
¢(t) provides relevant information of the short-time dynam-
ics of the tagged particle, prior to the region where Bd)
becomes well defined. As an example, the leading t¢(@
- o provides information about temperature conservation, since
KT:1+4WPf0 drr2g(r)—1], (12 for fluid systemse(0)=(kgT)/3m. In addition, since the
5 definition of D requirese(t) to decay to zero at long times,
and thus any deviation from=1 for the ideal gagmodel  the decay ofs(t) can be used to characterize possible short-
A)lndicates an integrator-induced artifact. For models B andomings in the dynamics of the system.
C, k7 serves as a measure of integrator-induced artifacts af-
ter a thorough comparison of results of different integratorss. Results for model A
relative to each other.
To gauge the underlying problems in ttignamicsof the
system, we consider the tracer diffusion coefficient

where k'%?= (pksT*) ~* denotes the compressibility of the

ideal gas in the continuum limit. For an arbitrary fluid; is
related tog(r) by

First, we discuss the deviations of the observed kinetic
temperature(kgT) from the DPD-thermostat temperature
kgT*. For MD-VV this temperature shift, shown in Fig. 1, is

) 1 X 5 always positive and increases monotonically wih. For

Dy= lim m; ([ri(=ri(0)]%, (13 DPD-VV, (kgT) first decreases with increasitg, then ex-

i hibits a minimum atAt~0.25, and eventually becomes
in which the mean-square displacemét;(t)—r;(0)]%) is  larger thankgT*. The self-consistent approach SC-VV ex-
the average squared distance that the tagged particle travéiiits a negative, monotonically increasing temperature shift
during a time interval. In the long-time limit one obtains the up to At~0.13, where this scheme becomes unstable at the
tracer diffusion coefficienD+, which characterizes the dis- employed particle density. Most importantly, and perhaps
tancelp~ D+t traveled by a particle during a long-time most surprisingly, we find that the modulus of the tempera-
period 6t. ture deviation is even larger than for DPD-VV. This finding

Another way to gauge the effects of the numerical inte-contrasts with the findings of a recent study by Pagonabar-
gration methods on dynamical quantities is to monitor theraga et al,'> who studied the 2D ideal gas using a self-
velocity-correlation function consistent version of the leap-frog algorithm, and found good
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from this limit reflect artifacts due to the integration procedibg.Results

FIG. 2. Radial distribution functiong(r) vs At in model A for the integra- for the tracer diffusion coefficiery vs the time stept in model A.

tion schemes MD-VV, DPD-VV, and SC-VV. Results of GW and GCC are
almost similar to MD-VV and DPD-VYV, respectively, and are therefore
omitted here.
whose behavior is essentially similar, and for the DPD-VYV,
whose results are almost equally good. In general, the quali-
temperature control fakt=0.06 atp=0.5. This discrepancy tative behavior ofk; reflects our findings fog(r).3! The
can be explained by our observation for the 3D ideal gas thanagnitude of deviations from;=1 is astounding, however,
the temperature shift is in general more pronounced at higheand raises serious concern for studies of response functions
densities. A similar effect is found if the strength of the in- such as the compressibility for interacting fluids close to
teractions is increased. This suggests that temperature devishase boundaries. Similarly, the results for tracer diffusion in
tions and other related problems due to large time steps bé=ig. 3(b) indicate that DPD-VV and the self-consistent ap-
come more pronounced when the role of interparticleproach SC-VV work well up to reasonably large time steps,
interactions is enhanced. while the other integrators were found to perform less well.
In cases where temperature preservation is crucial in caFurther studies regarding the decay of the velocity-
culating equilibrium quantities, the self-consistent schemeorrelation functiong(t) gave similar conclusions, although
with an auxiliary thermostat, SC-Th, is clearly the method ofthe size of the artifacts in tracer diffusion is best demon-
choice, as is evident from the results shown in Fig. 1. Forstrated byD;. Nevertheless, the decay of velocity correla-
this extended-system method, we find that the temperaturgons in tracer diffusion is sensitive to the choice of the inte-
deviations diminish by over two orders of magnitude, with agrator.
modulus typically of the order of I to 10 *. The auxil- We now discuss some more general aspects concerning
iary thermostat thus performs very well as long as the iterathe performance of the self-consistent integrator SC-Th.
tion procedure within the self-consistent scheme remain8ased on our results fdiksT), g(r), andxy, the auxiliary
stable. thermostat performs very well. This provides clear-cut evi-
Results forg(r) are shown in Fig. 2. We find that the dence that the SC-Th scheme is useful for studies of equilib-
deviations from the ideal gas limg(r)=1 are very pro- rium quantities such as the specific heat, which are deter-
nounced for MD-VYV, indicating that even for small time mined by the conservative forces and which are not
steps this integration scheme gives rise to unphysical corrénfluenced by the details of the dynamics. However, it is less
lations. The performance of DPD-VV is clearly better, while clear whether the SC-Th scheme is useful for studies of dy-
the self-consistent scheme SC-VV leads to even smaller dexamical quantities. To illustrate this point, let us consider the
viations. For the self-consistent scheme with an auxiliarymotion of a Brownian patrticle as an example. It is character-
thermostat SC-Th, we found virtually the same results folized by the Langevin equation
g(r) as for the self-consistent scheme without the thermo-
§tat. The results for GW and GC(@or a few values of\) M M: —M V() +F(D), (16
integrators were approximately the same as those of MD-VV dt
and DPD-VV, respectively. For all integrators, the artificial
structure ing(r) typically becomes more pronounced with whereM is the mass of the Brownian particle andis the
increasing time incremenit. It is noteworthy that the bias friction coefficient which reflects dissipative forces. The re-
introduced by the self-consistent integrators Adr=0.10 is  maining random terni(t) is the driving force due to colli-
comparable to that already introduced by MD-VV faAt sions with the solvent particles, whose mass is negligible

=0.01. compared tdM. In this case, one finds tHat
The relative isothermal compressibilitiés; evaluated
from g(r) are shown in Fig. ). The best performance is keT 1 17

found for the self-consistent integrators SC-VV and SC-Th, T:M_n 7’
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FIG. 4. (a) Results for the tracer diffusion coefficieDt; vs At in model A

for the SC-Th integrator, in whichy is not fixed but fluctuates in time. FIG. 5. Results for the deviations of the observed tempergkye) from
Results of DPD-VV are also given for the purpose of comparison. The insethe desired temperatukgT* =1 vs the size of the time stept in model B.
ilustrates the dependence d¢fy(t)) on At for the SC-Th integration ~Results of GW and GCC are for=0.65.

scheme.(b) The scaled tracer diffusion coefficiem,y*/(kgT) with x

=0.72.

and one finds the behavior »to be more compleksee Sec.

V and Fig. 10 for further discussignDetailed studies under
which serves to demonstrate that the tracer diffusion of gresent conditions with the DPD-VV schertveith smallAt)
Brownian particle is clearly affected by the dissipation rate.gaveD+/(kgT)~ 1/y%"% When this dependence on the dis-
Although the motion of DPD particles is not equivalent to sipation strength is taken into account, we obtain the results
Brownian motion, the two cases are related. This examplshown in Fig. 4b). Obviously the SC-Th scheme now works
highlights how any change in the dissipation properties mayetter, but is nevertheless not as accurate as DPD-VV, for
affect diffusion behavior. This problem could arise within the example. This finding simply demonstrates that any change
SC-Th scheme, since the strength of dissipation is not fixeéth dissipation may lead to further changes in the dynamic
there but fluctuates in time. Clearly, the significance of thisbehavior and should be taken into account in the use of aux-
issue has to be examined in detail. iliary thermostats. For this reason, we feel that the SC-Th

In Fig. 4(a) we show the tracer diffusion coefficient for scheme is not an ideal approach for studies of dynamical
the SC-Th integrator versus the size of the time sf¢pIn  quantities by DPD.
the inset is shown the average strength of the dissipative Problems of a similar nature are faced in MD studies
force (y(t)) as a function ofAt. The results reveal thd@;  with the Nose-Hoover thermostat, in which the temperature
converges to the correct limit at smalt, which is expected of the system is controlled by a “thermodynamic friction
since (y(t))— o?/2kgT* as At—0. For larger time steps, coefficient” which is allowed to evolve in timéThus, the
D+ clearly deviates from the correct behavior. This is due topresent problem with SC-Th is not specific to DPD simula-
temperature deviations(KgT)<kgT*) within the original  tions. Furthermore, as will be seen in Sec. IV C, the SC-Th
SC-VV schemdwithout an auxiliary thermostatThese de- scheme works quite well even for dynamical quantities,
viations are corrected by the auxiliary thermostat by decreasvhen conservative interparticle interactions are included in
ing the average dissipation rate, which in turn increases ththe model.
diffusion rate.

From the discussion above, it is clear that the dissipatiorf- Results for model B
rate within SC-Th depends aoit. Consequently, the trans- We next consider model B, which describes a fluid with
port properties may not be properly described if temperatureelatively strong but soft conservative interactions. This situ-
deviations due to the self-consistent iteration procedure argtion is often met in DPD simulations of polymer dynamics
too large. In the present model, this implies that a directand phase separation, among others. Clearly, it is important
comparison of diffusion properties between SC-Th and othefo understand the effects of the integrators on the results in
integrators is not meaningful. For the purpose of completethese cases.
ness, however, let us compare their properties in a slightly  As a first and demonstrative topic, we again start by
modified fashion. Instead of comparing the diffusion coeffi-considering the deviations of the observed actual temperature
cients themselves, we compare their scaled counterpartk,T) from the desired temperatukg T*. Results shown in
D1y*/(kgT). This idea is based on an ansatz that tracer difig. 5 for model B reveal that the behavior of the integrators

fusion within DPD can be written as is very similar to that found for model A in Sec. IVB. The
D; 1\ largest temperature deviations are found for MD-VV and
K T)~<;) (18 SC-VV, and the artifacts due to GCC are almost equally
B

pronounced. The performances of DPD-VV and GW are bet-
In Brownian motion, withy substituted forp in Eq.(17), we  ter, while the SC-Th scheme is found to be superior to all of
find the exponenk=1. For DPD, the situation is different them.
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ol o bl i also provides a reasonable approach for calculating dynami-
O MD-vv . 480 romp-rrm cal quantities.
0074 sscm &L Tues[07[) g 030
] n r 1 o |
16 ete B EIC SR D. Results for model C
o sc- 435l pdula =029 , ,
“ W n loztw'? e In the preceding models, we have dealt with systems
ve 0.06 e | ] . Q with soft interactions. This approach is very suitable for pro-
| | ] . 8 [028 cesses where the microscopic degrees of freedom do not
EE 3 1.0 2 r matter, and where one is interested in phenomena at the me-
0.05 B 4 o [ 027 soscopic level. However, there are many systems where both
@ | ®) microscopic and mesoscopic properties are of interest. For
102 10" 102 10" example, the dynamics of a single polymer chain may be

studied using a model in which the polymer chain is de-
At At scribed in terms of Lennard-Jones interactions, while the sol-
FIG. 6. (a) The relative isothermal compressibilities evaluated frong(r) vent is treated on a mesoscopic level. In this case, the role of
in model B. (b) Results for the tracer diffusion coefficieBt; vs At in DPD would be to act as a thermostat and to mediate hydro-
model B. Results of GW and GCC are for=0.65. The inset illustrates the dynamic interactions, while the actual interatomic interac-
dependence ofy(1)) on At for the SC-Th integration scheme as compared tj5g \within a polymer would be described by hard poten-
to y=4.5 determined by the fluctuation—dissipation theorem. . . .
tials. This approach has already proven successful in
simulations of a system of small amphiphilic molecules,
modeled by Lennard-Jones-type interactions in conjunction
with the DPD thermostat although no comparison of the
Results for the radial distribution functigy(r) resemble performance of integration schemes was reported in that
those for any simple interacting fluid, in this case with astudy.
minor peak atr~0.86r., and another, smaller one around To clarify the role of integrators in such cases, we exam-
r~1.55r.. The radial distribution functions of different in- ine this problem using model C. As described in Sec. IIB 3,
tegrators were essentially simila@tata are not shownThus,  this model uses identical spherical particles, whose pairwise
it is not too surprising that the compressibility data shown inconservative interactions are described by a hard repulsive
Fig. 6(@ do not reveal major differences between differentLennard-Jones potential, while the random and dissipative
integrators. The results of all integrators are the same tinteractions are soft. Despite its apparent simplicity, this ap-
within =1% for At<0.01. The differences between different proach incorporates the essential aspects required to shed
integrators are very clear only at relatively large time stepslight on this issue.
where the MD-VV is found to be the poorest and the SC-VV  We focus on two integrators. The MD-VV integrator is
the best integration scheme of the ones considered here. Tlkhhosen to represent an approach commonly used in molecu-
results for tracer diffusion in Fig.(B) support these conclu- lar dynamics simulations. The performance of MD-VV is
sions. then compared to that of DPD-VV, which serves as an ex-
The performance of the self-consistent integrator SC-Thample of integrators designed particularly for DPD.
warrants further attention. We have found that the SC-Th  We first consider the regime predominated by conserva-
provides full temperature conservation for model B. Furthertive interactions. This is the case for the limit of small
more, its results fog(r) and’xt are equally good to those where the role of random and dissipative forces is weak com-
given by the other integrators, and, finally, even the tracepared to that of conservative interactions. The results shown
diffusion results by the SC-Th are in agreement with resultsn Fig. 7 for the radial distribution functiog(r) with o=1
of other integration schemes. Thus, for time steps that are natemonstrate that the system is indeed a fluid, and behaves in
too large (say, At=<0.01), the self-consistent integrator the expected manner. The radial distribution functions for
SC-Th seems to provide a promising approach for studies d¥ID-VV and DPD-VV are practically indistinguishable, and
DPD model simulations. These findings contrast with thoseéhe same holds for the compressibilities extracted from the
presented in Sec. IV B for the ideal gas. In the present casg,r) data. Further studies in this regime revealed that the
the differentiating factor is the presence of conservative intwo integration schemes yielded rather similar results for
teractions. In model B the role of conservative forces is comboth(kgT) andD+ (see the results in Fig.) &s well. Differ-
parable to the random and dissipative contributions, suggesénces between MD-VV and DPD-VV are minor at small
ing that the problems in model B due to velocity-dependentime steps, but become more pronounced ass increased,;
dissipative forces are less pronounced than in model A. OuaroundAt~0.01 the deviations are already significant. The
results support this idea. As demonstrated in the inset of Figemperature conservation shows that the artifacts due to
6(b), (y(t)) deviates only slightly(less than 1%from the = MD-VV are stronger than those due to DPD-VV. We con-
desired valuer?/2kgT* at time stepsAt=<0.01. For larger clude that in this regime DPD-VV performs slightly better
time increments the deviations increase, but remain ratheéhan MD-VV.
small and are about 2.5% aroundt=0.05. In summary, The situation becomes more interesting when the ran-
these results demonstrate that, for systems where the role ddm and dissipative forces begin to compete with conserva-
random and dissipative terms is not dominant, the auxiliantive interactions. The crossover from the regime dominated
thermostat not only minimizes temperature deviations, buby conservative Lennard-Jones interactions to the regime
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r /}’c FIG. 9. Computational efficiency of the self-consistent integration scheme
SC-VV via functional iteration. Shown here is the average number of itera-
FIG. 7. Results fog(r) in model C witho=1 using the integrators MD-VV  tions n;; as a function of the employed time stép to obtain the desired
and DPD-VV. Results are shown for the dengity0.1 with At=0.01, and  accuracy. The accuracy is described by the modulusTofT of the instan-
for the densityp=0.7 with At=0.001. The results of DPD-VV and MD-VV  taneous temperature, and results are shownAferT<10"® (solid dia-
are essentially identical. monds andAT/T<10"* (solid circle3. The corresponding CPU time rela-
tive to the CPU time for plain DPD-V\(“0 iterations”) is also shown.

dominated by dissipative forces takes place arowms@®0, as
illustrated in the inset of Fig.(®). Right above this thresh- less pronounced as compared to MD-VV, and the results for
old, it is evident from Fig. &) that (kgT) starts to deviate the tracer diffusion behavior lead to similar conclusions.
from the desired value. In addition, as FigbBreveals, the Thus, we conclude that, although the differences between
tracer diffusion coefficient begins to decrease as soonr as MD-VV and DPD-VV are rather small, the DPD-VV method
exceeds 60. The decreaseldf simply reflects the fact that is more reliable for simulations in the largeregime.
the dynamics is now governed by random and dissipative
forces rather than conservative interactions, and thus dissip
tion slows down the motion of DPD particles. Evidently
there are similarities with Brownian motion, in whidb In practice, the choice of an integrator is always a com-
~1/y. promise between accuracy and efficiency, which in turn are
The fact that the dynamics in the largeregime is con-  related. Here, we briefly discuss how their mutual outcome
trolled by random and dissipative forces leads us to expeatan be optimized.
significant quantitative differences between MD-VV and Based on Tables | and Il, it is clear that the efficiency of
DPD-VV, as indeed is observed. First, in this regime theMD-VV, GW, GCC, and DPD-VV is very similar. The
MD-VV scheme is less stable than the DPD-VV. Second,schemes GCC and DPD-VV require an additional update of
temperature deviations in the case of DPD-VV are in generallissipative forces, but the time it takes is negligible com-
pared to the time that is required to update neighbor tables.
Therefore, these integration schemes are approximately
1 PR T equally efficient. The self-consistent approaches, on the other

%-. Computational efficiency

1.04 7 -
{¢ o prowy b hand, are more computer intensive. They are based on an
1.03 4 M iterative process to find a convergence for dissipative forces
A 102 ;éc\j @ [ and particle velocities, an effort which depends on the size of
f - 3 the time step. Thus, we focus on a comparison of the effi-
2100 e TUTTUTH ciency of the self-consistent integration schemes to that of
000 - i DPD-VV.
1 L] ] Using model A as a test case, we first consider SC-VV.
0.98 - ] %esissiz Lo As shown in Fig. 9, we find that the SC-VV method requires
1 i . "/"If . ' three iterations per integration step to obtékgT) with a

0 100 200 0 100 200 relative accuracy of 1P at At=0.01, while 20 iterations
o c were necessary akt=0.10 for the same accuracy. Com-

FIG. 8. Results fora) the temperaturéksT) and (b) the tracer diffusion pared to DPD-VV, the CPU time ber integration step was
coef.fici.entDT vs the strength ofthe rand(E;m forean model C withp=0.7. mcre,a_sed b,y a factor of 1.5 fmx,t: 0'_10’ while it was Only
Results are shown for the integration schemes MD-VV and DPD-VV with N€gligibly higher for the three iterations att=0.01. (The
two different time steps. Fakt=0.01 with MD-VV, the system no longer DPD-VV scheme corresponds to the SC-VV with “zero it-
gem?i”?gdséabli n‘;?x;‘gvze5%t;gc%'§:;ytéht‘;eC:gSiSrf]‘éeégﬁr:att;‘g ée%";ﬁo erations.”) Figure 9 also shows that the number of iterations
a;)g“dnigsipatii//e forces, we have shown in the insg(bbthe interaction;/:R rHeeded tO. obtau(1kBT) with a fixed accuracy mcreases with
(dot-dashey] F® (dashet, and FC (full line) for o=60. For o>60, the ~ At, and diverges aAt~0.13 where the algorithm becomes

dissipative force is steeper than the conservative one. unstable for the density used here.



J. Chem. Phys., Vol. 116, No. 10, 8 March 2002 Integration schemes for dissipative particle dynamics 3977

In the case of SC-Th, the CPU time increases by a factor ool sl ool 4 o ol ol 4
of 3 to 5 due to the extended simulation times needed to 1 @r 4" ®)
obtain the necessary accuracy(&ET) with a fluctuatingy. - L 4 " o[ 08

These results serve to estimate the computational effi- é o] | '_J -

. . . . 10° < E
ciency of the self-consistent integrators in systems where the &7 3 E ®© 06
conservative force component is very weak. In cases where v 1, " Co o r =
the role of the conservative forces is more pronounced, we 1 | ° ° ol [ ] ° — 0.4
expect the computational efficiency of the self-consistent _ % | ° I
schemes to improve. This is due to the finding that, in mod- 10" ERRL % E ] ° - 02
els B and C, we have seen how temperature deviations in °|“ =25| e E ] °1 S I 0.0

interacting systems are smaller than in the ideal gas, and thus 0 2 0 | 2
: X . 100 100 10 100 100 10
a smaller number of iteration steps is expected.
We conclude that the DPD-VV is almost as fast as the v 7

MD-VV scheme, and the SC-VV scheme is almost as effic. 10. (a) Diffusion results forD; /(kgT) Vs the strength of the dissipa-

cient as these simple integrators. The SC-Th scheme théte force y in DPD simulations for models Aa=0) and B (a=25). (b)

includes an auxiliary thermostat requires considerably mor&ased on the results i@ and using the ansa@y/(kgT)~y™”, here is
shown the resulting exponertas a function ofy. The results shown here

time. Then, it is a matter of taste whether the gain in tem'have been calculated by DPD-VV with smalt (ranging from <1073 to

perature control is sufficient to justify the excess in cOmpU—5x10-3) such that temperature deviations in all cases are very minor.
tational effort.

V. HOW TRACER DIFFUSION RELATES TO THE
STRENGTH OF THE DISSIPATIVE FORCE 10(@)]. In both cases the power-law dependeicg/(kgT)
~(1/y)*is locally valid, but the exponentstrongly depends
The tracer diffusion of DPD particles has been the subon y and the strength of the conservative foregsee Fig.
ject of various analytical studiés’*~**Since this topic is in  10(b)].

part related to the present wofsee Sec. IV B we wish to In the ideal gaga=0) the motion of the DPD particles is
discuss briefly the relevance of usual approximations madgully governed by the random and dissipative forces, and so
in describing the diffusion of DPD particles. the exponenk is approximately 1 at smal. This behavior

The descriptions for tracer diffusion of DPD particles arejs expected, since then the dynamical correlations are very
usually based on a few reasonable approximations. Most imyeak, as is confirmed by the exponential decaypgf) in
portantly, the conservative interactions are typically ignorecthis regime(data are not shownThis is in agreement with
and the dynamical correlations between particle displacerecent resultS*® where ¢(t) was found to decay exponen-
ments are neglected. Under these circumstances, the syste@lly for small friction. At intermediate values of, the
is described by the Langevin equatiguithin the Markovian  power-law form ofD is less clear. The exponenmthas a
approximation, which yields the tracer diffusion coefficient minimum aroundy=10, and the velocity correlation func-

keT* tion ¢(t) decays algebraically rather than exponentially. Fi-
My (29 nally, in the limit of largey, x tends towards 1, which can be
Y understood in terms of a large friction force proportional to
In practice, this expression describes the diffusion of aM vy, and therefore this regime mimics the diffusion of DPD
Brownian particle suspended in liquid. In this context, theparticles with a large mass. In any case, the decay(of is
absence of conservative interactions is justified since Brownnot exponential, in agreement with analytical predictions by
ian motion is driven by random forces due to collisions of Espaml and Serrand®
the Brownian particle with the surrounding fluid particles. In model B with finite conservative interactions, the dif-
Neglecting dynamical correlations is also justified, sincefusion at smally is governed by conservative interactions.
Brownian motion is characterized by a random walk inThis is best demonstrated in Fig. (&) whereD+ is only
which case the velocity correlation functi@i(t) decays ex- weakly dependent ory in the limit of small friction. At in-
ponentially in time, reflecting the lack of memory effects. termediate values of, there is a crossover regime in which

In models often studied by DPD, the case is rather dif-conservative and random forces compete, while at lartie
ferent, however. First, DPD particles move in the presence afliffusion behavior becomes dominated by random and dissi-
similar particles, and thus consecutive displacements of thpative forces. The exponemntvaries accordingly, reaching
tagged particle are likely to be correlated. Second, the corunity only in the limit of largey.
servative interactions are not irrelevant. To clarify this issue,  Our aim in this work is not to focus on the diffusion
i.e., how well Eq.(19) describes the tracer diffusion of DPD properties of DPD model systems in detail and, thus, we do
particles, we studied the dependenc®gfon the strength of not consider this issue further. Nevertheless, we hope that the
the dissipative force. To this end, we investigated models A present results serve to demonstrate that the dynamics in
and B using DPD-VV with a smallt (values ranging be- DPD model systems is not similar to Brownian motion, and
tween 1x 10 3-5x 10" 3). this dissimilarity is further enhanced by conservative inter-

The results are presented in Fig. 10. We find that theactions whose role can be significant. As regards future stud-
behavior of Dt in the two models is very differenfFig.  ies of transport properties of DPD fluid particles, various
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assumptions made in deriving analytical theories shouldlissipative force is not constant but fluctuates in time. Con-

therefore not be taken for granted. sequently, the average dissipative force strergtft)) de-
pends on the time increment. Very recently, den Otter and
VI. SUMMARY AND DISCUSSION Clarke suggested another approdtf? in which the coeffi-

Dissipative particle dynamic®©PD) is a very promising c?ents of thg rar.1d0m and dissipative forces depen'd on the
tool for future large-scale simulations of soft systems. Thus'#® of-the tme mcrlememt. The results presented in Ref.
far, it has been applied with success to a variety of different? |nd|gate that this approach leads to good temperature
problems, including studies of pressure profiles inside "piocontrgf‘ compared to the GW scheme, for example, but it
bilayers'® phase behavior in surfactant solutidhisnd dy-  '€mains to be shown through thorough tests if this approach
namics of polymer chairé is |_ndeed more successful in minimizing mtegrator—mdl_Jced

Despite its promising nature, DPD has certain practicaﬁrt'faCtS than 'the many other. schemes suggested previously.
problems that have to be accounted for before extensive use AS noted in the Introduction, DPD can be thought of as
in future applications. Many of them are related to theBrownian dynamics with momentum conservation. Both
coarse-grained nature of the systems studied. As describdgethods are based on coarse graining the underlying micro-
by Espanl and Warrerf, the theoretical framework used in SCOPIC systems, and in both cases the coarse-grained vari-
DPD leads to interparticle interactions that include a dissipa@P!es are replaced by random noise which is coupled to a
tive term, which depends on the pairwise velocities of DpDJiSsipative friction term. Consequently, one may question
particles. This implies that for a proper description of theWhether similar integrator-induced problems could be faced
system in time, the dissipative forces and the particle velocil Brownian dynamics simulations. While we lack direct evi-
ties should be determined hand in hand in a truly selfdence, we feel that the problems in Brownian dynantits
consistent fashion. As shown in the present work, this issu@ny are likely less prominent compared to those in DPD.
contains various subtle details, but the key point is that thd his idea is justified by the fact that in Brownigbangevin
integration schemes often used in molecular dynamics simudynamics, the velocities of tagged particles are coupled to
lations cannot be used in DPD simulations as such. the dissipative forcedy;/dtx— »v;) individually for every

In this work, we have considered this problem throughparticle. This situation is much easier to deal with compared
studies of three different model Systems for a number ofO that for DPD Simulations, where the diSSipative term in-
integration schemes based on the traditional velocity-Verlegludes contributions from all pairs of particles. A thorough
approach. We have shown that the traditional velocity-Verlestudy of this topic would be useful.
scheme gives rise to pronounced artifacts in actual physical In the present work we have examined the performance
quantities such as the compressibility and the tracer diffusio®f integration schemes in the well-established description of
coefficient. Further studies presented in this work revealedlissipative particle dynamics, first suggested by Hooger-
that the scale of these artifacts can be greatly reduced bjrugge and Koelmanand later refined by Espahand
accounting for the velocity dependence of dissipative forcesWarren® More recently, a number of related schemes have
The simplest approach in this regard is to calculate the disbeen suggested to shed more light on the underlying struc-
sipative forces twice during a single time step, and furthefture of DPD}® as well as to generalize the framework of
improvements can be obtained if the dissipative forces an®PD for a number of other hydrodynamic ca$édhese
particle velocities are determined together in a self-consister@pproaches are numerically more complicated than the DPD
fashion through a functional iteration process. considered in this work. Studies of the related practical is-

For cases where the remaining temperature deviationsues would be very interesting, although they are beyond the
need to be corrected, we have proposed a self-consistent ifcope of the present study.
tegrator that is coupled to an auxiliary thermostat. We have We close this work with a brief discussion of the situa-
discussed its properties through a detailed analysis in twéons in which DPD-specific artifacts due to integration
model systems. We have found that this approach works wetichemes are expected. To this end, we first summarize our
in the case of equilibrium quantities, whose behavior doesnain findings. We have noticed in all three model systems
not depend on the details of the dynamics. For studies ofhat various integrators lead to pronounced artifacts in DPD
dynamical quantities such as diffusion, however, care musmodel systems, if random and dissipative interactions are
be taken to avoid misleading interpretations of the datastrong compared to conservative interactions. On the other
Problems may appear {fy(t)), extracted from simulations hand, if the system is governed by conservative interactions,
with the auxiliary thermostat, deviates significantly from thethen the artifacts have been found to be weaker. This sug-
dissipation strengthy determined by the fluctuation— gests that one should use conservative interactions that are
dissipation theorem. In practice, this situation is realized ifsufficiently strong to dominate the behavior of the model
the time stepAt is relatively large and the role of conserva- system, and let random and dissipative forces act only as a
tive interactions is weak as compared to random and dissihermostat. Although this arrangement with dominating con-
pative forces. However, if care is taken and the auxiliaryservative forces is feasible in a number of c&€ésthere are
thermostat is used within proper limits, our results show thatlso many systems studied by DPD where random and dis-
it provides an accurate method to study DPD models withirsipative forces are rather weak lrdmparableto conserva-
the NVT ensemble. tive interactions. Furthermore, there are processes governed

The self-consistent integrator with an auxiliary thermo-by collective effects at large particle densities in the high
stat is an example of a scheme in which the coefficient of thdriction limit, which based on our work can lead to
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