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Summary

Elevated temperature thermo-mechanical behaviour of cast
irons: a numerical-experimental investigation

Nowadays, in many elevated temperature engineering applications demanding ther-
mal and mechanical conditions are present. Therefore, a material which possesses
a good combination of mechanical and thermal properties is required. This is the
case of cast iron making it a frequent choice for components operating in challenging
thermo-mechanical conditions.
The efficient design of these engineering components requires a deep understanding
of the material mechanical and thermo-mechanical behaviour. Furthermore, in the
case of diesel engine components with the continuous rise of the engine operating
temperatures (to yield cleaner emissions), there is an increasing need for accurate
models than can predict the response of the material at both the macro and mi-
cro levels. In the case of cast iron, the complex and heterogeneous microstructure
makes the understanding and prediction of its thermo-mechanical behaviour very
challenging.
In this work, a microstructure based modelling approach is followed to study the
thermo-mechanical behaviour of two types of cast iron: Flake or Lamellar Graphite
Iron (FGI) and Compacted or Vermicular Graphite Iron (CGI). This approach makes
possible to assess the impact the different microstructural features have on the mate-
rial local and overall response. For example, it allows to study how some inherently
microstructural process, such as damage initiation, are influenced by the different
microstructural features found in cast iron. Moreover, when required, experiments
have been performed to validate some of the fundamental modelling assumptions as
well as to provide input for the model.
First, a microstructural model for FGI is introduced to study the response of the ma-
terial under mechanical and thermo-mechanical loading conditions. To this end, the
coupling between the mechanical and thermal fields and the influence of temperature
on the mechanical and thermal properties of the microconstituents are incorporated.
The complex microstructure of lamellar cast iron, is represented here by an idealized
unit cell model that captures the main morphological features of the material, such
as the sharpness and the 3D connectivity of the graphite inclusions. This simplified
representation of the microstructure makes it possible to investigate the influence of
different microstructural features and complex mechanical and thermo-mechanical
loads on the local and macroscopic response of the material. The results indicate
that graphite anisotropy plays a key role in the mechanical, thermal and thermo-
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mechanical response of FGI at the micro and macro level.

The following chapter is focussed on understanding the micro-mechanics of CGI and
in particular the role played by graphite anisotropy. The aim is to addressed how
important is the mechanical anisotropy of graphite for the distribution of strains and
deformation in the vermicular graphite particle. For that reason, an experimental-
numerical approach is used to study the deformation of the graphite inclusions within
CGI. First a set of in-situ micro-tensile tests on CGI samples are carried out in the
scanning electron microscope (SEM). From these tests, high resolution images of the
deforming graphite particles within CGI are obtained. These images are then used
to calculate the strains within the graphite particles via a novel Global Digital Image
Correlation (GDIC) procedure. The results from the test confirmed the mechanical
anisotropy of vermicular graphite particles in cast irons. The second part of the
chapter is dedicated to the development and analyses of 2D CGI microstructural
models to computationally evaluate the influence of graphite anisotropy in CGI’s
mechanical behaviour. The SEM micrographs obtained from the tests are then used
to create 2D CGI microstructural models. Good qualitatively agreement is found
between the computed strains within the graphite particles are the experimentally
measured ones, validating the hypothesis on graphite is mechanically anisotropic in
vermicular graphite particles. Moreover, a comparative analysis on the effect of the
graphite anisotropy on the matrix response is performed, revealing that graphite
anisotropy has a high impact on the micromechanical response of CGI. Therefore, it
should not be neglected in order to accurately predict stress and strains distribution
at the microstructural level.

Then, the elevated temperature creep of pearlite and/or pearlitic steels is investi-
gated. The matrix material in cast irons is generally composed of a ferrite/pearlite
mixture. When a higher strength cast iron is required, this mixture becomes predom-
inantly pearlitic such as in the CGI used in diesel engine components. Therefore,
understanding the the time and temperature dependent behaviour of pearlite at
temperatures corresponding to the diesel engine operating temperatures becomes
instrumental in predicting the behaviour of cast irons in such conditions. In this
chapter, an experimental-numerical approach is used to study the mechanical re-
sponse of pearlitic steels in the temperature range 20 − 500 ◦C. A finite strain
thermo-viscoplastic model is presented together with a set of elevated temperature
tests (tensile and creep tests). The aim of the tests is twofold: first to provide in-
sight in the elevated temperature mechanical response of the material; and second,
to provide the data required to identify the corresponding material parameters. Fur-
thermore, the model and the experimental data are instrumental in showing that
the influence of temperature on the mechanical behaviour of pearlitic steels becomes
significant for temperatures above 350 − 400 ◦C. Consequently, at this tempera-
ture level, pearlite no longer exhibits its well known room temperature structural
integrity and creep resistance.

Finally, a new microstructural model for thermo-mechanical analyses of CGI is in-
troduced which can be used for transient conditions such as the ones present in diesel
engines during their operating life in the temperature range between 20 − 500 ◦C.
The time and temperature dependency is incorporated in the model by means of the
pearlite thermo-viscoplastic model. The aim is to investigate the time dependent



response of CGI for temperatures up to 500 ◦C. The results show that the effect of
temperature on the mechanical response of CGI is dominant for temperatures above
350 ◦C. Furthermore, as the temperature is increased, the combined effect of time,
temperature and cast iron microstructural heterogeneity enhances plastic deforma-
tion and damage evolution hereby reducing the time to failure of the material.
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1
Introduction

1.1 Background and motivation

Good thermal properties, i.e. a high thermal conductivity and low thermal expan-
sion coefficient, make cast irons ideal candidates for industrial applications in which
a combination of these properties is required, e.g. in diesel engines for power gener-
ation used in automotive, marine and locomotive industries. In these applications,
engine components like cylinder heads and blocks and exhaust manifolds are sub-
jected to elevated temperature cycles during their operating life. Under these con-
ditions, a high thermal conductivity, which enables fast heat transport, is required
to reduce thermal gradients within the component.

Cast irons employed in cylinder heads are subjected to frequent temperature changes
in the start-stop cycles of the engine. These conditions produce thermal expansion,
which in constrained components, such as the cylinder head, give rise to high com-
pressive stresses upon heating. Depending on the upper cycle temperature and dwell
times, plastic deformation and stress relaxation in compression takes place during
the hot part of the thermal cycle. Therefore, residual tensile stresses may develop
when the component is cooled down (Figure 1.1). For high temperatures and long
dwell times, the repetition of the heating and cooling cycles ultimately leads to
cracking and Thermo-Mechanical Fatigue (TMF) failure of a component.

Cast irons are carbon-iron alloys in which the carbon content is above 2.14 in weight
percentage (wt%). The high carbon content induces a microstructure composed of
graphite inclusions surrounded by a ferrite/pearlite matrix, whereby the morphology
of the graphite inclusions is defined by the chemical composition and cooling rate of
the casting. Depending on this morphology cast irons can be classified as: Nodular or
Spheroidal Graphite Iron (SGI); Compacted or Vermicular Graphite Iron (CGI) and
Flake or Lamellar Graphite Iron (FGI) (Figure 1.2) [125]. The morphology of the
graphite inclusions plays a fundamental role in the resulting mechanical and thermal
properties of the cast iron [44,116]. In CGI and FGI, the graphite inclusions form a
3D interconnected network which together with graphite’s high thermal conductivity
leads to thermal properties that out perform those found in steels. Conversely, the
3D interconnected network of graphite inclusions proves to be detrimental for the
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time

time

Temperature

Stress

Figure 1.1: Schematic representation of thermal stresses developing during thermal cy-
cling.

mechanical response of the material. Due to the graphite/matrix elastic and thermal
mismatch and the sharp edges in the graphite inclusions, stress concentrations at
the graphite/matrix interface occur, whereby the interface is a preferential location
for crack initiation and propagation. Once crack propagation starts, the weaker
graphite/matrix interface along the 3D network of graphite inclusions becomes the
natural path for further crack growth. This makes CGI and FGI, in general, weaker
and more brittle than steels. On the contrary, in SGI the graphite inclusions are
present in the form of isolated graphite nodules. This yields a material with high
ductility and strength but with thermal properties similar to those of steels.

Figure 1.2: Graphite morphologies of different cast irons: a) Flake or Lamellar Graphite
Iron (FGI), b) Compacted or Vermicular Graphite Iron (CGI) and c) Nodular or Spheroidal
Graphite Iron (SGI) [125].

Besides the morphology of graphite inclusions, the structure of the matrix has an
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essential influence on the mechanical properties of cast irons (Figure 1.3) [126]. The
ferrite/pearlite content influences the strength, ductility, microstructural stability
and creep strength of the iron matrix. A predominantly ferritic matrix leads to a
lower ultimate strength and a higher ductility. As the pearlite content increases, the
response of the cast iron shifts from ductile to brittle, where a fully pearlitic matrix
reveals a high ultimate strength and low ductility [73, 126]. At temperatures above
room temperature, creep strength and microstructural stability become relevant for
the mechanical response of the cast irons. For that reason, a pearlitic matrix with a
higher creep strength than ferrite, is preferred for elevated or high temperature ap-
plications. However, one drawback of pearlite is that for temperatures higher than
500 ◦C, the microstructure tends to become unstable [18, 56–58, 78, 114, 145, 151].
Depending on the temperature level and dwell time, pearlite can decompose into
ferrite and graphite which weakens the matrix. Ferritic cast irons are microstruc-
turally more stable at elevated temperatures because they are not affected by this
problem.

Pearlite

Ferrite
10 µm

Ferrite

Pearlite

50 µm

Figure 1.3: Matrix structure in a nodular cast iron: ferrite, pearlite and spheroidal
graphite inclusions.

1.2 Mechanical and thermo-mechanical behaviour of cast

irons

The efficient design of engineering components operating at elevated temperatures
requires a deep understanding of the material mechanical and thermo-mechanical
response. In the case of cast iron, the complex and heterogeneous microstruc-
ture makes the understanding and prediction of its behaviour challenging. Dif-
ferent microstructural features, like graphite morphology, graphite anisotropy, the
graphite/matrix interface, the time and temperature dependent properties of the
different phases and the elastic mismatch between the graphite and the matrix will
determine the response of the material. For this reason, a proper understanding
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of the relevant microstructural phenomena is required for a good estimation of its
mechanical and thermo-mechanical behaviour.

From a mechanical point of view, various references [1, 2, 14, 19, 28–30, 71, 73, 84,
116, 121, 128] can be found in the literature that analysed the influence of differ-
ent microstructural features (e.g. graphite morphology and volume fraction, fer-
rite/pearlite volume fraction) on the macroscopic response of cast irons. Also, work
has been done to understand the process of damage initiation and propagation at
the microstructural level [33,35,38,41,62,73]. The two major factors affecting crack
initiation seem to be the weak interface and the graphite/matrix elastic mismatch.
The latter implies that, when loaded, the matrix and the graphite will deform in
an incompatible manner, leading to stress concentrations and consequently crack
initiation at the interface. Moreover, in case the interface proves to be stronger than
the bonding between the graphite basal planes, the crack will nucleate in between
the graphite planes.

In spite of the extensive amount of work in the literature on the micro-mechanical
behaviour of nodular cast iron [33, 35, 38, 41, 62, 73], only few papers can be found
that focussed on the study of lamellar [33, 62] and vermicular graphite irons [127].
Furthermore, the influence of graphite anisotropy on the mechanical and thermal
response of cast iron has been scarcely examined in the past [41, 66].

Several investigations have been carried out to understand the various phenomena
that influence the response of cast irons while operating at high temperatures. The
studies looked into the effect of temperature on the mechanical [21–23, 44, 56–58,
78, 91, 113, 114, 151] and thermal [65, 68] properties of cast irons. The detrimental
effect of an increased temperature on the mechanical properties is less evident in
lamellar graphite iron compared to nodular and vermicular graphite irons, due to
the moderate mechanical properties of lamellar graphite iron at room temperature.
Besides the impact on the mechanical and thermal properties, temperature can
also activate other processes such as pearlite decomposition, oxidation and creep
[18, 56–58, 78, 99, 106, 114, 145, 149, 151, 154], which can accelerate the failure of the
material. In general, temperature in excess of 500 ◦C and long exposure times are
required for pearlite decomposition and oxidation to become relevant [18,56–58,78,
99, 106, 145, 149, 151, 154]. Significant creep or stress relaxation rates are observed,
depending on the dwell time and stress or strain level, for temperatures above 400
to 450 ◦C [57,58, 99, 106,114,149].

Finally, studies on cast iron TMF can also be found in the literature [18, 51, 56–58,
111, 114, 146, 154]. These studies suggest that under TMF conditions, the response
of the material is driven by the upper cycle temperature and dwell time. These two
parameters control the thermal stress cycle and consequently the residual stresses
accumulating after each thermal cycle. TMF is affected by thermal expansion, ther-
mal conductivity, elasticity constants, high temperature strength, creep and stress
relaxation [58]. In addition, damage may be further accelerated by pearlite decom-
position and oxidation, which are controlled by the upper cycle temperature, dwell
time and chemical composition.
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1.3 Brief account of different approaches used for modelling

of cast irons

Different approaches have been followed in the past to investigate the mechani-
cal, thermal and thermo-mechanical behaviour of cast irons. Phenomenological
models have been used to predict the mechanical response of cast irons in the
elastic and plastic regimes [6, 24, 42, 64, 76]. Gurson type models have been used
to study the influence of damage on the mechanical response of nodular graphite
iron [10, 54, 55, 86, 129], where it is assumed that after interface debonding the
graphite nodules can be considered as voids. In recent years, more elaborate models
have been developed to describe the behaviour of cast irons under complex thermo-
mechanical conditions such as relevant for TMF [52,118,119,134–136]. These models
combine various ingredients (viscoplasticy, kinematic hardening, damage, etc.) to
predict the time and temperature dependent cyclic plastic deformation of cast irons
subjected to thermo-mechanical cycling. The main drawback of these models, is that
they generally include a considerable amount of material parameters which need to
be obtained via a tedious parameter identification processes. This requires a large
amount of experimental data, which needs to be gathered from specific tests cover-
ing the entire spectrum of thermo-mechanical loading conditions. For each variation
of graphite morphology, volume fraction and metal matrix composition, the entire
testing procedure and parameter identification procedure has to be repeated again,
making this a time-consuming and expensive process.

Following a different path, analytical models have been employed in the past to
estimate the elastic [16, 33, 41, 43, 50] and thermal properties [63, 67] of cast irons.
Different techniques such as Reuss and Voigt bounds, Hashin-Shtrikman bounds and
self-consistent methods have been considered in these studies. In general, in these
(semi)-analytical methods, cast irons are considered as two phase materials com-
posed of isotropic or anisotropic graphite inclusions embedded in an isotropic metal
matrix, whereby the influence of the particle shape is taken into account through
the particle aspect ratio. The main limitation of these (semi)-analytical methods is
that the interaction between individual particles is restricted and a perfect adhesion
between graphite particles and metal matrix has to be assumed. The limited inter-
action between particles is a reasonable assumption for nodular cast iron, where the
graphite inclusions are nearly isolated nodules, but this does not hold for lamellar
and compacted cast irons with an interconnected graphite structure.

Microstructural modelling has been used to investigate the mechanical behaviour
of cast irons. In the case of nodular cast iron, several finite element (FE) unit
cell and microstructural models have been introduced in the literature to study
the mechanical response of the material within its elastic and elasto-plastic regimes
[17,25–27,31,41,82,129]. However, the application of this approach to study lamellar
and compacted cast irons is scarce, mostly due to the geometrical complexity of
their microstructure. For the analysis of the mechanical response of compacted
cast iron a direct discretization of 2D micrographs [47, 88, 89, 97] or a model of
slender ellipsoids [50] has been used. Velichko et al. [144] have used focused ion
beam (FIB) tomography images in a FE analysis to obtain the overall thermal
and electrical conductivity of lamellar cast iron. Although the tomography-based
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model is a geometrically exact representation of a small part of the microstructure,
it becomes prohibitively computationally expensive if anisotropic and/or non-linear
material properties are to be included.

1.4 Scope and objective

The objective of this thesis is to develop a time and temperature dependent mi-
crostructural model to study the thermo-mechanical behaviour of cast irons in the
temperature range from 20 to 500 ◦C. A microstructural modelling approach is cho-
sen because it allows to incorporate a broad spectrum of microstructural features in
a straightforward manner. Furthermore, it is a practical tool to asses the impact of
microstructural variations on the material local and global response. Current cast
iron microstructural models available in the literature focus either on quasi-static
mechanical conditions [17, 31, 41, 47, 82, 129] or high strain rate applications (i.e.
machining) [25–27, 88, 89, 97]. Within the literature reviewed, no micromechanical
models have been developed for elevated temperature mechanical conditions such
as those present in engine components. The development of such a model, requires
first to identify the microstructural features that dominate the response of the ma-
terial. The following main drivers are here identified for the mechanical, thermal
and thermo-mechanical response of cast irons:

• Morphology and volume fraction of the graphite particles.

• Matrix composition (ferrite/pearlite volume fraction).

• Constitutive behaviour of the different phases, graphite and matrix.

• Constitutive behaviour of the graphite/matrix interface.

• Temperature dependency of the mechanical and thermal properties.

In the microstructural models of nodular cast irons [17,31,41,82] and compacted cast
irons [47,97], the graphite has until now been considered as an isotropic material and
the values assigned to its elastic constants vary significantly between the different
references. However, experimental observations of the structure of the graphite
particles within cast iron provide clear evidence of a layered structure, mechanically
strong in the “in-plane” direction and weak in the “out-of-plane” direction [35, 44,
60, 66, 94, 122, 144]. This layered structure suggests that graphite as found in cast
irons, should reveal a certain degree of anisotropy in its mechanical and thermal
properties. This hypothesis will be investigated here. Also, the importance of the
anisotropy of the graphite particles on the mechanical and thermal behaviour of cast
irons will be assessed.
In addition, for the temperature range considered here, several references [56–58,
106, 114, 118, 119, 149] suggest that cast irons are susceptible to creep and stress
relaxation. As a consequence, the microstructural model should be able to predict
time dependent response related to creep. In this work this time dependency will
be incorporated via the matrix constitutive behaviour. Because in higher strength
cast irons, such as CGI, the matrix material is predominantly pearlitic, focus will be
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put on the time and temperature dependent behaviour of pearlite at temperatures
between 20 to 500 ◦C.
To summarize, in this thesis the subsequent topics will be addressed:

• A microstructural model for cast irons will be developed that incorporates
(i) the morphology and volume fraction of the graphite phase, (ii) the fer-
rite/pearlite volume fraction of the matrix, (iii) the constitutive behaviour,
(iv) the temperature dependency of the mechanical and thermal properties of
the different phases and (v) the constitutive behaviour of the interface.

• The mechanical anisotropy of the graphite particles will be investigated via
numerical simulations and in-situ experiments.

• The elevated temperature creep of pearlite will be studied, for which a thermo-
viscoplastic model for this will be proposed. This model will then be incorpo-
rated into the cast iron microstructural model.

• The response of cast irons under several mechanical and thermal conditions
will be investigated.

Concerning the constitutive behaviour of the graphite/matrix interface, quantitative
data on the interface behaviour is still lacking. For this reason, only two limiting
cases will be considered, i.e. a loose interface (no bonding) and a fixed perfectly
bonded interface.

1.5 Outline of the thesis

The thesis is organized as follows. In Chapter 2, a microstructural model for lamellar
graphite iron (FGI) is introduced to study its response under mechanical and thermo-
mechanical loading conditions. To this end, the coupling between the mechanical
and thermal fields and the influence of temperature on the mechanical and thermal
properties of the microconstituents are incorporated. The complex microstructure
of lamellar cast iron is represented by an idealized unit cell model that captures the
main morphological features of the material, such as the 3D connectivity and the
sharpness of the graphite inclusions.
Next, in Chapter 3, experiments and numerical simulations are used to study the
deformation of the graphite inclusions within CGI. The main goal is to investigate
the relevance of the graphite mechanical anisotropy for the mechanical behaviour of
vermicular cast irons. In-situ micro-tensile tests on CGI samples are carried out in a
Scanning Electron Microscope (SEM) and a novel digital image correlation procedure
is developed to achieve reliable strain measurements at the scale of the graphite
particles (10-50 µm). The second part of the Chapter is dedicated to the development
and analyses of 2D CGI microstructural models based on the SEM micrographs. The
model is first used to validate the assumption of graphite is mechanical anisotropy
by confronting the experimentally measured strains with those estimated from the
model. Then, the model is used to evaluate the effect of graphite’s anisotropy on
the matrix deformation by comparing the results of two models, one in which some
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graphite particles are considered as anisotropic and one in which all the particles
are modelled as isotropic.
In Chapter 4, an experimental-numerical approach is used to study the mechanical
response of pearlitic steels in the temperature range from 20 to 500 ◦C. A finite
strain thermo-viscoplastic model is presented together with a set of elevated tem-
perature tests (tensile and creep tests). The aim of the tests is twofold: first, to
provide insight in the elevated temperature mechanical response of the material;
and second, to provide the data required to identify the corresponding material pa-
rameters. The model is an extension of the model developed by [46] to finite strains.
Furthermore, a yield surface is introduced to account for the characteristic yield
point found in pearlitic steels and a modified thermal function is proposed based on
the experimental observations.
A new microstructural model for elevated temperature mechanical analyses of CGI
is introduced in Chapter 5. The point of departure of the model is the cast iron
microstructural model discussed in Chapters 1 and 2, where the temperature de-
pendent thermal and mechanical properties of the graphite and matrix are included,
as well as the morphology and anisotropy of the graphite inclusions. The time de-
pendency is incorporated via the pearlite matrix through the thermo-viscoplastic
model developed in Chapter 4, which is implemented within a FE framework. The
microstructural model provides insight into the time dependent response of CGI for
temperatures up to 500 ◦C. Furthermore, the role played by the matrix and graphite
in CGI’s local and global transient response is also investigated.
Finally, in Chapter 6 the main conclusions are presented. In addition, recommenda-
tions for future research in the field of cast iron thermo-mechanical modelling and
potential applications are discussed.
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2.1 Introduction

Many advanced high performance materials are heterogeneous at a certain scale,
with complex microstructures composed of two or more constituents exhibiting dif-
ferent mechanical and physical properties. This microstructural complexity makes
the engineering and performance prediction of such materials a challenging task.
Furthermore, it requires a good understanding of the microscale phenomena and a
proper multi-scale approach to extract the macroscopic material response.
Cast iron is a typical example of such a material, which presents a complex het-
erogeneous microstructure composed of anisotropic graphite inclusions embedded in
a ferrite/pearlite matrix. According to the morphology of the graphite inclusions,
cast irons can be classified as: Flake or Lamellar Graphite Iron (FGI), Compacted or
Vermicular Graphite Iron (CGI) and Spheroidal, Nodular or Ductile Graphite Iron
(SGI). The graphite morphology plays a decisive role in the resulting mechanical and
physical properties of cast iron [116]. In particular, the complex 3D connectivity of
the graphite network found in FGI and CGI, combined with the graphite shape and
its local anisotropy are important microstructural factors. For example, nodular cast
iron (SGI) contains spherical inclusions dispersed in a metal matrix, which results
in a relatively high strength and ductility, but its thermal conductivity is close to
that of steels. On the contrary, lamellar cast iron (FGI) contains graphite inclusions
in the form of lamellas or flakes that form a 3D interconnected network. An exam-
ple of the lamellar cast iron microstructure is shown in Figure 2.1.a. Although the
sharp graphite edges act as local stress concentrators, leading to an overall strength
decrease, the 3D interconnected network of graphite results in a material with a
high thermal conductivity and a relatively low thermal expansion coefficient. In be-

9
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tween nodular and lamellar cast iron is compacted cast iron (CGI). In CGI, the 3D
interconnected graphite network is also present, however the flake type inclusions
are replaced by vermicular worm shaped ones leading to a coral like morphology.
This type of microstructure results in mechanical and physical properties that are
intermediate between FGI and SGI [68, 125, 144]. This makes lamellar and com-
pacted cast irons a popular option for heavy-duty thermo-mechanical applications
(e.g. truck engines).

The complex microstructure of cast irons makes the estimation of their effective
properties a challenging task. In the literature several papers can be found in which
analytical models are used to predict the elastic [16,33,41,43,50] and thermal prop-
erties [63, 67] of cast irons. The different approaches considered range from simple
Reuss and Voigt bounds, to the more advanced Hashin-Shtrikman bounds and self-
consistent methods. In general, in these (semi)-analytical methods, cast irons are
considered as two phase materials composed of isotropic or anisotropic graphite in-
clusions embedded in an isotropic metal matrix, in which the influence of the shape
of the particle is taken into account through the particle aspect ratio. The main
drawbacks of the (semi)-analytical methods is that no interaction between individ-
ual particles is considered and a perfect adhesion between graphite particles and
metal matrix has to be assumed. The lack of interaction between particles is not
a problem in nodular cast iron, where the graphite inclusions are nearly isolated
nodules, but this does not hold for lamellar and compacted cast irons where the
graphite inclusions form a 3D interconnected network.

In the particular case of nodular cast iron, several finite element unit cell models have
been introduced in the literature to study the mechanical response of the material
within elastic and elasto-plastic regimes [17, 31, 41, 82]. However, to the best of our
knowledge this approach has not been used to study lamellar and compacted cast
irons. For the analysis of the isothermal mechanical response of compacted cast iron
a direct discretization of 2D micrographs [47, 97] or a model of slender ellipsoids
[50] has been used. These approaches do not include the 3D interconnectivity and
are therefore not applicable to transport properties and coupled effects. Recently,
Velichko et al. [144] have used FIB-tomography images in a FEM analysis to obtain
the overall thermal and electrical conductivity of lamellar cast iron. Although the
tomography based model is a geometrically exact representation of a small part of
the microstructure, it becomes prohibitively computational expensive if anisotropic
and/or non-linear material properties are to be included.

In this work, a microstructural model for lamellar cast iron is introduced to study
the response of the material under mechanical and thermo-mechanical loading con-
ditions. To this end, the coupling between the mechanical and thermal fields and
the influence of temperature on the mechanical and thermal properties of the mi-
croconstituents are incorporated. The complex microstructure of lamellar cast iron,
is represented here by an idealized unit cell model that captures the main morpho-
logical features of the material, such as the sharpness and the 3D connectivity of
the graphite inclusions. This simplified representation of the microstructure makes
it possible to investigate the influence of different microstructural features (i.e. ma-
trix/graphite interface, graphite anisotropy, matrix nonlinear material behaviour,
etc.) and complex mechanical and thermo-mechanical loads on the local and macro-
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scopic response of the material.
The main innovative and original contributions of this chapter can be summarized
as:

• a systematic methodology for the thermo-mechanical analysis of heterogeneous
materials with anisotropic constituents based on a multi-scale computational
homogenization approach;

• multi-scale analysis of the influence of the different microstructural parameters
on the local and overall response of lamellar cast iron;

• an approach, enabling the incorporation of mechanical and thermal non-
linearities of the properties of the microconstituents and the interface in the
model;

• the unit cell model for lamellar cast iron, which in a simplified manner accounts
for the main morphological features of the material.

Even though this chapter focuses on lamellar cast iron as a case study, the method-
ology and results presented are applicable to a broader class of heterogeneous ma-
terials with complex 3D interconnected microstructures composed of anisotropic
constituents under thermo-mechanical loads.
This chapter is composed of five parts. In Section 2.2 the microstructural model is
introduced. The mechanical analysis is presented in Section 2.3. Here, the influence
of graphite anisotropy and the interface condition is evaluated. Then, in Section 2.4,
the thermo-mechanical analysis is discussed, in which a uniform temperature dis-
tribution over the microstructural unit cell is considered. The influence of graphite
anisotropy on the material thermal expansion is studied. In addition, different ther-
mal loads are investigated to asses their influence on the local and overall response.
In Section 2.5 the model is extended to a fully coupled thermo-mechanical analysis.
First, in Section 2.5.1 the model for heat transfer analysis is presented. Then, in
Section 2.5.2 the fully coupled thermo-mechanical analysis is discussed. Finally, in
Section 3.4 the main conclusions are summarized.

2.2 Microstructural model

2.2.1 Geometry

Among the different methods for solving the governing equations in a direct 3D mi-
crostructural analysis, the finite element method (FEM) is used here since it is well
suited for complex geometries and non-linear material behaviour. To create a 3D
FE model of the microstructure, in general two approaches can be followed. In the
first approach, the material microstructure can be obtained experimentally from to-
mography analyses and exported to FEM [144]. A geometrically precise description
of the microstructure can be obtained in this way. However, because of the large
number of voxels required to provide a good representation of the microstructure,
the problem becomes computationally very expensive. Moreover the use of advanced
material (e.g. anisotropy, non-linear mechanical and thermal properties) or interface
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models to describe the behaviour of the micro-constituents can significantly increase
the computational cost of the many degree-of-freedom model [144]. The second ap-
proach is to build a more compact 3D FE model based on an idealized geometry
that is sufficiently representative of the actual material microstructure. This model
needs to include all relevant features of the material microstructure that may have
a significant impact on the overall response. In spite of the fact that the geomet-
rical representation of the microstructure no longer exactly resembles that of the
real material, the underlaying complex material response of the micro-constituents
still apply. This enables a feasible analysis of certain complex mechanisms, like the
combination of the plastic deformation, temperature dependent material properties,
thermal cycling and residual stresses, which is otherwise not at reach with a fully
detailed 3D model. This second approach is therefore adopted here.
Departing from the concept of local periodicity, that is by now well established in
computational homogenization [45], a unit cell is introduced in Figure 2.1.b, which
is a representation of the idealized material microstructure. Despite its geometrical
simplicity, this unit cell preserves two essential features of lamellar cast iron. Firstly,
the interconnected graphite network is incorporated, as clearly illustrated by the
3x3x3 periodic stacking of the unit cells in Figure 2.1.c. Secondly, the sharp edges
of the lamellas are also present making it possible to evaluate their influence on,
for example, damage initiation and propagation at the microlevel. Although the
random orientation of the graphite lamellas is not included in this unit cell (since
the lamellas only span in orthogonal directions), arbitrary 2D cross-sections of the
3D model (Figure 2.1.d) exhibit more geometrical diversity than one would expect,
and qualitatively resembling 2D images of the real microstructure (Figure 2.1.a).
The volume function of graphite in this unit cell is 12%. Assuming the matrix
material consists of 50% pearlite and 50% ferrite, this corresponds to approximately
4.14% weight percent of carbon, which is within a typical range for lamellar cast
irons.
The graphite hexagonal crystalline structure (Figure 2.2.a) has an important effect
on the cast iron behavior. Graphite particles have a layered structure with strong
covalent bonds within the basal planes (so-called a-direction) and weak van der
Waals bonds between the basal planes (c-direction) [35, 44]. This layered structure
results in a pronounced anisotropy of graphite’s mechanical and physical properties.
The graphite basal planes in lamellar cast iron are typically oriented parallel to the
graphite flakes [122]. Hence, the graphite lamellas in the unit cell will be modelled as
a transversely isotropic material as illustrated in Figure 2.2.b. For each of the three
perpendicular graphite planes, the isotropic behaviour holds in the corresponding
graphite plane (graphite XY, graphite YZ or graphite ZX from Figure 2.2.b), and
the anisotropic out-of-plane behaviour applies to the directions perpendicular to this
plane.

2.2.2 Material properties

The metal matrix of cast iron usually consists of a pearlite/ferrite mixture. Since the
present study focuses on the effects of the graphite interconnectivity and anisotropy
on the behavior of the lamellar cast iron, the physical difference between these
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b) 3D unit cell d) Cross sectionsc) 3x3x3 unit cell stackinga) Lamellar cast iron

(Velichko , 2008)et al.

Figure 2.1: Lamellar cast iron unit cell: a) Lamellar cast iron microstructure, b) 3D unit
cell, c) 3x3x3 periodic unit cell stacking, d) 3x3x3 periodic unit cell model cross sections,
dark-graphite, light-steel matrix.

a) Graphite crystalline structure
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c) graphite and matrix phase
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Graphite YZ

Matrix
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x
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z

Graphite XY

Graphite YZ

Graphite ZX

b) graphite phase only

Figure 2.2: Lamellar cast iron 3D unit cell showing the finite element discretization
and the graphite orientations: a) graphite crystalline structure, b) graphite lamellas, each
colour represents the orientation of graphite’s transversal plane of isotropy with respect to
the global coordinate system, b) full unit cell including the matrix.

matrix phases will not be resolved explicitly. The matrix will be considered as a
homogeneous isotropic elasto-plastic material, composed of 50% pearlite and 50%
ferrite. The Young’s modulus of the matrix as a function of temperature is based
on the data of Bonora and Ruggiero [17], see Figure 2.3.a. The Poisson’s ratio has
been assumed temperature independent and equal to 0.29 [32, 48]. The matrix flow
stress evolution as a function of the plastic strain is based on the work by Allain and
Bouaziz [5]. This physically based model predicts the flow stress of a pearlitic/ferritic
mixture by evaluating the contribution of each phase. The resulting flow stress at
different temperatures used in the simulation is shown in Figure 2.3.b.
As mentioned before, graphite is modelled as a transversely isotropic material. In
the present work, the values of the graphite elastic constants estimated by Blakslee
et al. [15], given in Table 3.3, are used. A large degree of anisotropy can be noticed,
with the in-plane elasticity modulus almost five times exceeding that of the matrix,
while the out-of-plane modulus is almost five times lower than that of the matrix.
The elastic properties of the graphite have been assumed temperature independent
in the considered range of temperatures.
In order to asses the impact of the graphite anisotropy on the local and overall
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Figure 2.3: Mechanical properties of the pearlite-ferrite matrix as a function of temper-
ature: a) Young’s modulus [17]; b) flow stress.

Table 2.1: Graphite elastic constants: in-plane (directions 1 & 2) and out-of-plane (di-
rection 3) Young’s moduli, Poisson’s ratios and shear moduli [15].

E11 = E22 [GPa] E33 [GPa] G23 = G31 [GPa] ν12 ν23 = ν31

1020.4 36.364 0.280 0.163 0.012

response, the behavior of a unit cell with the anisotropic graphite will be compared
to the response of a geometrically identical unit cell in which the graphite would be
isotropic. In the first isotropic graphite model, average values between the in-plane
and out-of-plane mechanical properties are considered, i.e. E11 = E22 = E33 = 528
GPa and ν12 = ν23 = ν31 = 0.0875. In addition, two other isotropic graphite models
will be studied, i.e. with the elastic modulus and Poisson’s ratio taken equal to either
graphite’s in-plane or out-of-plane elastic constants respectively (see Table 3.3 for
the values). These two models will provide, respectively, upper and lower bounds
for the unit cell overall mechanical response.
The thermal properties of the graphite and matrix are presented in Figures 2.4 and
2.5. In Figure 2.4, the thermal expansion coefficients (CTE) of the matrix and
graphite are shown. The matrix CTE values are in between the in-plane and out-
of-plane CTEs of the graphite, with the latter being very small or even negative. In
Figure 2.5, the thermal conductivities of the different phases (pearlite, ferrite and
graphite), used in the simulations, are presented. The thermal conductivities of the
matrix constituents (pearlite and ferrite) and the graphite, given in the literature
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Figure 2.4: Thermal expansion coefficients (CTE) of the phases: matrix CTE from Bonora
and Ruggiero [17]; graphite CTE from Morgan [98].

[67], differ an order of magnitude. Here the values of the thermal conductivities of the
matrix mixture is chosen such to provide a good approximation of its overall thermal
conductivity. Again, a big difference can be seen between the in-plane and out-of-
plane properties of the graphite. In this case, the in-plane thermal conductivity of
the graphite is one order of magnitude higher than the out-of-plane value and that
of the matrix. The density and the heat capacity values [67] of the graphite and the
matrix are presented in Table 2.2.

Table 2.2: Graphite and matrix density and heat capacity [67].

Density [kg/m 3] Heat capacity [J/(kg ◦C)]

Graphite 2250.00 707.68

Matrix 7820.00 477.00
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Figure 2.5: Thermal conductivity of the phases [67]: a) matrix thermal conductivity; b)
graphite thermal conductivity.

2.3 Isothermal mechanical analyses

The lamellar graphite unit cell model defined in the previous section, will be ex-
ploited here to study the effect of graphite’s anisotropy and the interface conditions
on the mechanical response at both the micro and macro scales. The periodic bound-
ary conditions, as summarized in Appendix C, have been applied to the unit cell.
The overall unit cell deformation of 0.5% in the z-direction has been prescribed in
such a way, that the homogenized stress state remains uniaxial (see Appendix C).
In the next section, the graphite/matrix interface will be considered fixed. In Sec-
tion 2.3.2, the effect of this interface condition will be studied in more detail.

2.3.1 Effect of graphite anisotropy

To study the effect of the anisotropy of the graphite, on the global and local mate-
rial response, the unit cell response with the transversely isotropic graphite model
and the isotropic graphite models are compared. The material constants used were
detailed in Section 2.2.2.
The homogenized macroscopic stress-strain response for the four different models is
presented in Figure 2.6. The anisotropic graphite model and the isotropic model
with the average values of graphite elastic constants are now compared. Both mod-
els show a similar response in the elastic and plastic regimes. However, prior to
macroscopic yielding the isotropic graphite model exhibits a stiffer response than
the anisotropic graphite model whereas after yielding this trend is reversed. This
behaviour results from the local response of the unit cells presented in Figure 2.7,
where the local von Mises stresses in the matrix and the graphite are plotted. Note
that the stresses in the matrix are one order of magnitude lower than the stresses in
the graphite. Therefore, variations in the graphite stresses have a significant impact
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Figure 2.6: Homogenized macroscopic stress-strain response of the unit cells with the
anisotropic graphite model and the three isotropic graphite models.

on the macroscopic response. Prior to macroscopic yielding (Figure 2.7.a), higher
stresses are observed in the unit cell with the isotropic graphite model, both in the
matrix and the graphite. On the other hand, at the end of the macroscopic load-
ing (Figure 2.7.b), despite the higher local stresses in the matrix in the isotropic
graphite model, a higher macroscopic stress results for the anisotropic graphite unit
cell, through the higher local stresses in the graphite phase.

The graphite anisotropy has a clear impact on the matrix local response, leading
to two distinctly different stress distributions for the unit cells with either isotropic
or anisotropic graphite. The stresses in Figure 2.7 reveal that graphite anisotropy
initially triggers a larger plastification area of the matrix (Figure 2.7.a right), subse-
quently evolving to an area of high stresses surrounding the entire graphite/matrix
interface (Figure 2.7.b right). On the other hand, when graphite is taken isotropic,
the higher stresses are localized at the tip of the lamellas (Figures 2.7.a and 2.7.b
left). Moreover, the isotropic model shows a zone of high stresses extending far
away from the graphite tips, which is not present in the anisotropic model. If these
two models are to be used for the study of microscale damage mechanisms, the re-
sponse would be entirely different. This emphasizes the importance of incorporating
graphite anisotropy into the modelling of cast iron. More generally, the anisotropy
of microconstituents in high contrast multi-phase and composite materials, is a key
factor for the investigation of microscale phenomena.
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Figure 2.7: Local equivalent von Mises stresses in the matrix and the graphite: a) before
macroscopic yielding, macroscopic strain equal to 0.15 %; b) end of macroscopic loading,
macroscopic strain equal to 0.50 %. Left isotropic graphite model and right anisotropic
graphite model, vertical loading direction.
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2.3.2 Effect of interface condition

In heterogeneous materials, the properties of the interface between different micro-
constituents play a key role in defining the local and overall responses.

For this reason, a microscale interface model is often included in the study of micro-
and macro-scale phenomena. One way to model the behaviour of interfaces is
through so-called cohesive zone models [143,150]. However, for a correct description
of the interface behaviour accurate data on the interface strength and dissipated
energy under different loading modes is required. Although for some interfaces this
information can be obtained experimentally [79, 143], it turns out to be a difficult
task in most other cases. Lamellar cast iron is such a case, where due to the complex
3D microstructure the characterization of the interface is not straightforward.

Due to the lack of quantitative data on the matrix-graphite interface behaviour, the
two limiting cases are therefore considered instead, i.e. a loose interface and a fixed
interface. In spite of their simplicity, these limiting cases provide lower and upper
bounds, for the response of a material with a more complex interface behaviour. To
model the loose interface, the matrix and the graphite are defined as two separate
contact bodies, without friction.

The unit cell with anisotropic graphite, as developed before, is used. Two load cases
are considered: i) uniaxial tension and ii) uniaxial compression. In both cases an
axial strain up to 0.5% is prescribed in the z-direction according to the procedure
summarized in Appendix C.

The homogenized macroscopic stress-strain response for the two interface conditions
and the two loading cases are presented in Figure 2.8. Obviously, when the inter-
face is fixed, the response in tension and compression is nearly identical. On the
other hand, the loose interface model yields different results in either tension or
compression.

The differences observed in the macroscopic response again emerge from the mi-
crostructural behaviour. The local equivalent von Mises stresses for the matrix and
graphite phases are shown in Figure 2.9. The load cases yielding a similar macro-
scopic behaviour (i.e. fixed interface tension and compression and loose interface
compression) also show similar equivalent stresses distributions in both the matrix
and graphite. A noticeably different situation is observed for the tensile load case
with loose interface. When the tensile load is applied the matrix/graphite interface
opens. The interfacial opening accommodates a part of the applied macroscopic
strain, thus leading to, on average, lower stresses in both the graphite and the ma-
trix. This results in a weaker macroscopic response, see Figure 2.8. At the same time,
the interface opening around sharp lamella edges leads to local stress concentrations
in the matrix that are more pronounced than in the fixed interface models.

These results emphasize the critical roll of the interface mechanics in cast irons,
which typically exhibit a noticeable difference between tension and compression [1,
118].
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Figure 2.8: Influence of the interface condition on the homogenized strain-stress response
of the unit cells with different interface conditions under uniaxial tension and compression.

2.4 Thermo-mechanical analyses: uniform temperature

distribution

In the previous section, the influence of the mechanical properties of the micro-
constituents on the overall local and macroscopic response under applied mechani-
cal load was discussed. In this section, the response of the microstructural unit cell
model described in Section 2.2 under uniform thermal loading is investigated. The
aim of this study is to analyze the influence of the mismatch in mechanical and ther-
mal properties of the microstructural phases on the macroscopic thermo-mechanical
response.
Cast irons, in particular lamellar and compacted types, are often used in applications
subjected to cyclic thermal loads, where a high thermal conductivity and a low
thermal expansion are essential. So far only a few examples of microstructural
simulations of these phenomena in cast iron have been presented in the literature
[17, 144]. However, for metal matrix composites (MMC) a vast amount of models,
mostly analytical, have been developed for the prediction of the overall coefficient
of thermal expansion (CTE) and other effects, e.g. the influence of residual stresses
[7, 9, 34, 37, 102,115,117,123,124,138].
For a composite material with a given phase volume fraction, several microstructural
characteristics contribute to the observed overall thermal expansion. One of the most
important features is the interconnectivity of the phases, i.e. if at least one of the
phases forms a continuous 3D network. Another important characteristic is the
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Figure 2.9: Local equivalent von Mises stresses in the matrix and in graphite: a) 0.5%
uniaxial tensile strain; b) 0.5% uniaxial compressive strain both in the vertical direction.
Left: model with loose interface condition; right: model with fixed interface condition.

mismatch in elastic and CTE constants of the phases, which can also depend on the
temperature and direction (anisotropy). The residual stresses, e.g. resulting from
the processing, may also have a substantial contribution. Even though the precise
local geometrical details of the phases are usually not important for the overall CTE
of the composite, they do define the extent of plastic deformation and damage, which
may accumulate with thermal cycling, thus defining the lifetime.
In the following sections, all these aspects will be studied in detail through the
analysis of the proposed lamellar cast iron microstructural unit cell.

2.4.1 Effect of graphite anisotropy

First, the effect of the graphite anisotropy on the overall CTE and the corresponding
microscale phenomena is evaluated. To this purpose, the response of the microstruc-
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tural unit cell incorporating the elastic and CTE anisotropy of the graphite is con-
fronted to the response of the unit cell, with isotropic elastic and CTE constants for
the graphite. In both cases, the matrix is modeled as isotropic elasto-plastic with
temperature dependent properties. The interface is considered fixed, the influence
of the interface condition will be studied in a subsequent section. The unit cells have
been subjected to a uniform temperature increase from 20 ◦C to 500 ◦C, allowing an
overall free expansion. The homogenized CTE is computed as the instantaneous ra-
tio between the resulting overall strain and temperature increment. Note, that due
to the particular geometrical arrangement of the graphite inclusion, the expansion
of the unit cell is the same in the three principal directions, even when anisotropy
of graphite is included.
The overall CTEs computed using the two unit cell models are shown in Figure 2.10.
For comparison, analytical estimates given by the rule of mixtures (ROM) and
Turner’s model, providing, respectively, the upper and lower bounds for the CTE of
a composite consisting of two isotropic linear elastic phases [9, 37, 72, 123], are also
shown. The expressions for these analytical estimates are given in Appendix D. The
observed non-linearity of the overall CTE as a function of temperature is the result
of the temperature dependent mismatch between the phases.
Figure 2.10 shows that the results obtained with the unit cell with the isotropic
graphite almost coincide with the prediction of Turner’s model. Indeed, Turner’s
model is known to be a good estimate for composites with a 3D interconnected
microstructure, where one phase constrains the dilatation of the other phase and
where the stress state in both components is nearly hydrostatic. This situation is
also present here, where the low thermal expansion of the graphite constraints the
dilatation of the matrix leading to a predominant hydrostatic stress state. Further-
more, to accommodate the high strain mismatch between the two phases, the matrix
needs to deform plastically next to the graphite/matrix interface. That is why, the
extent of plastic deformation is restricted to the regions surrounding graphite lamel-
las, with a very limited amount of plastic deformation concentrated near the graphite
lamella tips (Figures 2.11.b).
More importantly, Figure 2.10 reveals that when the microstructural constituents are
anisotropic, the analytical estimates fail. The overall CTE computed from the unit
cell with anisotropic graphite is significantly lower than in all isotropic estimates.
Moreover, it exhibits a noticeably non-linear dependence on the temperature, which
is a result of the temperature dependent mismatch of the elastic properties of the
phases.
The distribution of the microscale fields is shown in Figures 2.11.c and d. Due to the
anisotropy of graphite, the phase mismatch in CTE and elastic constants is large,
and opposite for the graphite in-plane and out-of-plane directions, see Section 2.2.2.
A large strain mismatch needs to be accommodated around the matrix-graphite
interface, leading to high deviatoric stresses, see Figure 2.11.c. Larger areas of
plastic deformation resuts compared to the unit cell with isotropic graphite, see
Figure 2.11.d. These phenomena may play a decisive role in the initiation and
evolution of microstructural damage leading to fracture.
The major conclusion that can be drawn from this analysis is that although the the-
oretical models provide adequate predictions for the thermal expansion of materials
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Figure 2.10: Macroscopic CTE for the lamellar cast iron unit cells with isotropic and
anisotropic graphite, compared to the rule of mixtures and Turner model estimates.

with isotropic phases, they yield inaccurate estimates when high contrast anisotropy
(in mechanical and/or thermal properties) is present in at least one of the phases. A
microstructure-based modelling approach provides a tool to determine correct CTE
values.

2.4.2 Effect of interface condition

In this section the role of the interface condition (fixed or loose) on the CTE is
investigated. The results from the previous section are compared with the equiv-
alent models, using a loose frictionless interface. Since the expansion due to the
temperature change is free no separation between the two phases takes place even
when a loose interface condition is used. However, relative sliding of the two phases
is possible.
The computed macroscopic CTEs of the unit cells with the isotropic and anisotropic
graphite and with fixed and loose interface are compared in Figure 2.12. The CTEs
obtained with the loose interface conditions are slightly higher than the ones obtained
with the fixed interface conditions. The large in-plane CTE mismatch between the
matrix and the graphite, in both the isotropic and anisotropic graphite models,
together with graphite’s 3D interconnected network implies that graphite strongly
constraints the matrix thermal expansion. It therefore dominates the macroscopic
thermal expansion of the material. A fixed interface condition between the two
phases adds an additional constraint. Now the matrix thermal expansion is not only
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Figure 2.11: Local equivalent von Mises stresses (left) and total equivalent plastic strain
(right) in the matrix at 500 ◦C. Top: isotropic graphite model; and bottom: anisotropic
graphite model.

controlled by the 3D graphite network, but the relative interface sliding of the two
phases is also inhibited, making the constraint imposed by the graphite even more
effective. Moreover, as shown in Figure 2.13, this triggers differences in terms of
stresses and strains between the models with fixed and loose interface conditions.
In the unit cell models with fixed interface, the strain mismatch between the matrix
and the graphite is accommodated locally by the elastic and/or plastic deformation
of the two phases near the interface (Figures 2.13b and d). For the loose frictionless
interface, the strain mismatch is mostly accommodated by the relative sliding of the
two phases leading to lower stresses at the interface (Figures 2.13a and c).

From Figures 2.12 and 2.13 it can be concluded that although the interface condition
has a limited influence on the macroscopic CTE, it has a major impact on the local
stresses and strains to accommodate the local mismatches.
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Figure 2.12: Macroscopic CTE obtained from the unit cell models with isotropic and
anisotropic graphite, considering fixed and loose graphite/matrix interfaces.

2.4.3 Effect of processing history

The CTE and elastic mismatch of the phases not only affects the overall thermal
expansion behaviour but can also lead to internal residual stresses, when the material
is cooled down from a processing temperature to room temperature. These stresses
can give rise to local plastic deformation of the matrix that will influence the response
of the material upon subsequent thermal and mechanical cycles. These effects have
been previously studied in the literature in the context of metal matrix composites
[7,100,102,124]. To our knowledge, the case of cast iron has not been studied before.

In cast irons, after solidification is completed, the temperature below which no fur-
ther microstructural changes are expected to take place upon further cooling is
estimated to be 723 ◦C, the eutectoid temperature. Assuming this temperature cor-
responds to the stress free state as an upper bound, the effect of residual stresses
on the overall CTE is evaluated by first simulating a cool down step from 723 ◦C to
20 ◦C and then increasing the temperature to 500 ◦C, an operational temperature.

The local and overall response of the material is compared with its equivalent be-
haviour without any thermal history, see Figure 2.14. Figure 2.14.a shows that the
overall CTE of the composite is considerably increased when the thermal history is
included. Once the material cools down from the stress free temperature 723 ◦C, the
plastic deformations start to develop already for a temperature drop of 100 ◦C due to
the local CTE mismatch. Upon reaching room temperature, high residual stresses
are present, shown in Figure 2.14.b. These residual stresses will lead to a higher
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overall CTE (Figure 2.14.a) and a higher local stress in the matrix (Figure 2.15)
during subsequent operating conditions.

2.4.4 Effect of thermal cycling

When a heterogeneous material is subjected to a repeated temperature change, the
thermal expansion and elastic mismatch between the phases produces a strain mis-
match that has to be accommodated by the elastic and, possibly, plastic deformation
of the phases. The extent of the presence of plastic deformation and depends on
different factors, like CTE and elastic mismatch, yield strength and hardening be-
haviour of the ductile phase, volume fraction of the brittle phase and magnitude
of the temperature change [102, 130]. For a fixed volume fraction and temperature
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change, the cyclic plastic strain accumulation is mainly controlled by the strain
mismatch, yield strength and hardening behaviour of the ductile phase.

In a temperature dependent elasto-plastic material with hardening, the current flow
stress depends on the previous deformation history and on the temperature. With
every temperature reversal the yield surface expands. After a certain number of
cycles the size of the yield surface will become large enough to prevent no further
plastic deformation. The number of cycles at which the plastic strain saturation
is reached and its level depends on the hardening behaviour of the matrix and the
internal strain mismatch. The strain mismatch determines the magnitude of the
internal stresses that constitutes the driving force for the plastic strain accumulation.

To numerically evaluate the effect of the strain mismatch and ductile phase hardening
on the local elasto-plastic response of the matrix during thermal cycling, the influence
of the strain mismatch and matrix hardening behaviour is next studied. First, the
influence of the strain mismatch is evaluated by comparing the response of the
anisotropic and isotropic graphite unit cell models. As discussed in Section 2.4.1,
the anisotropic graphite unit cell model has a higher strain mismatch than the
isotropic graphite model, for the same matrix yield strength and hardening. Both
models were subjected to 30 thermal cycles (20 ◦C - 500 ◦C - 20 ◦C) and allowed to
expand freely in all directions. The plastic strain accumulation is quantified in a
point of the matrix located near the inner corner of the graphite (see Figure 2.1).
The results are shown in Figure 2.16.a.

After 30 cycles, the isotropic graphite unit cell model is asymptotically saturating.
The anisotropic graphite model, on the other hand, with a higher strain mismatch,
still shows a continuous and steady increase of the accumulated plastic strain.

The influence of the matrix hardening is next assessed. To this aim, the isotropic
graphite model is considered to focus on the effect of the matrix hardening only.
Three cases are compared: low hardening, high hardening and medium hardening.
The first two cases are modelled by linear hardening controlled by the ratio between
the stress at 10% plastic strain and the initial yield stress ((σ0.10/σy)). This ratio
equals 1.1 for the low hardening and 10 for the high hardening. For the medium
hardening case, the same hardening as the one used in the lamellar cast iron model
defined in Section 2.2.2 ((σ0.10/σy) ≈ 2.0) is used. The models were first subjected
to a cool down from processing temperature, as described in the preceding section,
and then subjected to 15 thermal cycles (20 ◦C - 500 ◦C - 20 ◦C). As in the previous
case, free expansion of the unit cells in all directions is allowed.

In Figure 2.16.b.2, the local response of the considered matrix point is compared for
the models with different hardening rates (Figure 2.16.b.1).

The results presented in Figure 2.16.b show that matrix hardening plays an impor-
tant role in plastic strain accumulation during thermal cycling. For low hardening,
the accumulated plastic strain will increase continuously with every thermal cycle
because the yield surface remains nearly constant. On the other hand, in the case of
high hardening the accumulated plastic strain saturates after a few thermal cycles,
expanding the yield surface sufficiently to prevent further plasticity.
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2.5 Thermo-mechanical analyses: non-uniform temperature

distribution

In the previous section, the thermal expansion response of the lamellar cast iron unit
cell model under different thermal loads was discussed. The temperature distribution
at the micro level was assumed to be uniform and equal to the macroscopic applied
temperature, i.e. no temperature gradient was present. This is a valid assump-
tion if the temperature variations at the representative microstructural size is small
enough. In cases where this assumption does not hold, i.e. in the presence of strong
temperature gradients, a coupled thermo-mechanical analysis is required. This is the
subject of this section. First, heat transfer analysis will be discussed in Section 2.5.1,
followed by fully coupled thermo-mechanical simulations in Section 2.5.2.

2.5.1 Heat transfer analyses

The thermal conductivity of cast irons has been extensively studied by Helsing and
Grimvall [63] and Holmgren et al. [65, 67, 68, 126] who reviewed different analytical
approaches to estimate the effective thermal properties based on microconstituents
properties. The limitation of these methods is that they tend to be inaccurate for
heterogeneous materials in which one phase forms an interconnected network, like
graphite in lamellar cast iron.
In this work, the computational homogenization approach for heat conduction devel-
oped by Özdemir et al. [103] (briefly summarized in Appendix C) is used for the heat
transfer analysis of lamellar cast iron. The temperature and heat flux distribution at
the micro level is thereby determined for a given macroscopic temperature and tem-
perature gradient. These local fields can then be used to estimate the macroscopic
thermal conductivity of the material.
Three different loading cases are defined to determine the effective thermal conduc-
tivity of lamellar cast iron. For all load cases, the macroscopic temperature θM is
linearly increased from 20 ◦C to 500 ◦C while the applied temperature gradient is
kept constant. To study the influence of the direction of the temperature gradi-
ent on the local and overall thermal response of the unit cell, the direction of the
temperature gradient has been varied, while leaving its magnitude unchanged. The
prescribed macroscopic thermal loading, given by the macroscopic temperature θM

and temperature gradient ~∇MθM ), is summarized in Table 2.3.
As in the previous sections, the influence of graphite’s anisotropy is assessed by
using two models: one with an anisotropic (transversely isotropic) and one with an
isotropic thermal conductivity for graphite. The temperature-dependent properties
of the different phases are given in Section 2.2 and Figure 2.5.
In Figure 2.17, the local heat flux distribution in the matrix and the graphite for the
anisotropic and isotropic graphite unit cell models for load case 1 are presented. In
both cases, graphite, which has a higher thermal conductivity than the matrix, is the
natural heat conduction path through the material. For this reason, the heat flux in
graphite is higher than in the matrix. When the heat flux in the matrix is examined,
only small differences between both models can be found. On the contrary, the heat
flux distribution in the graphite shows noticeable differences in the response of the
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Table 2.3: Thermal loads for heat transfer analyses.
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isotropic and anisotropic graphite models. The heat flux in the graphite lamella
oriented parallel to the direction of the applied temperature gradient is much higher
in the anisotropic graphite model than in the isotropic graphite model. This example
clearly shows that the anisotropy of graphite’s thermal conductivity plays a key role
in the local thermal response of the material.

The local differences in the graphite heat flux is reflected in the global effective
conductivity shown in Figure 2.18.a and Figure 2.18.b, for both unit cell models and
the three load cases.

Two observations are to be made. First, the macroscopic conductivity is noticeably
different for the isotropic and anisotropic graphite model. Second, the estimated
macroscopic thermal conductivity obtained from the unit cell model with anisotropic
graphite is the same for the three load cases. This shows that the model presents an
overall isotropic response at the macro level in spite of the anisotropy of one of the
phases. This isotropic thermal conductivity has also been confirmed experimentally.
In Figure 2.18.b, the calculated macroscopic thermal conductivities are compared
with experimental data available from the literature [3,68,120,126]. The figure shows
that the estimate provided by the microstructural unit cell model with anisotropic
graphite falls within the band of experimental data, except for temperatures close
to room temperature. Despite the uncertainty in the data on thermal conductivity
of the graphite and the matrix, see Section 2.2.2, the values used in this work yield
a good estimate of the lamellar cast iron thermal conductivity.
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Figure 2.19: Prescribed thermal boundary conditions for the coupled thermo-mechanical
analysis

2.5.2 Coupled thermo-mechanical analysis

In order to study the influence of anisotropic on the local temperature and
stress fields under general thermo-mechanical loading condition, a coupled thermo-
mechanical analysis is next carried out. In this case, the temperature distribution
at the micro level is no longer assumed to be uniform. To this end, the model used
in Section 2.4 for the thermo-mechanical analyses with a uniform temperature dis-
tribution is combined with the model for the heat transfer analysis. This coupled
thermo-mechanical analysis is carried out by means of a staggered scheme. For every
load increment, the temperature distribution obtained from the thermal analysis is
used as the thermal load for the subsequent mechanical analysis.

The prescribed thermal boundary conditions are showed in Figure 2.19: at the
bottom of the unit cell the temperature is fixed to 280 ◦C, while at the top a heat flux
of 1.1W/mm2 is applied, and periodic boundary conditions are used on the lateral
faces. With respect to the mechanical boundary conditions, the displacement in the
z direction is left free while displacements in the x and y directions are suppressed.
Steady state conditions are assumed for the heat transfer analysis.

The resulting temperature profiles are shown in Figure 2.20.a and Figure 2.20.c,
emphasising the impact of the graphite thermal conductivity on the heat transfer
properties of lamellar cast iron. The temperature difference between top and bottom
is smaller in the anisotropic graphite model than in the isotropic one. Moreover, the
resulting stresses (Figure 2.20.b and Figure 2.20.d), differ considerably between the
models. In this case, not only graphite’s anisotropy in the mechanical properties
and thermal expansion is responsible for the different results but also the anisotropy
of its thermal conductivity.
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2.6 Conclusions

In this chapter, a systematic approach for the thermo-mechanical analysis of het-
erogeneous materials with anisotropic constituents has been presented based on the
multi-scale computational homogenization approach. This approach allows to assess
the influence of the microstructure on the local and overall mechanical, thermal and
thermo-mechanical response. Lamellar cast iron is a typical example revealing highly
anisotropic properties for one of its phases. The method itself is general and can
be used for other anisotropic composite materials. The morphology of the micro-
constituents, the mechanical and thermal non-linearities of the properties of the
phases can be included in a straightforward manner. Furthermore, the conclusions
presented here partially apply to other (composite) materials with highly anisotropic
constituents. From the different analyses carried out the following conclusions result:

• Anisotropy plays a key role in the mechanical, thermal and thermo-mechanical
response of heterogeneous materials at the micro and macro scale.

• Analytical models yield inaccurate estimates of the composite CTE when
anisotropy is present in one of the phases.
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• Replacing an anisotropic constituent with an isotropic one with average me-
chanical and/or thermal properties leads to an incorrect estimation of the
micro-level deformation and temperature fields. The inaccurate description of
the behaviour at the micro-level leads to an erroneous prediction of the macro-
scopic material response. In addition, mechanisms that are strongly related
to the local response of the material, e.g. damage, cannot be predicted in a
reliable manner.

• The interface condition (fixed or loose) has an important influence on the ten-
sile mechanical response of the material. However, it has virtually no influence
on the response in compression. In the thermo-mechanical analysis, and for
the thermo-mechanical conditions considered here, the interface has a limited
effect on the overall thermal expansion of heterogeneous materials with a 3D
interconnected microstructure.

• Prior thermal processing step, may lead to high residual stresses at the mi-
crostructural level. These residual stresses lead to a higher macroscopic CTE
and to higher local stresses during subsequent operating cycles.

• In the presence of a ductile phase, hardening of the ductile phase plays an
important role in plastic strain accumulation over the cycles.
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Based on

J.C. Pina, S. Shafqat, V.G. Kouznetsova, J.P.M. Hoefnagels, M.G.D. Geers,
Microstructural study of the mechanical response of Compacted Graphite Iron: an experimental and

numerical approach, to be submitted.

3.1 Introduction

Cast irons belong to the group of ferrous alloys whose carbon content is higher than
2.14% in weight percentage (wt%). Nevertheless, in most cast irons it is close to 3
wt%. Besides carbon, other alloying elements like silicon, magnesium and copper
are frequently added (Table 3.1). The high carbon content present in cast irons
leads to the formation of graphite inclusions that give cast irons their characteristic
microstructure composed of graphite particles embedded in a pearlitic and/or ferritic
matrix. Depending on the chemical composition and cooling rate of the casting
process, lamellar, vermicular or nodular graphite inclusions appear. Accordingly, the
resulting cast irons are generally classified based on the morphology of the graphite
inclusions as: Flake or Lamellar Graphite Iron (FGI), Compacted or Vermicular
Graphite Iron (CGI) and Spheroidal, Nodular or Ductile Graphite Iron (SGI). While
the graphite particles in SGI are more isolated graphite nodules, in FGI and CGI
the graphite inclusions form a 3D interconnected network that plays a crucial role
in determining the mechanical and thermal properties of the material. In particular,
the interconnected graphite network together with its high thermal conductivity and
a low thermal expansion results in a material with better heat conduction properties
and lower thermal expansion compared to most steels. Furthermore, the vermicular
shaped graphite inclusions in CGI, as compared to the sharp lamellas present in
FGI, make CGI a material with better mechanical properties than FGI.
The experimental findings in the literature on microstructural deformation mecha-
nisms in cast irons [33, 35, 38, 41, 62, 73, 127] are mostly related to the role played
by the interface and the graphite/matrix elastic mismatch in damage initiation and
propagation at the microstructural level. The influence of the graphite anisotropy
on the microstructural mechanical response of cast irons has only been briefly ad-
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dressed, i.e. only in relation to its role in crack initiation within the graphite parti-
cles [35]. In terms of microstructural modelling of the local response of nodular cast
irons [17, 31, 41, 82] or compacted graphite irons [47, 97], the graphite has been gen-
erally considered as an isotropic material, whereby the values assigned to its elastic
constants show high variability between different references.
In contrast to the frequently made modelling assumption on graphite isotropy, ex-
perimental observations of the structure of graphite particles within cast iron indi-
cate that graphite inclusions present a layered structure with strong covalent bonds
within the basal planes (“a” crystallographic direction) and weak van der Waals
bonds between them (“c” crystallographic direction) [35,44,60,66,94,122,144]. This
structure makes graphite a transversely isotropic material, mechanically strong in
the “in-plane” direction and weak in the “out-of-plane” direction.
The crystallographic orientation of graphite within a given particle is determined by
its morphology, which in turn is closely related to the particle growth mechanism.
Lamellar graphite grows predominantly in the “a” crystallographic direction [44,60].
As a consequence, the basal planes are parallel to the lamella growth direction. In
nodular graphite, the conical graphite crystals grow in a radial pattern from the
nucleus along the “c” direction [44, 60, 66, 94]. Vermicular graphite presents a more
complex growth pattern which alternates between the “a” and “c” directions [66].
Initially, close to the nucleus, vermicular particles grow in a similar way as nodular
graphite. However, upon further growth the branches grow preferentially in the “a”
direction as in lamellar graphite [60]. Clearly, the frequently made assumption of
isotropic graphite inclusions is invalid, as shown in these observations.
This chapter aims to study the graphite crystallographic anisotropy in vermicular
graphite particles and its influence on CGI micromechanical behaviour. In particular
the following research question will be addressed:

• How important is the mechanical anisotropy for the distribution of strains and
deformation in vermicular graphite particle?

To address this questions, an experimental-numerical approach is followed to study
the deformation of the graphite inclusions within CGI. First, in-situ micro-tensile
tests on CGI samples are carried out in a scanning electron microscope (SEM). From
these tests, a sequence of high resolution images of the deforming graphite particles
within CGI is obtained. These images are then used to calculate the strains within
the graphite particles via an advanced Global Digital Image Correlation (GDIC)
procedure to achieve reliable strain measurements at the scale of the graphite parti-
cles (10-50 µm). The method introduce here, combines the use of reference grids on
top of the sample together with a dedicated GDIC algorithm to correct for image
artifacts and distortions often found in SEM. This is discussed in Section 3.2. The
second part of the chapter is dedicated to the development of 2D microstructural
models to computationally evaluate the influence of graphite anisotropy on CGI’s
mechanical behaviour. To this end, in Section 3.3.1 SEM micrographs are used to
create 2D CGI microstructural models. Next, in Section 3.3.2 the computed strains
within the graphite inclusions are compared to the experimentally measured strains.
Then, in Section 3.3.3, a comparative analysis on the effect of the graphite anisotropy
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on the matrix response is performed by confronting the results of two models, one
in which some graphite particles are considered anisotropic and one in which all
the particles are assumed isotropic. Finally, the main conclusions are presented in
Section 3.4.

3.2 Experimental procedure

3.2.1 Material and sample preparation

The material considered here is a pearlitic CGI with a carbon content between 3.60-
3.90 weight percentage (wt%). The detailed chemical composition of the material is
specified in Table 3.1.

Table 3.1: Chemical composition (wt%) of the pearlitic CGI [51].

C Ti Cr Mn Cu Sn Pb Si

3.60-3.90 < 0.015 < 0.10 0.15-0.40 0.75-0.95 0.06-0.10 < 0.002 1.90

Dog-bone shaped samples were extracted by electrical discharge machining from the
valve bridges of a newly produced truck engine cylinder head. The samples cross
section was 1 mm thick and 5 mm width, with a gauge length of 35 mm. Care was
taken to develop a reproducible procedure to metallographically prepare the surface
of the samples by successive grinding, polishing and fine polishing steps, in order to
yield a scratch free surface. No etching was applied to avoid undesirable effects on
the graphite/matrix interface.
Tensile tests were carried out using a Kammrath-Weiss micro-tensile stage. The
samples were loaded up to fracture by applying a prescribed displacement at a rate
of 1 µm/s. The micro-tensile stage was placed inside a FEI QUANTA 600 FEG
scanning electron microscope (SEM). Four successful high resolution tests were per-
formed. In each test, one graphite particle was preselected and monitored (in-situ)
during the tests. Three tests were used to study particles whose principal axis (i.e.
parallel to the particle growth direction) was perpendicular to the loading direction,
and one in which it was parallel. High resolution micrographs were obtained in the
secondary electron (SE) mode at increasing global strain levels. Between four to five
micrographs were taken at each global strain level.

3.2.2 SEM based digital image correlation

Quantifying the local deformation of the graphite particles requires the use of a
high resolution imaging system such as SEM. However, the use of SEM comes at
a cost when it is used together with digital image correlation (DIC) to quantify
the deformation of the microstructure. Due to the inherent nature of the imaging
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generation by SEM, image artifacts and distortions are frequently present, which are
a particular concern at high magnifications and high resolutions [77, 131,132]. This
makes the use of DIC at the length scales required in this work challenging, especially
when the strain resolution reflect the variations in local elastic properties in different
directions. A more detailed account of the various challenges encountered in SEM
with DIC and some related approaches to tackle them can be found in [77,131,132].
All these methods, rely on averaging over multiple images to reduce the detrimental
influence of SEM scanning artifacts.
Here, an alternative approach is followed which consists in the use of a reference
grid surrounding a given region of interest (ROI) within the sample. The reference
grid is placed on top of the sample. When the sample is deformed under loading,
the reference grid moves with the sample, but remains undeformed. In this work,
measurements are performed simultaneously at two length scales: the macroscopic
scale of the tensile sample, and the microscopic scale of a graphite particle. Accord-
ingly, two reference grids are used. This is illustrated in Figure 3.1, where the two
reference grids are shown. At the macroscopic level an aluminum mask is used as
reference grid 1, which is used to correct for the scanning artifacts at a “global” level
(Figures 3.1.a and b). At the microscopic level, reference grid 2 is used to correct for
the scanning artifacts when measuring at the graphite particle scale (Figures 3.1.c
and d). Reference grid 2 is a 5 µm thin micromachined Al-1wt% Cu plate [11], with
holes of various sizes.

Image correlation procedure

As discussed in [12, 101, 142], in GDIC an image g taken in the current deformed
configuration is correlated with an image f taken in the reference undeformed config-
uration to determine the unknown displacement field resulting from the deformation
of the sample. Based on this method, a novel DIC algorithm has been developed
which combines GDIC with the adopted reference grid for each scale (Figure 3.1),
thereby minimizing errors triggered by using digital image correlation with SEM
images. The development of this improved methodology is explained in detail in
a separate paper to be published in the near future, as it involved a mathemati-
cal extension of the global DIC algorithm as well as extensive validation tests that
go well beyond the scope of the present work. Only the general principles of the
methodology are briefly reviewed here.
At each length scale, i.e. sample (macro) scale and graphite particle (micro) scale,
the following procedure is used to determine the unknown displacement field:

1. The ROI in both, the reference configuration f and the current configura-
tion g, is masked leaving only the reference grid unmasked (see Figures 3.1.b
and 3.1.d).

2. The unmasked and undeformed reference grid in the current configuration g
is correlated to the unmasked reference grid of the reference configuration
f , yielding an “artificial” displacement field arising only from SEM imaging
artifacts.
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a) b)

c)d)

ROI

ROI

reference grid 1

reference grid 2

reference grid 2

reference grid 1

Figure 3.1: CGI tensile sample with reference grids at two different scales: (a,b) macro-
scopic scale with reference grid 1; (c,d) graphite particle scale with reference grid 2.

3. In the current configuration g, the “artificial” displacement field computed on
the reference grid is interpolated over the ROI, and this displacement in the
ROI is subtracted from to the current configuration g resulting in a corrected
“deformed” image g∗, which should now be nearly artifact free.

4. The reference grid and other image redundant areas, e.g. the metal matrix
surrounding the graphite in Figure 3.1.d, are masked in both f and g∗.

5. The unmasked ROI of the “deformed” image g∗, is correlated with its coun-
terpart corresponding to the reference configuration f , yielding the required
displacement field corrected for the SEM imaging artifacts and distortions.

This image correlation procedure is used in the following subsection to study the
deformation of vermicular graphite particles within CGI.
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a) Test 1 b) Test 2 c) Test 3 d) Test 4

400 µm 200 µm 500 µm 300 µm

10 µm 10 µm 20 µm

Figure 3.2: Selected graphite particles indicating the area used to measure the strains.
The arrows indicate the sample loading direction.

3.2.3 Experimental results

The deformation of the graphite particles within CGI follows a complex pattern
which depends on several microstructural characteristics. Some of them are: the
shape of the particle and its crystallographic orientation, the particle orientation
relative to the loading direction, cracking within the particle and graphite/matrix
interface debonding. In the present chapter, the focus is on studying the micro-
mechanical behaviour of vermicular graphite particles and the influence of their
crystallographic anisotropy. For this reason, in each experiment, the deformation of
a simple particle is traced. Then, the strains for each particle are calculated via the
GDIC procedure described in the previous subsection.

Three particles oriented perpendicular to the loading direction (tests 1, 2 and 3) and
one parallel to the loading direction (test 4) are studied, see Figure 3.2. The particles
were selected such that at least one part shows a clearly oriented graphite structure
running parallel to the particle long axis. This is indicated in Figure 3.2 where
the selected particles are presented and the ROI within each particle is highlighted.
Here, it is assumed that the alignment of the visible topographical features on the
graphite particle surface is related to the crystallographic orientation of the graphite.
This assumption agrees with previous studies performed by Holmgren et al. [66]
and Velichko et al. [144]. In this way, graphite’s “a” crystallographic orientation is
coincident with the particle’s long axis.

The test results are presented in Figure 3.3 in terms of the measured principal strains,
εmax and εmin, within the considered ROI of the particles, as a function of the axial
global strain of the sample. For every test and at each loading step, several images
were taken, yielding several strains measurements for each test.

The standard deviation, for both principle strains, is shown in Table 3.2 for all tests.
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It can be observed that in εmax, the standard deviation is relatively small and in
the same range as reported in [131, 132]. The same is observed for the standard
deviation of εmin for tests 3 and 4. On the other hand, εmin for tests 1 and 2 reveal
a higher standard deviation than the other cases. This can be attributed to the fact
that in tests 1 and 2, εmin is oriented along the vertical direction of the images.
As discussed in [131, 132], the scanning artifacts are more dominant in the vertical
scan direction, resulting in a higher spread in the calculated strains. The achieved
resolution in the calculated strains, equals the highest level of accuracy obtained for
SEM-DIC until now [131,132]. Typical SEM artifact correction procedures depend
upon averaging techniques integrating numerous images at each loading step. In the
method introduced here, a smaller number of images is required at each loading step,
considerably enhancing speed. Furthermore, apparent out-of-plane displacements
due to rigid body motion of the test specimen or variations in magnification (due to
SEM instabilities) can be easily and accurately dealt with.

Table 3.2: Strain resolution.

Strain standard deviation [%]

Test 1 Test 2 Test 3 Test 4

εmax 0.011 0.012 0.009 0.019

εmin 0.055 0.035 0.011 0.019

In Figure 3.3.a the principal maximum strain εmax for the particles perpendicular
to the loading direction is shown. As expected, when a particle is deformed along its
transversal direction (coincident with graphite’s weak “c” direction) graphite can be
easily deformed, leading to higher strains inside the particles compared to the global
axial strain of the sample. This response is consistent for the three particles analysed,
which reach peak strains ranging from 0.6% to 1.0%. From this point onwards, in
two of the particles, the strain reaches a plateau. The strain saturation can be
related to graphite/matrix interface debonding and/or local plastic deformation of
the matrix material surrounding the particle as will be discussed in Section 3.3.2.
Both of these mechanisms reduce or stop the load transferred from the matrix to
the graphite, leading to a drastic change in the slope of the measured strains.
The principal minimum strain εmin for the particles perpendicular to the loading
direction is shown in Figure 3.3.b. A higher spread can be noticed in the εmin strain
(in tests 1 and 2) as compared to εmax. This is not the case with test 3, in which
εmin decreases up to −0.15% and saturates at approximately the same global strain
level as εmax. The strains presented in Figure 3.3.b represent the deformation due
to lateral contraction in the direction of the stronger “a” orientation of the graphite
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Test 4
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Figure 3.3: Strains in the graphite particles obtained via GDIC: left) particles oriented
perpendicular to the loading direction; right) particle oriented parallel to the loading di-
rection. For every test and at each loading step, several images were taken yielding several
strains measurements for each test.

particles. Therefore, the graphite shows a higher resistance to the deformation
leading to the observed smaller strains.

A different trend is observed for the principal strains within the particle parallel to
the loading direction, see Figures 3.3.c and d. Both principal strains appear to grow
linearly with increasing global strain, and no signs of nonlinearity can be noticed
within the considered applied strain range. The maximum principal strains εmax

are lower than those shown in Figure 3.3.a. This is due to the relative orientation
of the graphite planes within the particle with respect to the loading direction. In
test 4, the particle is loaded in a direction which is almost coincident with graphite’s
strong in-plane “a” direction. Therefore, the resistance of the particle to deformation
is considerably higher than in the previous cases (test 1, 2 and 3), where the particles
were loaded along the graphite weak “c” direction. For test 4, the weak “c” direction
is oriented perpendicular to the loading direction. As a result, the particle can be
easily deformed in that direction and the magnitude of εmin becomes comparable to
the magnitude of εmax.

Overall, it can be concluded that the experimental results confirm a pronounced
graphite anisotropy within vermicular graphite particles in CGI.
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3.3 Numerical simulations

The experimental results discussed in the previous section confirm that vermicular
graphite particles are mechanical anisotropic. In this section, numerical simulations
are used, to study the influence of the anisotropy of the graphite particles on the
local mechanical behaviour of CGI. To this end, two microstructural models, corre-
sponding to two tests discussed in the precious section are created. The models are
first used to numerically estimate the strains in the graphite particles investigated
in the previous section. The resulting strains are then compared to those obtained
from the corresponding experiments in order to quantify the mechanical anisotropy
in vermicular graphite particles. Next, the effect of graphite’s anisotropy on the
surrounding matrix material is examined by looking into the resulting matrix stress
and strain fields.

3.3.1 2D CGI microstructural model

Since a few decades, the Finite Element Method (FEM) based microstructural mod-
elling has become a popular approach to study the microstructural response of ma-
terials with complex microstructures. This approach will be pursued here. The
use of FEM to model the microstructure allows to incorporate complex material
constitutive laws at the level of the phases and interfaces in a straightforward man-
ner. For the simulation, an appropriate Representative Volume Element (RVE) is
required, which sufficiently well captures the material microstructure (i.e. volume
fraction, morphology and distribution of the different constituents). To this aim,
CGI micrographs are directly used to create an RVE with a geometry and FE mesh
accommodating the material microstructure. The process involves converting every
pixel of the micrograph into a quadrilateral finite element. Next, the pixel grey
level is used to define whether it belongs to the matrix or the graphite. In this way,
the resulting 2D microstructural model is an adequate representation of the original
microstructure. The size of the RVE is defined such that it includes a sufficient
number of graphite particles, but does not become too computationally expensive.
In addition, the graphite area fraction of each RVE is verified to ensure that it is
within the values corresponding to the average graphite content in CGI (10 − 12%
volume fraction). Following the above procedure, two RVEs are created: one based
on test 3 and one based on test 4 of Section 3.2.3. The original micrographs with the
selected regions and the resulting RVEs are presented in Figure 3.4. The resulting
number of finite elements in the RVE of test 3 is 509694 and 888264 for the RVE of
test 4. In both cases, a plane stress deformation state is assumed.
The CGI investigated in this chapter has a predominant pearlitic matrix composed
of 95% pearlite and 5% ferrite. Here, it is assumed that the matrix material is
homogeneous isotropic elasto-plastic, with a Young’s modulus of 209 GPa and a
Poisson’s ratio of 0.29. The yield stress evolution (hardening) is described by the
model of Allain and Bouaziz [5], which predicts the yield stress of the pearlite-ferrite
mixture by evaluating the contributions of both phases. The resulting hardening
curve, used as input in the simulations, is presented in Figure 3.5.
As discussed previously, in general, graphite is a highly anisotropic constituent, as
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b) Test 3, FE model d) Test 4, FE model

a) Test 3, original microstructure c) Test 4, original microstructure

anisotropic graphite

matrix

isotropic graphite

anisotropic graphite

matrix

isotropic graphite

Figure 3.4: 2D CGI microstructural models: left) micrograph and model for test 3; right)
micrograph and model for test 4.
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Figure 3.5: Pearlitic matrix yield stress and hardening behaviour.

a consequence of its crystal structure with strong in-plane covalent bonds and weak
van der Waals bonds in the out-of-plane direction. Due to this, graphite’s crystallo-
graphic orientation in the different graphite particles is expected to play a key role in
its mechanical behaviour within CGI. Although lamellar and nodular graphite par-
ticles present a clear crystallographic orientation, as discussed in the introduction,
the situation is more complex in vermicular graphite due to its particular growth
mechanism [60]. For modelling purposes, two groups of particles have therefore been
identified: i) vermicular particles with a presumed preferred growth direction and
corresponding crystallographic orientation; ii) graphite particles with an ambigu-
ous growth direction and/or nodular graphite particles, as illustrated in Figure 3.6.
In the first group of particles, the crystallographic orientation has been assumed
to follow the particle growth direction. As shown in Figure 3.6, this group corre-
sponds to vermicular graphite particles or elongated parts of vermicular particles
with a more complex shape. Figure 3.6 also illustrates how the crystallographic
orientations of the particles are assigned. In the second group of particles, graphite
has been assumed isotropic (Figure 3.6). The anisotropic graphite particles have
been modelled as a transversely isotropic material with the elastic constants given
by Blakslee et al. [15] as summarized in Table 3.3. The elastic constants of the
“isotropic” graphite particles are determined by the average of the values between
the in-plane and out-of-plane values, i.e. E = 528 GPa and ν = 0.0875. In addition,
to assess the impact of graphite anisotropy on the local response of CGI, models
with only isotropic graphite particles are also considered for comparison purposes.
Furthermore, in all the models presented in this chapter, the graphite/matrix in-
terface has been regarded as perfect (fully bonded). Hence comparisons between
the numerical and experimental results are only valid up to the point of interface
debonding.
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Table 3.3: In-plane and out-of-plane Young’s moduli, Poisson’s ratios and shear moduli
of graphite [15].

Ea [GPa] Ec [GPa] Gac [GPa] νa νac

1020.4 36.364 0.280 0.163 0.012

anisotropic graphite

matrix

isotropic graphite

c

a

c

a

c
a

c

a

Figure 3.6: Illustration of the assigned crystallographic orientations to the vermicular
graphite particles in the CGI microstructural model corresponding to test 3.

The loading applied on the microstructural model mimics the loading on a small
microstructural volume within the uniaxial tensile sample. Periodic boundary con-
ditions (as described in Appendix B) are used and a global strain of 0.3% is applied
to the RVE in the x-direction such that the resulting average stress state is uniaxial
(see Appendix B for more details).

3.3.2 Strains in the graphite particles: experimental vs

numerical

In Figure 3.7, the experimentally measured strains in the selected graphite particles
(as presented in Section 3.2.3, Figure 3.3) are compared the computed strains from
the RVE simulations discussed in the previous section.
Considering the principal strain εmax in both particles, perpendicular (Figure 3.7.a)
and parallel (Figure 3.7.c) to the loading direction, it can be noticed that the model
with anisotropic graphite qualitatively reproduces the response of both graphite par-
ticles better than the model with “isotropic” graphite. Indeed, the principal strain
εmax is considerably higher for the particle perpendicular to the loading direction
(Figure 3.7.a) than for the one parallel to the loading direction (Figure 3.7.c). On
the contrary, no such difference is observed for the model with “isotropic” graphite
where the difference in the strains between the two particles is much lower.
Moreover, the slopes of the local strain curves for both εmax and εmin in the particle
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Figure 3.7: Strains in the graphite particles experimental vs numerical results: left)
strains in the particles perpendicular to the loading direction; right) strains in particle
parallel to the loading direction.

parallel to the loading direction are captured well by the models with the anisotropic
graphite. Again, this is not the case for “isotropic” graphite models (Figures 3.7.c
and d). Therefore, the results from the simulations seem to confirm that a preferred
crystallographic orientation indeed exists within the vermicular graphite particles,
triggering the experimentally observed anisotropic mechanical behaviour.
The second effect in Figure 3.7, is the nonlinearity of the local strains with increasing
applied global strain, which occurs both in the experimental and numerical results.
The most pronounced example of this nonlinearity can be seen in the principal
strain εmax in the particle perpendicular to the loading direction (Figure 3.7.a). The
numerical simulations indicated that this is related to the local plastic deformation of
the matrix next to the graphite particles. This is illustrated in Figure 3.8 where the
matrix equivalent plastic strain for test 3, for both the “isotropic” and anisotropic
graphite models are presented. The nonlinearity in εmax, which takes place at a
global strain of approximately 0.13 %, results from the extensive plastic deformation
that occurs in the transition between a global strain of 0.12 % (Figures 3.8.a and
c) to 0.135 % (Figures 3.8.b and d). Moreover, Figure 3.7.a also reveals that the
non-linearity of the “isotropic” graphite model is much less pronounced as compared
to the anisotropic graphite model case. This discrepancy is related to the lower and
more homogenous distribution of the local plastic strains in the RVE with “isotropic”
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Figure 3.8: Equivalent plastic strain in the matrix for the model of test 3: a), c) global
strain of 0.12 %; b), d) global strain of 0.135 %. Left: model with isotropic graphite, right:
model with anisotropic graphite. The arrows indicate the loading direction.

graphite particles as shown in Figures 3.8.a and b.

3.3.3 CGI RVE local strain fields

To assess the influence of graphite anisotropy on CGI’s local response, the local
strain fields obtained from the RVE simulations are further examined. The ε22

strain component (parallel to the loading direction) for the RVE corresponding to
test 3 is shown in Figure 3.9. The strain component presented is parallel to the
loading direction. The strains in the graphite particles are plotted in subfigures a
and c, while those in the matrix are plotted in b and d. The results correspond to an
applied global strain of 0.15%. At this global strain level, no interface debonding was
observed in the tests. The results from the RVE simulations are therefore expected
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to provide an adequate description of the real microstructural behaviour, at least
qualitatively.
The results show that in the model with anisotropic graphite, high strains are found
in the vermicular graphite particles oriented perpendicular to the loading direction
while low strains are present in the vermicular particles oriented parallel to the
loading direction (Figure 3.9.c). Furthermore, in all particles with no preferential
crystallographic orientation, i.e. modelled as isotropic (see Figure 3.4), the resulting
strains are low. This observation extends to the model with “isotropic” graphite
(Figure 3.9.a), where it applies to all the graphite particles.
The analysis of Figures 3.9.b and d reveals that the response of the matrix is strongly
affected by the anisotropy of the graphite particles. The model with “isotropic”
graphite (Figure 3.9.b) shows a more uniform distribution of the matrix strains,
which on average appear to be higher than the average matrix strain observed in the
model with anisotropic graphite (Figure 3.9.d). The higher heterogeneity present
in the model with anisotropic graphite can be explained by its more compliant be-
haviour when deformed in the direction perpendicular to the growth direction. Due
to the weak bonding between the graphite basal planes, a similar situation is ob-
served in vermicular particles oriented at an angle with the loading direction, which
undergo high shear deformation. As a consequence, when the material is loaded,
the deformation will be concentrated in the graphite particles oriented perpendic-
ular or at an angle with respect to the loading direction, reducing the strains in
the surrounding matrix (Figure 3.9.d). In addition, at the tip of these particles in
the graphite/matrix interface high matrix strains occur which induce plastic defor-
mation, as observed in Figure 3.8.d, and ultimately interface debonding. On the
other hand, in the model with “isotropic” graphite, the graphite particles are in all
directions more stiff than the surrounding matrix. Hence, the matrix has to deform
more to accommodate the global deformation of the material (Figure 3.9.b).
The results confirm that the graphite anisotropy plays an important role in the
microstructural response of CGI. Together with the particle orientation relative to
the loading direction, the graphite anisotropy determines whether the particle be-
haves as a hard or soft inclusion. The former reinforces the matrix, while the latter
yields high localized deformations and strain concentrations in the surrounding ma-
trix (Figure 3.9). Furthermore, as illustrated in Figure 3.8, the anisotropy in the
vermicular graphite particles leads to considerably higher plastic strains in the ma-
trix. As a consequence, the assumption of isotropic graphite can easily lead to an
underestimation of the damage initiation and evolution at the microstructural level
in CGI.

3.4 Conclusions

The aim of this chapter was to study the mechanical anisotropy of the vermicular
graphite particles found in CGI, induced by the intrinsic crystallographic anisotropy
of graphite. The experimental and numerical approach used was instrumental to
substantiate these analyses, and to understand the influence of the graphite crystal-
lographic anisotropy on the CGI micromechanical response.
The main conclusions of this work are:
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Figure 3.9: ε22 strain component (parallel to the loading direction) in the graphite par-
ticles (top) and the matrix (bottom) for test 3, at a global strain of 0.15 %. Left: model
with isotropic graphite, right: model with anisotropic graphite. The arrows indicate the
loading direction.
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• A unique experimental procedure has been developed and applied to obtain
reliable strain measurements at the scale of the graphite particles (i.e. 10-50
µm). The method makes use of a set of reference grids placed on top of the
sample and an advanced GDIC procedure to correct for the image artifacts
and distortions frequently present in SEM. This enables to use the high mag-
nification and high resolution imaging capabilities of SEM as required by the
dimensions of the graphite particles. Furthermore, small strains have been
measured with a standard deviation between 0.9 · 10−4 to 5 · 10−4.

• Experimental evidence has been obtained confirming the mechanical
anisotropy of vermicular graphite particles in cast irons.

• 2D CGI microstructural models have been developed to study the microme-
chanical response of CGI. These models have been used to simulate two of the
tests performed to measure the strains in the graphite particles. The results
from the numerical simulations show that:

– The strains in the graphite particles estimated from the models show a
qualitatively good agrement with the experimentally measured strains.

– The agreement between the experimental and the numerical results pro-
vides a solid confirmation of the hypothesis on graphite is mechanical
anisotropy in vermicular graphite particles in cast irons.

– The nonlinearity of the strains in the graphite particles, as a function of
the global applied strain, is the result of a pronounced increase of matrix
plastic yielding in the areas surrounding the graphite particles.

– The anisotropy of the graphite particles has a high impact on the mi-
cromechanical response of CGI, in particular regarding the plastic defor-
mation of the matrix material. Therefore, neglecting the anisotropy of
the graphite particles, as commonly done in the literature, will lead to an
underestimation of the onset of microstructural damage.
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Elevated temperature creep of pearlitic steels

Based on

J.C. Pina, V.G. Kouznetsova, M.G.D. Geers,
Elevated temperature creep of pearlitic steels, Mechanics of Time-Dependent Materials (2014)

18:611–631.

4.1 Introduction

Pearlitic steels are characterized by high strength, hardness and creep resistance at
room temperature. Furthermore, when deformed above the yield limit they show a
higher hardening rate than most ferritic steels while presenting acceptable levels of
ductility [70,81,112]. The reason behind these unique mechanical properties can be
traced back to the microstructure. Pearlitic steels have a carbon content that is close
to the eutectoid composition (0.76 wt%), which yields a microstructure composed
of closely spaced cementite and ferrite layers. It is this particular microstructure
of soft ferrite packed between hard cementite walls that leads to the high strength
and hardening of pearlitic steels [40, 83]. These properties make pearlitic steels
ideal candidates for applications such as railways, springs and wires/cables where
structural integrity and minimum irreversible deformation over time are required for
the entire service life. Moreover, in the case of drawn wires the high strain hardening
behaviour of pearlitic steels allows to reach high strength levels [81].
Most pearlitic steels are used at low temperatures (or room temperature) even
though high temperature conditions may apply in some applications. For instance,
situations in which steel wires and rails are used in environments where temperatures
in excess of room temperature are frequently present, e.g. in the steel making indus-
try where large volumes of molten steel and other alloys need to be handled, or in the
facilities for the production of large castings, such as those required for turbines or
valves of hydroelectrical power plants. Furthermore, in the case of steel wires used in
pre-stressed concrete structures, the behaviour of the material during and after the
exposure to high temperatures, e.g. fire, plays a key role in the ability of a building
or structure to sustain its structural integrity. This relates not only to the structural
response during the fire but also the effect that the high temperature exposure has
on the residual properties of steel wires [8]. Another elevated temperature applica-
tion can be found in diesel engines such as those used for power generation in the
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automotive, marine and locomotive industries. For example, in truck engines, the
cylinder head and the cylinder block are frequently made of cast iron as well as other
high temperature components, e.g. the exhaust manifold. Cast iron is a ferrous al-
loy composed of graphite inclusions embedded in a largely pearlitic matrix. Due to
the engine operating conditions during service life, these components are subjected
to long holding times at temperatures in the range between 350 − 550 ◦C. Under
these conditions phenomena like creep and stress relaxation are frequently observed
in cast irons [57, 149]. It is reasonable to assume that this time dependent response
originates from the pearlitic matrix rather than the graphite inclusions.
The above examples emphasize the importance of understanding the elevated and
high temperature response of pearlite. Although the room temperature mechanical
behaviour of pearlite and/or pearlitic steels is well documented, little information
can be found in the literature regarding the effects of temperature on the mechanical
response. The few available studies focus on the role played by the temperature on
the strain rate sensitivity of pearlite in relation to Dynamic Strain Aging (DSA)
[53,139]. However, they provide no information regarding to the creep or relaxation
behaviour of the material. This matter has been addressed by [8] for drawn pearlitic
steel wires, undergoing severe strain hardening during production. Their results
show that stress relaxation becomes relevant for temperatures ranging from 300 ◦C
to 400 ◦C, depending on the pre-load level. Such studies are not available for other
pearlitic steels.
From a modelling perspective, rate-independent models have been developed to pre-
dict the flow stress of pearlite using properties of the underlying microstructure,
such as the interlamellar spacing and the friction stress in the ferrite-cementite
lamella [5, 40]. Following a different approach, rate-dependent models have been
developed for high strain rate applications, such as modelling of machining pro-
cesses, with application to cast iron [27,88,96]. To the best of our knowledge, up to
date, no studies, either experimental or numerical, on the creep and stress relaxation
behaviour of pearlite or pearlitic steels have been presented in the literature.
The aim of this chapter is to provide insight into the creep properties of pearlitic
steels for temperatures up to 500 ◦C. To this end, elevated temperature tests are
performed on a pearlitic steel, for which a thermo-viscoplastic model is developed.
The purpose of the tests is twofold: (1) to provide information on the elevated tem-
perature response of pearlitic steels; (2) to identify the required material parameters.
The model is then used to illustrate the influence of temperature and loading on the
creep properties of pearlitic steels.
The point of departure for the modelling is the viscoplastic model proposed by
[46] for polycrystalline metals. One important aspect of the proposed model is its
straightforward characterization procedure, which only requires a reduced set of
experimental data. In the model introduced here only steady-state creep-rate data
and stress-strain tensile curves at different temperature levels are required.
The novel aspects of the present contribution can be summarized as follows:

• The experimental and numerical results presented in this chapter indicate that
the influence of temperature on the mechanical behaviour of pearlitic steels
becomes relevant for temperatures above 350 − 400 ◦C. This leads to fast
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deterioration of the creep resistance of the material for temperatures above
350 − 400 ◦C.

• A thermo-viscoplastic model for pearlitic steels is proposed that allows to study
the time and temperature dependent response under creep and stress relaxation
conditions. The novel features of the model are:

– Extension of the model developed by [46] to finite strains.

– Introduction of a yield surface to account for the characteristic marked
yield point found in pearlitic steels.

– Modification of the thermal function based on the experimental observa-
tions.

• Elevated temperature tests (tensile and creep tests) on pearlitic steels are pre-
sented, which are used to illustrate the high temperature response of pearlitic
steels and to characterize the model parameters:

– Tensile tests at different temperature levels: 20 ◦C, 350 ◦C, 420 ◦C and
500 ◦C.

– Creep tests at 420 ◦C for different pre-load levels.

– Set of model parameters obtained from the above experimental data.

The outline of the chapter is as follows. The elevated temperature tests on a pearlitic
steel are presented in Section 4.2. The finite strain thermo-viscoplastic model is de-
scribed in Section 4.3. First, the kinematics, including thermal deformation, is
introduced followed by the elastic constitutive model. Then, in Section 4.3.4 the
thermo-viscoplastic model is thoroughly discussed together with the relevant evolu-
tion equations for the internal variables. Next, in Section 4.4, the stress update algo-
rithm is treated. The parameter identification procedure is presented in Section 4.5.
In Section 4.6, the assessment of the model under different loading conditions is
performed. Finally, in Section 4.7 the conclusions are discussed.

4.2 Elevated temperature tests on pearlitic steels

4.2.1 Experimental procedure

The elevated temperature tests were performed on C75 pearlitic spring steel sheets
of 1 mm thickness. The chemical composition is specified in Table 4.1. Dog-bone-
shaped samples were cut from the pearlitic steel sheets, with a cross section of 14.97
mm2 and an initial gauge length of 25.34 mm. After cutting, the samples were
annealed for two hours at 1150 ◦C and then cooled down at a rate of 92.5 ◦C/hr
inside the oven under controlled vacuum conditions (4 · 10−3 Pa).
The tests were performed in a Gleeble 3800 thermo-mechanical testing system. The
system is equipped with a direct resistance heating system to heat up the specimens
and water cooled clamps. For the present work, the strain was measured at the centre
of the sample with a strain gauge and the tests were carried out in force control mode.
The tests were performed under controlled vacuum conditions between 24 and 38.7
Pa.
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Table 4.1: Chemical composition (wt%) of the C75 pearlitic steel.

C Si Mn P S Cr

0.7080 0.3010 0.7270 0.0085 0.0043 0.3260

0 0.05 0.10 0.15
0

200

400

600

800

1000

ε
0 2 4 6 8 10 12 14

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

time [hrs]

a) b)

T = 420 ºC20 ºC 350 ºC

420 ºC

500 ºC

0.90*σ
u

0.80*σ
u

0.75*σ
u

0.73*σ
u

0.71*σ
u

0.675*σ
u

0.60*σ
u

σ
 [

M
P

a]

ε cr
ee

p

Figure 4.1: Elevated temperature tests on C75 pearlitic steel: a) true stress-strain curves
from monotonic tensile tests at different temperatures, and b) creep curves for tests at
420 ◦C with different load levels; the cross indicates that the sample has failed before the
end of the test.

4.2.2 Elevated temperature tests

Two types of tests were performed in order to characterize the elevated temperature
response of the pearlitic steel under consideration. First, a set of monotonic tensile
tests at temperatures ranging from room temperature to 500 ◦C and a strain rate
of 8 · 10−4 s−1 were carried out. Heating-up was done at a rate of 1 ◦C/s. Two
tests were performed at each temperature. Second, a set of creep tests at 420 ◦C
were carried out to characterize the time dependent response of the material. The
tests were performed for different load levels ranging from 0.6σu to 0.9σu, where σu

is the tensile strength at 420 ◦C obtained from the corresponding monotonic tensile
test. The same heating rate was used as for tensile testing, but in this case once the
test temperature was reached, the temperature was held at this level for 9 hours to
stabilize the system before applying the load. The load was applied at a strain rate
of 8 ·10−4 s−1. A holding time of 13.5 hours was used in all the tests except in those
were failure occurred earlier. Two tests were done at each load level. The results
from both sets of tests are presented in Figure 4.1. For all the curves, the average
between the two measurements is plotted.
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From the results shown in Figure 4.1 two interesting features related to the effect
of the temperature and the load level can be pointed out. In Figure 4.1.a, it is
obvious that between 20 ◦C and 350 ◦C the response of the material is only mildly
influenced by the temperature. The most noticeable effect is the increase in duc-
tility. For the test temperatures above 350 ◦C the effect of temperature becomes
more significant and even detrimental for the mechanical response of the material.
Increasing the temperature leads to a marked drop in the maximum tensile strength
(Figure 4.1.a), while the ductility remains nearly the same. The observed thermal
softening of pearlitic steels can be related to the increase in deformability of cemen-
tite with temperature as revealed by [74]. In their study, [74] evaluated the effect of
temperature on the deformation and fracture of cementite in steels. Their findings
indicate that cementite becomes highly deformable for temperatures above 400 ◦C.
As a consequence, for temperatures above 400 ◦C, the deformation of pearlite is no
longer exclusively controlled by the movement of dislocations within the ferrite, but
also in the cementite layers leading to an overall softer response.
The creep tests at 420 ◦C, Figure 4.1.b, give insight in the role played by the stress
level during the test. As expected, the time to rupture is reduced as the stress level
is increased. For stress levels below 0.73σu, by the time the test was stopped (after
13.5 hours), fracture was not yet reached. Between, 0.73σu and 0.75σu a sharp
transition can be observed and failure is reached within 10 hours. Increasing the
creep stress further accelerates the process and the time to rupture reduces further
to minutes for 0.90σu. In addition, from Figure 4.1.b the elongation at fracture can
be determined. A value εu ≈ 12 % is found, which is close to the value observed in
the tensile test at 420 ◦C.
The experimental data acquired provides clear evidence of the influence of the tem-
perature and stress level on the mechanical response of pearlitic steels. The results
presented in Figure 4.1, indicate that the mechanical response of pearlitic steels
becomes sensitive to temperature for temperatures above 350 ◦C. Moreover, the
combination of temperature and stress can lead to plastic deformation and subse-
quent failure due to creep within hours.

4.3 Thermo-viscoplastic model for pearlitic steels

A principal ingredient in any viscoplastic framework is the definition of the rela-
tion between the viscous stress τv and the norm of the viscoplastic strain rate or
viscoplastic multiplier γ̇vp. In the literature, several expressions can be found for
γ̇vp, see for example [20] and [36]. In most cases, the relation between γ̇vp and the
viscous stress τv is expressed in terms of a power law function such as in the classical
viscoplastic Perzyna model [108]:

γ̇vp = η

(

τv

ϕ0

)N

, (4.1)

where η is the fluidity parameter, N is the strain rate sensitivity parameter and ϕ0

is a scaling parameter or drag strength. Equation (4.1) provides a straightforward
relation between γ̇vp and τv. However, when the effect of temperature needs to be
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included, this expression becomes highly non-linear due to the strong dependency
of η and N on the temperature [20]. Besides, the unknown functions that describe
the relations between η and N and the temperature may be quite complex.
An alternative approach is to separate the effects of temperature and strain rate
sensitivity on the viscoplastic strain rate γ̇vp. This methodology makes use of the
Zener-Hollomon decomposition [152,153] of the viscoplastic strain rate, whereby the
strain rate sensitivity parameters, such as η and N in (4.1), no longer depend on
the temperature. Therefore, the parameter identification process is simplified and
the amount of the required experimental data is reduced.
In this work, the latter approach is followed. To this end, a viscoplastic model
is developed which stems from the model proposed by [46]. In this model, the
viscoplastic strain rate is based on the Zener-Hollomon relation [152,153], in which
the viscoplastic strain rate is obtained as the product of two functions: an Arrhenius
type thermal function, and a function known as Zener parameter. The thermal
function accounts for the sensitivity of the viscoplastic strain rate to the temperature,
whereas the Zener parameter characterizes the strain rate sensitivity. This provides
a simple way to incorporate the influence of temperature on the viscoplastic strain
rate. The evolution of the internal variables due to isotropic hardening, as well as
dynamic and thermal recovery are also taken into account. The main differences
between the new model and the one originally developed by [46] are:

• Pearlitic steels, as all iron-carbon alloys present a marked yield point that
needs to be accounted for. Therefore, a temperature dependent yield surface
is included in the model.

• For simplicity, no back stress is considered, i.e. kinematic hardening is not
included in the model.

• The model is extended to finite deformations to describe the high visco-plastic
strains.

4.3.1 Kinematics

In the present model the kinematics is described in terms of the right Cauchy-Green
strain tensor C defined as:

C = F
T · F, (4.2)

where F is the deformation gradient tensor that is classically given by:

F = (~∇0~x)
T
, (4.3)

with ~∇0 the gradient with respect to the reference configuration, and ~x the vector
that defines the position in the deformed current configuration. See Appendix A for
the summary of the notation of tensor operations used in this chapter.
The material velocity is taken into account by the spatial velocity gradient tensor L

and its symmetric and skew-symmetric parts, i.e., the rate-of-deformation tensor D

and the spin tensor Ω respectively:

L = (~∇~v)
T

= Ḟ · F
−1 = D + Ω, (4.4)
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with ~∇ the gradient with respect to the current configuration, and

~v =
d~x

dt
, (4.5)

Ḟ =
d

dt
(F). (4.6)

The rate of the right Cauchy-Green strain tensor is determined by taking the material
time derivative of C, that is:

Ċ =
d

dt

(

F
T · F

)

= F
T · Ḟ + Ḟ

T · F = 2F
T · D · F. (4.7)

The thermal and mechanical contributions to the thermo-mechanical deformation
process are introduced here via the multiplicative decomposition of the deformation
gradient tensor F into a thermal part Fth and a mechanical part FM [59]:

F = Fth · FM , J = JthJM , (4.8)

with

FM = (~∇0~xM )
T
, JM = detFM > 0, (4.9a)

Fth = (~∇M~x)
T
, Jth = detFth > 0, (4.9b)

where FM performs the mapping between the reference configuration Ω0 and the
intermediate mechanical configuration ΩM , and Fth maps the deformation from ΩM

to the current configuration Ω. Alternative decompositions can also be found in the
literature [59,69,85] but they will not be discussed here. The particular choice (4.8)
has been made here for algorithmic reasons, as will be evident in section 4.4.1.
In addition, FM is further decomposed into elastic and viscoplastic parts via:

FM = Fe · Fvp. (4.10)

with

Fvp = (~∇0~xvp)
T
, Jvp = detFvp = 1, (4.11a)

Fe = (~∇vp~xM )
T
, Je = detFM > 0, (4.11b)

where the hypothesis of volume-preserving plastic flow has been used in the definition
of Fvp [36].
Considering the multiplicative decomposition of the deformation gradient tensor,
equations (4.8) and (4.10), the expression for the spatial velocity gradient tensor L

in terms of its thermal, elastic and viscoplastic parts can be obtained as an additive
decomposition:

L = Le + Lvp + Lth = (De + Ωe) + (Dvp + Ωvp) + (Dth + Ωth), (4.12)
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where Le, Lvp and Lth are given by:

Le = Fth · Ḟe · Fe
−1 · Fth

−1, (4.13a)

Lvp = Fth · Fe · Ḟvp · Fvp
−1 · Fe

−1 · Fth
−1, (4.13b)

Lth = Ḟth · Fth
−1. (4.13c)

Finally, an expression for the additive split of Ċ in its thermal, elastic and viscoplas-
tic parts can be obtained by introducing equations (4.8) and (4.10) into (4.7). This
yields:

Ċ = Ċe + Ċvp + Ċth, (4.14)

with

Ċe = F
T ·

[

Fth · Ḟe · Fe
−1 · Fth

−1 + Fth
−T · Fe

−T · Ḟe
T · Fth

T
]

· F

= 2F
T · De · F, (4.15a)

Ċvp = F
T ·

[

Fth · Fe · Ḟvp · F
−1 + F

−T · Ḟvp
T · Fe

T · Fth
T

]

· F

= 2F
T · Dvp · F, (4.15b)

Ċth = F
T ·

[

Ḟth · Fth
−1 + Fth

−T · Ḟth
T

]

· F = 2F
T · Dth · F. (4.15c)

where De, Dvp and Dth are the elastic, viscoplastic and thermal rate-of-deformation
tensors, respectively. The constitutive relations for Dvp and Dth will be defined in
the following sections.
It should be noted that in the literature the development of the finite deformation
(thermo-) elasto-viscoplastic models often follows the concept of dual variables, see
e.g. [85] and [61]. The detailed derivations in the view of the dual stress and strain
measures pertaining to the multiplicative decomposition (4.8) have been presented
by [59].

4.3.2 Thermal deformation

As mentioned before, the thermal effects are incorporated in the model via the
thermal part of the deformation gradient tensor Fth, which is assumed to be purely
volumetric [59, 85]. For isotropic materials (mechanical and thermal) Fth, can be
defined as:

Fth = φ(T )1/3
I. (4.16)

The scalar function φ(T ) describes the volumetric deformation induced by a tem-
perature change (T − T0) relative to a reference temperature T0. The simplest form
for φ(T ) is [59, 85]:

φ(T ) = 1 + α(T − T0), (4.17)

where α is the volumetric thermal expansion coefficient which, in general, can be
temperature dependent.
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Furthermore, from equations (4.13c) and (4.16) the symmetric and skew symmetric
parts of Lth can be obtained as:

Dth =
1

2

[

Lth + Lth
T

]

=
1

3

1

φ

dφ

dT
Ṫ I, (4.18a)

Ωth =
1

2

[

Lth − Lth
T

]

= 0, (4.18b)

Equation (4.18b) shows that when it is assumed that Fth induces only volumetric
deformations in the material, the thermal spin tensor Ωth vanishes.

4.3.3 Thermodynamics based constitutive framework

Following the well established continuum thermodynamics approach, see e.g. [61]
among others, the dissipation inequality is used as the point of departure. This
inequality states that the specific dissipation at a material point should be non-
negative for an arbitrary thermomechanical process. In the form of Clausius-Duhem
inequality this reads

− ρ0(ψ̇ + ηṪ ) + 1
2 S : Ċ − ~q0

T
· ~∇0T > 0 (4.19)

where ρ0 is the mass density with respect to the reference configuration; ψ and η
are the Helmholtz free energy and the entropy density, respectively, both per unit of
mass; ~q0 is the heat flux vector per unit referential area and per unit of time. The
2nd Piola-Kirchhoff stress tensor S is defined as:

S = JF
−1 · σ · F

−T = F
−1 · τ · F

−T , (4.20)

where σ and τ = Jσ are the Cauchy stress tensor and the Kirchhoff stress tensor,
respectively.
The Helmholtz free energy ψ can be taken to consist of two parts, the elastic part
ψe(Ce, T ) dependent on the elastic deformation and the temperature, for example
through the dependence of the elastic constants on the temperature, and the thermal
part ψth(T ), see for example [90],

ψ(Ce, T ) = ψe(Ce, T ) + ψth(T ) (4.21)

ψ̇ =
∂ψe

∂Ce
: Ċe +

∂ψe

∂T
Ṫ +

dψth

dT
Ṫ (4.22)

Substitution of (4.14), (4.15), (4.18a) and (4.22) into (4.19), with account for (4.20),
gives

(

1
2 S − ρ0

∂ψe

∂Ce

)

: Ċe + τ : Dvp

+

(

1

3φ

dφ

dT
tr(τ ) − ρ0

∂ψe

∂T
− ρ0

dψth

dT
− ρ0η

)

Ṫ −
~q0

T
· ~∇0T > 0

(4.23)
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The standard arguments of the Coleman-Noll procedure lead to the constitutive
relations for the 2nd Piola-Kirchhoff stress tensor S and the entropy density η

S = 2ρ0
∂ψe

∂Ce
(4.24)

η =
1

3ρ0φ

dφ

dT
tr(τ ) − ∂ψe

∂T
− dψth

dT
(4.25)

and the residual inequalities

τ : Dvp > 0 (4.26)

− ~q0

T
· ~∇0T > 0 (4.27)

In the remainder of this chapter only homogeneous temperature fields will be con-
sidered and thus the constitutive relation for the entropy (4.25) and the Fourier’s
inequality (4.27) won’t be further elaborated.
Adopting the expression for the elastic free energy as used by [140]

ρ0ψe = 1
2λ ln2(Je) + 1

2µ[Ce : I − 3 − 2 ln(Je)] (4.28)

with λ and µ the Lamé’s constants, which can be expressed as functions of the
Young’s modulus, E, and Poisson’s ratio, ν

λ =
νE

(1 + ν)(1 − 2ν)
, µ =

E

2(1 + ν)
(4.29)

relation (4.24) yields
S = λ ln(Je)C−1

e + µ(I − C
−1
e ) (4.30)

and in the rate form

Ṡ = 4
Celas : Ċe, (4.31)

with
4
Celas = [µ− λln(Je)]C−1

e · 4
I
RT · C

−1
e + 1

2λC
−1
e ⊗ C

−1
e . (4.32)

Note that as a result of (4.14) and (4.15a), both Ċe and Ṡ are defined in the reference
configuration.

4.3.4 Thermo-viscoplastic model

The contribution of the viscoplastic deformation is considered next. A classical ex-
pression is used to describe the viscoplastic flow evolution, given by Dvp, which
assumes that the viscoplastic deformation accumulates in the direction of the de-
viatoric stress τ d, and its magnitude is determined by the rate of the viscoplastic
multiplier γ̇vp:

Dvp = γ̇vpN, (4.33)
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with N the flow direction, defined in terms of the deviatoric part of the Kirchhoff
stress tensor as:

N =
3

2

τ d

τeq
, τeq =

√

(

3

2
τ d : τ d

)

. (4.34)

Note, that the relations (4.33) and (4.34) ensure the fulfillment of the inequality
(4.26). The definition of the plastic flow given by equation (4.33) is completed by
postulating a zero viscoplastic spin [36]:

Ωvp = 0. (4.35)

Next, γ̇vp is defined by a Zener-Hollomon type decomposition [46, 152,153]:

γ̇vp = θ(T )Z(ϕ,D), (4.36)

where θ(T ) > 0 is an Arrhenius type thermal function and Z(ϕ,D) > 0 is the Zener
parameter, which is a temperature normalized measure of γ̇vp; D > 0 is the drag
strength, accounting for the isotropic hardening. Viscoplastic deformation will take
place provided that:

ϕ(τeq , τy) = τeq − τy(T ) ≥ 0. (4.37)

where τy(T ) is the yield stress, here assumed to depend on the temperature only,
since hardening is accounted for in (4.36).

Evolution equations for the internal variables

To complete the model, a set of equations that describe the evolution of the internal
variables, i.e. the viscoplastic strain rate and the drag strength, needs to be provided.
The relevant expressions for the evolution of the viscoplastic strain were introduced
in the previous section by equations (4.33) and (4.36). From (4.36), the magnitude of
the viscoplastic strain rate can be obtained as a function of the current temperature,
via θ(T ), and the current stress and hardening levels, via Z(ϕ,D).
Following the steps of [46], we now define the Zener parameter and the drag strength.
For the Zener parameter, we depart, as done before by [95] and [46], from the
hyperbolic sine function given by [49] for steady-state creep:

Zss ≡ (γ̇vp)ss

θ(T )
= A sinhn

[τeq

C

]

, (4.38)

where A > 0 and n > 0 are temperature independent material constants and C is the
so-called power-law breakdown strength. The advantage of adopting a hyperbolic
sine function for Z(ϕ,D) is its ability to model either the power-law or exponen-
tial creep regime depending on the stress level. For stresses below the power-law
breakdown, (4.38) reduces to power-law creep where dislocation climb is the rate
controlling mechanism. On the other hand, for stresses above the power-law break-
down, where dislocation glide is the rate controlling mechanism, (4.38) becomes
exponential [46].
To extend the steady-state Zener parameter to the transient regime, we use the
requirement imposed by [46] that under steady-state conditions, the kinetics of vis-
coplasticity should reduce to the kinetics of creep. In other words, a relation should
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exist between equation (4.38) and its transient counterpart. To this end, Freed and
Walker [46] proposed that the steady-state and transient Zener parameters should
have the same functional form but with a different argument. From this hypoth-
esis an expression for the Zener parameter that accounts for the transient effects
can be obtained by introducing the internal state variables that drive the evolu-
tion of the viscoplastic strain rate, i.e. the drag strength and the yield stress, into
equation (4.38) resulting in the following expression [46]:

Z(ϕ,D) = A sinhn

〈

τeq − τy(T )

D

〉

= A sinhn
〈 ϕ

D

〉

, (4.39)

The evolution equation for the drag strength is given by [46]:

Ḋ = h(D) [γ̇vp − θ(T )r(D)] = θ(T )h(D) [Z(ϕ,D) − r(D)] , (4.40)

with the initial value D0 the minimum or annealed drag strength. Equation (4.40)
describes the evolution of the drag strength as the result of the interaction of strain
hardening, dynamic recovery via h(D), and thermal recovery via r(D). The corre-
sponding expressions for h(D) and r(D) are:

h(D) = hD

[

(D −D0)/δ C

sinh[(D −D0)/δ C]

]m

= hD

[

ϕD

sinh[ϕD]

]m

, (4.41)

r(D) = A sinhn

[

(D −D0)

δ C

]

= A sinhn [ϕD] , (4.42)

with

ϕD =
(D −D0)

δ C
, (4.43)

where δ and m are material parameters, whose physical meaning will be discussed
in Section 4.5.
The effect of the yield stress, the drag strength and the viscoplastic strain rate on
the flow stress can be investigated by combining (4.36) - (4.39), which leads to:

τeq = τy(T ) +Darcsinh

[

γ̇vp

Aθ(T )

]
1
n
. (4.44)

This expression indicates that the flow stress is the result of the contributions of
the yield stress τy(T ), which depends on temperature only, and the second term
that accounts for the isotropic hardening and the effect of the strain rate. The
isotropic hardening is introduced in the model via the drag strength D. A non-
evolving yield surface, defined by τy(T ), is used here to pick up the marked yield
point observed in the tensile response of pearlitic steels. The assumption of the
yield surface independence of the strain rate, is based on experimental evidence
from tensile tests on pearlitic steels [53, 137, 139]. These references indicate that
pearlitic steels show a minor dependence of the yield stress on the strain rate, for
the range of strain rates considered here.
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Figure 4.2: Variation of the thermal function θ with temperature. The blue line is the
function proposed by [95], the red line illustrates the function proposed here.

Thermal function θ(T )

The thermal function θ(T ) incorporates the effect of temperature into the model in
two ways: through expression (4.36) for γ̇vp, and the evolution equation (4.40) for
D. Note, that equation (4.40) does not contain any other temperature dependent
material parameters. The influence of temperature is solely introduced through
θ(T ).
The expression used here for θ(T ) it is based on the one proposed by [95] (Fig-
ure 4.2), which assumes that the activation energy for the plastic flow depends on
the temperature, and it is given by [46]:

θ(T ) =















exp
[ −Q
R T

]

if Tt ≤ T < Tm,

exp
[ −Q
R Tt

(

ln
(

Tt
T

)

+ 1
)]

if 0 < T ≤ Tt,

(4.45)

where Q is the activation energy for creep, R = 8.314 J/molK is the universal
gas constant, Tm and Tt = Tm/2 are the melting and transition temperatures,
respectively.
Based on our experimental observations for pearlitic steels (stress-strain curves at
20 ◦C, 350 ◦C, 420 ◦C and 500 ◦C, Figure 4.1.a), it can be concluded that below
350 ◦C the material viscoplastic behaviour presents a low sensitivity to temperature.
In other words, below 350 ◦C, the rate at which plastic deformation and isotropic
hardening evolve is hardly influenced by the temperature. Such a material response
cannot be reproduced with a thermal function as the one given in equation (4.45).
Therefore, a modification of this thermal function is proposed here, motivated by the
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experimental data. The corrected thermal function θ(T ) is temperature independent
for temperatures below a second transition temperature Tc = 350 ◦C (Figure 4.2):

θ(T ) =



































exp
[ −Q
R T

]

if Tt ≤ T < Tm,

exp
[ −Q
R Tt

(

ln
(

Tt
T

)

+ 1
)]

if Tc < T ≤ Tt,

exp
[ −Q
R Tt

(

ln
(

Tt
Tc

)

+ 1
)]

if 0 < T ≤ Tc.

(4.46)

Non-linear system of equations for the viscoplastic behaviour

To summarize, the viscoplastic constitutive model is described by the following set
of equations:

Ṡ = 4
Celas :

[

Ċ − 2F
T · γ̇vpN · F − 2F

T · Dth · F

]

, (4.47a)

γ̇vp = θ(T )Z(ϕ,D), (4.47b)

Ḋ = h(D) [γ̇vp − θ(T )r(D)] . (4.47c)

where (4.47a) is obtained by substituting equations (4.14), (4.15b), (4.33) and (4.15c)
in equation (4.31), with Dth given by (4.18a). The system of equations in (4.47) can
be further simplified by introducing (4.47b) into (4.47a) and (4.47c), leading to:

Ṡ = 4
Celas :

[

Ċ − 2F
T · θ(T )Z(ϕ,D)N · F − 2F

T · Dth · F

]

, (4.48a)

Ḋ = θ(T )h(D) [Z(ϕ,D) − r(D)] . (4.48b)

4.4 Stress update algorithm - Numerical implementation

4.4.1 Incremental time integration

The objective of the constitutive model described in the previous section is to deliver
the stress S and internal variables, D and γ̇vp, at time t + 1 for a given strain or
temperature increment, provided that the corresponding values of the stress and
internal variables at time t are known. This requires a time integration of the rate
equations (4.48). To this end, the first order backward Euler scheme is used here:

S = St + 4
Celas :

[

C − Ct − 2F
T · ∆tθ(T )Z(ϕ,D)N · F − 2F

T · ∆tDth · F

]

,

(4.49a)

D = Dt + ∆tθ(T )h(D) [Z(ϕ,D) − r(D)] . (4.49b)

where the temperature T is assumed fixed at a given increment and the subscript
t+ 1 has been omitted for clarity.
Furthermore, to obtain the stress in terms of the Kirchhoff stress tensor, we perform
the push-forward of S towards the current configuration by means of F, which pro-
vides the mapping between the reference and the current configuration, this yields:

τ = F∆ · τ t · F
T
∆ + 4

H : [e∆ − ∆tθ(T )Z(ϕ,D)N − ∆tDth] , (4.50)
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with the fourth order constitutive tensor 4H defined as:

4
H = 2F ·

[

F · 4
Celas · F

T
]LT,RT

· F
T = 2[µ− λln(Je)] 4

I
RT + λI ⊗ I, (4.51)

and the incremental Almansi strain tensor e∆ given by:

e∆ =
1

2

[

I − F∆
−T · F∆

−1
]

, (4.52)

where F∆ is the incremental deformation gradient tensor, that is related to F by:

F = F∆ · Ft. (4.53)

Moreover, the elastic predictor of the Kirchhoff stress tensor, assuming no viscoplas-
tic deformation, can be expressed as:

τ e = F∆ · τ t · F
T
∆ + 4

H : [e∆ − ∆tDth] . (4.54)

Note, that as a result of the selected multiplicative decomposition (4.8), the thermal
velocity gradient tensor Lth, and, consequently, the thermal rate of deformation
tensor Dth (both defined in the current configuration) do not involve elastic and
viscoplastic terms. In this way, for a given temperature increment, Dth can readily
be computed according to (4.18a) and used in the elastic predictor (4.54). The
subsequent viscoplastic corrector step can then be applied without any modifications
with respect to the temperature independent viscoplastic model as presented by
[140].
By introducing (4.54) into (4.50), the total stress can be described as the elastic
predictor minus the viscoplastic contribution:

τ = τ e − ∆tθ(T )Z(ϕ,D)4
H : N. (4.55)

Now, from (4.55) and (4.40) the system of non-linear equations (4.49) can be rewrit-
ten as:

rτ = τ − τ e + ∆tθ(T )Z(ϕ,D)4
H : N = 0, (4.56a)

rD = D − Dt − ∆tθ(T )h(D) [Z(ϕ,D) − r(D)] = 0. (4.56b)

where rτ and rD refer to the tensorial residual of the stress equation and the scalar
residual of the drag strength equation, respectively.

4.4.2 Newton-Raphson iterative procedure

In the stress update algorithm presented here, for every time increment, an ini-
tial trial elastic stress is determined from the predictor (4.54) and the yield con-
dition (4.37) is evaluated. In case that the trial stress exceeds the yield limit, the
non-linear system of equations (4.56) needs to be solved to determine the stress and
the internal variables. This is performed via a standard Newton-Raphson iterative
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procedure, from which the stress and drag strength at iteration i+ 1 can be obtained
as:

τ
i+1 = τ

i + δτ , (4.57a)

Di+1 = Di + δD, (4.57b)

where δτ and δD are the iterative updates of the stress and drag strength. These
iterative updates of the unknowns are determined from the solution of the linearized
system of equations. In the present case, this requires the linearization of the resid-
uals rτ and rD with respect to the stress τ and drag strength D yielding:

r
i+1
τ

= r
i
τ

+
∂rτ

∂τ

∣

∣

∣

∣

i

: δτ +
∂rτ

∂D

∣

∣

∣

∣

i

δD = 0, (4.58a)

ri+1
D

= ri
D

+
∂rD

∂τ

∣

∣

∣

∣

i

: δτ +
∂rD

∂D

∣

∣

∣

∣

i

δD = 0. (4.58b)

The expressions for the derivatives entering (4.58) are given in Appendix F.

4.5 Parameter identification

The model introduced in Section 4.3 has a total number of twelve material parame-
ters: two elastic constants, E and ν, the thermal expansion coefficient α, and nine
parameters describing the viscoplastic part of the model. The Young’s modulus,
Poisson’s ratio and thermal expansion coefficient of carbon steels are well known
and can be found in the literature. The values of the Young’s modulus used here are
given in Table 4.2 [39] and those of the thermal expansion coefficient in Table 4.3 [4].
The Poisson’s ratio is assumed equal to 0.29 and temperature independent based on
experimental evidence suggesting that there is only a small variation of the Poisson’s
ratio with temperature [32, 48].

Table 4.2: Elastic material constants of steels [39]

T [ ◦C] 20 204 427 537 649

E [MPa] 207 186 155 134 124

The remaining parameters, except for the melting temperature Tm and activation
energy Q, were determined from the experimental data presented in the previous
section by means of parameter identification.
The melting temperature Tm was estimated from the Iron-Carbon phase diagram to
be 1371 ◦C. For the activation energy Q, a value of 350kJ/mol was adopted, which
is in line with references found in the literature [53,133] for the activation energy of
pearlite.
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Table 4.3: Thermal expansion coefficient [4]

T [ ◦C] 0-100 0-200 0-300 0-400

α [µm/m ◦C] 11.6 12.6 13.3 14.0

The parameter identification process is performed in two steps. First, the parameters
related to the strain rate sensitivity, i.e. A, C and n, are identified based on the
secondary creep data derived from Figure 4.1.b. Then, the yield stress τy and the
parameters related to the hardening and recovery functions, hD, δ and m, can be
determined from the stress-strain data shown in Figure 4.1.a.
For the identification of A, C and n we follow the approach used by [46], which
departs from Garofalo’s expression for the steady-state Zener parameter given by
equation (4.38). In order to use equation (4.38) in the identification process, data
from the steady-state creep strain rate is required. Here, it has been assumed that
during the secondary creep regime the material is in steady-state. Therefore, the
steady-state creep strain rate (γ̇vp)ss for each load level can be determined from the
creep data shown in Figure 4.1.b, and used together with (4.38) to determine A,
C and n. Equation (4.38) with the identified parameters is plotted in Figure 4.3
together with the steady-state experimental data. The values of the strain rate
sensitivity parameters and those related to the thermal function are summarized in
Table 4.4.

Table 4.4: Strain rate sensitivity and thermal function parameters

Q [kJ/mol] Tm [ ◦C] A [s−1] C [MPa] n

350 1371 1.26 · 1011 91.20 3.82

The last step in the parameter identification procedure consists in finding the yield
stress τy(T ) and the parameters influencing the hardening and recovery behaviour
of the model: the isotropic hardening modulus hD, the exponent m (0 ≤ m ≤ n)
that defines the dominant recovery mechanism, and the parameter δ. When m ≈ 0,
thermal recovery is the dominant mechanism. Whereas, for m ≈ n dynamic recovery
becomes dominant. τy(T ), δ, hD and m, are identified using the stress-strain data
shown in Figure 4.1.a, where the model response is obtained from the solution of
the system (4.58). Among these parameters, only τy(T ) is temperature dependent.
This temperature dependency is captured by identifying the discrete values of τy(T )
at each temperature level, i.e. from room temperature to 500 ◦C, and then adopting
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Figure 4.3: Steady-state Zener parameter at 420 ◦C, experimental data vs. model fit.

a linear variation of τy(T ) between the discrete values. The resulting parameters are
shown in Table 4.5.

Table 4.5: Yield stress, hardening and recovery parameters.

τy(T ) [MPa]
δ hD [MPa] m

20 ◦C 350 ◦C 420 ◦C 500 ◦C

0.075 3133 0.38 324 287 275 240

4.6 Assessment of the model performance under uniaxial

loading conditions

In order to evaluate the model predictive capabilities, a set of uni-axial load cases
is presented in this section. First, a comparison between the model predictions
and the experimental data introduced in Section 4.2.2 is carried out. As evident
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Figure 4.4: Model validation: a) tensile tests, experimental data vs. model response, and
b) creep tests at 420 ◦C, experimental data vs. model prediction.

from the tensile results in Figure 4.4.a, there is an excellent agreement between
the experimental data and the model. As for the creep tests (Figure 4.4.b), the
comparison between the model predictions and the experimental data is restricted
to primary and secondary creep, because the model does not take into account
tertiary creep. As may be expected, the model prediction is not as good as in the
previous case. However, the model captures well the intrinsic creep behaviour of the
material, i.e. the influence of the applied stress on the creep strain and strain rate.
The next two examples, Figure 4.5, are used to illustrate the capabilities of the model
to account for the effect of temperature on the material time dependent response.
In the first example, Figure 4.5.a, a set of creep tests at different temperature levels
are performed. For all the tests, the same stress σ = 550 MPa, is used. The results
suggest that for the given stress level, creep becomes relevant for temperatures above
400 ◦C. Moreover, once the threshold of 400 ◦C is passed, a small increase in the
temperature leads to a large increase in the creep strain rate (Figure 4.5.a).
The results shown in Figure 4.5.a are consistent with our experimental findings which
indicated that above 350 ◦C the effect of temperature on the mechanical properties
becomes significant. Therefore, in view of the experimental data (Figure 4.1) and the
numerical examples (Figure 4.5.a) it can be concluded that there is a temperature
threshold (between 350 ◦C to 400 ◦C) above which a strong temperature dependency
of the mechanical properties is triggered. This leads to an increased thermal soft-
ening and creep strain rate. The overall effect is a deterioration of the mechanical
properties with temperature that will drastically undermine the creep resistance of
the material.
The second example (Figure 4.5.b) is aimed to illustrate the sensitivity of the model
to small temperature variations. To this end, a temperature jump test is performed.
This is a creep test in which a small instantaneous temperature variation (±10 ◦C)
is applied. This perturbation in the temperature should reflect a sharp change of
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Figure 4.5: Assessment of the influence of temperature on the creep behaviour of pearlitic
steel: a) creep at different temperature levels with constant stress σ = 550 MPa, and b)
temperature jump tests between 400 ◦C and 390 ◦C.

the creep strain rate. The results shown in Figure 4.5.b, clearly demonstrate that
this effect is reproduced by the model. When the test temperature is decreased
from 400 ◦C to 390 ◦C, the creep strain rate decreases and less creep deformation
accumulates during an equal period of time.

4.7 Conclusions

The goal of this chapter was to study the creep behaviour of pearlitic steels in
the temperature range between 20 ◦C and 500 ◦C. To this end, an experimental-
numerical approach was followed. Elevated temperature tests on pearlitic steels
were performed and a finite strain thermo-viscoplastic model was developed. The
tests gave insight into the elevated temperature mechanical response of pearlitic
steels and provided the information required for the identification of the material
parameters of the model. The model was also used to further investigate the effect
of temperature and load on the elevated temperature response of pearlitic steels.
To summarize, the novel aspects are:

• New experimental evidence on the mechanical response of pearlitic steels be-
tween 20 ◦C and 500 ◦C have been presented. The obtained experimental data
(tensile and creep tests), provides clear evidence on the influence of tempera-
ture and load on the mechanical response of pearlitic steels.

• A thermo-viscoplastic model for the elevated temperature of pearlitic steels
was proposed. The ability of the model to predict the mechanical behaviour of
pearlitic steels was illustrated, showing a good agrement with the experimental
data.
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• Based on the analysis of the obtained experimental data and the numerical ex-
amples, it can be concluded that the influence of temperature on the mechan-
ical behaviour of pearlitic steels becomes significant for temperatures above
350 − 400 ◦C. From this point onwards, there is a strong dependency of the
mechanical properties on temperature. This results in a fast decrease of the
material resistance to deformation with increasing temperature. This effect
is observed in the drop of the flow stress and the sharp increase in the creep
strain rate. Consequently, the creep resistance of the material deteriorates
dramatically above the 350 − 400 ◦C temperature threshold and for certain
stress levels failure can take place in a matter of hours.

• These results have important implications for the use of pearlite or pearlitic
steels in engineering applications in which the material is subjected to tem-
peratures in excess of 350 − 400 ◦C. At this temperature level, the material no
longer exhibits its well known room temperature structural integrity and creep
resistance. Therefore, certain combinations of temperature, load and holding
time can considerably accelerate the failure of the material and related engi-
neering component.





C
h

a
p

t
e

r

5
Time-dependent thermo-mechanical analysis

of cast irons

Based on

J.C. Pina, V.G. Kouznetsova, M.P.F.H.L. van Maris, M.G.D. Geers,
Microstructural model for the time-dependent thermo-mechanical analysis of cast irons, submitted to

GAMM-Mitteilungen.

5.1 Introduction

Nowadays, several industrial applications rely on components operating at high tem-
peratures over long periods of time. These applications require materials which can
endure the demanding mechanical conditions as well as the often extreme thermal
and environmental loads. Cast iron is a typical example of such a material, which
has a good compromise between its mechanical and thermal properties, therefore is
extensively used for high temperature thermo-mechanical applications. The most
prominent examples hereof can be found in the automotive industry, e.g. in cylinder
heads and blocks, exhaust manifolds and disk brakes.
The good combination of mechanical and thermal properties of cast iron ensues from
its microstructure, composed of graphite inclusions embedded in a ferrite/pearlite
matrix. The morphology of the graphite inclusions plays a fundamental role in defin-
ing the material properties [44, 116] and is frequently used to identify the different
cast irons as: Nodular or Spheroidal Graphite Iron (SGI); Compacted or Vermicu-
lar Graphite Iron (CGI) and Flake or Lamellar Graphite Iron (FGI). In particular,
in CGI and FGI the graphite particles form a 3D interconnected network that,
combined with graphite’s high thermal conductivity yields thermal properties that
are superior to those of steels. Nevertheless, the presence of the graphite inclu-
sions proves to be detrimental for the mechanical properties, because they introduce
stress concentration sites promoting damage initiation during the early stages of the
material’s lifetime [33, 35, 38, 41, 62, 73, 111].
At elevated temperatures, the response of the material becomes more sensitive to
temperature and time. This is reflected in thermal softening and higher creep or
stress relaxations rates [21–23,44,56–58,78,91,113,114,146,154]. This combined with
cast iron’s highly heterogeneous microstructure, may significantly limit the thermo-
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mechanical life performance of the material by accelerating damage initiation and
propagation. Therefore, it is imperative to understand the elevated temperature
behaviour of cast iron at different length and time scales in order to provide accurate
lifetime predictions of the material and design engineering components accordingly.
In recent years, a few phenomenological models for thermo-mechanical analyses of
cast irons have been developed [118,119,134–136]. The main limiting requirement of
these models is that they rely on a large amount of experimental data. They do not
directly account for the influence of microstructural features on the material thermo-
mechanical response (i.e. morphology and anisotropy of the graphite inclusions,
matrix time and temperature dependent thermo-mechanical behaviour, interaction
between the phases and interface behaviour).
In a different approach, microstructural modelling has been used in the past to
study the mechanical response of cast irons: SGI [17, 25–27, 31, 41, 82, 129], CGI
[47, 88, 89, 97, 110] and FGI [109]. In addition to the graphite morphology, typical
for each cast iron type, other microstructural information has been included in these
models:

• graphite anisotropy, to evaluate its influence on the local and global mechanical
and thermo-mechanical response of FGI and CGI [109,110],

• matrix time-dependent response for high strain rate applications (e.g. machin-
ing) [25–27,88, 89, 96],

• graphite/matrix interface [96, 109] and damage [88, 89, 96].

In spite of the vast amount of work done, hardly any attention is given to the com-
bined the effect of time and temperature on the microstructural mechanical response
of cast iron. Therefore, a microstructural model for the elevated temperature me-
chanical analyses of cast irons is here proposed. The model, is aimed at transient
conditions such as the ones present in engines during their operating life in a tem-
perature range between 20 ◦C and 500 ◦C. The point of departure for the present
analyses is the cast iron microstructural models presented in Chapters 2 and 3, where
the temperature dependent thermal and mechanical properties of the graphite and
matrix are included, as well as the morphology and anisotropy of the graphite inclu-
sions. Here, the time and temperature dependent behaviour of the pearlitic matrix
is added by means of the thermo-viscoplastic model described in Chapter 4. The
developed microstructural model is dedicated here to CGI but can be adapted to
FGI or SGI in a straightforward manner by introducing the appropriate morphology
of the graphite inclusions.
The goal of this chapter is to provide insight into the time-dependent response of
CGI for temperatures up to 500 ◦C. The role played by the microstructure and
temperature on the behaviour of the material at both the macro and micro scales is
investigated.
In order to assess the validity of the model parameters identified on a pearlitic steel
for the pearlitic matrix, micro-indentation tests have been performed.
The results from the elevated temperature analyses indicate that the sensitivity of
the material to temperature rapidly increases for temperatures above 400 ◦C. The
higher temperature sensitivity is driven by thermal recovery in the pearlitic matrix.
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The combination of time, temperature and microstructural heterogeneity leads to
higher local plastic deformation and earlier damage initiation at the microstructural
level.
This chapter is organized as follows. In the next section the CGI microstructural
model is introduced. In Section 5.2.2, the micro-indentation tests on C75 pearlitic
steel and the CGI pearlite matrix are presented together with the pearlite model
parameters. The constitutive behaviour of graphite is discussed in Section 5.2.1, and
the thermo-viscoplastic model for the pearlitic matrix is described in Section 5.2.3.
Then, in Section 5.3, the elevated temperature analyses on CGI are discussed starting
with the tensile tests in Section 5.3.1, followed by the numerical stress relaxation
tests in Section 5.3.2. The main conclusions are summarized in Section 5.4 and the
finite element implementation of the pearlite thermo-viscoplastic model is attached
in Appendix G.

5.2 CGI microstructural model

The cast iron investigated in this chapter is CGI with a carbon content between 3.5
to 3.8 wt% and a graphite volume fraction between 10 to 12 % [121]. The matrix
is composed of pearlite (95 %) and ferrite (5 %). In CGI, the graphite particles
predominantly reveal a vermicular morphology, even though nodular particles are
always present [84]. Due to the complex and highly heterogeneous 3D morphology of
the vermicular graphite particles, it is challenging and computationally demanding
to incorporate all relevant microstructural features present in CGI in a descriptive
model.
Here, as in [110] a Finite Element Method (FEM) based computational homog-
enization approach [80] is used to create a microstructural model for CGI. The
Representative Volume Element (RVE) geometry is extracted from a 2D scanning
electron microscope (SEM) micrograph. A 2D finite element mesh of this image is
obtained by converting each pixel into a finite element. The different phases (matrix
or graphite) are identified based on the pixel grey scale level. The main advantage
of this method is that the 2D shape of the graphite particles is captured with the
experimental resolution. One drawback of this 2D model is that it disregards the
inherent 3D nature of the CGI microstructure. Nevertheless, these simplifications
make it possible to incorporate microstructural details for a RVE size that would
be computationally intractable in 3D, especially in the non-linear regime considered
here. The CGI microstructure and the corresponding FEM model are shown in Fig-
ure 5.1. The size of the RVE is defined such that it includes a sufficient number of
graphite particles with a graphite area fraction of 10.2% (typical for CGI), whereas
the size is not too large to compromise the computations.

5.2.1 Graphite

In graphite, anisotropy dominates both the mechanical and thermal properties. This
anisotropy is related to graphite’s layered structure with strong covalent bonds
within the basal planes and weak van der Waals bonds between them, which makes
graphite a transversely isotropic material (Figure 5.1.c) [35, 44, 60, 66, 94, 122,144].
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Figure 5.1: CGI microstructure and corresponding FEM model.

In previous work [109, 110], the pronounced effect of graphite’s anisotropy on the
local and global response of cast iron has been studied in detail, both numerically
and experimentally.
Within cast irons, graphite’s anisotropy is related to the crystalline structure of the
graphite particle which in turn is defined by the particle principal growth mechanism
[44, 60, 66, 122, 144]. The latter also controls the morphology of the particle. In
nodular particles, the principal growth direction is the “c” crystallographic direction,
which leads to a “onion” type crystalline structure. On the other hand, lamellar
particles grow primarily in the “a” crystallographic direction leading to a crystalline
structure in which the graphite platelets are mostly oriented parallel to the “a”
direction [44, 60, 66, 94].
In CGI, the predominantly vermicular graphite particles have a growth mechanism
that alternates between the “a” and “c” directions. This leads to particles in which
some parts resemble the graphite crystalline structure of nodular graphite, while in
other parts it resembles the crystalline structure of lamellar graphite [44,60,66,144].
The nodular structure generally occurs close to the nucleus of the particle, whereas
the lamellar type structure generally appears in the elongated “worm” shaped
branches of the particle. In these parts, a more clearly oriented structure is present
with stacked layers of graphite platelets running parallel to the graphite growth di-
rection. It can therefore be reasonably assumed that the graphite in the elongated
“worm” like branches of vermicular particles, behaves as transversely anisotropic,
with its principal direction (i.e. “a” direction) oriented parallel to the particle growth
direction (Figure 5.1.c). The corresponding elastic constants for graphite are given
in Table 5.1. The remaining particles, will be assumed isotropic. The elastic con-
stants for isotropic graphite are taken by averaging of the in-plane and out-of-plane
properties of graphite, i.e. E11 = E22 = 528 GPa and ν12 = ν23 = ν31 = 0.0875.

5.2.2 Matrix

For the pearlite matrix, the thermo-viscoplastic model presented in Chapter 4 is
used to describe the time-dependent behaviour of CGI. Because of the complexity
of performing and independent model parameter identification process for pearlite
whithin CGI, the same material parameters as obtained in Chapter 4 will be used
here. As discussed in Chapter 4, the experimental data required to identify the dif-
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Table 5.1: Graphite elastic constants: in-plane (directions 1 & 2) and out-of-plane (di-
rection 3) Young’s moduli, Poisson’s ratios and shear moduli [15].

E11 = E22 [GPa] E33 [GPa] G23 = G31 [GPa] ν12 ν23 = ν31

1020.4 36.364 0.280 0.163 0.012

ferent material parameters of the model is obtained from elevated temperature tests
(tensile and creep tests) on a C75 pearlitic steel (0.708 weight percent of carbon).
To assess whether the pearlitic steel used in the model parameter identification is a
valid substitute for the pearlite present in CGI, room temperature micro-indentation
tests were performed on both materials. The results from the tests, are shown in
Table 5.2, indicating that there is an adequate agrement between both materials in
terms of the Young’s modulus and the hardness.

Table 5.2: Micro-indentation tests on pearlite in CGI and C75 pearlitic steel

Pearlite (CGI) C75

Young’s modulus [GPa] 184.0 ± 14.6 190.3 ± 10.7

Hardness [GPa] 3.66 ± 0.54 3.16 ± 0.18

The pearlite thermo-viscoplastic model makes use of twelve material parameters: two
elastic constants, E and ν, the thermal expansion coefficient α, and nine parameters
describing the viscoplasticity. The value of the Young’s modulus used here are given
in Table 5.3 [39] and those of the thermal expansion coefficient in Table 5.4 [4].
Poisson’s ratio is assumed equal to 0.29 and temperature independent based on
experimental evidence showing its minor temperature sensitivity in the considered
temperature range [32, 48].

The remaining parameters, except for the melting temperature Tm and activation
energy Q, were determined from experimental data on C75 pearlitic steel (from
monotonic tensile tests at different temperatures and creep tests at 420 ◦C). Details
are given in Chapter 4. The strain rate sensitivity and thermal function parameters
are given in Table 5.5, and those corresponding to the yield stress, hardening and
recovery functions are given in Table 5.6. The significance of the different parameters
is discussed in the following subsection.
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Table 5.3: Elastic material constants of steels [39]

T [ ◦C] 20 204 427 537 649

E [MPa] 207 186 155 134 124

Table 5.4: Thermal expansion coefficient [4]

T [ ◦C] 0-100 0-200 0-300 0-400

α [µm/m ◦C] 11.6 12.6 13.3 14.0

Table 5.5: Strain rate sensitivity and thermal function parameters

Q [kJ/mol] Tm [ ◦C] A [s−1] C [MPa] n

350 1371 1.26 · 1011 91.20 3.82

Table 5.6: Yield stress, hardening and recovery parameters.

τy(T ) [MPa]
δ D0 [MPa] hD [MPa] m

20 ◦C 350 ◦C 420 ◦C 500 ◦C

0.075 9.12 3133 0.38 324 287 275 240

5.2.3 Pearlite thermo-viscoplastic model

The model developed by Pina et al.Chapter 4 is used here to account for the time
and temperature dependent behaviour of the pearlitic matrix. The model is based
on earlier work by Freed and Walker [46]. The viscoplastic strain rate is based on the
Zener-Hollomon relation [152,153], in which the viscoplastic strain rate is obtained
as the product of two functions: an Arrhenius type thermal function, and a function
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known as the Zener parameter. The thermal function accounts for the sensitivity
of the viscoplastic strain rate to temperature, whereas the Zener parameter char-
acterizes the strain rate sensitivity. This provides a simple way to incorporate the
influence of temperature on the viscoplastic strain rate. The evolution of the internal
variables due to isotropic hardening, as well as dynamic and thermal recovery are
also taken into account.

Kinematics

In the present model the kinematics is described in terms of the right Cauchy-Green

strain tensor C = F
T · F, where F = (~∇0~x)

T
is the deformation gradient tensor

with ~∇0 the gradient with respect to the reference configuration, and ~x the position
vector in the current deformed configuration.
The material velocity is taken into account by the spatial velocity gradient tensor L

and its symmetric and skew-symmetric parts, i.e., the rate-of-deformation tensor D

and the spin tensor Ω respectively:

L = Ḟ · F
−1 = D + Ω, (5.1)

where the superimposed dot denotes the material time derivative.
The rate of the right Cauchy-Green deformation tensor is determined by taking the
material time derivative of C, that is:

Ċ = F
T · Ḟ + Ḟ

T · F = 2F
T · D · F. (5.2)

The thermal and mechanical contributions to the thermo-mechanical deformation
process are defined through the multiplicative decomposition of the deformation
gradient tensor F into a thermal part Fth and a mechanical part FM [59]:

F = Fth · FM . (5.3)

The tensor FM expresses the mapping from the reference configuration Ω0 to the
intermediate mechanical configuration ΩM , and Fth maps the deformation from ΩM

to the current configuration Ω. The mechanical part FM is further decomposed into
an elastic and a viscoplastic part via:

FM = Fe · Fvp. (5.4)

The plastic flow is taken volume-preserving, i.e. Jvp = detFvp = 1 [36].
Considering equations (5.3) and (5.4), the expression for the spatial velocity gradient
tensor L in terms of its thermal, elastic and viscoplastic parts can be obtained as an
additive decomposition:

L = Le + Lvp + Lth = (De + Ωe) + (Dvp + Ωvp) + (Dth + Ωth), (5.5)

where Le, Lvp and Lth are given by:

Le = Fth · Ḟe · Fe
−1 · Fth

−1, (5.6a)

Lvp = Fth · Fe · Ḟvp · Fvp
−1 · Fe

−1 · Fth
−1, (5.6b)

Lth = Ḟth · Fth
−1. (5.6c)
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Finally, an expression for the additive split of Ċ in its thermal, elastic and viscoplas-
tic parts can be obtained by introducing equations (5.3) and (5.4) into (5.2). This
yields:

Ċ = Ċe + Ċvp + Ċth, (5.7)

with

Ċe = F
T ·

[

Fth · Ḟe · Fe
−1 · Fth

−1 + Fth
−T · Fe

−T · Ḟe
T · Fth

T
]

· F

= 2F
T · De · F, (5.8a)

Ċvp = F
T ·

[

Fth · Fe · Ḟvp · F
−1 + F

−T · Ḟvp
T · Fe

T · Fth
T

]

· F

= 2F
T · Dvp · F, (5.8b)

Ċth = F
T ·

[

Ḟth · Fth
−1 + Fth

−T · Ḟth
T

]

· F = 2F
T · Dth · F. (5.8c)

where De, Dvp and Dth are respectively the elastic, viscoplastic and thermal rate-
of-deformation tensors. The constitutive relations for Dvp and Dth will be defined
in the following sections.

Thermal deformation

The thermal effects are incorporated in the model via the thermal part of the defor-
mation gradient tensor Fth, which is assumed to be purely volumetric [59, 85]. For
mechanically and thermally isotropic materials Fth, can be defined as:

Fth = φ(T )1/3
I. (5.9)

The scalar function φ(T ) describes the volumetric deformation induced by a tem-
perature change (T − T0) relative to the reference temperature T0. The simplest
form for φ(T ) is [59, 85]:

φ(T ) = 1 + α(T − T0), (5.10)

where α is the volumetric thermal expansion coefficient which, in general, can be
temperature dependent.
Furthermore, from equations (5.6c) and (5.9) the symmetric and skew symmetric
parts of Lth can be obtained as:

Dth =
1

2

[

Lth + Lth
T

]

=
1

3

φ̇(T )

φ(T )
I = Lth, (5.11a)

Ωth =
1

2

[

Lth − Lth
T

]

= 0, (5.11b)

Elastic model

In the constitutive framework applied here, the stress-strain relation is given by a
small deformation elastic model which relates the rate of the 2nd Piola-Kirchhoff
stress tensor Ṡ to the rate of the elastic right Cauchy-Green strain tensor Ċe. The
2nd Piola-Kirchhoff stress tensor S is defined as:

S = JF
−1 · σ · F

−T = F
−1 · τ · F

−T , (5.12)
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where σ and τ = Jσ are the Cauchy and the Kirchhoff stress tensors, respectively.
The conventional constitutive relation between Ṡ and Ċe is then expressed as:

Ṡ = 4
Celas : Ċe, (5.13)

where 4Celas is the fourth-order elasticity tensor, for an isotropic material given
by [140]:

4
Celas = [µ− λln(Je)]C −1

e · 4
I
RT · C

−1
e + 1

2λC
−1

e ⊗ C
−1

e , (5.14)

with 4IRT the right transpose of the fourth-order identity tensor defined as:

4
I
RT : A = A

T . (5.15)

In (5.14), λ and µ are Lamé’s constants, which can be expressed as functions of the
Young’s modulus, E, and Poisson’s ratio, ν:

λ =
νE

(1 + ν)(1 − 2ν)
, µ =

E

2(1 + ν)
. (5.16)

Thermo-viscoplastic model

A classical expression is used to describe the viscoplastic flow, given by Dvp, which
assumes that the viscoplastic deformation accumulates in the direction of the devi-
atoric stress τ d, whereby its magnitude is determined by the rate of the viscoplastic
multiplier γ̇vp:

Dvp = γ̇vpN, (5.17)

with N the flow direction, defined in terms of the deviatoric part of the Kirchhoff
stress tensor as:

N =
3

2

τ d

τeq
, τeq =

√

(

3

2
τ d : τ d

)

. (5.18)

The definition of the plastic flow given by equation (5.17) is completed by postulating
a zero viscoplastic spin [36]:

Ωvp = 0. (5.19)

Next, γ̇vp is defined by a Zener-Hollomon type decomposition [46, 152,153]:

γ̇vp = θ(T )Z(ϕ,D), (5.20)

where θ(T ) > 0 is an Arrhenius type thermal function and Z(ϕ,D) > 0 is the Zener
parameter; with D > 0 the drag strength, accounting for the isotropic hardening.
Viscoplastic deformation will take place provided that:

ϕ(τeq , τy) = τeq − τy(T ) ≥ 0. (5.21)

where τy(T ) is the yield stress, which here depends on the temperature only, since
hardening is alredy accounted for in (5.20).



86 Chapter 5. Time-dependent thermo-mechanical analyses of cast irons

The Zener parameter is defined as:

Z(ϕ,D) = A sinhn
〈 ϕ

D

〉

= A sinhn

〈

τeq − τy(T )

D

〉

, (5.22)

where A > 0 and n > 0 are temperature independent rate sensitivity parameters.
The expression for θ(T ) is given by:

θ(T ) =



































exp
[ −Q
R T

]

if Tt ≤ T < Tm,

exp
[ −Q
R Tt

(

ln
(

Tt
T

)

+ 1
)]

if Tc < T ≤ Tt,

exp
[ −Q
R Tt

(

ln
(

Tt
Tc

)

+ 1
)]

if 0 < T ≤ Tc.

(5.23)

where Q is the activation energy for creep, R = 8.314 J/molK is the universal gas
constant, Tm is the melting temperature and Tt = Tm/2 and Tc = 350 ◦C are the
transition temperatures.
Finally, the evolution equation for the drag strength D is given by [46]:

Ḋ = h(D) [γ̇vp − θ(T )r(D)] = θ(T )h(D) [Z(ϕ,D) − r(D)] , (5.24)

with the initial value D = D0 the minimum or annealed drag strength. Equa-
tion (5.24) describes the evolution of the drag strength as the result of the interac-
tion of strain hardening, dynamic recovery via h(D), and thermal recovery via r(D).
The corresponding expressions for h(D) and r(D) are:

h(D) = hD

[

(D −D0)/δ C

sinh[(D −D0)/δ C]

]m

= hD

[

ϕD

sinh[ϕD]

]m

, (5.25)

r(D) = A sinhn

[

(D −D0)

δ C

]

= A sinhn [ϕD] , (5.26)

with

ϕD =
(D −D0)

δ C
, (5.27)

where C is the power-law breakdown strength, hD is the isotropic hardening mod-
ulus, δ and m are material parameters related to thermal and dynamic recovery.

Non-linear system of equations for the viscoplastic behaviour

To summarize, the viscoplastic constitutive model is described by the following set
of equations:

Ṡ = 4
Celas :

[

Ċ − 2F
T · θ(T )Z(ϕ,D)N · F − 2F

T · Dth · F

]

, (5.28a)

Ḋ = θ(T )h(D) [Z(ϕ,D) − r(D)] . (5.28b)

where (5.28a) is obtained by substituting equations (5.7), (5.8b), (5.17) and (5.8c)
in equation (5.13), with Dth given by (5.11a), and using expression (5.20) for γ̇vp.
For the numerical solution of boundary value problems involving this constitutive
model, a finite element formulation has been developed and implemented, briefly
summarized in Appendix G.
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Figure 5.2: Influence of temperature on the uniaxial tensile response of CGI as pre-
dicted by RVE simulations: a) homogenized macroscopic stress-strain response; b) stress
hardening as a function of temperature.

5.3 Numerical simulations on CGI RVE

In this section, the CGI RVE is used to investigate effect of time, temperature and
graphite anisotropy on the mechanical response of CGI. First, monotonic tensile tests
at 20, 350, 400, 450 and 500 ◦C are performed to assess the influence of temperature.
Then, the time-dependency is investigated by means of stress relaxation tests, which
are carried out at the same temperatures as used in the tensile tests. For all the
RVE analyses discussed in this section, periodic boundary conditions, as described
in Appendix B, are used.

5.3.1 Elevated temperature uniaxial tensile response

The tensile tests are performed by prescribing a macroscopic strain of 2.5 % to the
RVE in the horizontal direction (see Figure 5.1). The deformation is applied in
50 seconds, i.e. with a strain rate of 5 · 10−4 s −1. The boundary conditions have
been prescribed in such a way that the overall stress state remains uniaxial (see
Appendix B).
The resulting macroscopic stress-strain response for the different temperatures is
presented in Figure 5.2. From the results shown in Figure 5.2.a, it is obvious that
the mechanical performance degrades with increasing temperature. Figure 5.2.b,
reveals that also the hardening of the material due to plastic deformation decreases
with temperature.
The thermal softening observed in Figure 5.2.a, can also be noticed when comparing
the matrix response at 20 ◦C and 500 ◦C. The drop in stress hardening with tempera-
ture can be traced back to the decrease of drag strength with increasing temperature,
following Equation (5.24), as shown in Figure 5.3. At higher temperatures, a higher
activation energy promotes thermal recovery which counteracts the effect of strain
hardening due to plastic deformation. This is illustrated in Figure 5.4 where the con-
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Figure 5.3: Uniaxial tensile test, drag strength D in the matrix phase at the end of
macroscopic loading: a) at 20 ◦C; b) at 500 ◦C.

tributions to the drag strength from plastic deformation, Dγ̇vp
= h(D)∆tγ̇vp, and

thermal recovery, Dr = −h(D)∆tθ(T )r(D), are separately presented. Figures 5.4.a
and 5.4.b, reveal that the higher activation energy at 500 ◦C not only enables ther-
mal recovery but also enhances plastic flow, leading to a higher contribution of Dγ̇vp

to the drag strength. Nevertheless, with the pearlite parameters used, the increase
in Dγ̇vp

at 500 ◦C is counteracted by the thermal recovery such that the overall drag
strength D is lower than at 20 ◦C.
The high microstructural heterogeneity of cast irons (graphite morphology and prop-
erties of the phases), and the temperature-dependency, has an important effect
on the distribution of the local microstructural fields. As shown in Figures 5.5.a
and 5.5.b, high stress and strain concentrations arise at various locations surround-
ing the graphite particles. The most critical areas, are those in the vicinity of
anisotropic graphite particles whose long axis is oriented at 45 ◦ with respect to the
loading direction, especially in regions where several particles are clustered together
(see Figure 5.1). The anisotropic graphite particles oriented transversely to the load-
ing direction show little resistance to deformation upon loading. Consequently, high
strains are observed within these graphite particles (Figure 5.6), and in the matrix
adjacent to the tip of the particles, which behaves as a notch in the matrix. The
magnitude of the strains at these spots extends far into the matrix leading to the
formation of strain percolation paths (Figures 5.5.c and 5.5.d). At higher tempera-
tures, this effect is enhanced even further as demonstrated in Figures 5.5.b and 5.5.d.
At 500 ◦C, the stress fields are only half the magnitude of those at 20 ◦C, yet they
entail higher and more extensive plastic strains. Therefore, it can be expected that
damage will initiate earlier and propagate faster at higher temperatures.

5.3.2 Stress relaxation

The stress relaxation simulations are carried out at the same temperatures as the
uniaxial tensile tests described in the previous section: 20, 350, 400, 450 and 500 ◦C.
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Figure 5.4: Uniaxial tensile test, contributions to the drag strength D from plastic de-
formation (top) and thermal recovery (bottom) at the end of macroscopic loading: left) at
20 ◦C; right) at 500 ◦C.

The boundary conditions are prescribed such that an overall uniaxial stress state is
reproduced (Appendix B) . Two load steps are considered: i) pre-load: a macroscopic
strain of 1 % is prescribed on the RVE in the horizontal direction (see Figure 5.1)
in 20 seconds, i.e. at a strain rate of 5 · 10−4 s −1; ii) stress relaxation: once the
prescribed macroscopic strain is reached, the RVE is held in its deformed state for
2 hours allowing the stress to relax.
The results are presented in Figure 5.7, where the stress relaxation is defined as the
drop in stress between the peak stress reached at the end of the pre-load τt=20s, and
the stress at the end of the relaxation period τt=2h:

Sr =

[

τt=2h − τt=20s

τt=2h

]

∗ 100%. (5.29)

Figure 5.7 gives a clear indication of the effect of the temperature on the time-
dependent behaviour of CGI. Below 350 ◦C, there is a negligible difference in the
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Figure 5.5: Uniaxial tensile test, equivalent von Mises stresses (top) and equivalent vis-
coplastic strain (bottom) in the matrix phase at the end of macroscopic loading: a) and c)
at 20 ◦C; b) and d) at 500 ◦C.

relaxation response of the material. From this point onwards, increasing the tem-
perature leads to a sharp increase in the amount of stress relaxation.
The observed behaviour is driven by the elevated temperature response of the
pearlitic matrix, captured by the model described in Section 5.2.3, and calibrated on
the experimental data for pearlitic steel, as discussed in Chapter 4. Experiments in-
dicated that pearlitic phases present a low sensitivity to temperature below 350 ◦C,
while above this temperature, the resistance of the material to creep deteriorates
drastically which explains the response observed in Figure 5.7.
In general terms, stress relaxation is driven by the time- and temperature-dependent
plastic deformation of the material. As discussed in the previous section, the resis-
tance to plastic deformation is described in the model by the drag strength. At lower
temperatures, high stresses can exceed the drag strength and enable plastic defor-
mation and hence stress relaxation. At higher temperatures, the stresses are lower
yet, a higher stress relaxation is observed, which can be explained by the thermal
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Figure 5.6: Uniaxial tensile test, ε11 strain component in the graphite particles: a) at
20 ◦C; b) at 500 ◦C.
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Figure 5.7: Stress relaxation of CGI as predicted by RVE simulations: a) stress relaxation
percentage vs. time for the different temperatures; b) stress relaxation percentage as a
function of temperature.
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Figure 5.8: Stress relaxation test, incremental viscoplastic strain ∆tγ̇vp in the matrix
phase at the end of stress relaxation: a) response at 20 ◦C; b) response at 500 ◦C.

recovery. As a consequence of a higher activation energy, thermal recovery becomes
more pronounced at higher temperatures. It counteracts the strain hardening ef-
fect of the drag strength enabling plastic deformation. Hence, in spite of the lower
stresses, a higher stress relaxation takes place at higher temperature.
To illustrate this situation, Figures 5.8 and 5.9 show the incremental viscoplastic
strain ∆tγ̇vp and the contributions to D from the plastic deformation and thermal
recovery in the matrix. Figure 5.8 reveals a marked difference in the matrix incre-
mental viscoplastic strains ∆tγ̇vp, at the end of stress relaxation at 20 ◦C and 500 ◦C.
Moreover, the difference in ∆tγ̇vp can be traced back to the the drag strength and
thermal recovery. The higher thermal recovery at 500 ◦C (Figure 5.9) induces a
lower drag strength. This results in a higher amount of plastic deformation and
hence more stress relaxation.
The combined effect of microstructural heterogeneity and temperature can be also
appreciated in Figures 5.8 and 5.9. The presence of the graphite particles introduces
stress concentrations in their neighbourhood in the microstructure. At 500 ◦C the
contribution to the drag strength D from thermal recovery is twice as high as the
contribution from plastic deformation. Therefore, over time the drag strength de-
creases resulting in higher plastic strain rates and the formation of strain percolation
paths (Figure 5.8). It is expected that this triggers damage at the microstructural
level.

5.4 Conclusions

The aim of this chapter was to investigate the elevated temperature mechanical
behaviour of cast irons. For this purpose, a new microstructural based model for
elevated temperature mechanical analyses of CGI has been developed. The model
incorporates the time and temperature dependent response of the matrix and the
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Figure 5.9: Stress relaxation test, contributions to the drag strength D from plastic
deformation (top) and thermal recovery (bottom) at the end of stress relaxation: left)
response at 20 ◦C; right) response at 500 ◦C.

morphology of the graphite inclusions along with the intrinsic mechanical anisotropy
of graphite. The behaviour of the pearlitic matrix is modelled through the thermo-
viscoplastic model introduced in Chapter 4 and implemented here in a finite element
framework. To validate the representativeness of the material parameters identified
on C75 pearlitic steels for the behaviour of the pearlitic matrix, micro-indentation
tests have been performed on the pearlitic matrix of CGI as well as on a C75 pearlitic
steel. The results, in terms of Young’s modulus and hardness, revealed an adequate
agreement between the two materials.
From the numerical results of the elevated temperature tests on CGI it can be
concluded that:

• The effect of temperature on the mechanical response of CGI is dominant for
temperatures above 350 ◦C. This is confirmed by the tensile tests as well as the
stress relaxation tests. In the former, a sharp decrease in the hardening rate
with temperature has been observed at the macroscopic level. In a similar
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fashion, a fast increase in the resulting stress relaxation is perceived in the
latter for temperatures exceeding 350 ◦C.

• For higher temperatures, the amount of thermal recovery overcomes the con-
tribution of plastic deformation to hardening, leading to a reduction of the
drag strength. This, directly influences either the hardening or the relaxation
of the material at the local and global level.

• At lower temperatures, the effect of thermal recovery is negligible and the only
driver for stress relaxation is dynamic recovery.

• At a microstructural level, the highly heterogeneous microstructure of cast
irons leads to stress concentrations in the areas surrounding the graphite parti-
cles. As the temperature is increased, the combined effect of time, temperature
and heterogeneity promotes local plastic deformation at the microstructural
scale. This may accelerate the damage initiation and evolution, therefore re-
ducing the time to failure of the material.
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6
Conclusions and recommendations

The aim of this thesis was twofold. The first goal was to develop a cast iron mi-
crostructural model for elevated temperature mechanical and thermal analyses. The
second, was to gain further insight into the micromechanical phenomena that drive
the response of cast iron at temperatures up to 500 ◦C. These two objectives are
tightly connected to each other because the development of such a model requires a
deep understanding on how the microstructure drives the response of the material at
the micro and macro level. For that reason, when input for the model was missing,
either in terms of knowledge of the underlying micromechanics, material parameters
or constitutive behaviour of the microconstituents, experiments were performed to
provide the missing input.

6.1 Cast iron microstructural model

The models discussed in this thesis were developed within the framework of compu-
tational homogenization as proposed in [80]. A 3D unit cell model was considered to
incorporate the inherent 3D nature of the graphite inclusions within cast iron. This
unit cell was aimed to study the mechanical, thermal and thermo-mechanical be-
haviour of Lamellar Graphite Iron (FGI). The idealized unit cell model captured the
main morphological features of FGI, such as the sharpness and the 3D connectivity
of the graphite particles, which are critical for the thermo-mechanical properties of
the FGI.
The higher morphological heterogeneity of Compacted Graphite Iron (CGI) as com-
pared to FGI, implied that a unit cell model as developed for FGI would not be
sufficiently representative of the material microstructure. For that reason, a 2D
Representative Volume Element (RVE), based on CGI micrographs was introduced.
The geometry of the RVE was obtained by transforming every pixel of the micro-
graph into a finite element. The different phases were distinguished based on the
grey scale level of each pixel. This methodology allowed to capture a higher level
of microstructural detail and include a larger part of the material microstructure,
yielding a more representative microstructural model. Moreover, the model compu-
tational cost are considerably reduced for a 2D model, making it possible to account
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for more complex constitutive behaviours at the micro level.
The constitutive behaviour of the different phases included mechanical (matrix) as
well as thermal non-linearities (matrix and graphite). The mechanical and ther-
mal anisotropy of graphite, induced by its crystallographic anisotropy, were also
incorporated in the model.
The matrix behaviour was initially modelled using an elasto-plastic constitutive law,
where the flow stress evolution of the ferrite/pearlite mixture was determined based
on the work by Allain and Bouaziz [5]. As the next step, the matrix behaviour
was modelled using a thermo-viscoplastic description developed ad hoc for pearlite
and pearlitic steels. This was included to incorporate the time and temperature
dependency of the cast iron RVE. The thermo-viscoplastic description is an extension
of the one proposed by Freed and Walker [46] to finite strains. Furthermore, a yield
surface was introduced to account for the marked yield point present in pearlite
and perlitic steels, and the thermal function was modified based on experimental
observations.

6.2 Summary of the results

The main conclusions from these investigations can be summarized as follows:

On the mechanics of the graphite particles. An experimental and numer-
ical approach was used to investigate the mechanical anisotropy of the vermicular
graphite particles found in CGI. The main conclusions of this study are:

• Experimental evidence was obtained confirming the mechanical anisotropy of
vermicular graphite particles in cast irons.

• The strains in the graphite particles computed using the 2D CGI microstruc-
tural models show a qualitatively good agrement with the experimentally mea-
sured strains. This provides a solid confirmation of the hypothesis on graphite
is mechanical anisotropy in vermicular graphite particles in cast irons.

• The nonlinearity of the strains in the graphite particles, as a function of the
global applied strain, is the result of the increased plastic yielding of the matrix
in the areas surrounding the graphite particles.

On the temperature dependent mechanics of pearlitic steels and

pearlite. The new experimental evidence obtained from tensile and creep tests
provides clear evidence of the influence of temperature and load on the mechan-
ical response of pearlitic steels. A finite strain thermo-viscoplastic model for the
elevated temperature behaviour of pearlitic steels was proposed. The ability of the
model to predict the mechanical behaviour of pearlitic steels was illustrated, showing
a good agreement with the experimental data. From the analyses of the obtained
experimental data and the numerical examples, it can be concluded that:
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• The influence of temperature on the mechanical behaviour of pearlitic steels is
negligible below 350−400 ◦C. For higher temperatures, the mechanical proper-
ties depend strongly on temperature. The material’s resistance to deformation
decreases rapidly for increasing temperatures. This effect is observed in the
drop of the flow stress and the sharp increase in the creep strain rate. As a con-
sequence, the creep resistance of the material deteriorates dramatically above
the 350−400 ◦C temperature threshold and for certain stress levels failure can
take place in a matter of hours.

• These results have important implications for the use of pearlite or pearlitic
steels in engineering applications in which the material is subjected to tem-
peratures in excess of 350 − 400 ◦C. At this temperature level, the material no
longer exhibits its well known room temperature structural integrity and creep
resistance. Therefore, certain combinations of temperature, load and holding
time can considerably accelerate the failure of the material and related engi-
neering components.

On lamellar graphite iron. A 3D unit cell model was employed to examine
the mechanical, thermal and thermo-mechanical response of lamellar graphite irons.
Although the focus was on lamellar graphite irons, the conclusions apply to other
composite materials with anisotropic phases and a 3D interconnected microstructure.
The primary findings of this study are:

• Anisotropy plays a key role in the mechanical, thermal and thermo-mechanical
response of heterogeneous materials at the micro and macro scale. Neglecting
the anisotropy, by replacing an anisotropic constituent with an isotropic one
yields an incorrect estimation of the micro-level deformation and temperature
fields. This leads to an erroneous prediction of the macroscopic material re-
sponse. In addition, mechanisms that are strongly related to the local response
of the material, e.g. damage, cannot be predicted reliably.

• The interface condition between the microstructural phases (fixed or loose)
has an important influence on the tensile response of the material, while it
has virtually no influence on the response in compression. In the thermo-
mechanical analysis, for the thermo-mechanical conditions considered here, the
interface has a limited effect on the overall thermal expansion of heterogeneous
materials with a 3D interconnected microstructure.

On compacted graphite irons. A 2D RVE type microstructural model was
developed to investigate the mechanical response of compacted graphite for tem-
peratures up to 500 ◦C. The model incorporated the morphology of the graphite
inclusions together with the mechanical anisotropy of the graphite, and the time
and temperature dependent behaviour of the pearlitic matrix. The most relevant
conclusions can be summarized as follows:

• The mechanical anisotropy of graphite appears to have an insignificant ef-
fect at the macroscopic level, where the response of CGI is dominated by the
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pearlitic matrix. However, at the microscopic level the influence of graphite’s
mechanical anisotropy cannot be disregarded. The location and intensity of
critical spots, in terms of stress and strain concentrations, are determined not
only by the morphology of the graphite particles but also by their mechanical
anisotropy. As a consequence, neglecting graphite’s mechanical anisotropy can
lead to wrong conclusions regarding the location of the damage initiation sites
as well as the damage propagation path. Furthermore, as the temperature is
increased, the combined effect of time, temperature and cast iron microstruc-
tural heterogeneity enhances plastic deformation and damage evolution hereby
reducing the time to failure of the material.

• The effect of temperature on the mechanical response of CGI becomes relevant
for temperatures above 350 ◦C. This is observed on both the tensile tests and
the stress relaxation tests. In the former, a fast drop in the hardening rate
with temperature was observed at the macroscopic level. In a similar fashion,
a fast increase in stress relaxation was perceived in the latter for temperatures
exceeding 350 ◦C.

• For higher temperatures, the amount of thermal recovery overcomes the con-
tribution of plastic deformation to hardening, leading to a reduction on the
drag strength. This, directly influences the hardening and the relaxation of
the material at the local and global level. At lower temperatures, the effect
of thermal recovery is negligible and the sole driver for stress relaxation is
dynamic recovery.

To summarize, in this thesis the mechanical and thermo-mechanical behaviour of
cast irons have been investigated. Throughout this work the aim was to understand
the underlying micromechanics of cast irons as a first step to predict its response.
This lead to new findings on the constitutive behaviour of two of cast iron’s micro-
constituents, i.e. the graphite and the pearlitic matrix. The mechanical anisotropy of
vermicular graphite particles in cast irons was confirmed, and the elevated tempera-
ture mechanical response of pearlite and pearlitic steels was resolved. Furthermore,
the temperature threshold (i.e. 350 − 400 ◦C) upon which the sensitivity of the
mechanical properties of pearlite to temperature is dramatically increased was also
identified. Finally, it was shown how the thermo-mechanical response of cast iron,
at the micro and macro level, is determined by its high microstructural heterogene-
ity, the anisotropy of the graphite particles and time and temperature dependent
behaviour of pearlite.

6.3 Recommendations for future developments

In this thesis, a numerical-experimental approach was followed to investigate the
response of cast irons under different mechanical and thermal conditions. Besides
the inherent benefits of this approach concerning the possibility to explore the ma-
terial response at both the micro and macro levels, the predictive capability of the
model was determined by the fidelity of the incorporated the underlying microstruc-
tural physics. In this regard, the knowledge on the morphological features of the
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different microstructural components, their constitutive behaviour and the interac-
tion among them is of utmost importance. Therefore, any further endeavours on
microstructural modelling of cast irons should first seek to gather a solid knowledge
of the microstructural response of the material. If possible, microstructural scale ex-
periments should be performed to provide material input and validated constitutive
hypotheses. Such an approach was successfully used here, leading to new insights
into the constitutive behaviour of graphite particles and pearlitic matrix.
From a modelling perspective, to perform thermo-mechanical fatigue simulations of
cast irons, the pearlite thermo-viscoplastic model needs to be extended to include the
effect of the change in material parameters due to temperature variations, as present
during thermo-mechanical cycling. This requires to incorporate the contribution
of the related temperature rate terms into the constitutive equations of the rate
form stress-strain relation and the internal variables, e.g. as discussed in [20, 92].
In addition, the extension of the pearlite thermo-viscoplastic model to the non-
isothermal regime requires non-isothermal experimental data, which is in general
difficult to obtain.
Another subject that needs to be further explored is microstructural damage in
cast irons under TMF conditions. Several studies in the literature point to the
matrix/graphite interface as a preferential site for damage initiation [33, 35, 38, 41,
51, 62, 73, 87, 111]. A crack then propagates along the matrix/graphite interface
or by graphite internal cracking. To incorporate crack initiation and propagation
phenomena into the model, an in depth study of the physics of the complex ma-
trix/graphite interface is required. This investigation should not only focus on the
interface behaviour under static room temperature conditions, but it should also
aim to understand and characterize the interface behaviour under TMF conditions.
This requires an insight into the impact of cyclic thermo-mechanical loads and en-
vironmental effects (e.g. oxidation and decarburization) on the interface response.
Next, an interface model needs to be developed to include the interface response
under TMF conditions into the cast iron RVE. One possibility is to use a cohesive
zone modelling approach coupled with environmental effects as discussed in [105].
After the initial stage in which damage propagates preferentially through the in-
terface, cracks will develop within the matrix linking the graphite inclusions across
the crack path [33,35,38,41,51,62,73,87,111]. To account for the fracture develop-
ment through the matrix, a non-local damage model and crack evolution approach
as discussed in [75, 93, 107,141] could be implemented. Furthermore, damage could
be further accelerated due to microstructural evolution effects such as oxidation,
decarburization and pearlite decomposition. Consequently, this can be incorporated
in a later stage.
The inherent 3D nature of the graphite particles in cast iron was considered in this
thesis via the unit cell model developed in Chapter 2. Although the model captures
the main morphological features of FGI, it cannot be used for CGI. After all, the
morphology of the graphite particles varies between nodular, lamellar and vermic-
ular. The larger microstructural heterogeneity found in CGI, makes it challenging
to develop a unit cell that is representative for its microstructure. To capture the
complex 3D morphology of CGI, a computer tomography-based modelling approach
can be used [147, 148]. This technique could also be applied to create a 3D FGI
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model and evaluate if the unit cell model introduced here is sufficiently representa-
tive of the random FGI microstructure. The main drawback of this method is high
computational cost involved due to the large size of the 3D FEM models required.
Finally, the high microstructural complexity of cast irons (e.g. morphology of the
graphite inclusions, non-linear mechanical and thermal response of the different
phases, anisotropy of the graphite particles, complex matrix/graphite interface be-
haviour, etc.) together with the complex load conditions present in TMF yield
computationally intractable models. As a consequence, performing TMF life predic-
tion simulations for cast irons will demand large computational resources for long
periods of time. A possibility to reduce the high computational cost, is to implement
model order reduction techniques in space and time. The former should be used to
compute the large non-linear 3D microstructural cast iron models. The latter on
the other hand, is aimed at performing efficient time integration of the fatigue cyclic
loading and was preliminary investigated within the context of this project, within
a 1D framework, but is outside of the scope of this thesis [13].
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Tensor and vector operation notation

In this thesis Cartesian tensors and associated tensor products are used, using a
Cartesian vector basis ~e1, ~e2, ~e3. The Einstein summation rule for repeated indices
is used. Adopted notations are summarized below:

• Quantities:

– Scalars: α, a,A,

– Vectors: ~a = ai~ei,

– Second order tensors: A = Aij~ei ⊗ ~ej,

– Second order identity tensor: I = δij~ei ⊗ ~ej ,

– Fourth order tensors: 4
A = Aijkl~ei ⊗ ~ej ⊗ ~ek ⊗ ~el,

– Fourth order identity tensor: 4I = δilδjk~ei ⊗ ~ej ⊗ ~ek ⊗ ~el,

– Right transposed of the fourth order identity tensor:
4IRT = δikδjl~ei ⊗ ~ej ⊗ ~ek ⊗ ~el.

• Operations:

– Scalar multiplication: c = ab,~c = a~b,C = aB,

– Dyadic product: C = ~a⊗~b = aibj~ei ⊗ ~ej ,

– Inner product: c = ~a ·~b = aibj,C = A · B = AijBjk~ei ⊗ ~ek,

– Double inner product: c = A : B = AijBji,C = A : B = AijklBlk~ei ⊗ ~ej,

– Transpose: A
T = Aji~ei ⊗ ~ej ,

– Left transpose: ALT = Ajikl~ei ⊗ ~ej ⊗ ~ek ⊗ ~el,

– Right transpose: ART = Aijlk~ei ⊗ ~ej ⊗ ~ek ⊗ ~el,

– Gradient operator: ~∇ = ~ei
∂

∂xi
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B
2D computational homogenization

Within the framework of the computational homogenization adopted for the mi-
crostructural modelling [80], the microstructural displacement fields ~um(~x) in a given
point ~xm in the current configuration can be described through a macroscopic con-
tribution (resulting from the macroscopic deformation gradient tensor FM ) and a
microstructural fluctuation field ~uf (~x) that represents the local variations with re-
spect to the average macroscopic fields. Expressing the displacement ~um(~x) of an
arbitrary chosen point within the microscopic volume relative to some chosen point
k yields

~um(~xm) = ~u k(~xk) + (FM − I) · ( ~Xm − ~X k) + ~uf(~xm), (B.1)

In the above expressions, the subscripts m, M and f refer to the micro and macro
scale quantities and the microscopic fluctuation field, respectively. In equation (B.1)
~X denotes the position vector in the reference configuration.
In computational homogenization framework, the macro-to-micro scale transition is
achieved by imposing that the macroscopic deformation gradient tensor should be
equal to the volume average of its microscopic counterpart, i.e.:

FM =
1

V0

∫

V0

Fm dV0, (B.2)

From the expression of the microscopic displacement field (B.1), the microscopic de-
formation gradient tensor can be obtained and introduced in equation (B.2) leading
to the following boundary integral:

∫

Γ0

~uf ⊗ ~n0 dΓ0 = 0, (B.3)

where ~n0 is the normal to the RVE boundary in the reference configuration.
This condition can be fulfilled by means of different boundary conditions such as
uniform displacement, uniform traction and periodic boundary conditions. In this
work, periodic boundary conditions are used since they yield the better approxima-
tion to the apparent macroscopic properties [80]. In the case of a 2D RVE, as used

103



104 Appendix B. 2D computational homogenization

21

x

y

V

Γ
left

4 3

Γ
right

Γ
top

Γ
bottom

Figure B.1: Schematic representation of a 2D unit cell showing the boundary conditions
with prescribed displacements at corner nodes for a 2D macroscopic uniaxial tensile stress
condition.

in this work (Figure B.1), the periodic boundary conditions lead to the following
displacement tyings [80]:

~u + = ~u − + (FM − I) · ( ~X + − ~X −), (B.4)

where superscript “+” refers to the top and right part of the boundary, while “-”
refers to the bottom and left part (see Figure B.1).
Furthermore, the macroscopic gradient tensor FM is prescribed through the RVE
corner nodes 1,2 and 4 in the form of displacements as:

~up = (FM − I) · ~Xp, p = 1, 2, 4 (B.5)

where ~up are the prescribed microscopic displacements and ~Xp are the position
vectors of the respective corner nodes.
The micro-to-macro scale transition is based on the Hill-Mandel principle of macro-
homogeneity. Based on this principle it can be shown that the micro-to-macro
transitions can be expressed as [80]:

PM =
1

V0

∫

V0

Pm dV0 =
1

V0

∑

p=1,2,4

~fp ⊗ ~Xp, (B.6)

where P represents the first Piola-Kirchhoff stress tensor and ~fp are the reaction
forces at the prescribed corner nodes. To derive the second equation in (B.7), the
equilibrium condition on the RVE in combination with the divergence theorem and
the periodic boundary conditions has been used, see [80] for the details.
From (B.7) it is clear that to obtain a homogenized uniaxial stress state in the
horizontal direction, for the RVE illustrated in Figure B.1, the following boundary
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conditions can be applied on the corner nodes:

~u1 = ~0, u2
x = u∗, u2

y = 0, ~f4 = ~0, (B.7)

with u∗ the prescribed horizontal displacement. All the other nodes on the RVE
boundary are linked through the periodic boundary conditions.





A
p

p
e

n
d

i
x

C
3D thermo-mechanical computational

homogenization

C.1 Macro-to-micro scale transition

Within the framework of thermo-mechanical computational homogenization [80,103,
104], the microstructural displacement and temperature fields at a given point ~xm

in the current configuration can be described through a macroscopic contribution
and a microstructural fluctuation field that represents the local variations with re-
spect to the average fields. If the displacements ~um(~x) and the temperature θm(~x)
are expressed with respect to the values of an arbitrary chosen point k within the
microscopic volume, it yields [104]:

~um(~x) = ~uk(~x) + (FM − I) · ( ~X − ~Xk) + ~uf (~x), (C.1)

θm(~x) = θk
m + (~∇MθM ) · (~x− ~xk) + θf (~x). (C.2)

In the above expressions, the subscripts m, M and f refer to the micro and macro
scale quantities and the microscopic fluctuation fields respectively. In equation (C.1)
~X denotes the position vector in the reference configuration and FM is the macro-
scopic deformation gradient tensor. In the temperature equation (C.2), a formulation
based on the current configuration is used, as discussed in [104].
In the first order computational homogenization, the macro-to-micro scale transition
is achieved by imposing that the macroscopic gradients of the displacement and
temperature fields should be equal to the volume average of their corresponding
microscopic counterparts, i.e.:

FM =
1

V0

∫

V0

Fm dV0, (C.3)

~∇MθM =
1

V

∫

V

~∇mθm dV. (C.4)

From the expressions of the microscopic displacement (C.1) and temperature (C.2)
fields, the microscopic deformation gradient tensor and the temperature gradient can
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Figure C.1: Schematic representation of the 3D unit cell showing prescribed corner nodes.

be obtained and introduced in equations (C.3) and (C.4) leading to the following
boundary integrals:

∫

Γ0

~uf ⊗ ~n0 dΓ0 = 0, (C.5)

∫

Γ

θf~n dΓ = 0. (C.6)

where ~n0 and ~n are the normals to the RVE boundary in the reference and current
configurations respectively.
Equations (C.5) and (C.6) imply that the volume averages of the microscopic fluc-
tuation fields need to vanish on the boundary of the micro-scale domain. This
condition can be fulfil by means of different boundary conditions such as uniform
displacement, uniform traction and periodic boundary conditions. In this paper,
periodic boundary conditions are used since they yield the best approximation to
the apparent macroscopic properties [80]. In the case of the 3D unit cell used in this
work (Figure C.1) the periodic boundary conditions lead to the following displace-
ment and temperature tyings [104]:

~u+ = ~u− + (FM − I) · ( ~X+ − ~X−), (C.7)

θ+ = θ− + ~∇MθM · (~x+ − ~x−), (C.8)

with superscript “+” referring to top, right and front parts of the boundary, while
“-” refers to bottom, left and back parts (see Figure C.1).
The temperature distribution at the micro level is results from the thermal equilib-
rium of the unit cell under the prescribed boundary conditions using the temperature
dependent conductivities of the different phases. An additional constraint is required
to determine the reference temperature θk

m and to obtain a unique temperature pro-
file at the micro level, see [103]. This constraint, which enforces the consistency
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of the stored heat at the macro and micro levels, is known as the thermal energy
consistency condition and is expressed as:

(ρcV )MθM =
1

V

∫

V

(ρcV )mθm dV. (C.9)

In this equation, (ρcV )M is the macroscopic heat storage, which is obtained as the
volume average of its microscopic counterpart:

(ρcV )M =
1

V

∫

V

(ρcV )m dV, (C.10)

where ρm and cV m are the microscopic density and heat capacity, both dependent
on the different microconstituents.

C.2 Micro-to-macro scale transition

The micro-to-macro scale transition is based on the Hill-Mandel principle of macro-
homogeneity for the mechanical field and the conservation of thermal energy for
the temperature field. Based on these it can be shown that the micro-to-macro
transitions can be expressed as [104]:

PM =
1

V0

∫

V0

Pm dV0, (C.11)

where P refers to the First Piola-Kirchhoff stress tensor, and

~qM =
1

V

∫

V

~qm dV (C.12)

where ~q refers to the heat flux.
Furthermore, from the homogenized heat flux ~qM , the macroscopic thermal con-
ductivity is determined as ~qM = KM · ~∇MθM . Note that for isotropic material
KM = KM · I, where KM is the macroscopic thermal conductivity.
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Rule of mixture and Turner’s model

The expressions for rule of mixtures and Turner’s model are:

• Rule of mixtures
αc = αmVm + αgVg, (D.1)

• Turner’s model

αc =
αmKmVm + αgKgVg

KmVm +KgVg
. (D.2)

In these expressions, the subscript m refers to the matrix and the subscript g refers
to graphite. Vm and Vg are the matrix and graphite volume fractions, αm and αg

are the matrix and graphite CTEs and Km and Kg are the matrix and graphite bulk
moduli.
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E
CTE and elastic mismatch study

In heterogeneous materials, such as cast iron, the mismatch between the phases in
terms of elastic properties and CTE plays a crucial role in the resulting overall and
local thermal expansion. Here, this issue is discussed in more detail. To this aim,
two analyses were carried out to uncouple the effects of the elastic mismatch and
the CTE mismatch. To make the interpretation of the results more transparent, the
matrix and graphite are both assumed linear elastic and graphite’s anisotropy is not
taken into account.
In the CTE mismatch study two situations are compared: constant CTE mismatch
and a variable CTE mismatch depending on temperature. In the first case, the
CTEs of the matrix and the graphite are temperature dependent but the difference
is kept constant with increasing temperature (Figure E.1.a top). In the second
case, the same temperature dependent matrix CTE is used, while graphite’s CTE
is taken temperature independent (Figure E.1.a top), leading to a CTE mismatch
that increases with temperature.
In both cases the same temperature independent bulk moduli were used for both
phases (Figure E.1.a bottom), i.e. the effect of the elastic mismatch is excluded.
Therefore, the composite CTE can be straightforwardly determined by the rule of
mixtures (ROM). Then, at any given temperature the composite CTE will be equal
to the weighted sum of the phases CTEs at that temperature.
The results of the CTE mismatch study are presented in Figure E.1.b. In the example
presented here, the constant CTE mismatch model yields a higher macroscopic CTE,
since at all temperatures the CTE of the graphite is higher than the one used for
the temperature dependent CTE mismatch.
For the elastic mismatch study, a constant CTE mismatch is considered (Figure E.2.a
top). For the elastic properties, first a constant mismatch is considered, by as-
suming that both matrix and graphite bulk moduli are temperature independent
(Figure E.2.a top). For the second model, a temperature dependent matrix bulk
modulus was used while the graphite bulk modulus was kept constant. This combi-
nation leads to an elastic mismatch that increases with temperature (Figure E.2.a
bottom).
In Figure E.2.b the macroscopic CTEs based on the constant and variable elastic
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CTE mismatch study

a) Phase properties b) Macroscopic CTE
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Figure E.1: Study of the influence of a microstructural CTE mismatch on the overall
CTE: a) Micro-scale CTEs and bulk moduli; b) Estimated macroscopic CTE.

mismatches are compared. As the elastic mismatch is increased, the macroscopic
CTE is significantly reduced. Moreover, the temperature dependent bulk modulus of
the matrix for the variable elastic mismatch model leads to a non-linear macroscopic
composite CTE (Figure E.2.b). This non-linear behaviour is not observed if only a
CTE mismatch is present in the material (Figure E.1.b).
It is obvious that for cast iron, the impact on the overall response of an elastic
mismatch is stronger than the impact of a CTE mismatch. As the bulk modulus
mismatch increases with temperature, the macroscopic CTE drops fast.The elastic
mismatch study demonstrates that the observed non-linear CTE behaviour of cast
irons (Figure 2.10) is the result of the temperature dependent elastic mismatch,
which in the considered case is due to the temperature dependent bulk modulus of
the matrix.
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Thermo-viscoplastic model Jacobian terms and

derivatives

In the solution of the (4.58), the Jacobian terms given are required. These can be
determined by taking the partial derivatives of the residuals rτ and rD with respect
to the unknowns τ and D. This yields the following expressions:

∂rτ

∂τ

∣

∣

∣

∣

i

= 4
I + ∆tθ(T )4

H
i :

[

Z(ϕi, Di)
∂N

∂τ

∣

∣

∣

∣

i

+ N
i ⊗ ∂Z(ϕ,D)

∂τ

∣

∣

∣

∣

i

]

, (F.1)

∂rτ

∂D

∣

∣

∣

∣

i

= ∆tθ(T )
∂Z(ϕ,D)

∂D

∣

∣

∣

∣

i

4
H

i : N
i, (F.2)

∂rD

∂τ

∣

∣

∣

∣

i

= −∆tθ(T )h(Di)
∂Z(ϕ,D)

∂τ

∣

∣

∣

∣

i

(F.3)

and

∂rD

∂D

∣

∣

∣

∣

i

=1 − ∆tθ(T )

{

h(Di)

[

∂Z(ϕ,D)

∂D

∣

∣

∣

∣

i

− dr(D)

dD

∣

∣

∣

∣

i

]

+

dh(D)

dD

∣

∣

∣

∣

i

[

Z(ϕi, Di) − r(Di)
]

}

(F.4)

Furthermore the required derivatives are:

∂Z(ϕ,D)

∂τ

∣

∣

∣

∣

i

=
nZ(ϕi, Di)

Di
coth

[

ϕi

Di

]

N
i, (F.5)

∂Z(ϕ,D)

∂D

∣

∣

∣

∣

i

= −
nZ(ϕi, Di)

Di2 coth

[

ϕi

Di

]

ϕi, (F.6)

∂N

∂τ

∣

∣

∣

∣

i

=
1

τeq

[

3

2
4
I − 1

2
I ⊗ I − N

i ⊗ N
i

]

, (F.7)

dh(D)

dD

∣

∣

∣

∣

i

=
m

δCϕD
i

[

1 − ϕD
i coth[ϕD

i]
]

h(Di), (F.8)
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dr(D)

dD

∣

∣

∣

∣

i

=
n

δC
coth[ϕD

i]r(Di), (F.9)
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Thermo-viscoplastic model finite element

implementation

In the absence of body forces, the momentum equation in its strong form can be
written as:

~∇ · σ(~x) = ~0, (G.1)

where σ is the Cauchy stress tensor and ~∇ denotes the gradient operator with respect
to the current configuration.
The first step to derive the weak form of the momentum equation, is to write the
weighted residual form of (G.1). This is done by taking the scalar product of (G.1)
with a vector valued test function ~w( ~X0), which is a function of the position vector
in the undeformed reference configuration, followed by an integration over the entire
volume of the body Ω. This yields:

∫

Ω

~w( ~X0) · (~∇ · σ(~x)) dΩ = 0, (G.2)

which must be satisfied for all admissible test functions ~w( ~X0). By applying the
chain rule and the divergence theorem to (G.2), the weak form of the momentum
equation can be obtained, leading to:

∫

Ω

(~∇~w( ~X0)) T : σ(~x) dΩ =

∫

Γ

~w( ~X0) · ~t(~x) dΓ, (G.3)

where ~t(~x) = ~n(~x) ·σ(~x) is the traction vector and ~n(~x) is the normal to the external
surface Γ of Ω.
Expression (G.3) represents the weak form in the current deformed configuration,
which needs to be solved for the problem at hand. It is convenient to express the
left hand side of (G.3) in terms of the reference configuration. To that end, the
following relations are:

dΩ = JdΩ0, J = detF, (G.4)

and,
~∇ = F

−T · ~∇0. (G.5)
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The latter expression relates the gradient operator in the current configuration to
the one in the reference configuration via de deformation gradient tensor F.
The weak form (G.3) is written in the reference configuration as:

∫

Ω0

(~∇0 ~w( ~X0)) T : (F −1(~x) · σ(~x))J(~x) dΩ0 =

∫

Γ

~w( ~X0) · ~t(~x) dΓ. (G.6)

In addition, considering the relation between the Cauchy stress tensor and the Kirch-
hoff stress tensor, τ = Jσ, expression (G.6) can be expressed as:

∫

Ω0

(~∇0 ~w( ~X0)) T : (F −1(~x) · τ (~x)) dΩ0 =

∫

Γ

~w( ~X0) · ~t(~x) dΓ. (G.7)

Now, considering the classical finite element discretization, the weak form (G.7) can
be expressed on the discretized domain Ω0

h. First, the unknown field of the position
vectors in the current configuration ~x( ~X0, t) can be approximated by

~x h( ~X0, t) = N
∼

T( ~X0)~x
∼

(t), (G.8)

where N
∼

T( ~X0) is the column containing the shape functions and ~x
∼

(t) is the column of

the nodal position vectors, both of length n equal to the total number of nodes. Fur-
thermore, the test functions are discretized using the same shape functions N

∼

T( ~X0)

as used for the unknown field of the position vectors, i.e.

~w h( ~X0) = N
∼

T( ~X0)~w
∼

, (G.9)

where the column ~w
∼

contains n nodal vectors ~wi. Then, the gradient of the test

functions is given by:
~∇0 ~w

h( ~X0) = (~∇0N
∼

( ~X0)) T ~w
∼

, (G.10)

and the column of the gradient of the shape functions ~∇0N
∼

( ~X0) is defined as

~∇0N
∼

( ~X0) =
[

~∇0N1( ~X0) ~∇0N2( ~X0) ... ~∇0Nn( ~X0)
] T

. (G.11)

After introducing expression (G.10) into (G.7) the weak form can be written as
∫

Ω0
h

~w
∼

T ~∇0N
∼

( ~X0) : (F −1(~x) · τ (~x)) dΩ0 =

∫

Γh

N
∼

T( ~X0)~w
∼

· ~t(~x) dΓ. (G.12)

Furthermore, taking the column with nodal test function vectors (independent of
~X0) out of the integrals

~w
∼

T ·
(

∫

Ω0
h

~∇0N
∼

( ~X0) · (F −1(~x) · τ (~x)) dΩ0

)

= ~w
∼

T ·
∫

Γh

N
∼

( ~X0) ~t(~x) dΓ. (G.13)

The weak form (G.7) must be satisfied for all test function columns ~w, this implies
that

∫

Ω0
h

~∇0N
∼

( ~X0) · (F −1(~x) · τ (~x)) dΩ0 =

∫

Γh

N
∼

( ~X0) ~t(~x) dΓ, (G.14)

which is a set of nonlinear algebraic equations, where the unknowns are the nodal
positions ~x

∼

(t).
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G.1 Linearization

The system of equations given in (G.14), can be expressed as

~r
∼

= ~f
∼

int
− ~f

∼

ext
= ~0

∼

, (G.15)

where the columns of the internal forces ~f
∼

int
and the external forces ~f

∼

ext
are given

by

~f
∼

int
(~x

∼

) =

∫

Ω0
h

~∇0N
∼

( ~X0) · (F −1(~x) · τ (~x)) dΩ0, (G.16a)

~f
∼

ext
(~x

∼

) =

∫

Γh

N
∼

( ~X0) · ~t(~x) dΓ, (G.16b)

and ~r
∼

represents the unbalanced residual between the internal and external forces.

The non-linear system of equations is solved using the Newton-Raphson method.
If ~x

∼

i is an approximate solution obtained at iteration i, then at the next iteration

i+ 1 the approximate solution can be expressed as ~x
∼

i+1 = ~x
∼

i + δ~x
∼

, where δ~x
∼

is the

iterative correction. The residual at iteration i+ 1 is:

~r
∼

(~x
∼

i+1) = ~f
∼

int
(~x

∼

i+1) − ~f
∼

ext
= ~0

∼

, (G.17)

where the internal forces at iteration i+ 1 can be expressed as:

~f
∼

int
(~x

∼

i+1) =

∫

Ω0
h

~∇0N
∼

( ~X0) · (F −1(~x i+1) · τ (~x i+1)) dΩ0. (G.18)

Then, the Kirchhoff stress tensor τ (~x i+1), the deformation gradient tensor F(~x i+1)
and its inverse F

−1(~x i+1) at iteration i + 1 can be expressed as the sum of their
corresponding values at the previous iteration and the iterative corrections:

τ (~x i+1) = τ (~xi) + δτ ≡ τ
i + δτ , (G.19a)

F(~x i+1) = F(~xi) + δF ≡ F
i + δF, (G.19b)

F
−1(~x i+1) = F

−1(~xi) + δF −1 ≡ (F i) −1 + δF −1, (G.19c)

Note that δF −1 represents the iterative correction of F
−1 and not the inverse of

the incremental correction of δF.
Now, introducing (G.19a) and (G.19c) in (G.18) and neglecting the higher order
terms

~f
∼

int
(~x

∼

i+1) =

∫

Ω0
h

~∇0N
∼

( ~X0) · ((F i) −1 · τ
i + (F i) −1 · δτ + δF −1 · τ

i) dΩ0,

(G.20)
and substituting (G.20) into (G.17), yields:

∫

Ω0
h

~∇0N
∼

( ~X0) · ((F i) −1 · δτ + δF −1 · τ
i) dΩ0 = ~f

∼

ext
− ~f

∼

int
(~x

∼

i), (G.21)
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with
~f
∼

int
(~x

∼

i) =

∫

Ω0
h

~∇0N
∼

( ~X0) · ((F i) −1 · τ
i) dΩ0. (G.22)

In these relations, the initial undeformed configuration is used as the reference con-
figuration to compute the gradients and integrals. Using an updated Lagrange pro-
cedure, in each iteration the last know configuration can be used as the reference
configuration. That is, the solution estimate of the unknown position vector field ~x i

obtained at the previous iteration is taken as the last known configuration. Then,
using the deformation gradient tensor F

i = (~∇0~x
i) T , the infinitesimal volume in

the undeformed configuration dΩ0 can be related to the infinitesimal volume dΩ i in
the last iterative configuration as:

dΩ0 =
1

det(F i)
dΩ i =

1

J i dΩ i, (G.23)

and the gradient operators are related as:

~∇0 = (F i) T · ~∇ i. (G.24)

Using (G.23) and (G.24), expressions (G.21) and (G.22) can be formulated in the
last known configuration, yielding:

∫

Ωi
h

~∇ iN
∼

( ~X0) · (F i · δF −1 · τ
i + δτ )

1

J i dΩ i = ~f
∼

ext
− ~f

∼

int
(~x

∼

i), (G.25)

and
~f
∼

int
(~x

∼

i) =

∫

Ωi
h

~∇ iN
∼

( ~X0) · τ
i 1

J i dΩ i. (G.26)

Now, introducing the second order tensor Lδ,

Lδ = δF · (F i) −1 = (~∇ iδ~x) T , (G.27)

and performing the linearizations of δτ and δF −1 with respect to δ~x, expres-
sion (G.25) can be written as:

∫

Ωi
h

~∇ iN
∼

( ~X0) ·
( [

−4
I
RT · τ

i
]

: Lδ
T + δτ

) 1

J i dΩ i = ~f
∼

ext
− ~f

∼

int
(~x

∼

i). (G.28)

From the left hand side of (G.28), the element tangent stiffness matrix can be de-
rived. In the first term, 4IRT · τ i, gives rise to the so-called geometric stiffness
whereas the second term, δτ , is the starting point to obtain the material stiffness.
The latter, requires to derive an expression for δτ which yields the material consis-
tent tangent. This is discussed next in G.3.

G.2 Stress update algorithm

G.2.1 Incremental time integration

The objective of the constitutive model described in Section 5.2.3 is to determine the
stress S and internal variables, D and γ̇vp, at time t+ 1 for a given strain increment,
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provided that the corresponding values of the stress and internal variables at time
t are known. This requires a time integration of the rate equations (5.28). To this
end, a first order backward Euler scheme is used here:

S = St + 4
Celas :

[

C − Ct − 2F
T · ∆tθ(T )Z(ϕ,D)N · F − 2F

T · ∆tDth · F

]

,

(G.29a)

D = Dt + ∆tθ(T )h(D) [Z(ϕ,D) − r(D)] . (G.29b)

where Dth = Dth(T ) temperature T are assumed fixed at a given increment. In the
above expressions and in the following the subscript t+ 1 is omitted for clarity.
To obtain the Kirchhoff stress tensor, the push-forward of S towards the current
configuration by means of F is performed, which yields:

τ = F∆ · τ t · F
T

∆ + 4
H : [e∆ − ∆tθ(T )Z(ϕ,D)N − ∆tDth] , (G.30)

with the fourth-order constitutive tensor 4H defined as:

4
H = 2F ·

[

F · 4
Celas · F

T
]LT,RT

· F
T = 2[µ− λln(Je)] 4

I
RT + λI ⊗ I. (G.31)

The incremental Almansi strain tensor e∆ is given by:

e∆ =
1

2

[

I − F∆
−T · F∆

−1
]

, (G.32)

where F∆ is the incremental deformation gradient tensor, that is related to F by:

F = F∆ · Ft. (G.33)

Moreover, the elastic predictor of the Kirchhoff stress tensor, i.e. assuming no vis-
coplastic deformation in the current increment, can be expressed as:

τ e = F∆ · τ t · F
T

∆ + 4
H : [e∆ − ∆tDth] . (G.34)

Note, that as a result of the selected multiplicative decomposition (4.8), the ther-
mal velocity gradient tensor Lth, and, consequently, the thermal rate of deformation
tensor Dth (both defined in the current configuration) do not involve elastic and vis-
coplastic terms. For a given temperature increment, Dth can readily be computed
according to (4.18a) and used in the elastic predictor (G.34). The subsequent vis-
coplastic corrector step can then be applied without any modifications with respect
to the temperature independent viscoplastic model presented in [140].
By introducing (G.34) into (G.30), the total stress can be described as the elastic
predictor minus the viscoplastic corrector:

τ = τ e − ∆tθ(T )Z(ϕ,D)4
H : N (G.35)

Now, from (G.35) and (G.29b) the system of non-linear equations (G.29) can be
rewritten as:

rτ = τ − τ e + ∆tθ(T )Z(ϕ,D)4
H : N = 0, (G.36a)

rD = D − Dt − ∆tθ(T )h(D) [Z(ϕ,D) − r(D)] = 0. (G.36b)

where rτ and rD refer to the tensorial residual of the stress equation and the scalar
residual of the drag strength equation, respectively.
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G.2.2 Newton-Raphson iterative procedure

In the stress update algorithm presented here, for every time increment, an initial
trial elastic stress is determined from the predictor (G.34) and the yield condi-
tion (5.21) is evaluated. If the trial stress exceeds the yield limit, the non-linear
system of equations (G.36) needs to be solved to determine the stress and the inter-
nal variables. This is performed via a standard Newton-Raphson iterative procedure,
from which the stress and drag strength at iteration i+ 1 can be obtained as:

τ
i+1 = τ

i + δτ , (G.37a)

D i+1 = Di + δD, (G.37b)

where δτ and δD are the iterative updates of the stress and drag strength. These
iterative updates of the unknowns are determined from the solution of the linearized
system of equations. This requires the linearization of the residuals rτ and rD with
respect to the stress τ and drag strength D yielding:

r
i+1

τ
= r

i
τ

+
∂rτ

∂τ

∣

∣

∣

∣

i

: δτ +
∂rτ

∂D

∣

∣

∣

∣

i

δD = 0, (G.38a)

r i+1
D

= ri
D +

∂rD

∂τ

∣

∣

∣

∣

i

: δτ +
∂rD

∂D

∣

∣

∣

∣

i

δD = 0. (G.38b)

The expressions for the partial derivatives entering (G.38) are given by:

∂rτ

∂τ

∣

∣

∣

∣

i

= 4
I + ∆tθ(T )4

H
i :

[

Z(ϕi, Di)
∂N

∂τ

∣

∣

∣

∣

i

+ N
i ⊗ ∂Z(ϕ,D)

∂τ

∣

∣

∣

∣

i

]

, (G.39)

∂rτ

∂D

∣

∣

∣

∣

i

= ∆tθ(T )
∂Z(ϕ,D)

∂D

∣

∣

∣

∣

i

4
H

i : N
i, (G.40)

∂rD

∂τ

∣

∣

∣

∣

i

= −∆tθ(T )h(Di)
∂Z(ϕ,D)

∂τ

∣

∣

∣

∣

i

, (G.41)

∂rD

∂D

∣

∣

∣

∣

i

=1 − ∆tθ(T )

{

h(Di)

[

∂Z(ϕ,D)

∂D

∣

∣

∣

∣

i

− dr(D)

dD

∣

∣

∣

∣

i

]

+

dh(D)

dD

∣

∣

∣

∣

i

[

Z(ϕi, Di) − r(Di)
]

}

. (G.42)

In here, the required derivatives are:

∂Z(ϕ,D)

∂τ

∣

∣

∣

∣

i

=
nZ(ϕi, Di)

Di coth

[

ϕi

Di

]

N
i, (G.43)

∂Z(ϕ,D)

∂D

∣

∣

∣

∣

i

= −nZ(ϕi, Di)

Di2 coth

[

ϕi

Di

]

ϕi, (G.44)

∂N

∂τ

∣

∣

∣

∣

i

=
1

τeq

[

3

2
4
I − 1

2
I ⊗ I − N

i ⊗ N
i

]

, (G.45)
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dh(D)

dD

∣

∣

∣

∣

i

=
m

δCϕD
i

[

1 − ϕD
i coth[ϕD

i]
]

h(Di), (G.46)

dr(D)

dD

∣

∣

∣

∣

i

=
n

δC
coth[ϕD

i]r(Di), (G.47)

G.3 Element tangent stiffness matrix

The element tangent stiffness matrix is obtained from the left hand side of (G.28).
The first step, is to determine an expression for the variation of the stress δτ , which
yields the material contribution to the element tangent stiffness. The starting point
for this derivation is expression (G.35) Taking the variation thereof leads to

δτ = δτ e − δ
[

∆tθ(T )Z(ϕ,D)4
H : N

]

. (G.48)

δτ e represents the variation of the stress during and elastic increment and gives rise
to the elastic consistent tangent 4Ce,

δτ e = δ
[

F∆ · τ t · F
T

∆ + 4
H : [e∆ − ∆tDth]

]

(G.49)

δτ e = δF∆ · τ t · (Fi
∆) T + F

i
∆ · τ t · δF T

∆ +
∂4H

∂Je

∣

∣

∣

∣

i

: (e∆ − ∆tDth)δJe + 4
H

i
: δe∆

(G.50)

δτ e =
[

2 4
I
S

:
(

F
i

∆ · τ t · (Fi
∆) T

)

]

: Lδ
T +
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4
H

i
:
[

4
I

S · (Fi
∆) −T · (Fi

∆) −1
]RT

+ J i
e

∂4H

∂Je

∣

∣

∣

∣

i

: (e∆ − ∆tDth) ⊗ I

]

: Lδ
T

(G.51)
δτ e = 4

Ce : Lδ
T , (G.52)

where Lδ = δF ·(F i) −1 = δF∆ ·(Fi
∆) −1 have been used and 4

Ce has been identified
as

4
Ce =

[

2 4
I
S

:
(

F
i

∆ · τ t · (Fi
∆) T

)

]

+ 4
H

i
:
[

4
I

S · (Fi
∆) −T · (Fi

∆) −1
]RT

+

J i
e

∂4H

∂Je

∣

∣

∣

∣

i

: (e∆ − ∆tDth) ⊗ I.
(G.53)

with
4H

∂Je

∣

∣

∣

∣

i

= −2λ
1

J i
e

4
I
RT
. (G.54)

During a viscoplastic increment, the contribution of the last term of (G.48) needs
to be taken into account. Thus,

δ
[

∆tθ(T )4
H : (Z(ϕ,D)N)

]

=

∆tθ(T )
[

4
H

i
: δ [Z(ϕ,D)N] + δ4

H :
[

Z(ϕ i, D i)N i
]

]

.

(G.55)
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The first term on the right hand side δ [Z(ϕ,D)N] is given by

δ [Z(ϕ,D)N] = Z(ϕi, Di)
∂N

∂τ

∣

∣

∣
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i
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(G.56)
Considering that

δ4
H =

4H

∂Je

∣

∣

∣

∣

i
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−2λ
1

J i
e

4
I

RT
]

[

J i
e I : Lδ

T
]

= −2λ
[

I : Lδ
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]

4
I
RT
, (G.57)

the second term on the right hand side of (G.55) can be written as

δ4
H :

[

Z(ϕ i, D i)N i] = −2λ
(

Z(ϕ i, D i)N i
)[

I : Lδ
T

]

. (G.58)

Now, substituting (G.52), (G.55), (G.56), (G.58) in (G.48) yields

δτ = 4
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4
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i
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T
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}

,

(G.59)

which can be conveniently reworked as follows,
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(G.60)

{
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I + ∆tθ(T ) 4

H
i
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4
Ce + ∆tθ(T ) 2λZ(ϕ i, D i)

(

N
i ⊗ I

)]

: Lδ
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(G.61)

Comparing the terms involving δτ and δD with expressions (G.38), (G.39)
and (G.40), it can be noticed that the left hand side of (G.61) represents the vari-
ation of the residual rτ . Making use of the definitions given in (G.39) and (G.40)
yields,

∂rτ

∂τ

∣

∣

∣

∣

i

: δτ +
∂rτ

∂D

∣

∣

∣

∣

i

δD =
[

4
Ce + ∆tθ(T ) 2λZ(ϕ i, D i)

(

N
i ⊗ I

)]

: Lδ
T . (G.62)
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In addition, introducing the fourth-order tensor 4T,

4
T = 2λ∆tθ(T )

[

Z(ϕ i, D i)
(

N
i ⊗ I

)]

, (G.63)

(G.62) can be expressed as
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∣

∣

∣
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: δτ +
∂rτ

∂D

∣

∣

∣
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i

δD =
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4
Ce + 4

T

]

: Lδ
T . (G.64)

Equation (G.64) is defined in terms of δτ and δD. To obtain an expression for δτ
only, the dependence of δD on δτ needs to be eliminated from (G.64). The variation
of δD yields,

δD = δ
{

Dt + ∆tθ(T )h(D) [Z(ϕ,D) − r(D)]
}

, (G.65)

δD = ∆tθ(T )δ
{

h(D i)δ [Z(ϕ,D) − r(D)] + δh(D)
[

Z(ϕ i, D i) − r(D i)
] }

,
(G.66)
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(G.67)
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(G.68)
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]

: δτ ,

(G.69)
Again, in (G.69) it is trivial to identify the derivatives of rD, (G.41) and (G.42)
in (G.69). Introducing these expressions in (G.69) and rearranging gives
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∣

∣

i

: δτ +
∂rD

∂D

∣

∣

∣

∣

i

δD = 0, (G.70)

from which it is possible to obtain the expression for δD as a function of δτ ,

δD = −
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∂D

∣

∣

∣

∣

i

]

−1
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Substituting (G.71) in (G.64) leads to
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After some tensorial operations this yields

δτ = 4
N :

[

4
Ce + 4

T

]

: Lδ
T , (G.73)

δτ = 4
Cvp : Lδ

T . (G.74)

where the viscoplastic consistent tangent is given by:

4
Cvp = 4

N :
[

4
Ce + 4

T

]

. (G.75)

In (G.73), 4
N is defined such that

4
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= 4
I, (G.76)

Next, using (G.74) for the variation of the stress in the left hand side of (G.28) and
rearranging, leads to

∫

Ωi
h

~∇ iN
∼

( ~X0) · (−4
I
RT · τ

i + 4
Cvp) : Lδ

T 1

J i dΩ i = ~f
∼

ext
− ~f

∼

int
(~x

∼

i), (G.77)

Expressing Lδ
T in terms of the column of iterative corrections to the position vectors

of the nodes δ~x gives

Lδ
T = ~∇ iδ~x ≈ ~∇ iδ~x h = (~∇ iN

∼

( ~X0)) T δ~x, (G.78)

Now, introducing (G.78) into (G.77) and taking into account that δ~x h contains the
nodal degress of freedom that can be taken outside the integral, it gives

{

∫

Ωi
h

~∇ iN
∼
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I
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i + 4
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}
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∼
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∼
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(~x

∼

i),

(G.79)

from which the tensorial element stiffness matrix can be identified as

K i =

∫

Ωi
h

~∇ iN
∼

( ~X0) · (−4
I
RT · τ

i + 4
Cvp) · (~∇ iN

∼

( ~X0)) T 1

J i
dΩ i. (G.80)
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