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Abstract We present a �nite volume method for transport, di�usion and reaction

problems on evolving hyper-surfaces. The surface motion is assumed to be given.

The numerical scheme is built on a sequence of general polygonal hyper-surfaces ap-

proximating the continuous hyper-surface and whose nodes propagate with the actual

velocity �eld. Our approach consists of using a dual strategy to approximate the solu-

tion of our partial di�erential equation (PDE). First we use a suitable interpretation

of the �ux continuity condition on a dual mesh and a proper minimization strategy to

construct an adequate operator dependent piece-wise linear interpolant around nodal

points. The interpolant builds from discrete points around nodes a piece-wise linear

function whose the piece-wise constant gradient satis�es an appropriate �ux continu-

ity condition on the sub-cells induced by the space discretization on the dual mesh.

Next we integrate the PDE on cells using the Gauss formula and the gradients of the

above introduced functions. The di�usion operators as well as the reaction operators

are approximated implicitly while the advection operators are approximated explicitly

using the upwind procedure and an adapted min-mode strategy. The obtained semi-

implicit scheme is a cell center �nite volume which is second order convergent in spacial

L2 norm and �rst order in spacial H1 norm. Finally, we provide several examples to

support the theory.
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1 Introduction

In [1], we have de�ned a consistent and convergent �nite volume scheme for the simu-

lation of di�usion and advection processes on moving surfaces. Although the proposed
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scheme is stable and convergent, it is subject to strong constraints on the mesh, namely

the orthogonality condition which is related to the di�usion tensor. This makes the

mesh used in the algorithm problem-dependent and it becomes di�cult to couple inter-

dependent phenomena involving many spatially varying anisotropic di�usion tensors on

the same mesh. Also, even on �xed surfaces, it would be di�cult using this algorithm

to simulate problems with time and space dependent di�usion tensors when variations

on eigenvectors of di�usion tensors become important as time evolves. In this case

one is obliged to remesh the substrate often as needed. This might introduce some

inaccuracy in the result depending on the remeshing method and the approximation

method used to reallocate values on cells. In the last two decades, researchers have

invested a lot of e�ort in developing �nite volume schemes for anisotropic di�usion

problems on unstructured meshes which tackle the best these issues. Unfortunately,

focus has been put on planar 2-dimensional and on 3-dimensional problems. We refer

to the benchmark parts of [2] and [3], Proceedings of Finite Volumes for Complex Ap-

plications V and VI, for the state of art on research in this domain. Nevertheless, the

methods developed in the context of �nite volumes rely on a suitable approximation of

�uxes across edges of control volumes. One constructs �uxes either using only the two

unknowns across interfaces or a set of unknowns around edges. The �rst strategy is

referred to as the two-point �ux approximation method while the second is known as

the multi-point �ux approximation method. The method de�ned in [1] is an example

of the two-point �ux approximation method on curved surfaces and one will �nd in [4]

a more extended description and analysis of the method applied on various problems

on �at surfaces. As already said above, it is unfortunately very restrictive in terms of

meshes and problems on which it can be applied. The multi-point �ux approximation

is the up-to-date strategy in the �nite volume simulation and is much more �exible. It

can be divided into two main groups:

• The Discrete Duality Finite Volumes: In this class of methods, one interplays simul-

taneously between two meshes; the primal mesh and the dual mesh. The computation

is done here on the two nested meshes and the degrees of freedom include the center

points of the primal mesh as well as its vertices which are in fact the center points of

the dual mesh. We refer to [5; 6; 7; 8] for more insight in the methodology.

• The Mixed or Hybrid Finite Volumes: Here, the degrees of freedom are maintained

at the cell centers and one explicitly constructs the gradient operators using di�erent

strategies: O-Method [9; 10; 11], L-Method [9], scheme using stabilization and hybrid

interfaces [12], �nite element strategy [13], least square reconstruction [14] among oth-

ers.

Since most of these schemes use properties valid only in Cartesian geometry, they can-

not be directly transferred to curved surfaces. Also, the fact that a general curved

geometry can only be approximated requires a special treatment of schemes on curved

surfaces since one should combine the accuracy of the geometric approximation and

the accuracy of the scheme. Nevertheless, the methodology in [13] has been analyzed

on curved surfaces in [15; 16]. We should also mention the �nite volume approach on

logically rectangular grids studied in [17] for di�usion and advection in circular and

spherical domains. As in these few papers, the few works devoted to �nite volumes on

curved surfaces encountered in the literature rely either on a good triangulation of the

domain or on a special partitioning of the curved geometry; this restricts their domain

of application. In this paper, we present a �nite volume type O-method for general

polygonal meshes on curved and moving surfaces. Our method is close to the ones de-

veloped by Le Potier in [10] and K. Lipnikov, M. Shashkov and I. Yotov in [11]. Similar
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to these authors, we �rst partition each cell of the given discrete domain into subcells

attached to cells vertices; this implies a partition of each edge into two subedges and a

virtually re�ned domain where the subcells are e�ectively the new cells and are grouped

around vertices. Next around each vertex, we construct an approximate constant gra-

dient of our solution on surrounding subcells using surrounding cell center unknowns

and the continuity of �uxes on subedges. We also take into account worse situations

that can occur when the di�usion coe�cients become almost degenerate, by using a

suitable minimization process which controls the norm of the chosen solution gradients

around vertices. These gradients are latter included properly in the �ux formulation

of the di�usion operator to obtain its discretization. Finally, we use the approximate

gradients issued from the identity operator on surfaces to construct a slope limited

gradient of the solution function on each control volume. These last gradients approx-

imation are used to develop a second order upwind scheme for the advection part of

our model equation. Since the stencil of our slope limited gradients remains unchanged

during the process, we experimentally have a second order space convergence of the

whole scheme. We should mention that our method is identical to the methods de-

veloped in [10; 11] for di�usion on �at surfaces and to the method discussed in [16]

for di�usion on curved surfaces when applied with the same parameters, but the scope

of meshes that we can handle in those cases is wider. Nevertheless, we would like to

emphasize that we primarily deal with moving curved surfaces. This includes surfaces

whose evolution is implicitly de�ned through partial di�erential equations and surfaces

whose evolution is explicitly given among others. Let us also mention that this method

can be reduced to the method discussed in [1] for appropriate meshes designed for this

purpose. In the following, we explicitly introduce the model problem discussed in this

chapter, next we present the method and give a possible implementation algorithm.

Furthermore, we prove some stability results and the convergence of the scheme and

�nally we present some numerical results to validate the theory. For the purpose of

self containment, we will reproduce some proofs from [1].

2 Problem setting

We consider a family of compact hypersurfaces Γ (t) ⊂ Rn (n = 2, 3, · · · ) for t ∈
[0, tmax] generated by a time-dependent function Φ : [0, tmax]× Γ 0 −→ Rn de�ned on

a reference frame Γ 0 with Φ(t, Γ 0) = Γ (t). We assume Φ(t, ·) to be the restriction of a

function that we abusively call Φ(t, ·) : N0 = N (0) −→ N (t), where N0 and N (t) are
neighborhoods of Γ 0 and Γ (t) in Rn, respectively. We also take Γ 0 to be C3 smooth

and Φ ∈ C1
(
[0, tmax], C3 (N0)

)
. For simplicity, we assume the reference surface Γ 0 to

coincide with the initial surface Γ (0). We denote by v = ∂tΦ the velocity of material

points and assume the decomposition v = vnν + vtan into a scalar normal velocity vn
in the direction of the surface normal ν and a tangential velocity vtan. The evolution

of a conservative material quantity u with u(t, ·) : Γ (t) −→ R, which is propagated

with the surface and, at the same time, undergoes a linear di�usion on the surface, is

governed by the parabolic equation

u̇+ u∇Γ · v −∇Γ · (D∇Γu) = g on Γ (t), (1)

where u̇ = d
dtu(t, x(t)) is the (advective) material derivative of u, ∇Γ ·v the surface di-

vergence of the vector �eld v, ∇Γu the surface gradient of the scalar �eld u, g a source
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term with g(t, ·) : Γ (t) −→ R, and D the di�usion tensor on the tangent bundle. Here

we assume a symmetric, uniformly coercive C2 di�usion tensor �eld on whole Rn to

be given, whose restriction on the tangent plane is then e�ectively incorporated in the

model. With slight misuse of notation, we denote this global tensor also by D. Further-
more, we impose an initial condition u(0, ·) = u0 at time t = 0. We also consider here

a surface with boundary and impose a Dirichlet boundary condition. A remark on how

to treat the Neuman boundary condition and the mixed Dirichlet-Neumann boundary

condition will be made too. We should notice that the case of surfaces without bound-

ary falls into this setup since they are merely surfaces with empty boundary. Finaly,

we assume that the mappings (t, x) −→ u (t, Φ(t, x)) , v(t, Φ (t, x)) and g(t, Φ(t, x))

are C1
(
[0, tmax],C

3(Γ 0)
)
, C0
Ä
[0, tmax],

(
C3(Γ 0)

)3ä
, and C1

(
[0, tmax],C

1(Γ 0)
)
, re-

spectively. For the discussion on existence, uniqueness and regularity, we refer to [18]

and references therein.

3 Surface approximation

We introduce in this part a more general notion of surface approximation.

De�nition 31 (Cell, cell center and vertices) Let (p1, p2, · · · , pnS ) and XS be (nS +

1) distinct points in R3. We call cell S the closed fan of triangles S{i,j} = [XS , pi, pj ]
(j = (i mod nS)+1) where XS is the shared vertex. The point XS is called cell center

or center point while the points pi are called vertices of the cell and are not necessarily

coplanar. Figure 1 shows an example of a cell.

p2

p3

S{2,3}

p4

S{5,1}

XS

S{4,5}

S{3,4} S{1,2}

p5

p1

Fig. 1 Cell S made of subtriangles S{i,i+1}.

In the following, we adopt the notation j = i + 1 for the cyclic addition (j = (i
mod nS) + 1) if there is no confusion.

De�nition 32 (Admissible cell)

Let S be a cell, XS its center point and pi (i = 1, · · · , nS) its nS vertices. For a given

vertex pi we de�ne ri :=
−−−→
XSpi and denote by νS{i,i+1} = ri ∧ ri+1/‖ri ∧ ri+1‖ the

oriented normal of the triangle [XS, pi, pi+1] if the triangle has a nonzero measure.

We also de�ne a pseudo-normal to the cell by

νS = (
∑
i ri ∧ ri+1) /‖

∑
i ri ∧ ri+1‖. We will then call the cell admissible if for any
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i, j and m ∈ {1, 2, · · · , nS}, ‖ri‖ ≤ maxj,m ‖
−−−→pjpm‖ and νS{i,i+1} · νS > 0 for well

de�ned normals.

Remark 33 The vector νS depends only on the vertices and not on XS .

De�nition 34 (admissible polygonal surface)

We de�ne an admissible polygonal surface as a union of admissible cells which form

a partition of a C0 surface Γh. Also, the normals νSi and νSj of two di�erent cells

Si, Sj ⊂ Γh with Si ∩ Sj 6= ∅, must satisfy νSi · νSj > 0. We refer to Figure 2 for

an example of admissible mesh (polygonal surface). The index h in Γh represents the

maximum distance between two points in a given cell S ⊂ Γh.

Fig. 2 Admissible polygonal surface

In the sequel, we assume for surfaces with nonempty boundary a piecewise C2 bound-

ary. In that case, we assume Γ 0 to be part of a larger surface Ω0 ⊂ N0 with the same

properties as Γ 0. Ω0 is transformed to Ω(t, ·) by the map Φ(·, ·) as time evolves. We

also denote by C a generic constant.

De�nition 35 ((m,h)−polygonal approximation of a surface)

We will say that the polygonal surface Γ 0
h is an (m,h) − approximation (m ≥ 2)

of the surface Γ 0 if and only if Γ 0
h is admissible and there exists a neighborhood

Nδ,0 := {x | d(x,Ω0) = infp∈Ω0‖
−→px‖ ≤ δ} (δ ≤ Ch2) of Ω0 ⊃ Γ 0 which satis�es the

following conditions:

i) Γ 0
h ⊂ Nδ,0.

ii) The perpendicular lines to Ω0 at two di�erent points do not intersect within Nδ,0.
iii) The orthogonal projection PΓ 0

h of Γ 0
h onto Ω0 is a bijection between Γ 0

h and its

image.

iv) The orthogonal projection of any cell of Γ 0
h onto Ω0 intersects Γ 0.

v) There exists Γ 0
rest ⊂ Γ 0 and Γ 0

ext ⊃ Γ 0 satisfying Γ 0
rest ⊂ PΓ 0

h ⊂ Γ 0
ext ⊂ Ω0 (cf.

Figure 3) andm(Γ 0
ext\Γ 0

rest) ≤ Ch2 wherem(·) represents the (n−1)−dimensional

Hausdor� measure.

vi) Let us denote by P∂Γ 0 : x 7→ y = argmin d(x, ∂Γ 0) the map that projects points

orthogonally on the boundary ∂Γ 0 of Γ 0. This map should be well de�ned in a

neighborhood of ∂Γ 0 containing (Γ 0
ext\Γ 0

rest), and its restriction on P(∂Γ 0
h ) should

be bijective. Furthermore, we assume that the reverse image of a vertex of Γ 0 onto

P(∂Γ 0
h ) is the projection of a vertex of Γ 0

h onto Γ 0
ext (cf. Figure 3).

vii) For two di�erent vertices pi and pj of the same cell S, we have Ch ≤ ‖−−→pipj‖ ≤ h.
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P∂Γ0
(P(p2)) = P(p2)

P(∂Γ0
h)

∂Γ0

∂Γ0
rest P(p4)

p4
P(p3)p3

P(XS)
XS∂Γ0

ext P(p2)

Ω0

P(p1)

P∂Γ0
(P(p1)) = P(p1)

Fig. 3 Representation of Γ 0 ⊂ Ω0, Γ 0
h , P(Γ 0

h ), Γ 0
rest and Γ

0
ext delimited respectively by ∂Γ 0

(green line), ∂Γ 0
h (hidden behind the surface), ∂P(Γ 0

h ) (gray line), ∂Γ 0
rest (inner brown line)

and ∂Γ 0
ext (outer brown line).

viii) For any cell S, there exists a point pS ∈ S and a vector
−→
b S such that the trace on

S of the cylinder with principal axis (pS ,
−→
b S) and the radius Ch do not intersect

the boundary of S.

ix) The distance between a vertex and its projection on Γ 0
ext is less than Chm.

Remark 36 In the above de�nition,

� v) expresses the convergence of PΓ 0
h toward Γ 0 as h tends to 0.

� i), iii) and v) ensure the convergence of the discrete surface Γ 0
h toward Γ 0 as h

tends to 0.

� ii) will allow for an extension of functions de�ned on the reference surface Γ 0 onto

a narrow band around Γ 0 which includes Γ 0
h .

� vii) ensures the nondegeneracy of sides while viii) ensures the nondegeneracy of

cells. For usual triangular meshes, viii) is expressed as C1h2 ≤ mS ≤ C2h2 ∀ S ⊂
Γ 0
h where C1, C2 are some �xed constants and mS is the (n − 1) − dimensional

measure of S.

� iv) ensures that there is no unnecessary cell.

� ix) allows us to see that the best paraboloid that can be �tted to a closed set of

points will be an m− order approximation of the original surface. In fact, if some

intrinsic properties have to be computed, we will need a good approximation of ver-

tices. This is for example the case in the fourth example considered in this paper,

where we have to discretize an additional advection term which involves the curva-

ture tensor. To evaluate the curvature tensor at center points, the best method in

the literature to do such a computation at a desired order on a parametric surface

is the least square �tting. Of course the consistency of the �tting is at most the

consistency of points used, which should be m ≥ 3 in this case. Furthermore, this

general setting is much closer to the real world application than considering vertices

bound to the original surface. Most often, the movement of surfaces is described

by another partial di�erential equation; the mean curvature motion considered in

the fourth example of this paper is an illustration. In this case, there is no way to

tackle the exact position of the surface points; hence the importance of introducing

some inaccuracy on points used to approximate the surface.



A stable and convergent O-method for general moving hypersurfaces 7

4 Derivation of the �nite volume scheme

4.1 General setting

We consider a family of admissible polygonal surfaces {Γ kh }k=0,··· , kmax , with Γ
k
h ap-

proximating Γ (tk) ⊂ Ωk ⊂ N (tk) for tk = kτ and kmaxτ = tmax. Here Ωk :=
Ω(tk) = Φ(tk, Ω0) is a sequence of two dimensional surfaces as de�ned above in Sec-

tion 3 and, as in [1], h denotes the maximum diameter of a cell on the whole family

of polygonizations, τ the time step size and k the index of a time step. Successive

polygonizations share the same grid topology and given the set of vertices pkj on the

polygonal surface Γ kh , the vertices of Γ k+1
h lie on motion trajectories; thus they are

evaluated based on the �ux function Φ, i.e., pk+1
j = Φ

Ä
tk+1, Φ

−1
Ä
pkj , tk

ää
. Upper

indices denote the time steps and foot indices � j � are vertex indices. Let us for the

moment merely assume the center points being chosen at each time step such that the

discrete surfaces remain uniformly admissible (2, h)−polygonizations of the original

surfaces; i.e., the constants in De�nition 35 remain the same for all time steps. In

Section 5, we will give more detailed precisions for their choice. Next, at each time

step tk, we consider a virtual subdivision of each cell Sk into nS subcells (virtual cells)

Skpi (i = 1, · · · , nS) which share the common vertex Xk
S as depicted on Figure 4. We

pk5

pk2

Skp5

Skp3

σ
k
p1,3

/2

pk4

XkS

σ
kp

1 ,1
/2Skp4

qkp1,1/2

Skp1
pk1

Skp2

qkp1,3/2

pk3

Fig. 4 Subdivision of the cell Sk into polygonal subcells Skpi and subedges σk
p1,1/2

:=

[qk
p1,1/2

, pk1 ], σk
p1,3/2

:= [qk
p1,3/2

, pk1 ] induced by Skp1 around pk1 .

recall that nS denotes the number of vertices of the cell Sk. This subdivision, as we

can notice again on Figure 4, induces a partition of each edge σ = [pki , p
k
i+1] ⊂ ∂Sk

into two subedges σkpi,l−1/2 := [qkpi,l−1/2, p
k
i ] and σkpi+1,m+1/2 := [qkpi+1,m+1/2, p

k
i+1];

qkpi,l−1/2 = qkpi+1,m+1/2 := Skpi ∩ S
k
pi+1 ∩ [pi, pi+1], l and m are subindices used to

reference the cell Sk around the vertices pki and pki+1, respectively. We will come

back on how these indices are built in Section 4.2. We furthermore assume that two

virtual cells Skpi and L
k
pi of two di�erent cells Sk and Lk, which have the vertex pki in

common, share either a common subedge or the only vertex pki as depicted on Figure

5. For later comparison of discrete quantities on polygonal surfaces Γ kh and contin-

uous surfaces Γ k = Γ (tk), we �rst extend functions de�ned on Γ k or Γ kh in their

neighborhood N (tk). The resulting functions still bear their original names and will
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Xk
S2

Xk
S4

Xk
S1

pk2

pk3

pk4

pk5
pk6

pk8

Skp1,3
Skp1,2

Skp1,1 pk1

Skp1,4

Xk
S3

pk7

pk9

Fig. 5 Cells and subcells around a vertex.

be understood from the context. A function u(tk, ·) de�ned on Γ k is then extended

by requiring ∇u(tk, ·) · ∇d(·, Γ k) ≡ 0; d(·, Γ k) being a signed distance function from

Γ k. This means in other words that, given a point x ∈ N (tk), the extended function

u(tk, ·) is constant along the shortest line segment from x to the surface Γ k. The

restriction of this new function on Γ kh will be denoted u−l(tk, ·) or shortly u−l,k. On
the other hand, the extension of a function uh(tk, ·) de�ned on Γ kh is done in two

steps. We �rst extend as constant along the normal ν to Pk(Γ kh ); Pk(·) being the

orthogonal projection operator onto Ωk. The resulting function, still called uh(tk, ·),
is �nally extended by requirering ∇uh(tk, ·) · ∇d(·,Pk(Γ kh )) ≡ 0. The restriction of

the �nal extended function on Γ k will be termed ulh(tk, ·) or simply ul,k and the op-

eration which transforms uh(tk, ·) to ulh(tk, ·) will be called � lift � operator. These

extension operations are by de�nition well de�ned in a neighborhood of Γ (tk) in which

Γ kh lies, thus the lift operator is well de�ned. We will also refer to the orthogonal

projection as a lift operator; and therefore lift operators will be understood from the

context. We denote by Sl,k := PkSk the orthogonal projection of Sk onto Ωk, by

Sl,k(t) = Φ
(
t, Φ−1

(
tk, S

l,k
))

the temporal evolution of Sl,k and by mk
S the area of

Sk. We should mention here that the symbol � l � written as upper index is meant for

the � lift � operator; therefore xl,k will literally mean lift of xk onto the surface Ωk.

Along the same line, we will call Sl,kpi := PkSkpi the orthogonal projection of Skpi onto

Ωk. So de�ned, the subcells Sl,kpi form a curved mesh on Sl,k.

The key of our approach will be to de�ne on these subcells a reasonable approximation

of the surface gradient operators ∇Γu, and deduce a suitable numerical integration of

∇Γ · (DΓ∇Γu) in the cells Sk. Our algorithm can be identi�ed as a hybrid algorithm

between mixed �nite volume and the usual �nite volume procedure. The mixed �nite

volume de�nes �uxes or even w = DΓ∇Γu as unknowns which have to be found to-

gether with the solution u. This often leads to a system of equations that has to be

stabilized via some restriction on meshes and some appropriate techniques. In our case

we de�ne an approximate gradient ∇khu of ∇Γu(tk, ·) as a piecewise constant gradient¶
∇kpi,J (pi,S)u

©
pi,S

on subcells
{
Skpi
}
pi,S

; J (pi, S) being the local index of subcell

Skpi around pi. The construction of ∇khu is done locally around vertices pi via a proper
use of the �ux continuity condition on subedges, as will be explained below. This

procedure leads to a local system of equations which in a worse case senario (very bad

mesh and highly anisotropic tensor) is underdetermined. In that case, a suitable min-

imization procedure is used to stabilize the system which is thereafter partially solved
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and introduced into the global system of equations that represents (1) to obtain a cell

center scheme. The procedure of restricting oneself to cells around vertices to con-

struct sub�uxes in the �nite volume procedure has already been used in [9; 10; 11] for

�nite volumes on �at surfaces. Restricting oneself to that case, the method developed

in [10] is a particular case of the present one. Unfortunately, it loses consistency for

polygonal meshes with very deformed quadrangles or nonconvex starshaped cells (�at

version of admissible cells which are not convex), while the present method produces

good results in those cases. Let us now introduce the construction of the piecewise

gradient operator.

4.2 The discrete gradient operator

Let us �rst consider a vertex pi. We locally reorder the cells Skj , the subcells Skpi,j
and the subedges σkpi,j−1/2 counterclockwise around the continuous surface normal

at Pkpki . The subedges are reordered in a way that σkpi,j−1/2 and σkpi,j+1/2 are

subedges of the cell Skj and edges of the subcell Skpi,j . We also locally rename by Xk
pi,j

the center point of Skj . We refer to Figure 4 and Figure 5 for the illustration of this

setup. Next, we de�ne on each subedge σkpi,j−1/2 the virtual point Xk
pi,j−1/2, and

on each subcell Skpi,j , we de�ne the covariant vectors e
k
pi,j|j−1/2 := Xk

pi,j−1/2 −X
k
pi,j

and ekpi,j|j+1/2 := Xk
pi,j+1/2 − X

k
pi,j which are used to de�ne the local approximate

tangent plane T kpi,j := Span
¶
ekpi,j|j−1/2, e

k
pi,j|j+1/2

©
to points of the subcell Sl,kpi,j .We

also de�ne on T kpi,j the contravariant (dual) basis (µkpi,j|j−1/2, µ
k
pi,j|j+1/2) such that

ekpi,j|j−1/2 · µ
k
pi,j|j−1/2 = 1, ekpi,j|j−1/2 · µ

k
pi,j|j+1/2 = 0, ekpi,j|j+1/2 · µ

k
pi,j|j−1/2 = 0

and ekpi,j|j+1/2 · µ
k
pi,j|j+1/2 = 1. Figure 6 illustrates this setup.

e kp
1 ,j|j+

1/2

pk4

ekp1,j|j−1/2
XkS

pk3

µ
k
p1,j
|j−

1/2

pk2

pk5

Tangent plane Tkp1,j

µ
kp

1 ,j|j+
1/

2

nkp1,j|j+1/2

pk1

nkp1,j|j−1/2

Fig. 6 Approximate tangent plane Tkpi,j to S
l,k
pi,j

.

Using this dual system of vectors, we de�ne for a continuous and derivable scalar
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function u(tk, ·) on Γ k, constant gradients ∇kpi,ju which approximate ∇u(tk, ·)|Sl,k
pi,j

,

restrictions of ∇u(tk, ·) on S
l,k
pi,j
∩ Γ k.

∇kpi,ju :=
Ä
Ukpi,j−1/2 − U

k
pi,j

ä
µkpi,j|j−1/2 +

Ä
Ukpi,j+1/2 − U

k
pi,j

ä
µkpi,j|j+1/2 (2)

where Ukpi,j−1/2, U
k
pi,j+1/2, U

k
pi,j , are appropriate approximations of

u
Ä
tk,Pk(Xk

pi,j−1/2)
ä
, u
Ä
tk,Pk(Xk

pi,j+1/2)
ä
and u

(
tk,Pk(Xk

pi,j)
)
, respectively. In

this notation, if a point Xk is on the boundary of Γ kh , u
(
tk,Pk(Xk)

)
will be taken to

be the value of u at the closest point of Γ k to Pk(Xk). The de�nition of our piecewise

constant gradient will be completed if we give the explicit expression of the virtual

unknowns Ukpi,j−1/2. For this purpose, let us introduce without proof the following

proposition.

Proposition 41 Let Ω be an open and bounded set in Γ (t), made up of two disjoint

open sets Ω1 and Ω2 which share a curved segment σl := ∂Ω1 ∩ ∂Ω2 as border. Let

w be a tangential vector function which is C1 on Ω1 and Ω2. w has a weak tangential

divergence in L2(Ω) if and only if its normal component through σl is continuous.

The prerequisites in this proposition can also be weakened by assuming w being H1 on

Ω1 and Ω2. In that case, the continuity in the conclusion becomes a continuity almost

everywhere.

Also, for a line segment σk ⊂ Γ kh we de�ne

σl,k := {y = x− d(x, Γ (t))∇dT (x, Γ (tk)), x ∈ σk}.

It is worth mentioning here that σl,k can be di�erent from Pk(σk) in some cases.

For example, considering the line segment σk := [p1, p2] on Figure 3, σl,k is the blue

curve joining P(p1) and P(p2). Let us now consider a subcell Sl,kpi,j of a cell Sl,kj . We

approximate the di�usion tensor D in (1) on Sl,kpi,j by

Dkpi,j :=
Ä

Id− νkpi,j ⊗ ν
k
pi,j

ä( 1

m(Sl,kj )

∫
Sl,k
j

D dSl,kj

)Ä
Id− νkpi,j ⊗ ν

k
pi,j

ä
,

where νkpi,j :=
Ä
ekpi,j|j+1/2 ∧ e

k
pi,j|j−1/2

ä
/‖ekpi,j|j+1/2 ∧ e

k
pi,j|j−1/2‖ is the normal to

T kpi,j that we take as the approximation of the oriented normal ν to Sl,kpi,j . We also

approximate the unit outer conormals to σl,k
pi,j−1/2

:=
Ä
σkpi,j−1/2

äl
and σl,k

pi,j+1/2
:=Ä

σkpi,j+1/2

äl
by nkpi,j|j−1/2 and nkpi,j|j+1/2, respectively. These are vectors of T kpi,j

which are respectively normal to σkpi,j−1/2 and σkpi,j+1/2 (cf. Figure 6) and which

point outward from the projection in the direction of ν of Sl,kpi,j onto T kpi,j . Finally,

we approximate ml,k
pi,j−1/2

, the measure of σl,k
pi,j−1/2

, by mk
pi,j−1/2, the measure of

σkpi,j−1/2. Since D∇Γu has a weak divergence in L2(Γ ), we apply a discrete version of

Proposition 41 on subcells surrounding vertices pki ; namely,

mk
pi,j−1/2D

k
pi,j−1∇

k
pi,j−1u · n

k
pi,j−1|j−1/2

+ mk
pi,j−1/2D

k
pi,j∇

k
pi,ju · n

k
pi,j|j−1/2 = 0 (3)
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for the subedge σkpi,j−1/2. Rewriting the system of equations given by (3) around pki
in the matrix form gives

Mk
pi Ũ

k
pi,σ = Nk

pi Ũ
k
pi , (4)

where Ũkpi,σ := (Ukpi,1/2, U
k
pi,3/2

, · · · )>, Ũkpi := (Ukpi,1, U
k
pi,2, · · · )

>, and the entries of

Mk
pi and N

k
pi areÄ

Mk
pi

ä
j,j−1

= mk
pi,j−1/2λ

k
pi,j−3/2|j−1|j−1/2,Ä

Mk
pi

ä
j,j

= mk
pi,j−1/2(λkpi,j−1|j−1/2 + λkpi,j|j−1/2),Ä

Mk
pi

ä
j,j+1

= mk
pi,j−1/2λ

k
pi,j+1/2|j|j−1/2,Ä

Nk
pi

ä
j,j−1

= mk
pi,j−1/2(λkpi,j−1|j−1/2 + λkpi,j−3/2|j−1|j−1/2),Ä

Nk
pi

ä
j,j

= mk
pi,j−1/2(λkpi,j|j−1/2 + λkpi,j+1/2|j|j−1/2), and 0 elsewhere; with

λkpi,j|j−1/2 = nkpi,j|j−1/2 · D
k
pi,jµ

k
pi,j|j−1/2,

λkpi,j+1/2|j|j−1/2 = nkpi,j|j−1/2 · D
k
pi,jµ

k
pi,j|j+1/2,

λkpi,j−1/2|j|j+1/2 = nkpi,j|j+1/2 · D
k
pi,jµ

k
pi,j|j−1/2,

λkpi,j|j+1/2 = nkpi,j|j+1/2 · D
k
pi,jµ

k
pi,j|j+1/2.

If pki is a boundary point, making use of the Dirichlet boundary condition, we rewrite

(4) using the same notationMk
pi Ũ

k
pi,σ = Nk

pi Ũ
k
pi with Ũ

k
pi,σ := (Ukpi,3/2, · · · , U

k
pi,npi−1/2)>,

Ũkpi := (Ukpi,1/2, U
k
pi,1, · · · , U

k
pi,npi

, Ukpi,npi+1/2)>.

npi denotes the number of cells around pki and U
k
pi,1/2

:= u(tk,Pk(Xk
pi,1/2

)), Ukpi,npi+1/2 :=

u(tk,Pk(Xk
pi,npi+1/2)) at the boundary. The matrix Mk

pi is then a square matrix

whose dimension is the number of subedges around pki on which we have unknowns

while the matrix Nk
pi is a square matrix for interior vertices (vertices which do not

belong to the boundary) and a rectangular matrix for boundary vertices. We should

mention here that for consistency reasons, the subedge points Xk
pi,j−1/2 should be

chosen in such a way that the angle θkpi,j := ^(Xk
pi,j−1/2 Xk

j Xk
pi,j+1/2) between

ekpi,j|j+1/2 and ekpi,j|j−1/2 is always greater than a threshold angle θ during the entire

process. This condition also leads to the invertibility ofMk
pi when the di�usion tensors

Dkpi,j involved in the system are uniformly elliptic on corresponding tangent plane,

with the elliptic constant far from 0, and the incident angles at pki acute and far from

0 and π (0 << ^(Xk
pi,j+1/2 p

k
i X

k
pi,j−1/2) << π). In that case, equation (4) will be

transformed to

Ũkpi,σ =
Ä
Mk
pi

ä−1
Nk
pi Ũ

k
pi . (5)

If there exist a subcell Sl,kpi,j in which Dkpi,j is almost one dimensional, for example

Dkpi,j := ( Id − νkpi,j ⊗ ν
k
pi,j)

Ñ
1 0 0
0 α 0
0 0 α

é
( Id − νkpi,j ⊗ ν

k
pi,j), α = 1/10000, Mk

pi can
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become noninvertible if the mesh is not aligned with the anisotropy and the virtual

points Xk
pi,j−1/2 as well as the center points Xk

j chosen consequently. Simulation of

strong anisotropic �ow on such a general moving mesh will often encounter this problem

if we did not take care from the beginning by trying to produce an adequate mesh near

to what has been described in [1] for the triangular case. By doing so, we limit a lot

the possibilities of the actual scheme. Then if Mk
pi is singular, we will �rst make sure

that the choice of the virtual points on subedges guarantees that the range of Nk
pi is

a subset of the range of Mk
pi ; i.e Im(Nk

pi) ⊂ Im(Mk
pi). Thereafter, we choose Ũ

k
pi,σ as

the solution of (4) whose the induced discrete gradient around pki has the minimum

H1
0-norm. The problem of �nding Ũkpi,σ is then stated numerically as follows:

Find Ũkpi,σ in Bkpi :=
{
Ṽ kpi,σ := (V kpi,1/2, V

k
pi,3/2

, · · · )> | Mk
pi Ṽ

k
pi,σ = Nk

pi Ũ
k
pi

}
such that Ũkpi,σ = argmin

Ṽ kpi,σ
∈Bkpi

∑
j

mk
pi,j

∥∥∥îV kpi,j−1/2 − U
k
pi,j

ó
µkpi,j|j−1/2

+
î
V kpi,j+1/2 − U

k
pi,j

ó
µkpi,j|j+1/2

∥∥∥2

,

(6)

where mk
pi,j := m(Skpi,j) approximates m(Sl,kpi,j). One easily veri�es that this problem

is equivalent to the following least square problem
Find Ũkpi,σ in Bkpi :=

{
Ṽ kpi,σ := (V kpi,1/2, V

k
pi,3/2

, · · · )> | Mk
pi Ṽ

k
pi,σ = Nk

pi Ũ
k
pi

}
such that Ũkpi,σ = argmin

Ṽ kpi,σ
∈Bkpi

∥∥∥∥»Bk
pi Ṽ

k
pi,σ −

(»
Bk
pi

)−1

Ck
pi Ũ

k
pi

∥∥∥∥2

,

where
√

Bk
pi is the square root of the symmetric positive de�nite matrix Bk

pi (i.e.√
Bk
pi

√
Bk
pi = Bk

pi) de�ned byÄ
Bk
pi

ä
j,j

= mk
pi,j−1‖µ

k
pi,j−1|j−1/2‖

2 +mk
pi,j‖µ

k
pi,j|j−1/2‖

2,Ä
Bk
pi

ä
j+1,j

=
Ä
Bk
pi

ä
j,j+1

= mk
pi,jµ

k
pi,j|j−1/2 · µ

k
pi,j|j+1/2;

and Ck
pi the matrix de�ned byÄ

Ck
pi

ä
j,j

= mk
pi,j

Ä
‖µkpi,j|j−1/2‖

2 + µkj|j−1/2 · µ
k
pi,j|j+1/2

ä
,Ä

Ck
pi

ä
j+1,j

= mk
pi,j

Ä
‖µkpij|j+1/2‖

2 + µkj|j−1/2 · µ
k
pi,j|j+1/2

ä
.

Our aim here is not to solve this least square problem at this stage but to build a relation

between the solution Ũkpi,σ and the cell center values Ũkpi . Lars Eldén discussed the

solution of this class of problems extensively in [19] and it turns out that this problem

has a unique solution if the intersection of the null space of
√

Bk
pi and the null space

of Mk
pi is the null vector. This is the case here since

√
Bk
pi is invertible. The use of
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the new variable W̃ k
pi,σ :=

√
Bk
pi Ṽ

k
pi,σ −

Ä√
Bk
pi

ä−1
Ck
pi Ũ

k
pi reduces the problem to

Find W̃ k
pi,σ in B̄kpi :=

{
Ṽ kpi,σ := (V kpi,1/2, V

k
pi,3/2

, · · · )> |

Mk
pi

(»
Bk
pi

)−1

Ṽ kpi,σ =
(
Nk
pi −M

k
pi

Ä
Bk
pi

ä−1
Ck
pi

)
Ũkpi

}
such that W̃ k

pi,σ = argmin
Ṽ kpi,σ

∈B̄kpi

∥∥∥Ṽ kpi,σ∥∥∥2

.

From the solution of this last problem, one easily deduces the solution to the original

problem

Ũkpi,σ = Coefkpi Ũ
k
pi , (7)

where Coefkpi =
(»

Bk
pi

)−1
Å
Mk
pi

(»
Bk
pi

)−1
ã† (

Nk
pi −M

k
pi

Ä
Bk
pi

ä−1
Ck
pi

)
+
Ä
Bk
pi

ä−1
Ck
pi (8)(

Mk
pi

Ä√
Bk
pi

ä−1
)†

is the Moore-Penrose inverse of Mk
pi

Ä√
Bk
pi

ä−1
. We recall that

the Moore-Penrose inverse of a matrix A is the unique matrix A† that satis�es

AA†A = A, A†AA† = A†,Ä
AA†

ä>
= AA†,

Ä
A†A

ä>
= A†A.

The Moore-Penrose inverse coincides with the usual inverse of an invertible matrix; thus

(5) is recovered in (7) and we can consider the least square problem as being the problem

to be solve to �nd the virtual unknowns. We refer to [20; 21; 22; 23; 19; 24; 25; 26]

for details on the general topic of generalized inverse of matrices. Let us remark that

the sum of line element of the matrix Coefkpi is 1, i.e Coefkpi1pi = 1pi,σ where

1pi := (1, 1, · · · )>, 1pi,σ := (1, 1, · · · )> are respectively vector of ones with the same

length as Ũkpi and Ũ
k
pi,σ.In fact, 1pi,σ is the unique solution of the above least square

problem for Ũkpi = 1pi . Therefore U
k
pi,j+1/2 can be seen as a barycenter of the values

Ukpi . Such an idea to introduce the barycenter of values at cell centers to approximate

values on edges in the �nite volume context was already used by Eymard, Gallouët and

Herbin in [12]. Unfortunately, due to the random choice of the barycentric coe�cients,

their resulting �uxes were poorly approximated, did not respect the �ux continuity

in the usual sense of �nite volume methods and therefore needed extra treatment to

guarantee good accuracy of the simulation result. This is a reason of our special

treatment of virtual unknowns. Also, by minimizing the gradient, we try to avoid

extra extrema on edges which would cause oscillations while keeping the consistency of

the approximations. This enforces the monotonicity whenever possible. On the other

hand, (2), (7) and (8) de�ne a special quadrature rule to construct the gradient of a

function on subcells around a vertex pki knowing the surrounding cell center values. In

one dimension, this is exactly the usual �nite volume procedure. One can easily extend

the procedure to three dimensions.

Remark 42
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a) Let us point out some trivial setup on triangular meshes.

i) First we assume the center points at the isobarycenter of triangles and subcells

constructed such that the edges are divided exactely in the middle. We assume

the virtual subedge points Xk
pi,j−1/2 being placed such that ‖

−−−−−−−−−→
pki X

k
pi,j−1/2‖ =

(2/3)mk
pi,j−1/2 (cf. Figure 7); then (7) reduces to (5).

pk1

pk2

pk3

qkp1,1/2
qkp1,3/2

Xk
p1,1/2 Xk

p1,3/2

Fig. 7 Subdivision of a triangle cell using its isobarycenter and the middle of edges.

ii) Secondly, we assume the setup de�ned in [1]; namely, the center points Xk
S

and the subcells are constructed such that the boundary points qkpi,j−1/2 on

σkpi,j−1/2 with ‖
−−−−−−−−→
pki q

k
pi,j−1/2‖ = mk

pi,j−1/2 satisfy the orthogonality conditions[(
Dkpi,j−1

)−1
(
−−−−−−−−−−−−−→
Xk
pi,j−1 qkpi,j−1/2)

]
·
−−−−−−−−−→
pki q

k
pi,j−1/2 = 0 and

[(
Dkpi,j

)−1
(
−−−−−−−−−−−→
Xk
pi,j q

k
pi,j−1/2)

]
·

−−−−−−−−−→
pki q

k
pi,j−1/2 = 0 (cf. Figure 8). If we choose Xk

pi,j−1/2 = qkpi,j−1/2, (7) re-

duces to (5). Here, (3) links the virtual unknown Ukpi,j−1/2 only to the cells

Sk Lk

Xk
LXk

S

σ

Xk
σ

Fig. 8 A sketch of the local con�guration of center points and subedge points satisfying the
orthogonality condition. The two neighboring cells are not always coplanar.

unknowns Ukpi,j−1 and Ukpi,j across the subedge σ
k
pi,j−1/2; thus the local matri-

ces Mk
pi are diagonal.

iii) We could also de�ne Dkpi,j as being constant around vertices pki ; for instance

Dkpi,j = Dkpi :=

(
1/
∑
j

mk
pi,j

)∑
j

∫
Sl,k
j

D dSl,kpi,j .

i.e., The summation is done on subcells around pki . Let us restrict ourselves to
triangular meshes on �at surfaces. We consider the dual mesh obtained by �rst
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joining the center points of triangles sharing a common edge, secondly join the

middle of triangle edges σk that belong to the mesh boundary (σk ⊂ ∂Γ kh ) to the

center of the coresponding triangles. This setup is depicted on Figure 9. We

adopt the vertices of the previous mesh as the center points of this new mesh.

Each interior vertex of the dual mesh is surrounded by exactly three subcells

Fig. 9 A sketch of a triangular mesh (delimited by thin line) and its dual (delimited by thick
line).

and (7) reduces to (5) since there is only one way to build a gradient from three

noncolinear points.

b) If we had to treat the case of Neumann boundary condition or mixed boundary con-

dition (Dirichlet-Neumann), then for any subedge σkpi,j ⊂ Γ kh , only one type of

boundary condition should be de�ned on σl,kpi,j . We obtain (4) by adding extra equa-

tions to (3) which correspond to the realization of the Neumann boundary condition

at corresponding subedge virtual points.

Based on these preliminaries, we can now introduce the �nite volume discretization.

4.3 Finite Volumes discretization

Let us integrate (1) on
{

(t, x)|t ∈ [tk, tk+1], x ∈ Sl,k(t) ∩ Γ (t)
}
, where Sl,k(t) := Φ(t, Φ−1(tk, S

l,k)).

∫ tk+1

tk

∫
Sl,k(t)∩Γ (t)

g dadt ≈ τ mk+1
S Gk+1

S , (9)

where Gk+1
S := g

Ä
t,Pk+1Xk+1

S

ä
. As in [1], the use of the Leibniz formula leads to

the following approximation of the material derivative∫ tk+1

tk

∫
Sl,k(t)∩Γ (t)

(u̇+ u∇Γ v) dadt

=

∫
Sl,k(tk+1)∩Γ (tk+1)

uda−
∫
Sl,k(tk)∩Γ (tk)

uda ≈ mk+1
S Uk+1

S −mk
SU

k
S , (10)

where we recall that the discrete quantities UkS and Uk+1
S approximate

u
(
tk,PkXk

S

)
and u

Ä
tk+1,Pk+1Xk+1

S

ä
, respectively. Integrating the elliptic term
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again over the temporal evolution of a lifted cell and applying the Gauss' theorem,

leads to the following approximation∫ tk+1

tk

∫
Sl,k(t)∩Γ (t)

∇Γ · (D∇Γu) dadt

=

∫ tk+1

tk

∫
∂(Sl,k(t)∩Γ (t))

(D∇Γu) · n∂(Sl,k(t)∩Γ (t))dl dt

≈ τ
∑

pi∈∂Sk

Ä
mk+1
pi,J (pi,S)−1/2D

k
pi,J (pi,S)∇

k+1
pi,J (pi,S)u · n

k+1
pi,J (pi,S)|J (pi,S)−1/2

+ mk+1
pi,J (pi,S)+1/2D

k
pi,J (pi,S)∇

k+1
pi,J (pi,S)u · n

k+1
pi,J (pi,S)|J (pi,S)+1/2

ä
. (11)

where n∂(Sl,k(t)∩Γ (t)) is the unit outer conormal to the curved boundary

∂
(
Sl,k(t) ∩ Γ (t)

)
of
(
Sl,k(t) ∩ Γ (t)

)
. We recall that J (pi, S

k) denotes the local num-

ber of the cell Sk around pki . Combining (2), (9), (10) and (11) gives the �nite volume

scheme

mk+1
S Uk+1

S −mk
SU

k
S

− τ
∑

pi∈∂Sk

î
mk+1
pi,J (pi,S)−1/2

Ä
Uk+1
pi,J (pi,S)−1/2 − U

k+1
pi,J (pi,S)

ä
λk+1
pi,J (pi,S)|J (pi,S)−1/2

+ mk+1
pi,J (pi,S)−1/2

Ä
Uk+1
pi,J (pi,S)+1/2 − U

k+1
pi,J (pi,S)

ä
λk+1
pi,J (pi,S)+1/2|J (pi,S)|J (pi,S)−1/2

+ mk+1
pi,J (pi,S)+1/2

Ä
Uk+1
pi,J (pi,S)−1/2 − U

k+1
pi,J (pi,S)

ä
λk+1
pi,J (pi,S)−1/2|J (pi,S)|J (pi,S)+1/2

+ mk+1
pi,J (pi,S)+1/2

Ä
Uk+1
pi,J (pi,S)+1/2 − U

k+1
pi,J (pi,S)

ä
λk+1
pi,J (pi,S)|J (pi,S)+1/2

ó
= τ mk+1

S Gk+1
S . (12)

where the subedge virtual unknowns Uk+1
pi,J (pi,S)−1/2

and Uk+1
pi,J (pi,S)+1/2

are given by

equation (7) in terms of cells unknowns Uk+1
pi,J (pi,S)

. The system of equations (12) is

completely determined by the initial data U0
S := u(t0,P0(X0

S)). Let us now associate

to cells unknowns and subedges virtual unknowns the piecewise constant functions Uk

de�ned on Γ kh with Uk|S = UkS , and U
k
∂Γ de�ned on ∂Γ kh with Uk∂Γ|σk

pi,1/2
= Ukpi,1/2,

Uk∂Γ|σk
pi,npi

+1/2
= Ukpi,npi+1/2 for any boundary vertex pi and its surrounding boundary

subedges σkpi,1/2 and σkpi,npi+1/2. We denote by

Vkh :=
¶
Uk : Γ kh → R | ∀ Sk ⊂ Γ kh , U

k|Sk = const
©

(13)

Vk∂Γ :=
{
Uk∂Γ : ∂Γ kh → R | ∀ pki ∈ ∂Γ

k
h , U

k
∂Γ|σk

pi,1/2
= const,

Uk∂Γ|σk
pi,npi

+1/2
= const

™
(14)

the sets of such functions. (2) can be considered as a quadrature rule that builds an

approximate gradient of a continuous function on Γ k out of its projection (representant)
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in Vkh ∪ V
k
∂Γ . We wish to build a seminorm on Vkh . For this sake, we �rst denote by

� k
S :=

1

mk
S

∑
pi∈∂Sk

î
mk
pi,J (pi,S)−1/2

Ä
Dkpi,J (pi,S)∇

k
pi,J (pi,S)u

ä
· nkpi,J (pi,S)|J (pi,S)−1/2

+ mk
pi,J (pi,S)+1/2

Ä
Dkpi,J (pi,S)∇

k
pi,J (pi,S)u

ä
· nkpi,J (pi,S)|J (pi,S)+1/2

ó
(15)

the approximation of
∫
Sl,k(tk)∩Γ (tk)

∇Γ · (D∇Γu) da. We thereafter multiply each

equation of (15) by the corresponding cell center value −UkS , and each equation of (3)

by the corresponding subedge virtual unknown Ukpi,j−1/2. Finally, we sum the resulting

equations over all cells and subedges and obtain

−
∑
Sk

mk
S U

k
S �

k
S

=
∑
Sk

∑
pk
i
∈Sk

î
(Ukpi,J (pi,Sk)+1/2 − U

k
S),
Ä
Ukpi,J (pi,Sk)−1/2 − U

k
S

äó
Qkpi,J (pi,Sk),sym

î
(Ukpi,J (pi,Sk)+1/2 − U

k
S),
Ä
Ukpi,J (pi,Sk)−1/2 − U

k
S

äó>
(16)

−
∑

pk
i
∈∂Γk

h

Ä
mk
pi,1/2

Ukpi,1/2D
k
pi,1∇

k
pi,1u · n

k
pi,1|1/2

+ mk
pi,npi+1/2 U

k
pi,npi+1/2D

k
pi,npi

∇kpi,npiu · n
k
pi,npi |npi+1/2

ä
,

where Qkpi,J (pi,Sk),sym =
Ä
Qkpi,J (pi,Sk) + (Qkpi,J (pi,Sk))

>
ä
/2 withÄ

Qkpi,J (pi,Sk)

ä
11

:= mk
pi,J (pi,Sk)−1/2λ

k
pi,J (pi,Sk)|J (pi,Sk)−1/2,Ä

Qkpi,J (pi,Sk)

ä
12

:= mk
pi,J (pi,Sk)−1/2λ

k
pi,J (pi,Sk)+1/2|J (pi,Sk)|J (pi,Sk)−1/2,Ä

Qkpi,J (pi,Sk)

ä
21

:= mk
pi,J (pi,Sk)+1/2λ

k
pi,J (pi,Sk)−1/2|J (pi,Sk)|J (pi,Sk)+1/2,Ä

Qkpi,J (pi,Sk)

ä
22

:= mk
pi,J (pi,Sk)+1/2λ

k
pi,J (pi,Sk)|J (pi,Sk)+1/2.

We rewrite (16) in a matrix form using (7) as follows

−
∑
Sk

mk
S U

k
S �

k
S

=
∑
pi∈Γkh

Ä
Ũkpi

ä>
Akpi Ũ

k
pi −

∑
pk
i
∈∂Γk

h

Ä
mk
pi,1/2

Ukpi,1/2D
k
pi,1∇

k
pi,1u · n

k
pi,1|1/2

+ mk
pi,npi+1/2 U

k
pi,npi+1/2D

k
pi,npi

∇kpi,npiu · n
k
pi,npi |npi+1/2

ä
, (17)

where Akpi is de�ned by:

Akpi := Akpi,c − A
k
pi,σCoefkpi with Akpi,c being a diagonal matrix and Akpi,σ a sparse

matrix whose nonzero elements are given by
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(Akpi,c)j,j := mk
pi,j−1/2(λkpi,j|j−1/2 + λkpi,j+1/2|j|j−1/2)

+ mk
pi,j+1/2(λkpi,j|j+1/2 + λkpi,j−1/2|j|j+1/2),

(Akpi,σ)j,j := mk
pi,j−1/2λ

k
pi,j|j−1/2 +mk

pi,j+1/2λ
k
pi,j−1/2|j|j+1/2,

(Akpi,σ)j,j+1 := mk
pi,j−1/2λ

k
pi,j+1/2|j|j−1/2 +mk

pi,j+1/2λ
k
pi,j|j+1/2,

for interior points. For boundary points,

Akpi := Akpi,c−A
k
pi,σCoefkpi with A

k
pi,c being a sparse square matrix and Akpi,σ a sparse

rectangular matrix whose nonzero elements are given by

(Akpi,c)1,1 := mk
pi,1/2

λkpi,1|1/2,

(Akpi,c)1,2 := −mk
pi,1/2

(λkpi,1|1/2 + λkpi,3/2|1|1/2),

(Akpi,c)2,1 := −(mk
pi,1/2

λkpi,1|1/2 +mk
pi,3/2

λkpi,1/2|1|3/2),

(Akpi,c)j,j := mk
pi,j−1/2(λkpi,j|j−1/2 + λkpi,j+1/2|j|j−1/2)

+ mk
pi,j+1/2 (λkpi,j|j+1/2 + λkpi,j−1/2|j|j+1/2),

∀ j = 2, 3, · · · , npi + 1,

(Akpi,c)npi+1,npi+2 := −
(
mk
pi,npi−1/2 λ

k
pi,npi+1/2|npi |npi−1/2

+ mk
pi,npi+1/2 λ

k
pi,npi |npi+1/2

)
,

(Akpi,c)npi+2,npi+1 := −mk
pi,npi+1/2 (λkpi,npi−1/2|npi |npi+1/2 + λkpi,npi |npi+1/2),

(Akpi,c)npi+2,npi+2 := mk
pi,npi+1/2 λ

k
pi,npi |npi+1/2,

(Akpi,σ)1,1 := −mk
pi,1/2

λkpi,3/2|1|1/2,

(Akpi,σ)2,1 := mk
pi,1/2

λkpi,3/2|1|1/2 +mk
pi,3/2

λkpi,1|3/2,

(Akpi,σ)j+2,j := mk
pi,j−1/2 λ

k
pi,j|j−1/2,+m

k
pi,j+1/2 λ

k
pi,j−1/2|j|j+1/2,

(Akpi,σ)j+2,j+1 := mk
pi,j−1/2 λ

k
pi,j+1/2|j|j−1/2,+m

k
pi,j+1/2 λ

k
pi,j|j+1/2,

∀ j = 1, 2, · · · , npi − 2,

(Akpi,σ)npi+1,npi−1 := mk
pi,npi−1/2 λ

k
pi,npi |npi−1/2

+ mk
pi,npi+1/2 λ

k
pi,npi−1/2|npi |npi+1/2,

(Akpi,σ)npi+2,npi−1 := −mk
pi,npi+1/2 λ

k
pi,npi−1/2|npi |npi+1/2.

Since Coefkpi is not de�ned for npi = 1, Akpi := Akpi,c in that case.

The submatrices Akpi satisfy Akpi1pi = 0pi , where 1pi := (1, 1, · · · )> and 0pi :=

(0, 0, · · · )>. This is due to the minimization procedure introduced in the interpolation

of the virtual values on subedges. The procedure forces the system to pick the solution

of minimum gradient norm. Let us also remark that if the submatrices Akpi + (1pi ⊗

1pi)/npi are positive semi-de�nite for all vertices,
∑
pi∈Γkh

Ä
Ũkpi

ä>
Akpi Ũ

k
pi de�nes a

seminorm on Vkh ∪ V
k
∂Γ . Also, if the submatrices Akpi + (1pi ⊗ 1pi)/npi are strictly
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positive de�nite for all vertices,
∑
pi∈Γkh

Ä
Ũkpi

ä>
Akpi Ũ

k
pi will de�ne a norm on Vkh ∪

{0Vk
∂Γ
}, where 0Vk

∂Γ
= (0, 0, · · · , 0) is the zero element of Vk∂Γ . Since the submatrices

Akpi basically depend on the choice of the subedges virtual points and the discrete cell

tensor Dkpi,j around p
k
i , we can assume the virtual points being chosen such that the

submatrices Akpi + (1pi ⊗ 1pi)/npi are strictly positive de�nite as the di�usion tensors

are supposed to be strictly positive de�nite. Although this assumption is reasonable,

it is not useful to require its realization for all the vertices. In case a highly anisotropic

tensor is involved in the computation and the mesh very distorted too, the condition

might not be satis�ed. We will then weaken the assumption by introducing a slight

modi�cation of the algorithm. Let us assume the center points being chosen in advance.

De�nition 43 (Regular vertex and uniformly regular vertex)

We will say that a vertex pki is regular if the following is satis�ed:

i) It is possible to choose the virtual subcells Skpi,j and the subedge virtual points

Xk
pi,j−1/2 around pki such that Akpi + (1pi ⊗ 1pi)/npi is strictly elliptic,

ii) If pki is an interior vertex, then it is surrounded by at least three cells.

Any vertex which does not ful�ll these requirements will be called nonregular.

A vertex will be called uniformly regular if it is regular for any time step k.

De�nition 44 (Regular polygonisation and uniformly regular polygonisation)

We will say that an admissible polygonal surface Γ kh is regular if any of its nonregular

vertex is surrounded by regular vertices.

Γ kh will be called uniformly regular if it is regular and any of its regular vertex is

uniformly regular.

In the sequel we assume our polygonal surfaces to be uniformly regular. We now intro-

duce a slight modi�cation of the scheme. For any nonregular vertex pi, we assume that

the surrounding subcells have zero measure; which means that the subedges σkpi,j−1/2

around pki have zero measure. Thus there is no equation written around that vertex.

We will also assume the submatrices

Akpi + (1pi ⊗ 1pi)/npi to be uniformly strictly elliptic for all regular points (i.e. ∃ α >
0| ∀ pki , ∀ U

k
pi ,
(
Ukpi
)> (

Akpi + (1pi ⊗ 1pi)/npi
)
Ukpi ≥ α‖U

k
pi‖

2). The resulting scheme

remains the same, except that the summation over vertices will be done over regular

vertices. From now on, any summation over vertices will simply mean summation

over regular vertices unless speci�ed otherwise. A straightforward example of meshes

needing this setup can be found on Figure 5, when we consider the dual mesh to our

primary mesh. Let us mention here that the dual mesh of a primal mesh is the mesh

whose cells are the union of virtual subcells around vertices and center points the ver-

tices of the primal mesh. Here the points qkpi,j−1/2 on edges which limit the virtual

subcells of the primal mesh (cf. Figure 4) are nonregular vertices of the dual mesh and

therefore will be subject to this treatment. We then de�ne a discrete energy seminorm

on Vkh ∪ V
k
∂Γ .

De�nition 45 (Discrete H1
0 seminorm) For Uk ∈ Vk and Uk∂Γ ∈ V

k
∂Γ , we de�ne

‖Uk‖21,Γk
h

=
∑
pi

Ä
Ũkpi

ä>
Akpi Ũ

k
pi (18)
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We also de�ne the discrete L2 norm as follows

De�nition 46 (Discrete L2 norm) For Uk ∈ Vk we de�ne

‖Uk‖2L2(Γk
h

) =
∑
S

mk
S

Ä
UkS

ä2
(19)

Proposition 47 (Existence and uniqueness) The discrete problem (12) has a unique

solution.

Proof The system (12) has a unique solution Uk ∈ Vk if the kernel of the corre-

sponding linear operator is trivial. To prove this, we consider the homogeneous system

obtained by assuming Uk ≡ 0, Gk ≡ 0 and the homogeneous Dirichlet boundary con-

dition Uk+1
∂Γ ≡ 0. Next, we multiply each equation of (12) by the corresponding cell

center unknown Uk+1
S and sum over all cells. Taking into account (17), we obtain

‖Uk+1‖2L2(Γk
h

) + τ‖Uk+1‖21,Γk
h

= 0,

from which Uk+1 ≡ 0 follows.

2

4.4 Maximum principle

Let us consider around each uniformly regular vertex pki , the matrix Wk
pi whose entries

are de�ned by(
Wk

pi

)
j,j

:= mk
pi,j−1/2λ

k
j|j−1/2 +mk

pi,j+1/2λ
k
j−1/2|j|j+1/2,(

Wk
pi

)
j,j+1

:= mk
pi,j−1/2λ

k
j+1/2|j|j−1/2 +mk

pi,j+1/2λ
k
j|j+1/2,

and 0 elsewhere. We also consider the column vector epi,j of length the number

of columns of Coefkpi with components (epi,j)j := 1 and 0 elsewhere (i.e. epi,j :=

(0, · · ·, 0, 1, 0, · · ·, 0)>) and the augmented matrix of coe�cients ACoefkpi de�ned by

ACoefkpi := Coefkpi if p
k
i is an interior uniformly regular point. For boundary points,

ACoefkpi :=
î
(epi,1)>;Coefkpi ;

(
epi,npi+1

)>ó
, concatenation of the vector (epi,1)>,

the matrix Coefkpi , and the vector
(
epi,npi+1

)>
.

Proposition 48 If ∀ S, U0
S ≥ 0 and at any time step tk,

(
Uk∂Γ

)
i
≥ 0 ∀ i, GkS ≥ 0 ∀ S,

and the matrices Wk
piACoefkpi are positiveÄ(

Wk
piACoefkpi

)
i,j
≥ 0 ∀ i, j

ä
, then UkS ≥ 0 ∀ k, ∀ S.

Proof Let us �rst assume the uniformly regular vertices pi of a given cell S being

numbered by s(pi). We de�ne for the cell S the column vectors eS,j of length the

number of subcells on S, with components (eS,j)j := 1 and 0 elsewhere (i.e. eS,j :=

(0, · · ·, 0, 1, 0, · · ·, 0)>). The system (12) can be rewritten as

mk+1
S Uk+1

S −mk
SU

k
S − τ

∑
pi∈∂Sk

(
eS,s(pi)

)> Ä
Wk+1

pi ACoefk+1
pi

äÄ
Uk+1
pi − Uk+1

S 1pi

ä
= τ mk+1

S Gk+1
S . (20)



A stable and convergent O-method for general moving hypersurfaces 21

Let us assume that UkS ≥ 0 ∀ Sk, the minimum of Uk+1 (minS U
k+1
S ) is reached in a

cell Sk+1
0 , and that Uk+1

S0
:= minS U

k+1
S < 0; then (20) cannot be satis�ed for the cell

Sk+1
0 since all components of the vector

Ä
Uk+1
pi − Uk+1

S 1pi

ä
are nonnegative. Hence,

we conclude that Uk+1
S0

≥ 0.

2

This proposition will be of great importance in the next paragraph, especially when

one of our aim will be to satisfy the maximum principle.

4.5 Implementation

Let us �rst consider the setups de�ned for triangular meshes in Remark 42 a) part i) and

ii). For these setups, the submatrices Qkpi,j de�ned for equation (16) are symmetric and

strictly positive de�nite; thus the vertices pki are uniformly regular. Hence the scheme

works for any triangular mesh as long as cells do not degenerate. Restricting to the �at

case and using the setup in Remark 42 a) part i), the present scheme coincides exactly

with the scheme proposed by K. Lipnikov, M. Shashkov and I. Yotov in [11] and as

already said, is identical to the one presented by Le Potier in [10]. We should also

mention that for the setup presented in Remark 42 a) part ii), we obtain exactly the

scheme presented in [1]; moreover, the hypotheses of Proposition 48 are satis�ed and

the resulting matrix is aM−matrix. This last property is not evident for all meshes. We

can nevertheless enforce it whenever possible. This will be one of our goals when trying

to build on a given mesh, a setup on which the present scheme can be applied. Next,

we consider a dual mesh of a triangular mesh. As de�ned above, this is constructed

from the primal mesh and its virtual subcells by grouping the virtual subcells around

each vertex pki to form the cells of the dual mesh. We refer again to Figure 9 for an

example of a triangular dual mesh in a �at case. We should nevertheless mention that

in the curved case, virtual subcells around the vertices are not coplanar. For these

meshes, virtual subcells of primal meshes are also considered as virtual subcells of dual

meshes. As already mentioned in Remark 42 a) part iii), each new vertex Xk
S , center

of the triangle Sk, is surrounded by exactly three virtual subcells and therefore the

construction of the gradient does not need any regularization. Also, the points Xk
S

are uniformly regular points; consequently, any mesh which is the dual of a triangular

mesh is suitable for the scheme. If we restrict ourselves to �xed surfaces, this last setup

gives exactly the scheme presented by Lili Ju and Qiang Du in [16] when the di�usion

tensor is taken to be constant on triangles. As already reported there, if the triangles

edge points qkpi,j−1/2 that limit the subcells are taken to be the middle of triangles

edges and the di�usion tensor taken to be constant on triangles, the resulting matrix

is a symmetric M−matrix. In some cases it can be advantageous to use the dual mesh

since one can reduce the number of variables.

Except in the trivial case of triangular meshes where one has some trivial choices of

discrete points, we do need a good algorithm which always delivers the discrete points in

such a way that the polygonal surface remains a uniformly regular polygonisation and

the angle condition in Section 4.2 is satis�ed for appropriate virtual points Xk
pi,j−1/2

around vertices. Also, for some problems, especially in the �eld of chemistry, one needs

to have additionally the maximum principle satis�ed by the scheme. We give in the

sequel an algorithm to construct the discrete points such that the maximum principle
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is satis�ed if possible. To begin with, we chose the center points in such a way that the

surface of our cell is minimal. This is done by minimizing for each cell Sk the energy

functional

EkS :=
∑

i=1:nS

1

2
‖
Ä
X − pki

ä
∧
Ä
pki+1 − p

k
i

ä
‖2

overX. This energy is in fact the sum of the square measure of the triangles [X,pki , p
k
i+1];

pki and p
k
i+1 being two consecutive vertices of S

k. The resultingXk
S := argminX∈R3EkS

guarantees the status of admissible cell to Sk and when the vertices are coplanar, Xk
S

is the isobarycenter for triangular cells, rectangular cells and regular polygonal cells.

Next, we de�ne the edge points Xk
σ that limit the subcells on cell's boundary σ as the

mid point of σ; but if an interior vertex pki is surrounded by less than three cells, then

all the points Xk
σ around the given vertex are set to pki .We refer to Figure 10 for more

illustration. We shall now �x the subedge virtual points. From Proposition 48, the

Sk3
Xk
σ4

= Xk
σ5

σ3

σ2 σ4

σ1

Sk2

Xk
σ2

Sk1
Xk
σ1

Xk
σ3

σ5

Fig. 10 Representation of edge points Xk
σj

and center points in cells.

scheme will satisfy the maximum principle if the submatricesW k+1
pi ACoefk+1

pi de�ned

around uniformly regular points are positive. To enforce this, we �nd the virtual points

by minimizing the energy

Ek3 := tr
[Ä
W k+1
pi ACoefk+1

pi − α1pi,S ⊗ 1pi

äÄ
W k+1
pi ACoefk+1

pi − α1pi,S ⊗ 1pi

ä>]
under the constraints that Akpi + (1pi ⊗ 1pi)/npi is strictly elliptic and the angles

θkpi,j := ^(Xk
pi,j−1/2 Xk

j Xk
pi,j+1/2) between the covariant vectors ekpi,j|j+1/2 and

ekpi,j|j−1/2 are greater than a threshold angle θ as requested in Section 4.2. Here,

α is a positive constant, tr (·) the trace operator and 1pi,S = (1, 1, · · · )> a vector

of ones with length npi . This process tries to pull the coe�cients of the submatrices

W k+1
pi ACoefk+1

pi near α as possible. Finally, if the symmetric property of the global

matrix is important, one can impose it here by setting the symmetry of the submatrices

Qkpi,j as a constraint in this last minimization problem.
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5 A priori estimates

We will now give the discrete counterparts of continuous a-priori estimates. They

obviously depend on the behavior of the mesh during the evolution and a proper, in

particular time coherent choice of center points Xk
S , subedge points Xk

pi,j−1/2 and

edge points Xk
σ . Let us assume that the center points Xk

S describe a time continuous

C1 curve γ(t,X0
S) (i.e. Xk

S(t) := γ(t, γ−1(tk, X
k
S))) during the time evolution. The

algorithm described in Section 4.5 provides such a curve. We refer to [27; 28] for

reading about the regularity of the solution of parametric minimization problems. One

can also imagine Xk
S being transported by Φ (i.e. Xk

S(t) := Φ(t, Φ−1(tk, X
k
S))); of

course, with the resulting Xk
S(t) satisfying the necessary condition for the scheme to be

applied. Let us identify a point x on the triangle [Xk
S , p

k
i , p

k
i+1] ⊂ Sk by its barycentric

coordinates βkS(x), βkS,i(x), βkS,i+1(x) with respect to Xk
S , p

k
i , and p

k
i+1, respectively.

(i.e. x = βkS(x)Xk
S +βkS,i(x)pki +βkS,i+1(x)pki+1). We construct the following map that

transforms the cells during the time evolution:

Υ k(t, ·) : Sk −→ R3,

x 7−→ x(t) := βkS(x)Xk
S(t)+ βkS,i(x)pki (t)+ βkS,i+1(x)pki+1(t), (21)

where pki (t) := Φ(t, Φ−1(tk, pki ). We also assume

‖Υ k(tk+1, X
k,i
j+1/2

)−Xk+1,i
j+1/2

‖ ≤ Chτ (22)

|mk+1
pi,j+1/2 −m

k
pi,j+1/2| ≤ Chτ. (23)

These conditions are obviously satis�ed for the setups described in Section 4.5. Thanks

to the conditions above, one easily establishes that

maxk maxS

∣∣∣∣ mkSmk+1
S

− 1

∣∣∣∣ ≤ C τ, and the 2−norm∥∥∥∥∥ÄAk+1
pi,sym

ä1/2 (
Akpi,sym

)† Ä
Ak+1
pi,sym

ä1/2
−
ÅÄ
Ak+1
pi,sym

ä1/2ã† Ä
Ak+1
pi,sym

ä1/2∥∥∥∥∥
2

≤ Cτ.

Theorem 51
(
Discrete L∞(L2),L2(H1) energy estimate

)
. Let {Uk}k=1,··· ,kmax be

the discrete solution of (12) for a given discrete initial data U0 ∈ V0
h and the ho-

mogenous boundary condition {Uk∂Γ }k=1,··· ,kmax ≡ 0, then there exists a constant C

depending solely on tmax such that

max
k=1,··· ,kmax

‖Uk‖2L2(Γk
h

) +

kmax∑
k=1

τ‖Uk‖21,Γk
h
≤ C

(
‖U0‖2L2(Γ 0

h
) + τ

kmax∑
k=1

‖Gk‖2L2(Γk
h

)

)
.

(24)

Proof As in the proof of Proposition 47, we multiply each equation of (12) by the

corresponding cell center value unknown Uk+1
S and sum up the resulting equations.

Thanks to (17), we obtain∑
S

(
mk+1
S

Ä
Uk+1
S

ä2
−mk

SU
k
SU

k+1
S

)
+τ‖Uk+1‖2

1,Γk+1
h

=
∑
S

mk+1
S Gk+1

S Uk+1
S , (25)
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and using Young's inequality and the estimate maxk maxS

∣∣∣∣ mkSmk+1
S

− 1

∣∣∣∣ ≤ C τ , one

obtains

1

2
‖Uk+1‖2L2(Γk+1

h
)

+ τ‖Uk+1‖2
1,Γk+1

h

≤ 1

2
‖Uk‖2L2(Γk

h
) +

C

2
τ‖Uk+1‖2L2(Γk+1

h
)

+
1

2
τ‖Gk+1‖2L2(Γk+1

h
)
. (26)

Using the notation ak := ‖Uk‖2L2(Γk
h

)
and bk := ‖Gk‖2L2(Γk

h
)
, one can deduce from

ak ≤ ak−1 + Cτak + τbk that

ak ≤ (1− Cτ)−1(ak−1 + τbk) ≤ · · · ≤ (1− Cτ)−k(a0 + τ

k∑
j=1

bj)

Since

(1− Cτ)−k =

Ç(
1− Ctk

k

)− k
Ctk

åCtk
is bounded by 2eCtk for su�ciently small τ , we immediately get the desired bound for

‖Uk‖2L2(Γkh )
:

‖Uk‖2L2(Γkh ) ≤ 2eCtk

(
‖U0‖2L2(Γ 0

h
) + τ

k∑
j=1

‖Gk‖2L2(Γk
h

)

)
.

We sum (26) over k = 0, · · · , kmax − 1 and compensate the terms ‖Uk‖2L2(Γkh )
on the right hand side for k = 1, · · · , kmax − 1 with those on the left, and using the

already established estimate for the L2 norm gives the bound for
∑kmax
k=1 τ‖Uk‖2

1,Γk
h

.

2

Theorem 52
(
Discrete H1(L2),L∞(H1) energy estimate

)
. Let us assume the subma-

trices Akpi around regular vertices to be symmetric. We also consider {Uk}k=1,··· ,kmax ,
the discrete solution of (12) for given discrete initial data U0 ∈ V0

h and the homogenous

boundary condition

{Uk∂Γ }k=1,··· ,kmax ≡ 0, then there exists a constant C depending solely on tmax such

that

kmax∑
k=1

τ‖∂τt Uk‖2L2(Γk
h

) + max
k=1,··· ,kmax

‖Uk‖21,Γk
h

≤ C

(
‖U0‖2L2(Γ 0

h
) + ‖U0‖21,Γ 0

h
+ τ

kmax∑
k=1

‖Gk‖2L2(Γk
h

)

)
, (27)

where ∂τt U
k = Uk−Uk−1

τ is de�ned as a di�erence quotient in time.
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Proof We multiply each equation of (12) by the corresponding cell center di�erence

quotient value ∂τt U
k+1
S ≡ ∂τt Uk+1|S , each equation of (3) by the corresponding subedge

di�erence quotient value
Uk+1
pi,j+1/2

−
(
Ukpi,j+1/2

)′
τ , where the values

Ä
Ukpi,j+1/2

ä′
, com-

ponents of the vector
Ä
Ũkpi,σ

ä′
, are interpolation of the components of Ũkpi on subedges

σk+1
pi,j+1/2

around pk+1
i through formula (7) (i.e.

Ä
Ũkpi,σ

ä′
= Coefk+1

pi Ũkpi). Next, we

sum the resulting equations over all cells and subedges to obtain

τ
∑
Sk+1

mk+1
S

Ç
Uk+1
S − UkS

τ

å2

+
∑
pk
i

Ä
Ũk+1
pi

ä>
Ak+1
pi Ũk+1 −

Ä
Ũk+1
pi

ä>
Ak+1
pi Ũk

=
∑
S

Ä
mk
S −m

k+1
S

ä
UkS

Uk+1
S − UkS

τ
+ τ

∑
S

mk+1
S Gk+1

S

Uk+1
S − UkS

τ
. (28)

Since the matrices Akpi(k = 0, 1, 2, · · · ) are symmetric and have the same kernel,

Ak+1
pi = Ak+1

pi

ÅÄ
Akpi

ä1/2ã† Ä
Akpi

ä1/2
,

where
(
Akpi
)1/2

is the symmetric matrix satisfying Akpi =
(
Akpi
)1/2 (

Akpi
)1/2

. Now,

applying Young's inequality to equation (28) gives

τ
∑
Sk+1

mk+1
S

Ç
Uk+1
S − UkS

τ

å2

+ ‖Uk+1‖2
1,Γk+1

h

≤ 1

2
‖Uk‖21,Γk

h
+

1

2

∑
pk
i

Ä
Ũk+1
pi

ä>
Ak+1
pi

Ä
Akpi

ä†
Ak+1
pi Ũk+1

+
∑
pk
i

∑
S

Ä
mk
S −m

k+1
S

ä
UkS

Uk+1
S − UkS

τ
+ τ

∑
S

mk+1
S Gk+1

S

Uk+1
S − UkS

τ
.

Taking into account that

Ak+1
pi

Ä
Akpi

ä†
Ak+1
pi −Ak+1

pi

=
Ä
Ak+1
pi

ä1/2 ñÄ
Ak+1
pi

ä1/2 Ä
Akpi

ä† Ä
Ak+1
pi

ä1/2
−
ÅÄ
Ak+1
pi

ä1/2ã† Ä
Ak+1
pi

ä1/2ôÄ
Ak+1
pi

ä1/2
,

the 2−norm

∥∥∥∥∥ÄAk+1
pi

ä1/2 (
Akpi
)† Ä

Ak+1
pi

ä1/2
−
ÅÄ
Ak+1
pi

ä1/2ã† Ä
Ak+1
pi

ä1/2∥∥∥∥∥
2

≤ Cτ,

and∣∣∣ mkSmk+1 − 1
∣∣∣ √mk+1

S√
mk
S

≤ Cτ, we deduce the inequality

τ
1

2
‖∂τt Uk+1‖2 +

1

2
‖Uk+1‖2

1,Γk+1
h

≤ 1

2
‖Uk‖21,Γk

h
+
C

2
τ
(
‖Uk+1‖2

1,Γk+1
h

+ ‖Uk‖2Γk
h

+ ‖Gk+1‖2
Γk+1
h

)
Finally, summing over all time steps and using Theorem 51 gives the desired result.
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2

6 Convergence

In this section, we prove an error estimate for the �nite volume solution Uk ∈ Vkh . At
�rst, we have to state how to compare a discrete solution de�ned on the sequence of

polygonizations Γ kh and a continuous solution de�ned on the evolving family of smooth

surfaces Γ (t). Here, we will take into account the lifting operator from the discrete

surfaces Γ kh onto the continuous surfaces Γ (tk) already introduced in Section 4.1. As

for the error analysis in [1], we use the pull back from the continuous surface onto

a corresponding polygonization to compare the continuous solution u(tk) at time tk
with the discrete solution Uk =

∑
S U

k
SχSk where χSk is the characteristic function

of the cell Sk. To be explicit, we consider the pull back u−l(tk, X
k
S) of the continuous

solution u at time tk and investigate the error u−l(tk, X
k
S)− UkS at the cell node Xk

S .

As already mentioned, the consistency of the scheme depends on the proper choice of

center points, edge points and the behavior of the mesh during the evolution; therefore

we assume (22), (23) and the following extra condition on Xk
S and Xk

pi,j+1/2 :

A3 There exists C > 0 and θ ∈]0, π/2] such that for two consecutive vertices

pki , p
k
i+1 of any cell Sk

1) if m([Xk
S , p

k
i , p

k
i+1]) 6= 0, then there exist three points xkpi,1, x

k
pi,2, x

k
pi,3

in the intersection of the convex hull of Sk and the plane generated by the

points {Xk
S , p

k
i , p

k
i+1} satisfying ‖xkpi,1x

k
pi,2‖ ≥ Ch, ‖x

k
pi,1x

k
pi,3‖ ≥ Ch and

θ ≤ ^(
−−−−−−→
xkpi,1x

k
pi,2,
−−−−−−→
xkpi,1x

k
pi,3) ≤ π − θ. Here ^(

−−−−−−→
xkpi,1x

k
pi,2,
−−−−−−→
xkpi,1x

k
pi,3) represents

the oriented angle between the vectors
−−−−−−→
xkpi,1x

k
pi,2 and

−−−−−−→
xkpi,1x

k
pi,3, taken around

the axis (
−−−→
Xk
Sp

k
i ∧
−−−−−→
Xk
Sp

k
i+1).

2) there exists three points ykpi,1, y
k
pi,2, y

k
pi,3 in the intersection of the convex

hull of Sk and the plane generated by the points

(Xk
S , X

k
J (pi,S)+1/2, X

k
J (pi,S)−1/2) satisfying ‖ykpi,1y

k
pi,2‖ ≥ Ch, ‖y

k
pi,1y

k
pi,3‖ ≥

Ch, and θ ≤ ^(
−−−−−−→
ykpi,1y

k
pi,2,
−−−−−−→
ykpi,1y

k
pi,3) ≤ π−θ. As above, ^(

−−−−−−→
ykpi,1y

k
pi,2,
−−−−−−→
ykpi,1y

k
pi,3)

represents the oriented angle between the vectors
−−−−−−→
ykpi,1y

k
pi,2 and

−−−−−−→
ykpi,1y

k
pi,3 taken

around (
−−−−−−−−−−−−→
Xk
SX

k
J (pi,S)+1/2 ∧

−−−−−−−−−−−−→
Xk
SX

k
J (pi,S)−1/2).

We recall that J (pi, S) is the local index of the cell Sk around the vertex pki . We

also assume that θ ≤ ^(
−−−−−−−−−−−−→
Xk
SX

k
J (pi,S)+1/2,

−−−−−−−−−−−−→
Xk
SX

k
J (pi,S)−1/2) ≤ π − θ, and for closed

cells Sk intersecting the boundary ∂Γ kh and any edge unknown x = Xk
J (pi,S)+1/2 or

x = Xk
J (pi,S)−1/2 in Sk ∩ ∂Γ kh , ‖X

k
S − x‖ ≥ Ch.

We shall precise here that the assumption A3 part 1) aims at having cells whose

surfaces approximate correctly (in the sense of Lemma 62) the surface of their lifted

counterparts. If the vertices of Sk are coplanar, this assumption is true for any star-

shaped point x = Xk
S ∈ S

k (point whose any line connection to a vertex of Sk is entirely

in Sk); but in general, on curved surface meshes, one must pay a careful attention.

On the other hand, A3 part 2) will guaranty the consistency of the approximations of

surface normals and gradient operators. We refer to Section 4.5, for an example of an
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algorithm enabling the choice of nodes Xk
S and the subedge virtual points Xk

pi,j+1/2.

Finally, the following convergence theorem holds:

Theorem 61 (Error estimate). Suppose that the assumptions listed from Section 4

hold and de�ne the piecewise constant error functional on Γ kh for k = 1, · · · , kmax

Ek :=
∑
Sk

Ä
u−l(tk, X

k)− UkS
ä
χSk

measuring the pull back u−l(tk, ·) of the continuous solution u(tk, ·) of (1) at time

tk and the �nite volume solution Uk ∈ Vkh of (12). Furthermore, let us assume that

‖E0‖L2(Γ 0
h

) ≤ C h, then the error estimate

max
k=1,··· , kmax

∥∥∥Ek∥∥∥2

L2(Γk
h

)
+ τ

kmax∑
k=1

∥∥∥Ek∥∥∥2

1, Γk
h

≤ C (h+ τ)2 (29)

holds for a constant C depending on the regularity assumptions and the time tmax.

This error estimate generalizes the error estimate given in [1]. As already mentioned

there, it depends on the consistency estimates of di�erent terms which rely on geometric

estimates; thus the proof of this theorem will follow the same procedure. The main

di�erence here is that cells are not necessarily triangular and vertices are not necessarily

bound to the surface, but we will always reformulate the results in order to use the

gains of [1]. In what follows, we �rst establish the relevant geometric estimates, then

prove the consistency of the scheme and �nally establish the convergence result.

6.1 Geometric approximation estimates

Let us �rst extend the de�nition of Pk into a time continuous operator P(t, ·) which for

each time t ∈ [0, tmax], projects points orthogonally onto Γ (t). This operator is well
de�ned in a neighborhood of Γ (t). We also introduce the time continuous lift operator

Ψk(t, ·) : Sk −→ Sl,k(t), x 7−→ Ψk(t, x) := Φ(t, Φ−1(tk,Pk(x))) (30)

which helps to follow the transported lifted cell Sl,k(t) := Ψk(t, Sk).We then introduce

an estimate for the distance between the continuous surface and the polygonization and

for the ratio between cell areas and their lifted counterparts.

Lemma 62 Let d(t, x) be the signed distance from a point x to the surface Ω(t) taken

to be positive in the direction of the surface normal ν, Γh(t) an (m,h)−approximation

of Γ (t) ⊂ Ω(t), and let ml,k
S denote the measure of the lifted cell Sl,k, ml,k

pi,j+1/2
the

measure of the lifted subedge σkpi,j+1/2. The estimates

sup0≤t≤tmax ‖d(t, ·)‖L∞(Γh(t)) ≤ Ch2, supk, S

∣∣∣∣1− ml,k
S

mk
S

∣∣∣∣ ≤ Ch2,

supi, j, k

∣∣∣∣1− ml,k
pi,j+1/2

mk
pi,j+1/2

∣∣∣∣ ≤ Ch2

hold for a constant C depending only on the regularity assumptions. Let us also consider

the planes T kS{i,i+1}
generated by the center point Xk

S , and the vertices pki , p
k
i+1 of Sk;
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and the plane T kpi,S generated by Xk
S and the virtual points Xk

pi,j−1/2 and Xk
pi,j+1/2

around pki . There exists a constant C depending only on the regularity assumptions

such that

max
x∈Sk{i,i+1}

‖∇Tk
S{i,i+1}

d(tk, x)‖ ≤ Ch and max
x∈Sk

pi,j

‖∇Tk
pi,S

d(tk, x)‖≤Ch.

We recall that Sk{i,i+1} is the triangle [Xk
S , p

k
i , p

k
i+1] and Skpi,j is the virtual subcell of

Sk containing pki .

Proof First notice that d(t, ·) is a C2 function. Let us consider a cell Sk(t) := Υ (t, Sk)
with center Xk

S(t) and vertices Ψk(t, pki ), a point x = βkS(x)Xk
S(t)+βkS,i(x)Ψk(t, pki )+

βkS,i+1(x)Ψk(t, pki+1) where βkS(x), βkS,i(x), and βkS,i+1(x) are barycentric coordinates

of x with respect to Xk
S(t), Ψk(t, pki ), and Ψk(t, pki+1), respectively. The Taylor ex-

pression of d(t, ·) at each vertex y of the triangle

[Xk
S(t), Ψk(t, pki ), Ψk(t, pki+1)] can be expressed in terms of d(t, x) as

d(t, y) = d(t, x) + (y − x) · ∇d(t, x) +O(‖y − x‖2).

Finally, multiplying each of these equations by the corresponding barycentric coe�-

cients and summing up all the equations, one obtains that d(t, x) = O(h2) since the

barycentric coe�cients are bounded and we have assumed that Γh(t) is an (m, h)−polygonization
of Γ (t). Next, the points xkpi,j ∈ T

k
S{i,i+1}

and ykpi,j ∈ T
k
pi,S

(j ∈ {1, 2, 3}) provided by

assumption A3 satisfy

‖∇Tk
S{i,i+1}

d(tk, x
k
pi,j)‖ ≤ Ch and ‖∇Tk

pi,S
d(tk, y

k
pi,1)‖ ≤ Ch. Since these points are

in the convex hull of Sk, one concludes that

maxSk{i,i+1}
‖∇Tk

S{i,i+1}
d(tk, x)‖ ≤ Ch and maxSk

pi,j
‖∇Tk

pi,S
d(tk, x)‖ ≤Ch, where we

recall that Sk{i,i+1} is the triangle [Xk
S , p

k
i , p

k
i+1].

For the second estimate, we consider the triangle Sk{i,i+1} and assume without any

restriction that Sk{i,i+1} ⊂ {(ξ, 0)|ξ ∈ R2}. Next, we de�ne Pkext in a neighborhood of

Sk{i,i+1} as follows

Pkext(ξ, ζ) = (ξ, 0) + (ζ − d(tk, (ξ, 0)))∇dT (tk, (ξ, 0)).

Obviously, Pkext = Pk on Sk{i,j} and from the results above, we deduce that∣∣∣∣∣∣det(DPkext(ξ, 0))
∣∣∣− 1

∣∣∣ ≤ Ch2,

where DPkext is the Jacobian of Pkext. We can clearly see that
∣∣det(DPkext(ξ, 0))

∣∣
controls the transformation of the area under the projection Pk from Sk{i,i+1} to

Sl,k{i,i+1} := Pk(Sk{i,i+1}); since the third column of the Jacobian ∂ζPkext(ξ, 0) =

∇dT (tk, (ξ, 0)) has length 1 and is normal to Γ (tk) at Pk(ξ, 0). The claim is therefore

proven since the subcells Sl,k{i,i+1} as well as S
k
{i,i+1} form a partition of Sl,k and Sk,

respectively.

The third estimate is obtained via an adaptation of arguments of the second estimate.
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2

Let us also give the following lemma which states the consistency of the approximation

of conormals to curved boundaries.

Lemma 63 Let pki and pki+1 be two consecutive vertices of a cell Sk, Xk
S its center and

σkpi,j−1/2 the subedge around pki satisfying σkpi,j−1/2 ⊂ [pki , p
k
i+1]. We also consider

σl,k
pi,j−1/2

the coresponding curved boundary on Γ (tk) and Xk
pi,j−1/2, X

k
pi,j+1/2 the

subedge points of Sk around pki . Finally, we assume Xk
pi,j−1/2 ∈ σ

k
pi,j−1/2, then the

conormal to σl,k
pi,j−1/2

outward from Sl,k ∩ Γ k is given by

nl,k
pi,j|j−1/2

(x) = nkpi,j|j−1/2 + ε(x)

where nkpi,j|j−1/2 :=

Å
pk
i+1
−pk

i

‖pk
i+1
−pk

i
‖∧ν

k
pi,j

ã
/

∥∥∥∥ pki+1
−pk

i

‖pk
i+1
−pk

i
‖∧ν

k
pi,j

∥∥∥∥ and ε(x) is a vector

satisfying

‖ε(x)‖≤Ch.

Proof We will distinguish the case where σkpi,j−1/2 is a boundary subedge (σ
k
pi,j−1/2 ⊂

∂Γ kh ) and the case where σkpi,j−1/2 is an interior subedge

(σkpi,j−1/2 ⊂ Γ kh \∂Γ
k
h ). Let us consider the �rst case where σkpi,j−1/2 ⊂ ∂Γ kh . We

de�ne the following map

ηkS,i|i+1 : x := pki + α
pki+1 − p

k
i

‖pki+1 − pki ‖
7−→ ηkS,i|i+1(x) := x − d(tk, x)∇dT (tk, x)

− d(Pk(x), Γ k)∇dT (Pk(x), Γ k),

where α ∈ [0, ‖pki+1−p
k
i ‖]. Since this map transforms σkpi,j−1/2 to σl,k

pi,j−1/2
, a tangent

vector to σl,k
pi,j−1/2

is given by

$kS,i|i+1(ηkS,i|i+1(x)) =
pki+1 − p

k
i

‖pki+1 − pki ‖
−
Ç
∇dT (tk, x) ·

pki+1 − p
k
i

‖pki+1 − pki ‖

å
∇dT (tk, x)

− d(tk, x)∇
Ä
∇dT (tk, x)

ä pki+1 − p
k
i

‖pki+1 − pki ‖

−
Ç
∇dT (Pk(x), Γ k) ·

pki+1 − p
k
i

‖pki+1 − pki ‖

å
∇dT (Pk(x), Γ k)

− d(Pk(x), Γ k)∇
Ä
∇dT (Pk(x), Γ k)

ä pki+1 − p
k
i

‖pki+1 − pki ‖

for points x where ηkS,i|i+1 has enough regularity. Since ηkS,i|i+1 is regular enough

almost everywhere and referring to the assumption (v) and (vi) on the surface approx-

imation in De�nition 35 as well as to Lemma 62, one concludes that

$kS,i|i+1(ηkS,i|i+1(x)) =
pki+1 − p

k
i

‖pki+1 − pki ‖
+ ε1(x),
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where ε1(x) is a vector satisfying ‖ε1(x)‖ ≤ Ch. Next, one deduces from the last two

inequalities of Lemma 62 that

νkpi,j ·
pki+1 − p

k
i

‖pki+1 − pki ‖
= O(h)

and the normal ν(ηkS,i|i+1(x)) to the surface Γ k at ηkS,i|i+1(x) is given by

ν(ηkS,i|i+1(x)) = νkpi,j + ε2(x),

where ε2(x) is a vector satisfying ‖ε2(x)‖ ≤ Ch. Finally, one deduces that the unit

normal to σl,k
pi,j+1/2

outward from Sl,k ∩ Γ k is given by

$kS,i|i+1(ηkS,i|i+1(x)) ∧ ν(ηkS,i|i+1(x)) = nkpi,j|j−1/2 + ε(x).

where ε(x) is a vector satisfying ‖ε(x)‖ ≤ Ch.
For the second case, ηkS,i|i+1(·) is merely P(·) and the above proof remains valid.

2

Next we control the area defect between the transported lifted versus a lifted trans-

ported cell.

Lemma 64 For each cell Sk on Γ kh , and all x in Sk, the estimate

‖P(t, Υ k(t, x))− Ψ(t, x)‖ ≤ Cτh2

holds for a constant C depending only on the regularity assumptions. Furthermore, for

the symmetric di�erence between Sl,k and Sl,k+1, one obtains

Hn−1(Sl,k(tk+1)∆Sl,k+1) ≤ Cτhmk+1
S

where Hn−1(·) represents the (n− 1)- dimensional Hausdor� measure. We recall that

the symmetric di�erence between two sets A and B is de�ned by A∆B = (A\B) ∪
(B\A).

Proof We �rst notice that the function Ψk(t, ·) de�ned in (30) parameterizes the

lifted and then transported cell Sl,k(t) over Sk, and P(t, Υ k(t, ·)) with Υ k(t, ·) de�ned
in (21) parameterizes the transported and then lifted cell P(t, Sk(t)) over Sk. Next, one
restricts oneself on the triangle Ski,i+1 := [Xk

S , p
k
i , p

k
i+1] and uses the Taylor expansion

of respective functions at its vertices considered as neighboring points of a point x ∈
Ski,i+1. It follows that

‖P(t, Υ k(t, x))− Ψ(t, x)‖ ≤ β(t)h2,

where β(·) is a nonnegative and smooth function in time. One deduces from Sl,k(tk) =
Sl,k that β(·) can be chosen such that β(t) ≤ C |t− tk| holds. This result shows that
the maximum norm of the displacement P(t, Υ k(t, ·))− Ψ(t, ·) on the boundary σk is

Cτh2. The second claim is then obvious.

2

Based on this estimate, we immediately obtain the following corollary:
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Corollary 65 For any cell Sk on Γ kh and any Lipschitz continuous function ω(t, ·)
de�ned on Γ (t) one obtains∣∣∣∣∣

∫
Sl,k(tk+1)∩Γ (tk+1)

ω(tk+1, a)da−
∫
Sl,k+1∩Γ (tk+1)

ω(tk+1, a)da

∣∣∣∣∣ ≤ Cτhmk+1
S

for a constant C depending only on the regularity assumptions.

6.2 Consistency estimates.

With these geometric preliminaries at hand, we are now able to derive a-priori bounds

for various consistency errors in conjunction with the �nite volume approximation (12)

of the continuous evolution (1).

Lemma 66 Let Sk be a cell in Γ kh and t ∈ [tk, tk+1], then for

R1(Sl,k(t) ∩ Γ (t)) :=

∫
Sl,k(t)∩Γ (t)

∇Γ (t) · (D∇Γ (t)u(t, ·))da

−
∫
Sl,k+1∩Γ (tk+1)

∇Γ (tk+1) · (D∇Γ (tk+1)u(tk+1, ·))da

we obtain the estimate
∣∣R1(Sl,k(t) ∩ Γ (t))

∣∣ ≤ Cτ(1 + Ch)mk+1
S .

Proof Given a function u(t, ·) ∈ C2(Γ (t)), we �rst de�ne a continuous extension still

called u(t, ·) in the neighborhood N (t) of Γ (t) as mention in Section 4.1, by requiring

∇Γ (t)u(x) · ∇Γ (t)d(x, Γ
k) = 0. We recall that ∇Γ (t)u(t, x) = ∇u(t, x) − (∇u(t, x) ·

ν(t, x))ν(t, x). Any continuous and di�erentiable vector �eld v(t, ·) on Γ (t) can be ex-

tended in the same way for each component. Then we obtain for the surface divergence

of v(t, ·), at a point x on Γ (t) the representation
∇Γ (t) · v(t, x) = tr ((Id− ν(t, x)× ν(t, x))∇v(t, x)) . Thus, we deduce from our reg-

ularity assumptions that the function (t, x) 7→ ∇Γ (t) · (D∇Γ (t)u(t, x)) is Lipschitz

in time and space. Next, taking into account corollary 65 the estimate immediately

follows since

R1(Sl,k(t) ∩ Γ (t)) =

Ç∫
Sl,k(t)∩Γ (t)

∇Γ (t) · (D∇Γ (t)u(t, ·))da

−
∫
Sl,k(tk+1)∩Γ (tk+1)

∇Γ (tk+1) · (D∇Γ (tk+1)u(tk+1, ·))da
å

+

Ç∫
Sl,k(tk+1)∩Γ (tk+1)

∇Γ (tk+1) · (D∇Γ (tk+1)u(tk+1, ·))da

−
∫
Sl,k+1∩Γ (tk+1)

∇Γ (tk+1) · (D∇Γ (tk+1)u(tk+1, ·))da
å

2
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Lemma 67 Let the subedge σl,k
pi,j+1/2

be the intersection between two adjacent subcells

Sl,kpi,j and Sl,kpi,j+1 or, with a slight misuse of notation, the intersection between Sl,kpi,j
and the boundary ∂

(
Pk(Γ kh ) ∩ Γ k

)
of Pk(Γ kh ) ∩ Γ k; the term

R2(Skpi,j |S
k
pi,j+1) :=

∫
σl,k
pi,j+1/2

(
D∇Γ (tk)u

)
· nl,k
pi,j+1/2

(tk, x)dx

− mk
pi,j+1/2

Ä
u(tk,Pk(Xk

pi,j+1/2))− u(tk,Pk(Xk
pi,j))

ä
λkpi,j|j+1/2

− mk
pi,j+1/2

Ä
u(tk,Pk(Xk

pi,j−1/2))− u(tk,Pk(Xk
pi,j))

ä
λkpi,j−1/2|j|j+1/2,

where nl,k
pi,j+1/2

(tk, ·) is the function describing the outward pointing unit conormal of

Sl,kpi,j on the subedge σl,k
pi,j|j+1/2

and the other terms are de�ned in Section 4.2, obeys

the estimate

∣∣∣R2(Skpi,i|S
k
pi,i+1)

∣∣∣ ≤ Cmk
i(S)+1/2h.

Proof As in Lemma 66, we consider the continuous extension of u(t, ·), still called
u(t, ·). Next, we write the surface gradient of u(tk, ·) at a point x on Sl,kpi,j ∩ Γ

k as

follows:

∇Γku(x) = ∇u = ∇Tk
pi,S

u(x) +
Ä
∇u(x) · νkpi,S

ä
νkpi,S .

Since ∇Tk
pi,S

u(x) = (∇Tk
pi,S
· ekpi,j|j−1/2)µkpi,j|j−1/2 + (∇Tk

pi,S
· ekpi,j|j+1/2)µkpi,j|j+1/2

and

ν(x) = νkpi,S + ϑj(tk, x)h with ‖ϑj(tk, x)‖ ≤ C on Sl,kpi,j ∩ Γ
k, we obtain using the

Taylor expansion, De�nition 35 and assumption A3.2 that

∇Γku(x) =
Ä
u(tk, X

k
pi,j−1/2)− u(tk, X

k
pi,j)
ä
µkpi,j|j−1/2

+
Ä
u(tk, X

k
pi,j+1/2)− u(tk, X

k
pi,j)
ä
µkpi,j|j+1/2 − ε(tk, x),

where ε(tk, x) is a three dimensional vector satisfying ‖ε(tk, x)‖ ≤ Ch. Thus, using

the regularity assumptions on D, Lemma 63 and assumption A3.2 we obtain∫
σl,k
pi,j+1/2

(D∇Γku) · nl,k
pi,j|j+1/2

dx

= mk
pi,j+1/2

Ä
u(tk, X

k
pi,j−1/2)− u(tk, X

k
pi,j)
ä
λkpi,j−1/2|j|j+1/2

+ mk
pi,j+1/2

Ä
u(tk, X

k
pi,j+1/2)− u(tk, X

k
pi,j)
ä
λkpi,j|j+1/2

+ O(mk
pi,j+1/2h). (31)

We now need to prove that the approximation of the subedge values u(tk, X
k
pi,j−1/2)

are O(h2) consistent. To this end, we apply the continuous version of Proposition 41

on the above relation which gives

Mk
piU

k
pi,σ = Nk

piU
k
pi + v1, (32)
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where U
k
pi,σ :=

Ä
u(tk, X

k
pi,1/2

), u(tk, X
k
pi,3/2

), · · ·
ä>

, U
k
pi :=

(
u(tk, X

k
pi,1), u(tk, X

k
pi,2), · · ·

)>
and v1 is a vector satisfying ‖v1‖ ≤ Ch2. Also, the H1−norm of the continuous solution

reads ∑
j

∫
Sl,k
pi,j
∩Γk
‖∇Γku‖

2dx

=
∑
j

∫
Sl,k
pi,j
∩Γk

∥∥∥Äu(tk, X
k
pi,j−1/2)− u(tk, X

k
pi,j)
ä
µkpi,j|j−1/2

+
Ä
u(tk, X

k
pi,j+1/2)− u(tk, X

k
pi,j)
ä
µkpi,j|j+1/2 + ε(tk, x)

∥∥∥2

dx.

The continuous setup of problem (6) is formulated as

Find U
k
pi,σ in B̄kpi :=

{
V
k
pi,σ := (V kpi,1/2, V

k
pi,3/2

, · · · )> |

Mk
piV

k
pi,σ = Nk

piU
k
pi + v1

}
such that

U
k
pi,σ = argmin

V
k

pi,σ
∈Bkpi

∑
j

∫
Sl,k
pi,j
∩Γk

∥∥∥îV kpi,j−1/2 − U
k
pi,j

ó
µkpi,j|j−1/2

+
î
V kpi,j+1/2 − U

k
pi,j

ó
µkpi,j|j+1/2 + ε(tk, x)

∥∥∥2

dx;

which in a simpli�ed setup reads

Find U
k
pi,σ in B̄kpi :=

{
V
k
pi,σ := (V kpi,1/2, V

k
pi,3/2

, · · · )> |

Mk
piV

k
pi,σ = Nk

piU
k
pi + v1

}
such that

U
k
pi,σ = argmin

V
k

pi,σ
∈Bkpi

∥∥∥∥»Bk
pi V

k
pi,σ −

(»
Bk
pi

)−1Ä
Ck
piU

k
pi + v2

ä∥∥∥∥2

since the error ε(tk, x) is assumed to be known. v2 is a vector satisfying ‖v2‖ ≤ Ch2.

Following the same procedure as in Section 4.2, one obtains

U
k
pi,σ = CoefkpiU

k
pi + v3,

where v3 =
Ä√

Bkpi

ä−1
(
Mk
pi

Ä√
Bkpi

ä−1
)† Ä

v1 −Mk
pi

(
Bkpi
)−1

v2

ä
+
(
Bkpi
)−1

v2. It

is clear that ‖v3‖ ≤ Ch2. We have just proven that a perturbation on the equation

leads to a consistent solution. It is left to prove that the solution is also consistent

with the expected data (values of functions at virtual points). In the �at case, this is

evident since the reconstruction of a�ne functions using this method is exact if the

tensor D is constant on ∪jSl,kpi,j ∩ Γ
k and O(h2) consistent in general. In the curved

case we consider the closest plane to the center points around pi. There exists h0

such that this plane is included in N (tk) for any h ≤ h0. Next we project on the

de�ned plane, in the direction of the surface normal ν, the whole geometrical setup

represented around pi and adopt the new subcells as discrete subcells. Let us consider

the function f(x) = u(tk, X
k
1 )+(∇Γku(tk, X

k
1 ))·(x−Xk

1 ) de�ned in a neighborhood of
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∪jSl,kpi,j ∩ Γ
k whose restriction on Γ k is considered for the reconstruction. The above

problem posed on the new discrete subcells gives an O(h2) consistent value of f at

projected virtual points; These values are in an O(h2) neighborhood of the values of

f at the corresponding surface points. Also, due to the consistency of the geometric

approximation, the newly stated problem can be stated as the above problem with an

O(h2) perturbation of the right hand side which means that the solution is evidently

the solution of problem (6) with an uncertainty of O(h2). This concludes that the right
values of a continuous function is in an O(h2) neighborhood of the value proposed by

this reconstruction's method. Now, including this result in equation (31) gives the

desired estimate.

2

Lemma 68 For a cell Sk and the residual error term

R3(Sl,k|Sl,k+1) =

∫
Sl,k(tk+1)∩Γk+1

uda−
∫
Sl,k(tk)∩Γk

uda

−
(
mk+1
S u−l(tk+1, X

k+1
S )−mk

Su
−l(tk, X

k
S)
)

one obtains the estimate |R3(Sl,k|Sl,k+1)| ≤ Cτhmk+1
S .

Proof At �rst, let us recall that Ψk(t, ·), and P(tk+1, Υ
k(tk+1, ·)) respectively pa-

rameterize Sl,k(t) and Sl,k+1 over Sk. Via standard quadratic error estimates and due

to the regularity assumption on Φ and u given in the introduction, we obtain for the

smooth quadrature error function

Q(t) :=

∫
Sl,k(t)

u(t, a)da− u(t,P(t, Υ k(t,Xk
S)))Hn−1(Sl,k(t))

the estimate |Q(t)−Q(tk)| ≤ β̃(t)hHn−1(P(t, Υ k(t, Sk))), where β̃ is a smooth non-

negative function in time. From |Q(tk)−Q(tk)| = 0, we deduce that
β̃(t) ≤ C|t − tk| (cf. also the proof of Lemma 64). Based on an analogous argu-

ment, we obtain for the continuity modulus of Q̃1(t) :=
∫
Sl,k(t)\Γ (t)

u(t, a)da and

Q̃2(t) :=
∫
P(t,Υk(t,Sk))

da−
∫
Υk(t,Sk)

da respectively that

|Q̃1(tk+1)− Q̃1(tk)| ≤ Cτ h2mk
S

|Q̃2(tk+1)− Q̃2(tk)| ≤ Cτ h2mk
S .

Making use of our notation we observe that the left hand sides of these two in-

equalities equal respectively
∣∣∣∫Sl,k(tk+1)\Γk+1 u(tk+1, a) da−

∫
Sl,k\Γk u(tk, a) da

∣∣∣, and∣∣∣(ml,k+1
S −mk+1

S )− (ml,k
S −m

k
S)
∣∣∣. Finally, we split the residual as follows

R3(Sl,k|Sl,k+1) = (Q(tk+1)−Q(tk))−
Ç∫

Sl,k(tk+1)\Γk+1

u(t, a) da−
∫
Sl,k\Γk

u(t, a) da

å
+ u(tk+1,P(tk+1, X

k+1
S ))

Ä
Hn−1(Sl,k(tk+1))−ml,k+1

S

ä
+ u(tk+1,P(tk+1, X

k+1
S ))

îÄ
ml,k+1
S −mk+1

S

ä
−
Ä
ml,k
S −m

k
S

äó
+
Ä
u(tk+1,P(tk+1, X

k+1
S ))− u(tk,P(tk, X

k
S))
äÄ

ml,k
S −m

k
S

ä
,
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and apply the above estimates, Lemma 62 and Corrolary 65 to have∣∣∣R3(Sl,k|Sl,k+1)
∣∣∣ ≤ C

Ä
τhmk

S + τh2mk
S + τhmk+1

S + τh2mk
S + τh2mk

S

ä
≤ Cτhmk

S .

2

Lemma 69 For a cell Sk and the residual error term

R4

Ä
Sl,k|Sl,k+1

ä
=

∫ tk+1

tk

∫
Sl,k(t)∩Γ (t)

g(t, a) dadt− τmk+1
S g−l

Ä
tk+1, X

k+1
S

ä
one achieves the estimate

∣∣R4

(
Sl,k|Sl,k+1

)∣∣ ≤ Cτ(τ + h)mk+1
S .

Proof We expand the residual and estimate it as follows:

R4

Ä
Sl,k|Sl,k+1

ä
=−
∫ tk+1

tk

∫
Sl,k(t)\Γ (t)

g(t, x)da+

∫ tk+1

tk

Ç∫
Sl,k(t)

g(t, x)da−
∫
Sl,k(tk+1)

g(tk+1, x)da

å
dt

+ τ

Ç∫
Sl,k(tk+1)

g(tk+1, x)da−
∫
Sl,k+1

g(tk+1, x)da

å
+ τ

Å∫
Sl,k+1

g(tk, x)da− g−l(tk+1, X
k+1
S )ml,k+1

S

ã
+ τ
Ä
ml,k+1
S −mk+1

S

ä
g−l(tk+1, X

k+1
S )

≤C(τ hmk+1
S + τ2Hn−1(Sl,k(tk+1)) + τ2 hmk+1

S + τ hmk+1
S + τ h2mk+1

S )

≤Cτ(τ + h)mk+1
S

Here we have used a standard quadrature estimate, Lemma 62, Lemma 64 and Corro-

lary 65.

2

6.3 Proof of Theorem 61

As in Section 4.3 (cf. (9), (10) and (11)), let us consider the following cellwise �ux

formulation of the continuous problem (1):

∫
Sl,k(tk+1)∩Γk+1

uda−
∫
Sl,k∩Γk

uda−
∫ tk+1

tk

∫
∂(Sl,k(t)∩Γ (t))

D∇Γ (t)u · µ∂Sl,k(t) dl dt

=

∫ tk+1

tk

∫
Sl,k(t)∩Γ (t)

g dadt.
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From this equation we subtract the discrete counterpart (12)

mk+1
S Uk+1

S −mk
SU

k
S

− τ
∑

pi∈∂Sk

î
mk+1
pi,J (pi,S)−1/2

Ä
Uk+1
pi,J (pi,S)−1/2 − U

k+1
pi,J (pi,S)

ä
λk+1
pi,J (pi,S)|J (pi,S)−1/2

+ mk+1
pi,J (pi,S)−1/2

Ä
Uk+1
pi,J (pi,S)+1/2 − U

k+1
pi,J (pi,S)

ä
λk+1
pi,J (pi,S)+1/2|J (pi,S)|J (pi,S)−1/2

+ mk+1
pi,J (pi,S)+1/2

Ä
Uk+1
pi,J (pi,S)−1/2 − U

k+1
pi,J (pi,S)

ä
λk+1
pi,J (pi,S)−1/2|J (pi,S)|J (pi,S)+1/2

+ mk+1
pi,J (pi,S)+1/2

Ä
Uk+1
pi,J (pi,S)+1/2 − U

k+1
pi,J (pi,S)

ä
λk+1
pi,J (pi,S)|J (pi,S)+1/2

ó
= τ mk+1

S Gk+1
S .

and multiply this with Ek+1
S = u−l

Ä
tk+1, X

k+1
S

ä
− Uk+1

S to obtain

R3(Sl,k|Sl,k+1)Ek+1
S −

Ç∫ tk+1

tk

R1(Sl,k(t) ∩ Γ (t))dt

å
Ek+1
S

− τ
∑

pk+1
i
∈Sk+1

î
R2(Sk+1

pi,J (pi,S)|S
k+1
pi,J (pi,S)+1) +R2(Sk+1

pi,J (pi,S)|S
k+1
pi,J (pi,S)−1)

ó
Ek+1
pi,J (pi,S)

+ (mk+1
S

Ä
Ek+1
S

ä2
−mk

SE
k
SE

k+1
S )

− τ
∑

pk+1
i
∈Sk+1

î
mk+1
pi,J (pi,S)+1/2

Ä
Ek+1
pi,J (pi,S)+1/2 − E

k+1
pi,J (pi,S)

ä
Ek+1
pi,J (pi,S)λ

k+1
pi,J (pi,S)|J (pi,S)+1/2

+ mk+1
pi,J (pi,S)+1/2

Ä
Ek+1
pi,J (pi,S)−1/2 − E

k+1
pi,J (pi,S)

ä
Ek+1
pi,J (pi,S) λ

k+1
pi,J (pi,S)−1/2|J (pi,S)|J (pi,S)+1/2

+ mk+1
pi,J (pi,S)−1/2

Ä
Ek+1
pi,J (pi,S)+1/2 − E

k+1
pi,J (pi,S)

ä
Ek+1
pi,J (pi,S) λ

k+1
pi,J (pi,S)+1/2|J (pi,S)|J (pi,S)−1/2

+ mk+1
pi,J (pi,S)−1/2

Ä
Ek+1
pi,J (pi,S)−1/2 − E

k+1
pi,J (pi,S)

ä
Ek+1
pi,J (pi,S) λ

k+1
pi,J (pi,S)|J (pi,S)−1/2

ó
= R4

Ä
Sl,k|Sl,k+1

ä
Ek+1
S , (33)

where Ek+1
pi,J (pi,S)−1/2

:=
Ä
u−l
Ä
tk+1, X

k+1
j−1/2

ä
− Uk+1,i

j−1/2

ä
and Ek+1

pi,J (pi,S)+1/2
is de-

�ned analogously. We recall that the summation is always done on regular vertices

(cf. De�nition 43). Next, we substract from the �ux continuity equation on subedges

between neighboring sub-cell Sl,k+1
pi,J (pi,S)

and Sl,k+1
pi,J (pi,S)+1∫

σl,k+1
pi,J (pi,S)+1/2

(D∇Γu) |
Sl,k+1
pi,J (pi,S)(t)

· µ
∂Sl,k+1

pi,J (pi,S)(t)
dl

+

∫
σl,k+1
pi,J (pi,S)+1/2

(D∇Γu) |
Sl,k+1
pi,J (pi,S)+1(t)

· µ
∂Sl,k+1

pi,J (pi,S)+1(t)
dl = 0,

its discrete counterpart

mk+1
pi,J (pi,S)+1/2

îÄ
Uk+1
pi,J (pi,S)+1/2 − U

k+1
J (pi,S)

ä
λk+1,i
J (pi,S)|J (pi,S)+1/2

+
Ä
Uk+1
pi,J (pi,S)−1/2 − U

k+1
pi,J (pi,S)

ä
λk+1,i
pi,J (pi,S)−1/2|J (pi,S)|J (pi,S)+1/2

ó
+ mk+1

pi,J (pi,S)+1/2

îÄ
Uk+1
pi,J (pi,S)+3/2 − U

k+1,i
J (pi,S)+1

ä
λk+1,i
pi,J (pi,S)+2|J (pi,S)+1|J (pi,S)

+
Ä
Uk+1
pi,J (pi,S)+1/2 − U

k+1,i
J (pi,S)+1

ä
λk+1
pi,J (pi,S)+1|J (pi,S)

ó
= 0.
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Furthermore, we multiply the result by τEk+1
pi,J (pi,S)+1/2

and obtain

τ mk+1
pi,J (pi,S)+1/2

Ä
Ek+1
pi,J (pi,S)+1/2 − E

k+1
pi,J (pi,S)

ä
Ek+1
pi,J (pi,S)+1/2 ·

· λk+1
pi,J (pi,S)|J (pi,S)+1/2

+ τ mk+1
pi,J (pi,S)+1/2

Ä
Ek+1
pi,J (pi,S)−1/2 − E

k+1
pi,J (pi,S)

ä
Ek+1
pi,J (pi,S)+1/2 ·

· λk+1
pi,J (pi,S)−1/2|J (pi,S)|J (pi,S)+1/2

+ τ mk+1
pi,J (pi,S)+1/2

Ä
Ek+1
pi,J (pi,S)+1/2 − E

k+1
pi,J (pi,S)+1

ä
Ek+1
pi,J (pi,S)+1/2 ·

· λk+1
pi,J (pi,S)+1|J (pi,S)+1/2 (34)

+ τ mk+1
pi,J (pi,S)+1/2

Ä
Ek+1
pi,J (pi,S)+3/2 − E

k+1
pi,J (pi,S)+1

ä
Ek+1
pi,J (pi,S)+1/2 ·

· λk+1
pi,J (pi,S)+3/2|J (pi,S)+1|J (pi,S)+1/2

+ τ R2(Sk+1
J (pi,S)|S

k+1
pi,J (pi,S)+1)Ek+1

pi,J (pi,S)+1/2

+ τ R2(Sk+1
pi,J (pi,S)+1|S

k+1
pi,J (pi,S))E

k+1
pi,J (pi,S)+1/2 = 0.

Now, summing up (33) and (34) respectively over all cells and subedges leads to

‖Ek+1‖2
L2(Γk+1

h
)
+ τ‖Ek+1‖2

1,Γk+1
h

=
∑
S

mkS E
k
S E

k+1
S +

∑
S

R4

(
Sl,k|Sl,k+1

)
Ek+1
S −

∑
S

R3(Sl,k|Sl,k+1)Ek+1
S

+
∑
S

Ç∫ tk+1

tk

R1(Sl,k(t) ∩ Γ (t))dt

å
Ek+1
S

− τ
∑
Sk+1

∑
pk+1
i
∈Sk+1

î
R2(Sk+1

pi,J (pi,S)
|Sk+1
pi,J (pi,S)+1

)
Ä
Ek+1
pi,J (pi,S)+1/2

− Ek+1
pi,J (pi,S)

ä
+ R2(Sk+1

pi,J (pi,S)
|Sk+1
J (pi,S)−1

)
Ä
Ek+1
pi,J (pi,S)−1/2

− Ek+1
pi,J (pi,S)

äó
.

Let us denote by Ekpi :=
(∑

Sk
pi,j

Ekpi,j

)
/npi the mean value of Ekpi,j around p

k
i . The

last term on the right hand side can be written as follows

Z := −τ
∑
Sk+1

∑
pk+1
i
∈Sk+1

î
R2(Sk+1

pi,J (pi,S)|S
k+1
pi,J (pi,S)+1)

Ä
Ek+1
pi,J (pi,S)+1/2 − E

k+1
pi,J (pi,S)

ä
+ R2(Sk+1

pi,J (pi,S)|S
k+1
pi,J (pi,S)−1)

Ä
Ek+1
pi,J (pi,S)−1/2 − E

k+1
pi,J (pi,S)

äó
= −τ

∑
Sk+1

∑
pk+1
i
∈Sk+1

î
R2(Sk+1

pi,J (pi,S)|S
k+1
pi,J (pi,S)+1)·

·
Ä
(Ek+1

pi,J (pi,S)+1/2 − E
k
pi)− (Ek+1

pi,J (pi,S) − E
k
pi)
ä

+ R2(Sk+1
pi,J (pi,S)|S

k+1
pi,J (pi,S)−1)

Ä
(Ek+1

pi,J (pi,S)−1/2 − E
k
pi)− (Ek+1

pi,J (pi,S) − E
k
pi)
äó

= −τ
∑

pk+1
i
∈Γk+1

h

ÅÄ
Rk+1

2,pi|σ
ä>

Coefkpi −
Ä
Rk+1

2,pi

ä>ã> Ä
E
k+1
pi − Ek+1

pi 1pi

ä
, (35)
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where Rk+1
2,pi|σ is the vector with componentsÄ

Rk+1
2,pi|σ

ä
j

:=
Ä
Rk+1

2 (Sk+1
pi,j
|Sk+1
pi,j−1) +Rk+1

2 (Sk+1
pi,j−1|S

k+1
pi,j

)
ä
, Rk+1

2,pi is the vector

with components
Ä
Rk+1

2,pi

ä
j

:=
Ä
Rk+1

2 (Sk+1
pi,j
|Sk+1
pi,j−1) +Rk+1

2 (Sk+1
pi,j
|Sk+1
pi,j+1)

ä
and E

k+1
pi :=Ä

Ek+1
pi,1

, Ek+1
pi,2

, · · ·
ä
. Of course we have to readjust these vectors around boundary

points according to the boundary condition in the similar way as in Section 4.4. Next

we introduce the local gradient operator in expression 35 and derive the following

estimate

Z = −τ
∑

pk+1
i
∈Γk+1

h

ÅÄ
Rk+1

2,pi|σ
ä>

Coefkpi −
Ä
Rk+1

2,pi

ä>ã> Ä
E
k+1
pi − Ek+1

pi 1pi

ä
= −τ

∑
pk+1
i
∈Γk+1

h

ÅÄ
Rk+1

2,pi|σ
ä>

Coefkpi −
Ä
Rk+1

2,pi

ä>ã> (»
Ak+1
pi + (1pi ⊗ 1pi)/npi

)−1

(»
Ak+1
pi + (1pi ⊗ 1pi)/npi

)Ä
E
k+1
pi − Ek+1

pi 1pi

ä
≤ τ

Ç ∑
pk+1
i
∈Γk+1

h

ÅÄ
Rk+1

2,pi|σ
ä>

Coefkpi −
Ä
Rk+1

2,pi

ä>ã> Ä
Ak+1
pi + (1pi ⊗ 1pi)/npi

ä−1ÅÄ
Rk+1

2,pi|σ
ä>

Coefkpi −
Ä
Rk+1

2,pi

ä>ãå−1/2Ç ∑
pk+1
i
∈Γk+1

h

Ä
E
k+1
pi

ä>
Ak+1
pi E

k+1
pi

å−1/2

since Ak+1
pi 1pi = 0 · 1pi and (1pi)

>
Ak+1
pi = 0 · (1pi)

>
. Finally, using Lemma 67, the

estimate h2 ≤ Cmk+1
S , the fact that the number of cell's vertices is uniformly bounded

and the submatrices Ak+1
pi + (1pi ⊗ 1pi)/npi are uniformly elliptic, we obtain

Z ≤ τC

(∑
Sk+1

mk+1
S h2

)1/2

‖Ek+1
S ‖

1,Γk+1
h

≤ τCh
Ä
Hn−1(Γ k+1

h )
ä1/2

‖Ek+1
S ‖

1,Γk+1
h

.

Now, we take into account the consistency results from Lemma 66, Lemma 68, Lemma

69, apply Young's and Cauchy's inequality and achieve the result

‖Ek+1‖2L2(Γk+1
h

)
+ τ‖Ek+1‖2

1,Γk+1
h

≤ 1

2
‖Ek+1‖2L2(Γk+1

h
)

+
1

2
‖Ek‖2L2(Γk

h
) +

1

2
max
S

max
k

∣∣∣∣∣1− mk
S

mk+1
S

∣∣∣∣∣ ‖Ek‖2L2(Γk
h

)

+ C
(
τ(τ + h) + τh+ τ2(1 + Ch)

)Ä
Hn−1(Γ k+1

h )
ä1/2

‖Ek+1‖L2(Γk+1
h

)

+ Cτh
Ä
Hn−1(Γ k+1

h )
ä1/2

‖Ek+1‖
1,Γk+1

h
.

Based on the fact that the center points XS describe a C1 continuous curve XS(t) :=

γ(t,XS), one easily proves that

∣∣∣∣1− mkS
mk+1
S

∣∣∣∣ ≤ Cτ as already mentioned in Section 5.
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Again, applying Young's inequality to the last two terms on the right side gives

C
(
τ(τ + h) + τh+ τ2(1 + Ch)

)Ä
Hn−1(Γ k+1

h )
ä1/2

‖Ek+1‖L2(Γk+1
h

)

≤ C

2
τ(τ + h)2Hn−1(Γ k+1

h ) +
C

2
τ‖Ek+1‖2L2(Γk+1

h
)
,

Cτh
Ä
Hn−1(Γ k+1

h )
ä1/2

‖Ek+1‖
1,Γk+1

h
≤ C2τ

2
h2Hn−1(Γ k+1

h ) +
τ

2
‖Ek+1‖2

1,Γk+1
h

.

Now, taking into account that Hn−1(Γ k+1
h ) is uniformly bounded, we obtain the esti-

mate

(1− Cτ)‖Ek+1‖2L2(Γk+1
h

)
+
τ

2
‖Ek+1‖2

1,Γk+1
h

≤ (1 + Cτ)
1

2
‖Ek‖2L2(Γk

h
) + Cτ(τ + h)2Hn−1(Γ k+1

h ). (36)

Next, we �rst skip the second term on the left hand side, use the inequality 1+Cτ
1−Cτ ≤

(1 + cτ) for su�ciently small τ and a constant c > 0 and obtain via iteration

‖Ek+1‖2L2(Γk+1
h

)
≤ (1 + cτ)‖Ek‖2L2(Γk

h
) + Cτ(τ + h)2

· · · · · ·

≤ (1 + cτ)k+1‖E0‖2L2(Γ 0
h

) + C

k∑
i=1

(1 + cτ)i−1τ(τ + h)2

≤ Cectk(τ + h)2

since ‖E0‖2L2(Γ 0
h

) ≤ Ch. This implies the �rst claim of the theorem

max
k=1,··· ,kmax

‖Ek‖2L2(Γk
h

) ≤ C(τ + h)2.

Finally, taking into account this estimate and summing over k = 1, · · · , kmax in (36),

we also obtain the claim for the discrete H1
0−norm of the error∑

k=1,··· ,kmax

τ‖Ek+1‖2
1,Γk+1

h

≤ C(τ + h)2.

Remark 610 It is worth mentioning here that the exact solution of Equation (4) did

not intervene in the actual development; thus Theorem 51, Theorem 52 and Theorem

61 remain valid even when Equation (4) is not satis�ed. In that case the solution will

not be locally conservative in the usual sense of �nite volumes anymore. This situation

was already reported in [12] where they also use barycentric coe�cients to approximate

solution values on edges. An advantage of our approach is that we reduce the residual

of the mentioned equation in a way to avoid any undesirable oscillation on the solution.

Nevertheless, we have not found any experimental evidence where this situation happens

but, we have also not deeply studied the local matrices to be able to know whether this

worst case scenario is even plausible.
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7 Coupled reaction di�usion and advection model

In this part, we wish to extend our method to the more general case of reaction di�usion

and advection problems. We then consider a source term g which depends on the

solution and an additional tangential advection term∇Γ ·(wu). Here, w is an additional

tangential transport velocity on the surface, which transports the density u along the

moving interface Γ instead of just passively advecting it with the interface. We assume

the mapping (t, x) → w(t, Φ(t, x)) to be in C1([0, tmax], C1(Γ0)). Furthermore, we

suppose g to be Lipschitz continuous. An extension to a reaction term which also

explicitly depends on time and position is straightforward. Hence, we investigate the

evolution problem

u̇+ u∇Γ · v −∇Γ · (D∇Γu) +∇Γ · (wu) = g(u) on Γ = Γ (t) . (37)

In what follows, let us consider an appropriate discretization for both terms. For the

reaction term, we consider the time explicit approximation∫ tk+1

tk

∫
Sl,k(t)∩Γ (t)

g(u(t, x)) dadt ≈ τ mk
S g(u(tk,PkXk

S)) (38)

and then replace u(tk,Pk(Xk
S)) by UkS in the actual numerical scheme. Furthermore,

we take into account an upwind discretization of the additional transport term to ensure

robustness also in a regime where the transport induced by w dominates the di�usion.

Di�erent from [1], we introduce here a second order slope limiting upwind discretization

derived from the above described method. Thus, since the solution u of problem 37

is H1 on Γ (t) and ∇Γ (t)u has a weak divergence, we use the procedure described in

Section 4.2 to construct the subgradients ∇kpi,J (pi,S)u of u around the vertices pki . In
this last procedure, we keep the center points obtained for the discretization of the

di�usion operator while the virtual subedge points might vary. Let us now consider a

cell Sk, the pseudo unit normal

ek3,S :=
( ∑
pk
i
∈Sk

(pki − p
k
1) ∧ (pki+1 − p

k
1)
)/∥∥∥ ∑

pk
i
∈Sk

(pki − p
k
1) ∧ (pki+1 − p

k
1)
∥∥∥

of Sk, the vectors

ek1,S :=
Ä
(pk1 −X

k
S)−

Ä
(pk1 −X

k
S) · ek3,S

ä
ek3,S

ä/
∥∥∥(pk1 −X

k
S)−

Ä
(pk1 −X

k
S) · ek3,S

ä
ek3,S

∥∥∥
and ek2,S := ek3,S ∧ e

k
1,S . We de�ne

∇kSu :=
Ä
(∇kSu) · ek1,S

ä
ek1,S +

Ä
(∇kSu) · ek2,S

ä
ek2,S +

Ä
(∇kSu) · ek3,S

ä
ek3,S ,

the slope limited gradient on Sk as follows: ∀ j = 1, 2, 3
(∇kSu) · ekj,S := sign

Ä
(∇kp1,J (p1,S)u) · ekj,S

ä
minpk

i
∈Sk

∣∣∣(∇kpi,J (pi,S)u) · ekj,S
∣∣∣

if sign
Ä
(∇kpi,J (pi,S)u) · ekj,S

ä
= const ∀ pi,

(∇kSu) · ekj,S := 0 else.
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This gradient reconstruction is similar to the minmod gradient reconstruction method

(cf. [29; 30; 31]). Let us now consider an edge σk common boundary of two cells Sk

and Lk (i.e. σk = Sk ∩ Lk). We assume σk being delimited by the points pki and

pki+1 (i.e. σk = [pki , p
k
i+1]); we call Skpi,j , S

k
pi,j+1 the respective subcells of Sk and Lk

around pki and Skpi+1,m, S
k
pi+1,m−1 the respective subcells of Sk and Lk around pki+1.

We refer to Figure 11 for the illustration of this setup.

X
k
pi+1,m

−3/2

X
k
p, i+

1,m
+1/

2

pki

pki+1

Skpi,j Xk
pi,j−1/2

Xk
pi,j+3/2

Skpi+1,m−1

Skpi+1,m

Skpi,j+1 Xk
pi,j+1/2

Xk
pi+1,m−1/2

X k
L = X k

Sj+1 = X k
Sm−1

Xk
S = Xk

Sj
= Xk

Sm

Fig. 11 Subcells across the edge σk = [pki , p
k
i+1] and virtual points around pki and pki+1.

We also denote by

nkS|L := nkS,σ =
nkpi,j|j+1/2 + nkpi,m|m−1/2 − n

k
pi,j+1|j+1/2 − n

k
pi,m−1|m−1/2

‖nk
pi,j|j+1/2

+ nk
pi,m|m−1/2

− nk
pi,j+1|j+1/2

− nk
pi,m−1|m−1/2

‖

the average unit outward pointing conormal vectors of Sk on σk and by pkσ :=
pki + pki+1

2
the middle of σk. Here nkS,σ = −nkL,σ holds. We will later denote by nl,kS,σ(a) the unit

conormal at a ∈ σl,k pointing outward from Sl,k. Now if nkS,σ ·w(tk, pkσ) ≥ 0, the up-

wind direction is pointing inward and we de�ne u+(tk, pkσ) := u−l(tk, X
k
S) + (∇kSu) ·

(pkσ − Xk
S), otherwise u+(tk, pkσ) := u−l(tk, X

k
L) + (∇kLu) · (pkσ − Xk

L). If σk is a

boundary segment, the average unit outward pointing conormal of Sk on σk is de�ned

by

nkS,σ =
nkpi,j|j+1/2 + nkpi,m|m−1/2

‖nk
pi,j|j+1/2

+ nk
pi,m|m−1/2

‖
.

In this case too, if nkS,σ ·w(tk, pkσ) ≥ 0, the upwind direction is pointing inward and we

de�ne u+(tk, pkσ) := u−l(tk, X
k
S) + (∇kSu) · (pkσ −X

k
S), but u+(tk, pkσ) := u−l(tk, pkσ)

if nkS,σ · w(tk, pkσ) < 0. Once, the upwind direction is identi�ed, we take into account

the classical approach by Engquist and Osher [32] and obtain the approximation:∫ tk+1

tk

∫
Sl,k(t)∩Γ (t)

∇Γ · (wu) dadt ≈ τ
∑

σk⊂∂Sk
mk
σ

Ä
nkS,σ · w

−l(tk, pkσ)
ä
u+(tk, pkσ).

(39)
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Finally, we again replace u−l(tk, X
k
S) by the discrete nodal values UkS and denote

the edge values u+(tk, pkσ) by Uk,+σ . For the sake of completeness let us resume the

resulting scheme:

mk+1
S Uk+1

S −mk
SU

k
S

− τ
∑

pi∈∂Sk

î
mk+1
pi,J (pi,S)−1/2

Ä
Uk+1
pi,J (pi,S)−1/2 − U

k+1
pi,J (pi,S)

ä
λk+1
pi,J (pi,S)|J (pi,S)−1/2

+ mk+1
pi,J (pi,S)−1/2

Ä
Uk+1
pi,J (pi,S)+1/2 − U

k+1
pi,J (pi,S)

ä
λk+1
pi,J (pi,S)+1/2|J (pi,S)|J (pi,S)−1/2

+ mk+1
pi,J (pi,S)+1/2

Ä
Uk+1
pi,J (pi,S)−1/2 − U

k+1
pi,J (pi,S)

ä
λk+1
pi,J (pi,S)−1/2|J (pi,S)|J (pi,S)+1/2

+ mk+1
pi,J (pi,S)+1/2

Ä
Uk+1
pi,J (pi,S)+1/2 − U

k+1
pi,J (pi,S)

ä
λk+1
pi,J (pi,S)|J (pi,S)+1/2

ó
+ τ

∑
σk⊂∂Sk

mk
σ

Ä
nkS,σ · w

−l(tk, pkσ)
ä
U+
σ

= τ mk
S g(U

k
S). (40)

Obviously, due to the fully explicit discretization of the additional terms, Proposition

47 still applies and guarantees existence and uniqueness of a discrete solution. Fur-

thermore, the convergence result can be adapted and the error estimate postulated in

Theorem 61 holds. To see this, let us �rst consider the nonlinear source term g(u) and
the following estimate already presented in [1] for the triangular mesh;∫ tk+1

tk

∫
Sl,k(t)∩Γ (t)

g(u(t, x)) dadt− τmk
S g(U

k
S)

=−
∫ tk+1

tk

∫
Sl,k(t)\Γ (t)

g(u(t, x))da

+

∫ tk+1

tk

Ç∫
Sl,k(t)

g(u(t, x))da−
∫
Sl,k

g(u(tk, x))da

å
dt

+ τ

Å∫
Sl,k

g(tk, x)da−
∫
Sl,k

g(u(tk, X
k
S))da

ã
+ τ
Ä
ml,k
S −m

k
S

ä
g(u(tk, X

k
S))

+ τ mk
S

Ä
g−l(u(tk, X

k
S))− g(UkS)

ä
≤C(τ hmk

S + τ2Hn−1(Sl,k) + τ hmk
S + τ h2mk

S + CLip(g) τ m
k
SE

k
S),

where CLip(g) denotes the Lipschitz constant of g. In the proof of Theorem 61 we

already have treated terms identical to the �rst four on the right hand side. For the

last term we obtain after multiplication with the nodal error Ek+1
S and summation

over all cells S

CLip(g) τ
∑
S

mk
SE

k
SE

k+1
S

≤ CLip(g) τ max
S

Ç
mk
S

mk+1
S

å 1
2

‖Ek‖L2(Γh(tk))‖E
k+1‖L2(Γh(tk))

≤ C τ
Ä
‖Ek‖2L2(Γh(tk)) + ‖Ek+1‖2L2(Γh(tk+1))

ä
.
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Taking into account these additional error terms the estimate (36) remains unaltered.

Next, we investigate the error due to the additional advection term and rewrite∫ tk+1

tk

∫
Sl,k(t)∩Γ (t)

∇Γ · (wu) dadt− τ
∑

σk⊂∂Sk
mk
σ

Ä
µkσ,S · w

−l(tk, X
k
σ)
ä
Uk,+σ

=

∫ tk+1

tk

∫
Sl,k(t)∩Γ (t)

∇Γ · (wu) dadt− τ
∫
Sl,k∩Γ (tk)

∇Γ · (wu) da

+
∑

σk⊂∂Sk
σk=Sk∩Lk

Ä
τR5

Ä
Sl,k|Ll,k

ä
+ τF

Ä
Sl,k|Ll,k

ä
Ek,+σ

ä
,

where R5

(
Sl,k|Ll,k

)
=
∫
σl,k

nl,kS,σ ·wu dl−mk
σw
−l(tk, pkσ) ·nkS,σu

+(tk, pkσ) is an edge

residual,

F
(
Sl,k|Ll,k

)
= mk

σw
l(tk, pkσ) · nkS,σ a �ux term on the edge σl,k = Sl,k ∩ Ll,k and

Ek,+σ = u+(tk, pkσ)− Uk,+σ a piecewise constant upwind error function on the discrete

surface Γ kh . For the sake of consistency in the notation, we have assumed here as in

the following any curved boundary segment σl,k being the intersection of a curved cell

Sl,k ⊂ Γ k and the curved cell Ll,k := σl,k of measure 0. In this case, the cell's center

value as well as any error comming from Ll,k are taken to be 0 and the subedges

values are known from the boundary condition. Now the �rst term in the above

error representation can again be estimated by C τ2Hn−1(Sl,k). From |u+(tk, pkσ) −
u−l(tk, pkσ)| ≤ C h2, we deduce by similar arguments as in the proof of Lemma 67 that

|R5

(
Sl,k|Ll,k

)
| ≤ C hmk

σ. Furthermore, the antisymmetry relations R5

(
Sl,k|Ll,k

)
=

−R5

(
Ll,k|Sl,k

)
and F

(
Sl,k|Ll,k

)
= −F

(
Ll,k|Sl,k

)
hold. After multiplication with

the nodal error Ek+1
S and summation over all cells S we obtain

Z = τ
∑
S

∑
σk⊂∂Sk
σk=Sk∩Lk

Ä
R5

Ä
Sl,k|Ll,k

ä
+ τF

Ä
Sl,k|Ll,k

ä
Ek,+σ

ä
Ek+1
S

= τ
∑

σk=Sk∩Lk

î
R5

Ä
Sl,k|Ll,k

ä
+ F
Ä
Sl,k|Ll,k

ä
Ek,+σ

ó
(Ek+1

S − Ek+1
L )

= τ
∑
pk
i
∈Γk

h

Ä
Rk5,pi

ä>
(E

k+1
pi − Ek+1

pi 1pi) +
Ä
Rk6,pi

ä>
(E

k+1
pi − Ek+1

pi 1pi),

where Rk5,pi and R
k
6,pi are vectors with entriesÄ

Rk5,pi
ä
j

:= (mk
pi,j−1/2/m

k
pi,j−1/2)

(
R5

Ä
Sl,kpi,j |S

l,k
pi,j−1

ä
+R5

Ä
Sl,kpi,j |S

l,k
pi,j+1

ä)
and
Ä
Rk6,pi

ä
j

:= (mk
pi,j−1/2/m

k
pi,j−1/2)

(
F
Ä
Sl,kpi,j |S

l,k
pi,j−1

ä
Ek,+σpi,j−1/2 +

F
Ä
Sl,kpi,j |S

l,k
pi,j+1

ä
Ek,+σpi,j+1/2

)
respectively; mk

pi,j−1/2 being the length of the entire edge σ containing σkpi,j−1/2 and

Ek,+σpi,j+1/2 := Ek,+σ . Using similar arguments as in the proof of Theorem 61 and the
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de�nition of upwind values on edges, one deduces that

Z ≤ τ
[ ∑
pk
i
∈Γk

h

Ä
Rk5,pi

ä> Ä
Ak+1
pi + (1pi ⊗ 1pi)/npi

ä−1
Rk5,pi

]1/2
·

·
[ ∑
pk
i
∈Γk

h

Ä
E
k+1
pi

ä>
Ak+1
pi E

k+1
pi

]1/2
+ τ

[ ∑
pk
i
∈Γk

h

Ä
Rk6,pi

ä> Ä
Ak+1
pi + (1pi ⊗ 1pi)/npi

ä−1
Rk6,pi

]1/2
·

·
[ ∑
pk
i
∈Γk

h

Ä
E
k+1
pi

ä>
Ak+1
pi E

k+1
pi

]1/2
≤ C τ

Ç
hHn−1(Γ kh )

1
2 +

( ∑
pi∈Γkh

Ä
Rk6,pi

ä>
Rk6,pi

) 1
2

å
‖Ek+1‖

1,Γk+1
h

≤ τ

4
‖Ek+1‖2

1,Γk+1
h

+ C τ h2 + C τ ‖Ek‖2L2(Γk
h

) .

Again, taking into account these error terms due to the added advection in the original

error estimate (36) solely the constant in front of the term ‖Ek+1‖2
1,Γk+1

h

on the left

hand side of (36) is slightly reduced. Thus, both the explicit discretization of a nonlin-

ear reaction term and the upwind discretization of the additional tangential advection

still allow us to establish the error estimate postulated in Theorem 61.

8 Numerical results

In this paragraph, we present several simulation results. To begin with, we consider

the time evolving parametric surface Γ (t) described by the evolution of the mate-

rial point M(t, x, y) = (x, y, h(t, x, y))>, where (x, y) ∈ [−0.6, 0.6] × [−0.5, 0.5],
h(t, x, y) = x2f1(t) + y3f2(t) with f1(t) = sin(πt/tmax)2 sin(2πt/tmax) and f2(t) =
sin(πt/tmax)2 cos(2πt/tmax); tmax being the maximum time. We de�ne on Γ (t) the

surface tangential matrix

D0(t, x, y) :=
1 + 4x2f1(t)2 + 9y4f2(t)2

1 + 4f1(t)2 + 9f2(t)2
·

·
[
e1(t, x, y), e2(t, x, y)

]Å
5 0
0 1

ã [
µ1(t, x, y), µ2(t, x, y)

]>
and the tangential vector w(t, x, y) := 10 e1(t, x, y), where
e1(t, x, y) := (1, 0, 2xf1(t))>, e2(t, x, y) := (0, 1, 3y2f2(t))> are tangential vectors of

Γ (t) and µ1(t), µ2(t) their corresponding contravariant counterparts de�ned through

the four equations e1(t, x, y) · µ1(t, x, y) = 1, e1(t, x, y) · µ2(t, x, y) = 0, e2(t, x, y) ·
µ1(t, x, y) = 0 and e2(t, x, y) · µ2(t, x, y) = 1. We approximate on successive re�ned

polygonal meshes (cf. Figure 12), the solution u := h(t, x, y) + 0.5 of Problem 37 for

D := (D0 + D>0 )/2, w de�ned above and g computed from the data. The Dirichlet

boundary condition is considered. On Figure 12 we present the successively re�ned
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820 polygons, 508 points. 3292 polygons, 1959 points. 13240 polygons, 7765 points.

Fig. 12 Successively re�ned polygonal mesh used for the convergence test. At each re�ned
step, sizes of cells are divided into 2.

polygonal surfaces used for this simulation test case. At each re�ned step, edges of the

previous step have been divided into two. The computation is done for t ∈ [0, 1] and
we present in Figure 13 a sequence of frames from the simulation result. Here, as in

the sequel, color shading range from blue to red representing minimum to maximum

values. Finally, in Table 1, we display the errors in the discrete L∞(L2) norm and

discrete energy seminorm (18), respectively. Indeed, the observed error decay is con-

sistent with the convergence result in Theorem 61.

Fig. 13 Solution of the �rst simulation at di�erent time steps.

norm of the error

min
t∈[0,1]

h(t) max
t∈[0,1]

h(t) L∞(L2) L∞(H1)

0.0294 0.1168 91.617 · 10−5 14.8 · 10−3

0.0119 0.0595 21.269 · 10−5 5.3 · 10−3

0.0041 0.0302 5.768 · 10−5 2.0 · 10−3

Table 1 The table displays the numerical error on grids presented in Figure 12 in two
di�erent norms, when compared to the explicit solution. The time discretization was chosen
as τ = 1/30000 in all three computations.

Next, we compute a second example using the same successive initial surfaces and com-

pare the result to the result of the re�ned surface. We consider the evolution of the

surface material point described by M(t, x, y) = (x, y, h(t, x, y))>, where h(t, x, y) =
(f(t)/4.5)

∑12
i=1 β(i) exp (−α(i)) with f(t) = (sin(πt−π/2)+1)/2 and α(i) := [(x− P (i, 1))2/(2V (i, 1)2)] + [(y − P (i, 2))2/(2V (i, 2)2)].

The variables P , V and β are de�ned by
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P =
(

3 22 4 8 12 18 21 0 8 14 10 8
3 6 16 16 16 12 21 24 24 5 8 2

)>
/24,

V =
(

3 2 2 4 4 2 3 2 3 1.5 2 2
3 4 4 2 4 2 3 2 3 1.5 1.5 2

)>
/24 and

β = (3.5 4 4 2 6 5 3 1.75 4 −2.5 − 3 − 2)> /6.

For t = 1, f(t) = 1 and we recover the surface presented on Figure 2; therefore the evo-

lution considered here is obtained by continuously scaling the height of the given surface

by f(t) as time evolves. We also consider the advection vector w, tangential compo-

nent of w0 = −50 (0, 0, 1)> and the source term g(t) = (1 − f(t))(1.5 exp(−α1) +
exp(−α2) + exp(−α3)), where

α1 := ‖M(t, x, y)− (3/6, 4/6, 0)>‖2/(0.0352),

α2 := ‖M(t, x, y)− (18/24, 12/24, 0)>‖2/(0.0352) and

α3 := ‖M(t, x, y)− (1/6, 4/6, 0)>‖2/(0.0352).

The function g(t) de�nes three localized sources (cf. Figure 14) whose density reduces

as time evolves and vanishes at the end of the process. We depict on Figure 14 a

sequence frame from the simulation result of problem 37 with homogeneous Dirichlet

boundary condition in the time intervale [0, 1]; isolines are also drawn. We can clearly

notice the dominance of the di�usion at the beginning of the process and progressively

the dominance of the advection.

Fig. 14 The evolution of a density under di�usion and advection by gravity is investigated.

The results have been compared to the solution obtained on the re�ned mesh in L∞(L2)
norm and discrete energy seminorm (18), respectively. The result is reported in Table

2. Comparing these results to the simulation results of [1], we notice the improvement

norm of the error

min
t∈[0,1]

h(t) max
t∈[0,1]

h(t) L∞(L2) L∞(H1)

0.0294 0.1382 4.85 · 10−4 5.4 · 10−3

0.0119 0.0722 1.28 · 10−4 1.9 · 10−3

Table 2 The table displays the numerical error of the solution on the �rst two grids of Figure
12 in two di�erent norms, when compared to the solution of the last grid (re�ned grid). The
time discretization was chosen as τ = 1/60000 in all three computations.

in the spatial convergence which is O(h2) for the L∞(L2) norm. This is due to the

use of barycenter of cells as presented in Section 4.5 and the slope limiting procedure

introduced in Section 7.
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As third example, we consider the �xed triangulated geometry of an elephant as pre-

sented in Figure 15 and solve Problem 1 in the time interval [0, 1], with the di�usion

tensor D being the tangential component of the tensor D0 :=

Ñ
25 0 0
0 0.1 0
0 0 0.001

é
; the

X−direction points to the right and the Z−direction points up. Five sources are put

in the (Y,Z)−plane around the front legs as can be noticed on the second picture

of Figure 15 (two at the elephant front side, two at the elephant back side and one

at symmetric upper point). We present on Figure 15 a sequence of frames from this

simulation. One e�ectively observes a rapid di�usion in the X−direction and a very

slow di�usion in the Z−direction.

Fig. 15 Strong anisotropic di�usion of a density on a �xed elephant geometry. The polygonal
mesh is made up of 83840 triangles and 41916 points.

Now in our fourth example, we consider a di�usion advection problem which involves

the curvature tensor. In fact, we consider the advection vector w = 13 ( Id− 0.0015(K Id + 4K)) (0, 0, 1)>,
where K the curvature tensor of the considered surface and K := tr (K) (trace of K) is

the mean curvature. We also consider a source term g made up of three localized sources

as depicted on the �rst pictures of Figure 16 and Figure 17. The intensity of the source

is a decreasing function in time t ∈ [0, 1] which vanishes at the end of the process. First

we consider an evolution by mean curvature �ow ∂M(t, s1, s2)/∂t = (K/30)ν(t, s1, s2),
where M(t, s1, s2) is the material point of the surface, ν(t, s1, s2) the normal at

M(t, s1, s2) and s1, s2 some parameters used to locally parameterize the surface.

Here, we use an adaptive time step τk+1 = min(1/(Kk2 + 10−8), 13l2)/10.2, where
Kk2 := tr ((Kk)2) is the trace of the squared curvature tensor (K2) at the time step

tk and l the smallest length of the polygons sides. Noticing that (∇Γ z) = (0, 0, 1)>

(z being the third spatial coordinate), we evaluate K and K at cell centers using a

weighted least square �tting and then use the procedure described in Section 4.2 to

compute the �ux of the advection vector on subedges while the �ux on entire edges is

obtained by summing the �ux on subedges as for the di�usion operator. There is no

need to compute conormal vectors anymore and our slope limiting procedure is applied

using these �uxes. Since the evaluation of the curvature can only be consistent if one

has a (3, h)-approximation of the surface, we solve the mean curvature �ow equation

for nodal points using a semi-implicit scheme. Figure 16 presents a sequence of frames

from this simulation. Due to the advection process which is dominant where the tan-

gential component of (0, 0, 1)> is pronounced, the density would try to concentrate

where the Z−coordinate of the material points presents a local maximum; but due
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to the smoothening process,the local maxima of the Z−coordinate tends to disappear

and the density moves and concentrates at the point of heighest Z−coordinate.

Fig. 16 Evolution of a density under di�usion and advection on a surface moving by mean
curvature. The initial polygonal surface is made up of 26848 triangles and 13426 points.

Next the same simulation is done on the �xed initial surface. We e�ectively notice the

concentation of density at points of local maximum on the Z−coordinate due to the

advection process. Figure 17 presents a sequence of the result of this simulation.

Fig. 17 Evolution of a density under di�usion and advection on a �xed surface.

Examples of practical use of reaction di�usion equations include texture generation

[33; 34] and biological pattern formation [35; 36; 37]. In these �elds, one uses a system

of coupled reaction-di�usion equations introduced by A. Turing in 1952 [37] to explain

the formation of patterns on animals. He assumed the existence of two kinds of mor-

phogenes di�using on a surface and interacting with each other and showed that the

presence of di�usion could drive a system instability leading to the formation of spatial

patterns by the morphogenes distribution. Here we consider the Turing system

∂u

∂t
= cδ∆Γu+ αu(1− r1v2) + v(1− r2u)

∂v

∂t
= δ∆Γ v + βv(1 +

αr1
β
uv) + u(γ + r2v)

presented by R. A. Barrio et al. in [35] and describing the interaction between two

morphogenes u and v. The coe�cient c is the ratio of di�usion coe�cients, δ is a

parameter that can be viewed either as a relative strength of the di�usion compared

to the interaction terms or the measure of length scale and α, β, γ, r1, r2 are some

coe�cients. We refer to [35] for how these coe�cients are chosen to generate particular

patterns. We should nevertheless mention that cubic interaction favors stripes and

quadratic interaction produces spot patterns. We simulate this system on the closed

triangulated surface using the coe�cients provided in [17] for the simulation on a

sphere. As in this reference, we chose as initial condition for u and v random values

between −1/2 and 1/2. Figure 18 and Figure 19 show some sequence of the simulation

result of the solution u which leads to the striped pattern and the spotted pattern

respectively.
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Fig. 18 Striped pattern formation from the Turing system.
δ = 0.0021, c = 0.516, r1 = 3.5, r2 = 0, α = 0.899, β = −0.91, γ = −α.

Fig. 19 Dotted pattern formation from the Turing system.
δ = 0.0045, c = 0.516, r1 = 0.02, r1 = 0.2, α = 0.899, β = −0.91, γ = −α.
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