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Summary
Anelasticity in Al-alloy thin films:

an experimental analysis

Micro-electromechanical systems (MEMS) enable novel high-tech applications in, e.g.,
aerospace, biomedicine and wireless communications by integrating electrical and mechan-
ical functionalities to address increasing demands: higher performance, more functionality,
smaller dimensions. Although aluminum alloy thin films are electrically favorable, the com-
promised mechanical reliability still forms a fundamental challenge. Miniaturization has
revealed detrimental size-dependent behavior in time-dependent elasticity, i.e. anelasticity,
for free standing Al-alloy thin films. However, systematic experimental analyses of these
mechanics have yet to be performed, partly due to the challenges of microscale testing.
This thesis work therefore aimed to develop on-wafer mechanical characterization meth-
ods and to acquire insights into the underlying physical micro-mechanisms responsible for
anelastic size-effects.

Firstly, two methodologies were developed for reproducible characterization of anelasticity
of on-wafer test structures in combination with microscopy. The specimens were 5 µm-thick
aluminum and Al-(1wt%)Cu films fabricated in a MEMS fabrication process. A microbeam
bending methodology and a nano-tensile test methodology were developed. To measure
minute strains involved in anelasticity, both methodologies relied on novel improvements
and developments to optical imaging and processing techniques: digital holographic mi-
croscopy, confocal optical profilometry, bright field optical microscopy, global digital image
correlation. This ensured reproducible deformation measurements of < 6 · 10−6 strain dur-
ing time spans of days. For the nano-tensile testing drift-compensated force measurements
achieved resolution down to 70 nN and maximum forces up to 200 mN. The microbeam
bending method relied on a multi-mode anelasticity model to yield key characteristics of
the mechanical behavior without an explicit force measurement. Hence, the two microme-
chanical techniques enabled characterization of anelasticity of these thin metal films.

Subsequently, the microstructure of pure aluminum and Al-(1wt%)Cu thin films were char-
acterized to investigate the influences of grain boundaries and alloy microstructure, i.e. so-
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lute concentration, precipitate type, size and distribution. The grain boundaries of various
microstructures were characterized with electron backscatter diffraction. The influence of
precipitates was investigated by altering their state through heat treatments for homoge-
nization and aging. Backscatter electron contrast imaging, energy dispersive spectroscopy,
wide angle X-ray diffraction and high resolution transmission electron microscopy revealed
the variations of precipitate type and distribution in the Al-Cu alloy microstructure. In-
terestingly, the precipitation in the thin films was different compared to precipitation in
bulk. The precipitation appeared to occur sooner and did not yield θ′ precipitates. This
difference was hypothesized to be due to preferential nucleation of θ at the grain boundary
grooves and surface, which could result in a lower free energy of the system with respect
to bulk precipitation.

Finally, the two mechanical characterization techniques were applied to measure the time-
dependent anelastic response as function of the microstructural variations. The influence of
grain boundaries and precipitation state was probed with the microbeam bending method-
ology on the Al-Cu specimens. However, results strongly suggested a negligible influence of
either grain boundaries or precipitate size or state. Nano-tensile tests on Al-Cu and pure
Al revealed nearly identical anelastic behavior as compared to the Al-Cu microbeams.
These observations strongly suggested that the grain boundaries, precipitates and even
Cu-solutes did not influence the time-dependent anelasticity. This led to the hypothesis
that the underlying micromechanism responsible for time-dependent anelasticity could be
related to dislocation junctions and entanglements and their diffusion-limited formation
and relaxation.



Chapter 1

Introduction

1.1 Motivation

Micro-electromechanical systems (MEMS) enable novel high-tech applications in, e.g.,
aerospace, biomedicine, consumer electronics and wireless communications. By integrat-
ing electrical and mechanical functionalities at the micrometer to the millimeter length
scale they address increasing demands: higher performance, increased energy efficiency
and more functionality, all in smaller dimensions. Whereas certain applications have suc-
cessfully taken up MEMS, such as tire pressure sensors, accelerometers and gyroscopes for
personal navigation, the area of telecommunications has yet to exploit the full potential
of radio frequency MEMS (RF-MEMS) [124]. Innovations with RF-MEMS, through a.o.
electrical switches or variable capacitors, see Fig.1.1a, could improve the power handling
and transmission of RF-signals, while reducing the amount of components [153]. This
would for example improve smartphone battery lifetime or reduce the amount of dropped
calls due to poor signal quality.

However, the mechanical reliability still forms a fundamental challenge [78, 170, 173, 181,
185]. At first sight, aluminum-copper (Al-Cu) alloy thin films combine favorable electrical,
mechanical and processing characteristics compared to other thin metal films, thus en-
abling the above mentioned innovations with RF-MEMS [129, 130, 167]. Miniaturization,
however, has revealed unwanted long-term deformation behavior, leading to unreliable
device operation in these free-standing Al-alloy thin films: time-dependent anelasticity
[128, 170, 171]. This deformation is reversible, though not instantaneously, which is more
common for polymer materials, such as memory foam, see Fig.1.1b. For metals, on the
other hand, this is rather unusual, in which reversible deformations generally are instanta-
neous, e.g. coil springs. Time-dependent deformation usually results in relaxation of stress
and permanent deformations, e.g. de-tuning of instrument strings. From a fundamental
physical point of view, it is remarkable that a metal deforms, apparently permanently, but
then in time recovers some, if not all, of that permanent deformation. Hence, technologi-
cal development and scientific curiosity both drive the pursuit to further understand this
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2 1 Introduction

(a) (b)

Figure 1.1: (a) A scanning electron microscope image of a radio-frequency microelectromechanical
system: a capacitive switch consisting of a perforated square plate suspended at its corners by
hinging beams that are fixed to four points on the chip substrate. The plate and beams are made
of an aluminum-alloy. It suffers from time-dependent anelasticity, which is commonly known in
polymers as visco-elasticity as demonstrated by polymer foams, known as memory foam, (b) that
recover their shape slowly after being deformed.

time-dependent anelasticity.

There are some ideas about the origin of this anelastic behavior. It has been well established
that miniaturization of components can trigger size-effects in the mechanical response
[2, 39]: an interplay appears between microstructural length scales, such as grain size,
and specimen structural length scales, such as the ratio of free-surface to material volume.
However, whereas size-effects in the elastic response, plastic yield, strength and cyclic
fatigue of thin films have received considerable attention [2, 33, 38, 67, 155, 189], how such
size-effects could influence the observed time-dependent anelasticity is not well understood
[33]. Only a few studies have some relation to size-effects in time-dependent metallic thin
film mechanics: nano-indentation size-effects in creep of pure bulk Al [112], thickness effects
through grain orientation of Al-alloy foils [190], and grain size, shape and thickness effects
on diffusion creep [70, 85]. Other work that does not deal with size-effects, but does deal
with time-dependent anelasticity in thin aluminum films, suggests that grain boundary
effects play a dominant role [4, 29, 88, 91, 108, 109, 179]. Related work on creep at
elevated temperatures in Al thin films indicate that the grain size only affects the behavior
[19], while in Al-alloys precipitates [128–130] and dislocation structures [191] explain the
time-dependent behavior. With these different possible mechanisms and explanations, a
systematic study of size-effects in time-dependent anelasticity in Al-Cu films would greatly
aid the understanding of this behavior.

The current shortcoming in understanding time-dependent anelasticity is partly due to the
difficulties of experimentally investigating these effects. These difficulties are the handling
of specimens smaller than the diameter of a hair, measuring the deformations that result in
displacements of a fraction of this diameter, and measuring minute forces that are a fraction
of the lift force generated by a fruit fly [187]. The past two decades have provided many
different methods for micromechanical characterization of materials, see reviews in [63, 77,
81, 103, 145, 160, 163]. However, the case of time-dependent mechanical characterization
additionally poses stringent requirements on the measurement stability and reproducibility.
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Mechanical, thermal and electronic drift in measurement setup and instrumentation need
to be dealt with to ascertain that the material behavior is measured and not the behavior
of the setup or an environmental effect. Furthermore, the fabrication has a significant
influence on the final microstructure, which makes it highly preferable to perform these
investigations on specimens that are fabricated in the same manner as the actual MEMS.
In all, dealing with these challenges requires a thorough in-depth experimental analysis.

1.2 Goal and strategy

This research first aims to develop on-wafer mechanical characterization methods suit-
able for characterizing size-effects in time-dependent anelasticity at the microscale across
timescales relevant to MEMS, i.e. from seconds to a day. Second, using these methods this
research aims to acquire insights into the underlying physical micro-mechanisms responsible
for the time-dependent anelasticity at these length scales.

In order to realize a successful on-wafer characterization methodology, the challenges in
micromechanical testing need to be addressed.

1. Proper quantification and understanding of the mechanics can only be achieved by
precise loading and control of the boundary conditions of the specimens. On the
one hand microbeam bending offers relatively easy deflection control, but it is not
straightforward to interpret the effects of the highly heterogeneous stress state, i.e.
a stress gradient of tension at one surface to compression at the other. On the other
hand, uniaxial tension is more straightforward to interpret, but requires great care
in controlling the loading to avoid unwanted bending stemming from misalignment
of specimen and loading device.

2. Measurement of ultra-small applied loads and resulting deformations with high re-
producibility over time scales of seconds to days requires smart techniques to not
only distinguish these, but also to exclude background effects like mechanical drift
or thermal expansion. Although optical bright field and optical profilometry yield
sub-µm resolution, the use of a novel image processing strategy based on global dig-
ital image correlation (GDIC) enables the measurement of nm-scale deformations
in in-plane and out-of-plane directions, while at the same time accounting for back-
ground signals. Furthermore, the reproducible measurement of minute forces requires
high-precision instrumentation combined with smart background measurements.

To obtain more insights in the underlying micro-mechanims, simple models are employed
to describe the mechanical behavior within the experimentally probed range, while two
microstructural factors are studied: alloy effects and grain boundary effects.

1. Previous research on Al-alloy thin films optimized for creep has already revealed some
influences of the alloy composition, leaving open the question on time-dependent
anelasticity and the specific micromechanical influence of each alloy configuration.
Simple Al-Cu alloys can already present various micromechanical configurations in-
fluenced by various fabrication parameters. Therefore, a known alloy state is created
with as little variations as possible to probe its influence. Establishing the various
phases and their (inhomogeneous) distribution in the thin films requires a combined
characterization approach utilizing scanning and transmission electron microscopy,
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X-ray diffraction and energy dispersive spectroscopy.
2. Previous research on the influence of grain boundary, or more general the grain size,

has mainly focused on creep in (nano-crystalline) thin films of sub-micron thickness,
where a few discussions have shown time-dependent reversible deformation at the
nanoscale. Therefore an analysis of the grain boundaries is also of prime interest.
For this purpose, electron backscatter diffraction in scanning electron microscopy
is employed to yield grain orientation information at the nm-scale and thus precise
localization of grain boundaries.

1.3 Thesis outline

The outline of the thesis is as follows. First Chapters 2 and 3, supported by appendix A, dis-
cuss a microbeam bending methodology: the thermomechanical design of a simple loading
mechanism, the strategy to extract the beam curvature evolution from optical profilometry
data with the aid of global digital image correlation and the derivation and validation of a
linear multi-mode visco-elastic mechanical model to describe the experimental results.

Chapter 4 focuses on the design and development of an on-wafer in-situ nano-tensile test
setup capable of characterizing time-dependent anelasticity in uniaxial tension specimens.
In this experiment, it is crucial to align the tensile specimen to the loading device, to ensure
an overall homogeneous uniaxial tensile state. Innovative quasi-3D image tracking strate-
gies applied to optical profilometry data are combined with features integrated on-wafer
to ensure a high degree of alignment. High-reproducibility deformation and force measure-
ments are realized through appropriate correction of the temporally evolving background
signals.

Chapters 5 and 6 deal with the experimental investigation of the origin of the time-
dependent anelasticity. To this end, the precipitate state is varied through heat treatments,
while grain boundary variations are probed through statistical on-wafer variations. Chap-
ter 5 reveals the precipitate state of these thin Al-Cu thin films by using a combination of
transmission scanning electron microscopy, electron backscatter diffraction, X-ray diffrac-
tion and energy dispersive spectroscopy. Chapter 6 then focuses on the micromechanical
characterization of the Al-Cu thin film with respect to precipitate and grain boundary
microstructure. The experimental techniques presented in Chapters 2–4 are employed.
The micromechanical results are combined with the microstructural information obtained
in Chapter 5, and a hypothesis is put forward to explain the time-dependent mechanical
behavior. Finally Chapter 7 summarizes the results and conclusions of this research and
discusses recommendations for future work.



Chapter 2

Measuring time-dependent deformations
in metallic MEMS

Reproduced from; L.I.J.C. Bergers, J.P.M. Hoefnagels, N. Delhay, M.G.D. Geers, Measur-

ing time-dependent deformations in metallic MEMS, Microelectron. Reliab., 51, 1054–1059,

(2011)

Abstract

The reliability of metallic microelectromechanical systems (MEMS) depends on time-
dependent deformation such as creep. Key to this process is the interaction between
microstructural length scales and dimensional length scales, so-called size-effects. As a first
critical step towards studying these size effects in time-dependent deformation, a purely
mechanical experimental methodology has been developed, which is presented here. The
methodology entails the application of a constant deflection to a µm-sized free-standing
aluminum-alloy cantilever beam for a prolonged period of time. After this load is re-
moved, the deformation evolution is immediately recorded by acquiring surface topogra-
phies through confocal optical profilometry. Image correlation and an algorithm based on
elastic beam theory are applied to the full-field beam profiles to correct drift and improve
limited optical profilometry precision, yielding the tip deflection as function of time with
a precision of 7% of the surface roughness. A proof of principle measurement reveals a
remarkable time-dependent deflection recovery. Assumptions and errors of the methodol-
ogy are analyzed. Finally, it is concluded that the methodology is most suitable for the
investigation of creep due to the simplicity of specimen handling, preparation and setup
design, whilst maximizing long term stability and deformation precision.
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6 2 Measuring time-dependent deformations in metallic MEMS

2.1 Introduction

Metals as structural components in MEMS find increasing applications, e.g., in radio-
frequency MEMS (RF-MEMS) intended for mobile communications applications due to
their favorable electrical characteristics. Figure 2.1 shows an example of an RF-MEMS
switch. The reliability of these devices has been shown to critically depend on their time-
dependent mechanics, such as fatigue and creep, which are affected by temperature [126,
128, 170, 171]. Fatigue affects the device life time through its limitation on the number
of device operation cycles, e.g., the number of open/closed cycles of an RF-MEMS switch.
Creep can directly affect the operational characteristic, e.g. through a shift in pull-in
voltage of an RF-MEMS switch which results in reduced power handling [170]. Fatigue
effects may pose less of a problem than expected at small geometrical length scales, whereas
creep effects seem to impose more limitations upon miniaturization [44].

The difference between micro- and macroscale creep is generally attributed to so-called
size-effects: the interaction between microstructural length scales and dimensional length
scales [2, 39]. Although for bulk materials the physical micro-mechanisms of creep are
well understood, for thin films this is not the case. Specifically for free-standing metallic
thin films, not much research has focused on characterizing size- and temperature-effects in
time-dependent material behavior [33], although some research has been conducted on the
influence of alloy content and structure on creep in thin metallic films [129, 130]. Therefore,
there is a clear need for detailed studies into the physical micro-mechanisms underlying
temperature dependent size-effects in creep in metallic MEMS.

As a first step in this direction, the goal of the current work is to construct and vali-
date an experimental mechanical methodology to quantify time-dependent deformation
of µm-sized free-standing cantilever beams, which can also be used at elevated tempera-
tures up to 200 ◦C. To this end, first the experimental methodology is discussed in terms
of design choices and data analysis steps. Next, the details of the experimental setup
and implementation of the methodology are presented. Subsequently, results of proof-of-
principle measurements are presented followed by a critical discussion on the precision of
the methodology. To this end, the influence of various errors on the precision is evaluated,
where possible quantitatively. Finally, conclusions are drawn with respect to the results of
this work.

2.2 Design of experiment

Performing mechanical tests on specimens that are free-standing with dimensions in the
order of µm’s is not trivial. Aspects of specimen preparation, handling, loading, load
and deformation measurement and control have to be carefully addressed [81] and will be
considered in the following.
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Figure 2.1: Scanning electron microscopy image of an RF-MEMS switch (courtesy of EPCOS
Netherlands BV).

Specimen handling and preparation

The prolonged out-of-plane bending of the hinges in the actual MEMS device raises re-
liability concerns. Therefore, bending is the deformation mode of interest. Suitable test
structures for bending under well defined conditions are free-standing, micron scale can-
tilever beams, see Fig. 2.2. Considering specimen handling and preparation, it is highly
preferred to test on-wafer structures instead of separate µm-sized structures. Moreover,
applying the same micro-fabrication procedure as done for the actual device guarantees
the relevance of obtained results.

Figure 2.2: A SEM-image of a test cantilever beam that is attached to a free-standing plate clamped
on three sides by an anchor.
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Loading method

To characterize parameters in microbeam bending, such as Young’s modulus or flow/frac-
ture behavior, several methodologies exist using external/instrumented actuation [76, 122,
180] or even on-chip integrated actuation [23, 24, 34]. However, a critical aspect of the
load and displacement control and measurement is long term stability, especially for pro-
longed time-dependent deformation measurements (at elevated temperature). Therefore,
a small, simple fully-mechanical, deflection-controlled mechanism is most suitable. To this
end, a so-called micro-clamp is designed, being a simple horizontal knife edge attached
to an elastic mechanism, see figure 2.3. A chip with cantilevers is placed under the knife
edge, which can be lowered by rotating the thumbscrew, thus pressing and deflecting a
cantilever. By using a mono-material, near-monolithic, elastic mechanism the knife edge’s
vertical position can be controlled to < 100 nm, whilst adjustment screws set the chip’s
in-plane position. The micro-clamp is placed under a confocal optical prolometer to cap-
ture the deformation in time. To complete the design for long term stability, in-plane and
out-of-plane thermal expansion are minimized respectively by (i) thermally centering the
chip below the knife edge-to-beam contact through placement on a line and point contact
and (ii) mounting the knife edge via a piece of the same chip with same thickness and CTE
on the elastic hinge.

This micro-clamp has several benefits. First, multiple specimens can be deflected in parallel
simply by aligning the specimens on the chip and using a broad knife edge. Second, thermal
effects are minimized by effective thermal compensation features. Third, the mechanism
can be fabricated using standard milling, polishing and electric discharge machining. Last,
but not least, this fully mechanical design avoids uncertainties due to electrical and other
drift effects encountered in e.g. electro-static loading [170] or nano-indentation, the latter
being practically unfeasible at room temperature, let alone at elevated temperatures, given
its temperature sensitivity [158].

Deformation measurement

To measure the out-of-plane deformation, surface topographies are acquired using opti-
cal profilometry. Interferometric profilometry would be ideally suited in terms of height
resolution. However, it cannot deal with the large local surface angles associated with
the relatively high surface roughness of the metallic MEMS considered here. Confocal pro-
filometry is able to handle a high surface roughness yielding a height resolution in the order
of nm’s for ideally flat surfaces and high numerical aperture (N.A.) objectives, although for
rough surfaces it is less precise. Another factor that limits the resolution is that objectives
with sufficient working distance and thus lower N.A. need to be used. It will be shown in
the next section how this can be improved.

Data analysis

Statistical and systematic errors need to be reduced to obtain the cantilever tip deflection
as function of time from the surface topographies with sufficient precision. The statistical
errors stem from the limitations in optical profiling height resolution and the specimen’s
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Figure 2.3: Schematic of the micro-clamp beam deflection setup (top) and the features that mini-
mize thermal effects in z-direction (bottom left) and in-plane (bottom right).
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Figure 2.4: Sequence of a micro-beam deflection recovery experiment. (A) The knife edge controlled
by the micro-clamp approaches the beam. (B) The knife edge deflects the beam to a depth of
δloading and holds it for a certain period of time. (C) The knife edge is raised, releasing the beam,
after which the deflection recovery is measured over time using an optical surface profilometer.

surface roughness. The systematic errors arise due to drift in the optical profilometry set-
up causing in-plane and out-of-plane translations as well as rotations about the in-plane
axes. To minimize systematic errors a simple image correlation and leveling algorithm will
be applied. Finally, statistical errors will be reduced by averaging the full-field data based
on elastic beam theory.

Summary

Based on these considerations, the following experimental methodology is proposed. Af-
ter prolonged constant deflection controlled by the micro-clamp, see figure 2.4, the time-
dependent deflection recovery of micron-sized cantilevers is measured from a sequence of
full-field deformation profiles, employing a commercial optical surface profilometer. Data
processing is applied to deal with drift in the profilometry set-up and to reduce statistical
errors, yielding an overall improvement of the measurement precision. The methodology’s
benefits are its simplicity, long term stability and deflection precision, without involving
highly specialized parts or instruments. The latter two benefits allow for easy and inex-
pensive parallelization, which is particularly useful for prolonged creep experiments. The
only remaining limitation is the lack of a direct measurement of the applied force. Though
it is not the focus of this paper, experimental material parameters can be extracted in a
straightforward manner for the simple geometry of the cantilevers by an analytical inversion
procedure.

2.3 Experimental implementation

Specimen preparation and handling

The cantilevers in this work are produced from Al-(1 wt%)Cu on a test-wafer processed in
the same manner as the actual RF-MEMS switches. The Young’s modulus is 66.8 GPa, de-
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termined by eigenfrequency measurements and finite element analysis of electro-statically
actuated cantilevers [14, 22]. The engineering yield stress σy = 1.8 · 102 MPa is ob-
tained by measuring hardness H using nano-indentation and applying the Oliver & Pharr
methodology in combination with Tabor’s relation σy ∼ H/3 [141, 166]. The film thick-
ness is 4.8 ± 0.2 µm. The surface roughness, measured with atomic force microscopy, is
Ra = 45 ± 10 nm. The film consists of columnar, through-thickness grains with {111}
surface orientation and an average grain diameter of 20 µm, assuming cylindrical grain
shapes, as determined with electron backscatter diffraction. Although several cantilevers
with nominal width of 25 µm and various lengths are on the test-chip, here cantilevers of
65 µm length are tested, being a trade-off between practical imaging, deflection depth and
induced stress levels.

Loading method

The precise control of the cantilever deflection is facilitated through near-monolithic fab-
rication of the micro-clamp from CrNiMo-steel, see figure 2.3. The knife edge height is
set through a fine-pitch, play-free, tip-polished thumb-screw that deflects a leaf spring
attached to an elastic hinge. This motion is reduced by the leaf spring to elastic-hinge
stiffness-ratio and the leaf spring to knife edge length-ratio, yielding a height control of
< 100 nm/◦ thumbscrew rotation. In-plane adjustment screws allow for planar place-
ment with ∼ 5 µm resolution. Furthermore, a so-called thermal compensation chip, a
piece of the test-wafer onto which the knife edge is mounted, is crucial for out-of-plane
thermal mismatch compensation, resulting in equal z-motion of knife edge and cantilever
upon homogeneous temperature changes of the setup. Key for in-plane compensation is
the minimized mismatch distance (∆x = 200 µm) between knife edge and line contact
in x-direction, whilst in y-direction thermal effects can be neglected assuming no friction
between knife edge and cantilever. This design is essential for precise control, of which the
performance will be discussed in 2.4.

The micro-clamp is utilized in the loading procedure as follows. The chip is placed and the
beam is aligned in-plane to the knife edge under the optical profilometer, whilst leveling the
optically flat chip-substrate to within 0.01 ◦ is achieved using the manual 2-axis tilt stage
of the profilometer. A surface topography of the unaltered beam (reference height posi-
tion) is then acquired in the confocal profilometer mode. Then, whilst lowering the knife
edge with minimal steps (< 100 nm) and simultaneously measuring the beam deflection
with profilometry, the beam is deflected to and held for 48 hours at a depth of ∼ 850 nm,
which is considerably less than the microbeam-substrate gap and corresponds to a maxi-
mum stress of σbend,max = 1.0 · 102 MPa ∼ 0.6σy for this cantilever length. Finally, the
unloading procedure is started by lifting the knife edge and immediately capturing surface
topographies during ∼ 6 hours.

Deformation measurement

For the deformation measurement, a commercial optical profilometer (Sensofar Plu2300)
operated in confocal microscopy mode is employed: 470 nm LED light, 100x long work-
ing distance objective with N.A. of 0.7, scan height of 20 µm, data acquisition time of
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∼ 85 s, motorized XY-translation-stage with 1 µm precision, stabilized on an active vi-
bration isolation table in a temperature controlled room (Tambient = 21.0 ± 0.5 ◦C). In
this configuration, the RMS repeatability1 is specified and verified to be < 10 nm on a
calibration mirror. However, the RMS repeatability measured on the actual surface of
several test structures and chips is not as good: 80 ± 25 nm, clearly showing that the
surface roughness of Ra = 45 nm with locally high surface slopes, negatively affects the
measurement precision.

Data analysis

Errors due to drift of the translation and tilt stage of the profilometer will worsen the
precision beyond the 80 nm RMS repeatability and deteriorate the overall accuracy due to
their systematic nature. Therefore, first a straightforward image correlation algorithm is
used that aligns the test structure edges, to compensate for x and y translations with pixel
resolution. Rotations around the axis perpendicular to the surface have been validated to
be negligible. Second, tilt around x and y-axis and drift in z-direction are corrected by
applying a linear leveling algorithm, using the double clamped plate as reference, see figure
2.5. The out-of-plane deformation at the areas of the plate used as a reference for leveling
will be shown to be negligible with respect to the measurement precision, see section
2.4. Third, after correcting systematic errors leaving the statistical error due to the RMS
repeatability for high surface roughness, the precision of determining the tip deflection utip
is crucially improved by fitting standard beam bending theory to the full-field deformation
data of the beam. This key step uses the intrinsic assumptions, verified in section 2.4,
that the bending is elastic and the double clamped plate rigidly fixes the cantilever. utip
is obtained by first subtracting the profile of measurement i from the reference profile,
yielding the deformed profile. Then area bins (16x1 µm2), over which the surface height is
averaged, are created along the length of the beam and plate giving the deflection profile,
see figure 2.5. Finally, the equation for a single clamped beam is fit to the profile yielding
utip.

2.4 Results and discussion

Proof of principle measurements

The result of the measured deflection recovery is a sequence of profiles, shown in figure
2.6, from which utip as function of time is determined, as shown in figure 2.7. After an
instantaneous initial spring back of more than 95% of the loading depth, the beam shows a
relatively small, though clear monotonous increase in height of ∼ 25 nm over a time period
of about 5 hours. This reveals a time-dependent recovery of the cantilever. Next to this,
no permanent deflection is observed. Repetition of these measurements for several similar
beams shows consistent results.

To assess the precision of the measurement, the standard deviation is determined of the tail

1RMS repeatability is defined as the root-mean-square value of the height difference profile calculated

from two subsequent height measurements of the same surface.
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Figure 2.5: Surface topography illustrating data processing steps to obtain the tip deflection from
surface height maps: 1) image correlation to align the profiles in XY-direction, 2) linear plane
fitting based on reference areas to correct for tilt around x and y axis and drift in z-direction, 3)
subtraction of the measured profile i from the undeformed profile to deduce the deformed profile,
4) averaging the heights of boxed areas along the beam to deduce the deflection profile, 5) fitting a
standard beam bending equation to the deflection profile to extract utip (thin line in lower graph).

of the measurement (t > 2.5 · 104 s, not shown in figure 2.7), where the deflection has fully
saturated. This yields a precision of (1σ) of ∼ 3 nm. The resulting precision is remarkably
good considering the surface roughness of 45 nm or the achieved 80-nm RMS repeatability
of the confocal profilometry. This shows that the proposed methodology yields a precision
of < 7% of Ra or < 4% of the obtained RMS repeatability.
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Figure 2.6: Cantilever deflection profiles after data processing of the deflection recovery experiment.
The initial profile acquired before any deflection is plotted in black. The first profile acquired after
unloading is plotted in blue and subsequent profiles are plotted with a gradient from blue to red.
Three sections are distinguished: (1) unreliable data due to partial blocking of reflected light by
the knife edge, (2) the cantilever deflection profile, and (3) the plate profile.
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Figure 2.7: The measured time-dependent deflection recovery showing the tip deflection utip,
obtained from the data in figure 2.6, as function of time.

Error assessment

As discussed in section 2.2, there are statistical and systematic errors that affect the mea-
surement precision. Here, we assess the correction of the systematic errors. First, the tilt
correction assumes that the deformation of the double clamped plate is negligible, i.e. the
plate is rigid and the cantilever is rigidly clamped. This needs validation. Second, the in-
plane drift correction with an image correlation algorithm that correlates to pixel and not
sub-pixel precision, is evaluated. Lastly, systematic errors stemming from (ever-present)
temperature influences are discussed.

The assumption of the negligible deformation of the double clamped plate is analyzed by
finite element analysis (FEA). A linear elastic model can be employed as the loading is
below the (engineering) elastic limit. The model consists of 3D, 20-node, second order,
iso-parametric elements (commercial FEA-package, Marc Mentat), see figure 2.8. Only
half of the structure is modelled due to symmetry. To carefully simulate the experimental
geometry (figure 2.2), the clamped plate (∼ 130 µm long) is completely modeled together
with the anchors, where the boundary conditions (fixed displacements) are applied. A
deflection of 100 nm is applied at the tip, corresponding to an upper limit on the deflection
immediately after unloading. The resulting deformation of the plate, shown in figure 2.8,
reveals that the plate deflects downwards at the attachment of the beam, whilst it rises at
the center. This rise is limited though to < 0.5 nm, whereas it is < 0.2 nm in the regions
selected for leveling and height reference, i.e. < 0.1% of the tip deflection. Thus, it is
concluded that the deflection of the reference areas negligibly affects the overall precision.

To investigate the remaining systematic error after the image correlation step, a random
topography is investigated where this topography is shifted with one pixel in every direction
with respect to its original position. Then the profiles are processed the same way as
described in section 2.3, which yields an upper limit of ∼ 3 nm in the error of the tip
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deflection due to limitations of the in-plane image correlation, see figure 2.9.

Finally, the errors due to temperature fluctuations are discussed, except those inducing
stage drift, of which the effect pertains to the previously discussed error. These fluctuations
affect the microclamp, possibly changing the cantilever position with respect to the micro-
clamp. They do not affect the tip deflection recovery measurement, because the free-
standing thin film expands/contracts freely. During loading, however, the knife edge and
cantilever are in contact. The thermal loop then consists of the micro-clamp, the knife edge,
its disc spring fixation, the silicon substrate and the aluminum cantilever. In z-direction,
the difference in thermal expansion stems from the difference in thickness (< 20 nm)
between test chip and thermal compensation chip, because the latter is compressed by the
disc spring fixation (∼ 50 N). This thickness difference results in an expansion difference of
∆z/∆T < 5 · 10−4 nm/◦C, i.e. the knife edge lowers < 0.1 nm for ∆T = 200 ◦C. Without
this compensation chip ∆z/∆T ∼ 10 nm/◦C would hold, i.e. the knife edge would rise
by 200% at 1 µm initial deflection for ∆T = 200 ◦C! In x-direction, a thermal mismatch
exists between micro-clamp and chip over the mismatch distance (200 µm), resulting in
∆x/∆T < 3 nm/◦C or ∆x < 600 nm for ∆T = 200 ◦C, changing the tip deflection
relatively by < 3%. Without this design, the far edge of the inherently non-flat chip may
stick to the clamp resulting in ∆x/∆T ∼ 100 nm/◦C! In conclusion, this analysis shows
that the setup is rather insensitive not only to small changes at room temperature, but also
up to ∆T = 200 ◦C, making it ideally suited for prolonged testing at elevated temperatures.
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Figure 2.8: Finite element simulation of the height deformation of the beam and the double clamped
plate at 100 nm deflection of tip. The deformation is magnified and the scale range is adjusted to
visualize the small variations of the deformation of the plate. Black indicates deflection below a
depth of 1 nm. The model shows the plate is raised in the center by < 0.5 nm. The height of the
areas selected for reference height and leveling remains within 0− 0.2 nm.
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Figure 2.9: The influence of an erroneous xy-correlation on the overall profile fit. The topography is
shifted 1 pixel in the horizontal and vertical direction to imitate the possible deviation introduced
by the image correlation procedure. The inset shows a zoom around the original profile (dashed
red line) indicating a maximum error of ∼ 3 nm.

2.5 Conclusion

An experimental methodology has been presented to measure time-dependent deformation
in µm-sized free-standing cantilevers. As a first result, the deformation recovery after initial
spring back of a cantilever is measured over a period of ∼ 6 hours, showing a recovery of
25 nm during this period thereby eliminating permanent deflection. The precision is 3 nm,
corresponding to < 7% of the surface roughness or < 4% of the 80-nm RMS repeatability
of the surface profilometry of these specimens. This is remarkably good considering the
relatively high surface roughness and experimental limitations.

The measurement is made possible due to the well-considered design of experiment: mea-
surement of time-dependent recovery with confocal profilometry in a simple mechanical
setup with minimal specimen handling. A micro-clamp deflects on-chip micro-cantilevers
to a depth controlled with < 100 nm resolution. Simple image correlation and leveling al-
gorithms are applied to the measured surface profiles to correct for profilometer stage drift,
whilst standard beam bending equations applied to the full-field deformation data of the
beam further improve the measurement precision. Error sources due to thermal mismatch
and drift correction in tilt and translations are analyzed to verify the relative insensitiv-
ity of the micro-clamp design to thermal effects and the assumptions made in the image
processing. This analysis shows that the obtained tip deflection precision is reliable and
that the setup is suitable for elevated temperature testing. The observed time-dependent
deflection recovery is an interesting manifestation of creep. The next step, therefore, is to
apply time-dependent material models to extract physically meaningful parameters, the
procedure of which will be discussed in the following chapter.
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Chapter 3

Characterizing time-dependent anelastic
microbeam bending mechanics

Reproduced from; L.I.J.C. Bergers, J.P.M. Hoefnagels and M.G.D. Geers, Characteriz-

ing time-dependent anelastic microbeam bending mechanics, J. Micromech. Microeng., in

preparation

Abstract

This chapter presents an accurate yet straightforward methodology for characterizing time-
dependent anelastic mechanics of thin metal films employed in MEMS. The deflection
of microbeams is controlled with a mechanical micro-clamp, measured with digital holo-
graphic microscopy (DHM) and processed with global digital image correlation (GDIC).
The GDIC processing directly incorporates kinematics into the 3D correlation problem,
describing drift-induced rigid body motion and the beam deflection. This yields beam
curvature measurements with a resolution of < 1.5 ·10−6

µm−1, or for films thinner than 5
µm, a strain resolution of < 4 µε. Using a simple experimental sequence, these curvature
measurements are then combined with a linear multi-mode time-dependent anelastic model
and a priori knowledge of the Young’s modulus. This allows the characterization of the
material behavior in the absence of an additional explicit force measurement, which sim-
plifies the experimental setup. Using this methodology we characterize the anelasticity of 5
µm-thick Al(1wt%)-Cu microbeams of varying microstructures over relevant timescales of
1 to 1 · 105 s and adequately predict the time and amplitude response of experiments per-
formed for various loading conditions. This demonstrates the validity of the methodology
and the suitability for thin film mechanics research for MEMS development.
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3.1 Introduction

The reliability of metallic microelectromechanical systems (MEMS) has been shown to crit-
ically depend on time-dependent mechanics such as creep, with an increasing detrimental
influence upon miniaturization [44, 171, 173]. For example, in a radio frequency MEMS
switch (Fig.3.1), creep appears as both a viscoelastic and plastic effect over timescales of
seconds to days. This directly affects the operational characteristics, e.g. through a shift in
pull-in voltage resulting in reduced power handling [99, 170]. Reliable operation of metallic
MEMS requires accurate modeling of the electrical and mechanical behavior. Traditional
mechanical models do not properly account for the interplay between the reduced device
structural and microstructural length scales, so called size-effects [2, 39] and thus fail to
accurately describe the mechanics. Furthermore, statistical effects also play a significant
role [62], because of microstructural variations from specimen to specimen, which are in-
herent to the microfabrication of such small structures. Predictive capabilities for device
development and systematic investigations into the underlying micromechanics, however,
require characterization of (long-term) time-dependent mechanics at the microscale. To
this purpose a suitable methodology is developed in this paper.

In the following we discuss the methodology to highly precisely measure on-wafer defor-
mations and effectively combine this with a simple model. The procedure for on-wafer
deformation measurement relies on state-of-the-art digital holographic microscopy (DHM)
and a novel global digital image correlation (GDIC) algorithm. Next the mechanical be-
havior is characterized based on an anelastic model to obtain model parameters from the
experiments. Finally the reliability of the methodology is assessed by predicting the defor-
mation evolution in subsequent measurements under different loading conditions.

(a)

GapM
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ro
be
am

Anchor

Substrate

(b)

Figure 3.1: SEM images of (a) a metallic RF-MEMS switch, which consists of a plate attached
to anchored hinging beams, and (b) test cantilevers easily co-fabricated on the same die as the
RF-MEMS switch.
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3.2 Strategy

A reliable methodology for characterizing time-dependent mechanical behavior should meet
the following requirements. First it uses easily reproducible specimens that can be inte-
grated into actual (test-)MEMS designs. This facilitates testing multiple specimens to
probe statistical effects, yielding data directly applicable to the device. Second, highly
stable loading and measuring methods are necessary, because the behavior of interest typ-
ically spans time scales from 10−1 to 105 s. Preferably a simple mechanical device is
employed, assuring high stability with a minimal amount of components to provide a sim-
ple, reproducible, hysteresis-free loading. Optical profilometric techniques are most ideal
for high-speed, long-term deformation measurements as these provide full-field height data
[16]. Third, as drift is inevitably present at these length and time scales due to the separate
loading and measuring devices, the full-field data can be used to measure the drift from
non-deforming parts of the wafer. Sensitive drift correction, however, requires an accu-
rate algorithm to extract the deformation from the full field drift-affected data. Finally, a
simple and sufficiently accurate mechanical model should be in place to characterize the
time-dependent mechanical behavior for design purposes.

A few methods exist for mechanical characterization of time dependent mechanics at the
microscale. With timescales of interest between 10−1 to 105 s, the low frequency anelastic
behavior is of particular interest in this study. Anelasticity has been characterized with
high frequency microbeam vibration [29, 32], bulge testing [88, 91, 92, 185] and tensile
testing [108, 109, 115], whilst creep has been characterized with bulge testing [93] and
wafer curvature measurements [129, 130]. These methods directly or indirectly measure
forces and scalar displacements, yielding stress and strain data for model characterization.
However, they require dedicated specimens and processing methods, limiting specimen
variation, handling and integration with actual device wafers. On-wafer microbeams, see
Fig.3.1 are well suited due to their simple geometry allowing for easy variation and co-
fabrication with the device wafer. Moreover, they enable simple mechanical loading by
deflection, resembling the critical deformation states in RF-MEMS.

Microbeam bending experiments have been performed with instrumented indentation [53,
159], or on-chip test structures [34]. Although instrumented indentation allows for both
force and deflection measurements, the uncertainties in loading position, local deforma-
tions and long-term instrument stability entail poor reproducibility. The on-chip test
structures elegantly integrate the entire test, which simultaneously poses limitations: the
required actuation and acquisition electronics for long-term highly sensitive measurements
are non-standard, while additionally the chip is optimized for a limited range of specimen
geometries. Previously, we developed a fully mechanical, hysteresis-free microbeam load-
ing mechanism [9], employing confocal profilometry for deflection measurement. Although
the loading device provides excellent stability, the confocal profilometer shows significant
irregularities over long periods, due to limited long-term closed-loop positioning accuracy
resulting from its vertical scanning principle [1]. Therefore a non-scanning optical technique
is required for reproducible microbeam bending measurements.

Deformation measurements using non-scanning optical techniques are laser beam deflec-
tion [127], wafer curvature [56] or multiple wavelength DHM [105]. Although the former
two have high sensitivity, they are not preferred, because they either require a relatively
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large surface or yield a single point measure that necessitates a sophisticated setup de-
sign to eliminate drift effects. However, dual wavelength DHM [59, 105], is well suited,
because it acquires holograms that contain the object’s full-field height information with
nm-resolution over depths equal to the synthetic wavelength generated by low-frequency
beating of the two wavelengths. Another benefit is the imaging speed that is only limited
by the camera’s acquisition rate. Additionally, the full-field profilometric data can contain
deformation-free areas for the required drift correction. In order to minimize systematic er-
ror, we here develop a novel algorithm based on GDIC [83], that has recently been extended
to quasi-3D [140]. The algorithm uses the specific kinematics involved in this experiment
to optimally extract a limited set of kinematical degrees of freedom yielding maximum
accuracy. The complete 3D displacement field is differentially measured between a static
reference profile and a drifted and deformed profile. This yields the beam curvature, from
which the strain results for known beam thickness. Thus, the combination of DHM with
quasi-3D GDIC enables high-reproducibility deformation measurements.

The anelasticity can be analyzed and characterized by exploiting the measured kinematics.
Often stress relaxation or vibration experiments are performed [28, 88, 91, 107, 157, 185] to
characterize (multi-mode) linear viscoelastic models. The simplicity of the adopted loading
device precludes explicit force measurements. However, we overcome this by performing
an experiment at constant applied deformation followed by a fully unloaded state, i.e. no
applied external forces. Combining this with a simple model, parameters can be extracted
from these particular loading conditions. It assumes that forces are implicitly known in
case of a known Young’s modulus, E, which can be obtained from literature or a different
experimental technique. This approach allows the characterization of the mechanical be-
havior for time scales relevant to MEMS devices in a simple setup without explicit force
measurement.

3.3 Curvature measurement

To measure anelastic microbeam curvatures, a micro-clamp loading device[9] is placed
under a DHM, see Fig.3.2. The micro-clamp has a polished horizontal knife edge attached
to a simple leafspring mechanism controlled by a thumbscrew. The mechanism reduces
the ingoing thumbscrew motion to a z-displacement of the knife edge with a resolution of
∼ 50 nm. Thermal expansion effects in the loading mechanism are minimized by fabricating
the mechanism and knife edge from the same material, placing a dummy wafer in the
loading loop, and constructing a thermal center near the loading point. The resulting
thermal sensitivity of the applied deflection is ≤ 0.1 nm for ∆T= 200 ◦C. A Lyncée tec
DHM R2100 dual wavelength holographic microscope (λ1 = 682.5 nm, λ2 = 758.5 nm) is
employed, utilizing a 20x objective with N.A= 0.4, placed in an environmentally controlled
room with T= 20.5± 0.2 ◦C.

DHM is an upcoming profilometric technique [100]. The working principle is the digital
acquisition of a hologram obtained by interfering a reference monochromatic wave of wave-
length λ with a wave split from this reference and scattered from an object [36, 37, 100].
This is realized in a single snapshot without any scanning parts, providing this DHM an
acquisition rate facq. < 10 Hz. Higher rates have been demonstrated, e.g., for dynamic
MEMS characterization [132]. From this hologram an intensity image and phase image
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Figure 3.2: Schematic side view of the micro-clamp used to deflect on-chip cantilevers with high
resolution under a profilometer. Thermal and mechanical drift effects in the load are minimized
through a dedicated thermomechanical design.

are reconstructed digitally, where in a reflection configuration the latter is a direct rep-
resentation of the object’s topography. The employed DHM yields a height resolution of
∼ 10 nm, at a typical noise level of 1-2%, over a range of 341 nm, (0.5λ1), for the reflection
configuration used in profilometry. This technique therefore enables high speed acquisition
of full-field height profiles of the microbeams with 10 nm resolution.

A limitation of phase measuring profilometer techniques is the occurrence of phase dis-
continuities for path length differences > 0.5λ, caused by step heights, (microfabrication
induced) surface roughness, or large deflections, as used in this work. This problem is
normally addressed by phase shift strategies or sophisticated unwrapping algorithms [100].
In addition to unwrapping algorithms, the DHM can operate simultaneously with two
wavelengths λ1, λ2, that create a synthetic long beat wavelength Λs and remove the phase
ambiguity [59, 105]. This operation is illustrated in Figs.3.3a-f in 1D for a deflected beam,
of which the true height profile is shown in Fig.3.3a. Each individual wavelength Λi pro-
duces phase Φi cq. height profiles hi as depicted in Fig.3.3b-c, where measurement noise
of ǫ = 0.02Φi is introduced. The algorithm used in this approach subtracts the measured
phases from each other resulting in the phase difference Φ2−Φ1, see Fig.3.3d. This reveals
jumps where Φ2 > Φ1, which are simply removed by adding ±2π to yield the phase Φs and
height profile hs of the synthetic wavelength Λs, see Figs.3.3e,f. These do not contain the
phase jumps along the deflecting part present in Figs.3.3b-c.

The resulting height profile in Fig. 3.3f, however, reveals an absolute noise level along
most of the profile that is significantly larger than the noise in hi, as well as large phase
jumps where Φs ∼ modulo2π± ǫ. The former can be improved by the so-called mapping of
the data from a short wavelength onto the synthetic wavelength [59, 105], whilst the latter
can be improved by algorithms detecting phase jumps. The mapping procedure segments
the height profile hs in Fig.3.3f in integer multiples of λ1, or λ2, see hs,seg. in Fig.3.3g,
and adds the corresponding segments of h1 to the corresponding segment in hs,seg., hence



22 3 Characterizing time-dependent anelastic microbeam bending mechanics

creating the mapped height profile hm, see Fig.3.3h. This extends the measurement range
to 0.5Λs = 3406 nm, while reducing the noise level along most of the profile to the single
wavelength noise level.

However, the mapping procedure is still sensitive to noise where either Φi is ∼ 2π modulo,
see the phase jumps and spikes in Figs.3.3b,c,h, prohibiting nm-precise microbeam bending
measurements. For noise ǫ1 < λ1/(4Λs) a simple correction procedure exists [59]. Noise
exceeds this level for optically non-smooth surfaces, as is the case for the employed metallic
microbeams and many other microstructures, introducing significant spikes in the mapped
surface profile, see Fig.3.3i. This problem is resolved by correcting spikes in hm with a
2D areal phase-jump detection algorithm. The algorithm removes the 2π modulo in the
phase difference ∆Φ between an uncorrected pixel in Φm, and the average phase Φ̄m,corrected

in an mxn facet of already corrected pixels surrounding that pixel. The very first pixel
is assumed to be free of phase jumps. The values of m and n are optimized to contain
enough pixels for a representative average, whilst still being able to follow the deflecting
profile of the beam, i.e. large n and small m. This effectively removes the spikes in the
continuous areas on the surface of the microbeam, see Fig.3.3j. Another benefit is that it
removes the phase jumps occurring for ∆hs > 0, 5Λs, thus extending the height range to
the light source’s coherency length.

Elastic beam deformations result in nm-level deflection changes, requiring precise data
processing in order to deal with drift and noise induced by thermal effects, optics, humidity,
vibrations and surface roughness. Global digital image correlation (GDIC) [83] is used to
obtain the displacement field between an undeformed reference profile and a deformed and
displaced profile, see Fig.3.4a,b. It is based on the principle of brightness conservation,
where surface patterns are matched between images. This has recently been extended to
quasi 3D, i.e. obtaining a 3D displacement field as function of the 2D position field while
matching (natural) surface features [140], i.e. in this work the surface roughness of the
micromachined microbeams. A minimization problem is formulated from the conservation
with the displacement field parameterized by global degrees of freedom (dofs). For the case
of interest here, the global kinematical dofs are the microbeam deflection and the drift-
induced rigid body translations and rotations. A novel aspect is that the dofs for deflection
are based on Euler-Bernoulli kinematics and limited to a sub-region, the deflecting beam,
in stead of the entire profile, being the beam and its anchor. Solving this GDIC problem
yields the deflection directly. By taking the double derivative of the deflection along the
beam’s longitudinal direction the curvature is obtained.

The quasi-3D GDIC principles are detailed next. A more detailed description can be found
in App.A. The brightness conservation, here representing height profiles, states that the
reference image, represented by the height field f(~x) on position field ~x, Fig.3.4a, is related
to the deformed image, g(~x), Fig.3.4b, through the in-plane displacement field ~uxy(~x) and
the out-of-plane displacement field ~uz(~x) and measurement noise n0(~x):

g(~x+ ~uxy(~x)) = f(~x) + uz(~x) + n0(~x). (3.1)

The unknown 3D displacement field ~u(~x) is obtained by minimizing the global residual η
of Eq.(3.1) integrated over the considered region of interest (ROI)
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Figure 3.3: (a-h) Sequence illustrating the dual wavelength height profile measurement and map-
ping principle for a simulated deflected microbeam: (a) height profile h, (b) phase Φ1 (red solid
line) and height h1 (blue dashed line) measured by wavelength 1, (c) phase Φ2 (red solid line) and
height h2 (blue dashed line) measured by wavelength 2, (d) phase difference Φ2 −Φ1, (e) phase of
synthetic wavelength Φs, (f) height profile hs calculated from Φs, (g) segmented height hs,seg. (h)
mapped height hm (i) Mapped height image shows many spikes remain after mapping. A pixel-
wise correction algorithm is applied in a facet (solid box) that is shifted in a region of interest
(dashed box). (j) Corrected mapped height image revealing the microbeam surface topography.

η2 =

∫

ROI

[(f(~x) − g(~x+ ~uxy(~x)) + uz(~x)]
2d~x =

∫

ROI

r(~x)2d~x, (3.2)

where r(~x) is the residual field. The displacement field is parameterized and interpolated
using a set of basis functions φn(~x) defined globally over the region of interest and involving
a discrete set of dofs ψn according to

~u(~x) = ux(~x)~ex + uy(~x)~ey + uz(~x)~ez =
∑

n

ψnφn(~x)~ei, (3.3)
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Table 3.1: Kinematic degrees of freedom describing the displacement field.

Displacement field Description Active area
component area
Drift translation x-direction ux(~x)~ex = ψx~ex ROI
Drift translation y-direction uy(~x)~ey = ψy~ey ROI
Drift translation z-direction uz(~x)~ez = ψz~ez ROI
Drift rotation about x-axis uz(~x)~ez = ψz,xy~ez ROI
Drift rotation about y-axis uz(~x)~ez = ψz,yx~ez ROI
Microbeam deflection uz(~x)~ez = Only

ψzEB
(−(x− xroot)

3/(6l) µ-beam
+(1/2)(x− xroot)

2)~ez

where i = [x, y, z]. The drift here results in a translation in x, y and z-direction as well as
a tilt around x- and y-axis, while the deflection results in an additional displacement in
z-direction. Table 3.1 lists the kinematical dofs. Fig.3.4a illustrates the ROI for the drift
components, whereas Fig.3.4c-e emphasize the linear combination in uz of the drift, acting
within the entire ROI, and the deflection component, acting only on the beam.

For the deflection component w simple Euler-Bernoulli kinematics are assumed [52]. The
deflection of a cantilever that is clamped at xroot and loaded by a point load at x = l, is:

w(x) = κxroot
(
−(x− xroot)

3

6l
+

1

2
(x− xroot)

2) (3.4)

in which the constant κxroot
is the curvature at the root. The second derivative of Eq.3.4

with respect to x is taken to obtain the curvature profile κ(x). To ensure that both the
deflection and curvature profiles match the Euler-Bernoulli kinematics, the dofs directly
involve the constant κxroot

, i.e. ψzEB
= κxroot

, see Table 3.1, whereas xroot and l are
fixed parameters directly measured from the profilometric data. This reduces the set of
dofs, which benefits the minimization routine. More importantly, it also reduces the noise
in the curvature, especially at the edges of the sub-region. This is of concern, because
strain changes are largest at the beam’s root xroot. Note that xroot is not at the edge
of the anchor, but effectively 10 − 15 µm on top of the anchor, because of finite anchor
stiffness. Although in principle this location depends on the geometry and load, it is
adequate to identify it for one geometry at maximum load, because for smaller loads, and
thus deflections, its influence is smaller. In practice xroot is identified by observing the
deformation zone around the root. Finally, to best compare beams of different length, the
curvature at the edge of the anchor xedge is used for further analysis:

κ(xedge) = ψzEB
(
−(xedge − xroot)

l
+ 1) (3.5)

A set of experiments is performed on two different chips fabricated at an industrial wafer
fab. On each chip three cantilevers are deflected in parallel at x ∼ 125 µm up to w ∼ 2 µm
for 1 · 105 s (chip 1) and 1.5 · 105 s (chip 2), after which the load is removed and the
subsequent recovery evolution is recorded for 1 · 105 s. For chip 2 the unloading was



3.3 Curvature measurement 25

GDIC ROI

Reference f(x,y) 
y

 [
µ

m
]

x [µm]

(a)

50 100 150 200

220

230

240

250

260

270

x [µm]

(b)

Deformed & drifted g(x,y) 

50 100 150 200

h
 [

µ
m

]

−3

−2

−1

0

1

2

y
 [

µ
m

]

x [µm]

(c)

u
z =

50 100 150 200

220

240

260

x [µm]

(d)

u
z,drift +

50 100 150 200
x [µm]

(e)

u
z,deflection

50 100 150 200

h
 [

µ
m

]

−3

−2

−1

0

Figure 3.4: GDIC for measuring a drift-corrected deflection profile. (a) Reference profile f. (b)
Deflected and drifted profile g (c) uz(~x) displacement field composed of a (minor) drift component
over the entire ROI (d) and a major deflection component of the beam. (e) The region outside
the ROI is masked during correlation due to the inconsistent reconstruction by the DHM.

performed a few seconds slower, causing a longer delay in measuring profiles after release.
The complete sequence is illustrated for one beam in the inset of Fig.3.5. The DHM
measures continuously, where the acquisition period is adjusted between 0.1 s and 20 s to
match a logarithmically spaced temporal sampling after release.

The results show that after releasing the cantilevers, first, a large instantaneous change
in curvature occurs, see inset Fig.3.5, followed by a slow but significant recovery of the
curvature, and in some cases ending with a permanent curvature, see Fig.3.5. The amount
of recovery and the final curvature vary from beam to beam as a result of the hold state
and the variations in microstructure. The absolute values cannot be observed directly,
because a steady curvature is not reached even after 105 s. Furthermore, the plot reveals a
decay over multiple decades, indicating multiple time constants and/or non-linear material
behavior. An improved insight into the amount of recovered and permanent deformation,
as well as the material parameters is obtained by modeling, see sec.3.4.

The precision of the curvature measurement is estimated from a set of 11 profiles taken
before the deformation is applied. This is a difficult case for the GDIC algorithm enhanced
with deflection kinematics, because of the near-zero curvature. The standard deviation
obtained is sκ ≤ 1.5 · 10−6

µm−1. This value is also obtained in a numerical study on
the performance of curvature measurements from GDIC, see App.A. This precision is
more than sufficient for strain measurements on tfilm ≤ 5 µm as it yields sε ≤ 4 · 10−6.
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Although other traditional optical full-field curvature techniques used in thin film studies
yield precision down to sκ = 10−9

µm−1 [56], they prohibit extracting the curvature at
such a local and small scale. Furthermore, when comparing to pure 2D DIC surface strain
measurements employed in planar test structures, obtaining such a high strain precision
would be a true challenge. In 2D DIC a strain precision of ∼ 1 ·10−5 is currently the limit,
which is only obtained for facets of 1002 pixels in images of 10242 [83]. At these length
scales such 2D DIC precision would require high resolution microscopy and a suitable planar
testing setup, e.g. micro tensile tester. Lastly, the high precision in the strain measurement
is not only a benefit for analyzing time-dependent mechanics, it is also useful for residual
stress measurements or dynamic deformation measurements.
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Figure 3.5: Measured curvature evolution after releasing the constant deflection during the hold-
down period. The inset shows the curvature evolution as an example for beam 4 during the entire
load, hold and release sequence.

3.4 Mechanical characterization

The measured curvature evolution can be a combination of instantaneous elastic and plastic
deformation and of time-dependent elastic and plastic deformation. This can be described
by a simple mechanical model that combines visco-elastic elements with (visco)plastic
elements, see Fig. 3.6a. The focus is on time-dependent anelasticity and, therefore, it
suffices to assume simple instantaneous plasticity for the characterization of the permanent
deformation. Furthermore, as the curvature measurements reveal an exponential decay over
multiple decades in time, a multi-mode Maxwell model is employed to extend the number
of time-constants. A rule of thumb for such multi-mode models is to use 1 to 2 modes per
decade in time resulting in an adequate approximation of the relaxation behavior within
experimental error [6]. The moduli Ei represent the energy storage per mode, the sum of
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which gives the instantaneous modulus, i.e. the a-priori known Young’s modulus E. The
viscosities ηi represent the dissipative deformation mechanisms. Per mode they yield a
time constant τi = ηi/Ei, recognizable from the Prony-series description of visco-elasticity.

In order to obtain model parameters, an identification on the basis of stress-strain data is
usually performed. The lack of a force measurement is here circumvented through a stress-
free formulation for the anelastic strain, εanel., obtained by solving the ordinary differential
equations (ODE) for selected boundary conditions imposed in the experimental sequence:
first stress relaxation with εanel.(t0 = 0 ≤ t ≤ thold) = εhold,anel. followed by reversed creep
with σext.(t > thold) = 0, see Fig.3.6b. During t ≤ thold the ODE is solved to yield the
system state upon release. This serves as initial condition for the solution of the ODE
for t > thold. The formulation, however, requires the Young’s modulus to be a known
parameter, which is why an explicit force measurement is not required. A better estimate
of εhold,anel., the anelastic part of the model during hold period, and the permanent strain
εperm. are obtained by adding the latter as an unknown parameter to be identified. The
details of the derivation are given in App.B. From this we obtain the relaxation evolution
per damper for the hold period (εhold,anel.(t ≤ thold)), which determines the initial state
upon release:

εηi
= εhold,anel.(1− e−thold/τi). (3.6)

The evolution of the strain after release is then:

εtotal.(t) = εhold,anel.

n
∑

i=1

Ei

E

(

n
∑

j=1

b′jpj(i)e
λj(t−thold)) + εperm.. (3.7)

The parameters λj and p
j
=

n
∑

i=1

pj(i) are the eigenvalues and eigenvectors of the coupled

ODE problem and are a function of the material parameters Ei, τi. Solving for the ini-
tial values given by Eq.3.6 yields the parameters b′j which are a function of the material
parameters Ei, τi and the applied load duration thold.

The model parameters to be obtained are Ei, ηi and εperm.. The Young’s modulus E is
measured with a different technique, i.e. an eigenfrequency measurement combined with
finite element analysis of electrostatically actuated beams [14, 22]. The time constants
are fixed per measured decade using logarithmic spacing, so τ1 = 1.7 · 101, τ2 = 1.5 · 102,
τ3 = 1.3 · 103, τ4 = 1.1 · 104, τ5 = 105 s. This implies that either Ei or ηi are fixed.
Here we choose the storage modulus as unknown, thus giving 6 parameters: five Ei and
εperm.. Using a standard nonlinear minimization procedure the parameters in Eq.3.7 are
then identified from the experimental data, which has logarithmic sampling of 100 per
decade.

Fig.3.7a shows that a 6-dof approximation is able to correctly follow the anelastic recovery
over 5 decades of time. The standard deviation of the difference between the model and
measurement is, sε,model < 3 µε, which is within experimental precision.

In order to evaluate the material behavior independently of the amplitude of the applied
hold level and the permanent deformation, the anelastic part of the recovery is normalized
by the total amount of recovered strain εrecovered:
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Figure 3.6: (a) Time-dependent behavior described by a standard solid multi-mode viscoelastic
model with plastic dissipation resulting in permanent deformation. (b) Deformation controlled
loading sequence for microbeam bending experiment without force measurement.

εnorm.anel.(t) =
εtotal(t)− εperm.

εrecovered
=

εtotal(t)− εperm.

εtotal(t = thold)− εperm.
, (3.8)

which is independent of the load level. Indeed, after normalizing the six experiments
by their respective values for εrecovered, a master-curve like time-dependent behavior is ob-

served, see Fig.3.7b. When averaging the identified moduli per mode, i.e. Ēi = (
N
∑

k=1

Ei,k)/N

for the N beams, and applying these to Eq.3.8 to obtain a calibrated master model, the
resulting normalized anelastic behavior falls within the experimental error, as indicated by
the solid line in Fig.3.7b. This experimental spread is not only due to the measurement
precision, but mainly due to the statistical microstructural variations from beam to beam.

The validity of the master model is tested by reloading the measured specimens with
different loads and predicting the recovery behavior with the model. To this end, extra
experiments are performed on the same beams, but with different hold times, i.e. thold =
102, 103, 104 s at hold period load levels similar as discussed earlier. The experimental
results for beam 4 during thold = 103 s have been omitted, because of a failed experiment.
The master model predicts εanel.(t) by optimizing εhold, appl. and εperm. to the data at
t<thold) and t→ ∞.

The predictive capability of the time-dependent behavior is evaluated through the resulting
normalized behavior, see Fig.3.8. For thold = 102 s the noise appears large, because the
absolute εrecovered is relatively small. The trends are significantly different between the
four different hold durations: for increasing hold period εanel. drops off later, which is
also predicted by the model to within experimental error. Furthermore, when plotting the
experimental observations for εrecovered as function of the loading conditions, i.e. εhold,anel.
and thold, see Fig. 3.9a, results are within the prediction interval bound by the predictions
calculated using Epred.int. = Ēi ± sĒi

with sĒi
the the standard deviation of the mode-

averaged modulus. This illustrates the predictive capability for εrecovered as a function of
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Figure 3.7: (a) Strain recovery evolution for the curvature measurements presented in Fig. 3.5
with individual model responses. (b) Normalization of the anelastic part of the recovery evolution
shows a master-like curve for the time-dependent behavior for all beams to within experimental
error.

the loading conditions. The model not only captures the time-dependent effect, but also
the effect on the amount of recovered deformation.

Careful inspection of Fig.3.9a reveals a systematic relation between the individual beams
and the prediction: beams 1,2,3 and 5 show lower than average response, whilst 4 and 6
show above average response. This further substantiates the assumption that the beam-
to-beam microstructural variations cause the differences in response. It also suggests this
methodology is more accurate than expected from the figures.

In addition, the proposed methodology allows characterizing the plasticity in these exper-
iments. When plotting εperm. as a function of the total strain during hold, εhold,appl. =
εhold,anel. + εperm., a transition is observed around εhold = 1.5 · 103 µε from complete de-
formation recovery to plasticity depending on εhold, see Fig.3.9b. Moreover, the thold does
not seem to correlate with εperm.. This supports the modeling assumption of instantaneous
plasticity. Additionally, Fig.3.9b suggests this methodology might be useful for engineer-
ing design purposes to gather statistically relevant data to determine the critical strain
below which the structure deforms elastically. Further research on the effect of load level,
duration, microstructural influences and stress-dependent plasticity modeling might yield
a more precise characterization of the plasticity.

Considering the model’s capability of predicting the behavior within experimental error
for the various microstructures, it appears sufficiently accurate for characterization of ma-
terials employed in microdevices. As there is no geometrical factor in the derivation of
this model, the obtained parameters can be regarded as material model parameters. How-
ever, ultimately the heterogeneity of the microstructure and the role of length scales,
possibly involving various interplaying micromechanisms, e.g., dislocation-grain bound-
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Figure 3.8: Measured (symbols) and master model predictions (line) of the normalized strain
recovery evolution for the same cantilevers loaded for various durations show the increase in
recovery duration for increasing thold.

ary, dislocation-precipitate interactions, strain-gradients, diffusion effects, require a mod-
eling approach with more resolved details than a simple continuum mechanics approach.
Nonetheless, the methodology shows good reproducibility and ease of testing on-wafer
structures. It could therefore serve for further studying the microstructural influence on
the anelastic and plastic behavior of these materials.
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Figure 3.9: (a) Measured (symbols) and predicted (lines) strain recovery amplitudes for the
cantilevers loaded for various durations. (b) The permanent deformation εperm. as function of
εhold,applied reveals a plasticity threshold.

3.5 Conclusion

This methodology utilizes a micro-clamp as a simple mechanical loading device to deflect
on-wafer microbeams during several hours with high stability. A dual wavelength digital
holographic microscope allows the acquisition of the specimen’s height profile during and
after loading. In order to successfully extract the height profile from the phase informa-
tion, an algorithm has been used to remove phase jumps induced by measurement noise
related to the relatively large surface roughness common in MEMS. The beam curvature
has been extracted from the drift-effected profilometric data by using a novel quasi-3D
implementation of GDIC. Experiments of deflected microbeams showed anelastic recovery
of the deformation during more than 24 h after complete removal of the applied deflection.
The obtained precision in curvature is ≤ 1.5 · 10−6

µm−1 and in strain ≤ 4 µε. For such a
simple setup this performance is notably good.

In order to characterize the anelastic mechanical behavior, a simple model was derived
based on multimode linear viscoelasticity and instantaneous plasticity. The experimental
sequence combined with the model and the Young’s modulus obtained from a different
experiment, obviate an explicit force measurement and thus allow for the characterization
of the geometry-independent material model parameters. A master model for the ane-
lasticity was successfully calibrated using experiments of long deflection duration. The
predictive capability was evaluated by performing experiments on the same beams at three
shorter deflection durations and various deflection levels. The normalized anelastic strain
evolution of these experiments is adequately described by the master model, illustrating
the predictive capability of the time-dependent part. The experimentally measured ampli-
tudes of the recoverable strain also fall within the prediction interval of the master model.
Marked experimentally observed differences are related to microstructural differences be-
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tween beams. The differences are still within the prediction intervals, further emphasizing
the added value of this methodology. In addition to characterization of the anelasticity, the
onset of plasticity as a function of loading state was also characterized, which is particularly
useful for the design of devices.

In short the proposed simple and precise methodology is useful for MEMS-design and
-development, in particular for characterizing the time-dependent anelastic and plastic
behavior of thin metallic films.
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Chapter 4

On-wafer time-dependent nano-tensile
testing

Reproduced from; L.I.J.C. Bergers, J.P.M. Hoefnagels and M.G.D. Geers, On-wafer time-

dependent nano-tensile testing, J. Micromech. Microeng., in preparation

Abstract

Time-dependent mechanical size effect investigations of on-wafer specimens are of interest
for improving the reliability of thin metal film microdevices. This chapter presents a novel
methodology addressing key challenges in long-duration investigations through on-wafer
tensile test achieving highly reproducible force and specimen deformation measurements
and loading states. The methodology consists of a novel approach for precise loading
using a pin-in-hole gripper and a high-precision specimen alignment system based on 3D
image tracking and optical profilometry resulting in near-perfect co-linearity and angular
alignment of < 0.1 mrad. A compact test system enables in-situ tensile tests of on-wafer
specimens under light and electron microscopy. Precision force measurement over a range
of 0.07 µN to 250 mN is realized through exchangeable load cells based on a simple drift-
compensated elastically hinged load cell with high precision deflection measurement. Three
load cells are realized with maximum forces of respectively 0.25, 2.5, 250 mN, resolutions
of < 0.005% and reproducibility of < 0.04% of the respective maximum force. Specimen
deformation measurement, compensated for drift through image tracking of the gauge
end with respect to the specimen substrate, yields displacement reproducibility of < 6 nm.
Proof of principle tensile experiments are performed on 5 µm-thick aluminum-alloy thin film
specimens, demonstrating reproducible Young’s modulus measurement of 72.6± 3.7 GPa.
Room temperature creep experiments show excellent stability of the force measurement
and underline the methodology’s high reproducibility and suitability for time-dependent
nano-tensile testing of on-wafer specimens.

33
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4.1 Introduction

There is great interest in the mechanics of thin films, because of their application in a.o.
M(O)EMS, N(O)EMS and flexible and stretchable electronics [56, 82, 89, 119, 160]. Con-
siderable research conducted on the characterization of the mechanical properties of various
materials has enabled the design and development of new devices and structures. It also
increased the understanding of why the mechanics at the micro- and nanoscale differs from
that at the macroscale. Size-effects in the elastic response, plastic yield, strength and cyclic
fatigue of thin films have received considerable attention [2, 33, 38, 67, 155, 189]. Small scale
time-dependent mechanics, such as thin film creep, did not attract much research efforts,
perhaps due to its complexity. However, its understanding is a key challenge in material
mechanics modeling, which is required for designing reliable micro-devices that are mechan-
ically loaded over long periods of time, e.g. metallic RF-MEMS [78, 170, 173, 181, 185].
Reports on creep [35, 71, 87, 92, 130], time-dependent anelasticity [4, 29, 88, 185] and
plastic deformation recovery [149] in thin metal films exist, though systematic studies into
accompanying size-effects are rare [33, 70, 85, 112]. From an experimental point of view
these studies are highly challenging: not only are high-precision small scale mechanical tests
required on a relevant fraction of material, but these tests also require high reproducibil-
ity spanning long periods. A highly reproducible experimental methodology designed to
enabling in-depth studies of size-effects in time-dependent mechanics, such as plastic creep
and anelasticity of thin films, is therefore called for.

A number of review papers have been published summarizing the various micromechan-
ical experimental methodologies developed in the past, their advantages and limitations
[63, 77, 81, 103, 145, 160, 163]. Challenges in micromechanical testing include (I) precise
loading of the specimens and controlling boundary conditions to ensure a proper quan-
tification of the mechanics, (II) the fabrication and handling of miniature specimens, and
(III) measuring the ultra-small applied loads and resulting deformations. With respect to
(I), the most frequently adopted loading state, both in the elastic and plastic regime, is
the uniaxial stress test. Uniaxial tension or compression testing has comparatively simple
loading and boundary conditions, at least at the macroscale, and therefore seem prefer-
able if possible. Regarding challenge (II), IC-fabrication techniques enable easy specimen
variations facilitating the processing of the desired microstructure and geometry. A sin-
gle chip, wafer or other substrate can carry a wide variation of free-standing specimens
with geometries spanning the mm to sub-µm range [20, 50, 58, 68, 131, 133, 146, 161].
Additional benefits are the simplified handling of a rigid substrate and the direct appli-
cability of results to actual devices that have been processed in the same way. Finally,
concerning challenge (III), the range of dimensions require custom solutions for measuring
the involved forces. In this respect, in-situ microscopy not only enables high-resolution
deformation measurements, but also enhanced micromechanical analyses.

For this purpose a nano-tensile stage is designed, handling on-wafer specimens for precise
small scale uniaxial tensile testing of time-dependent mechanics. The key feature is the
highly reproducible control of the loading state for a large variety of specimen geometries.
This is realized by a novel pin-in-hole gripping and high-precision alignment system that
exploits precision mechanics and innovative 3D image processing of in-situ confocal optical
profilometry measurements. Another feature is the reliable force measurement through
exchangeable load cells based on elastic hinges, precision electronics and load cell drift
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correction. Finally, highly-reproducible deformation measurements are performed using
advanced 3D image tracking on in-situ microscopy images of the specimen and its under-
lying substrate.

Section 4.2 elaborates the core design principles and requirements. Next, the design, re-
alization and performance are discussed for the specimens, the complete tensile stage,
alignment control, force and deformation measurement subsystems. Following these sec-
tions, proof of principle measurements of the Young’s moduli and time-dependent anelastic
behavior of Al-Cu thin films are presented to substantiate the methodology’s reproducibil-
ity.

4.2 Design principle

A well controlled loading state is essential for proper testing and analysis. To achieve this,
the principle of the design is based on the analysis of the resulting stress state as a function
of a possible misalignment of the applied load.

When specimens are fabricated on a substrate, the gripping applies to the free end of
the specimen only. To ensure an adequate fixture, grippers combined with (photocurable)
adhesives [25], have been proposed, while at the nanoscale electron/ion beam lithography
concepts were used [192]. Alternatives are electro-static clamping [169] and mechanical
locking via pin-in-hole [152] or gauge-end-conforming geometries [98]. However, in all
cases careful provisions for specimen alignment are necessary [95, 96, 101, 104, 110, 113].
Transverse and rotational misalignment between the specimen’s longitudinal axis and the
setup’s loading axis can cause significant bending stresses invalidating the assumed stress
and strain state [17, 30, 96, 113, 182], which can lead to premature failure.

The problem of misalignment is illustrated in Fig.4.1, showing a gripper applying a dis-
placement to a tensile specimen (Fig.4.1(a)), which is the case for most tensile test se-
tups (as opposed to applying a force, e.g. in deadweight loading). Misalignment cases
are: (i) parallel loading with eccentricity δ (Fig.4.1(b)); (ii) in-plane non-parallel loading
with rotation angle θz (Fig.4.1(c)); (iii) out-of-plane non-parallel loading with tilt angle
θy (Fig.4.1(d)). In the ideal case of co-linear loading, see Fig.4.1(e), the applied gripper
displacement results in a co-linear reaction force and thus only a uniaxial tensile stress,
σxx,tens. = Faxial/(wt) with w the specimen width and t the thickness. However, in case
of misalignment, see Figs.4.1(f-h), reaction moments and/or transverse forces induce addi-
tional bending stresses, σxx,bend.

To achieve a highly reproducible alignment a simple analysis of the bending to nominal
axial stress ratio during misaligned tensile testing is performed similar to Kang and Saif
[96]. Here, we define this ratio as a criterium for the misalignment accuracy, see App.C for
an analysis of each case. The case of eccentric loading is typically the most critical at this
length scale:

σxx,bend
σxx,nom

=
6δ

tbeam
. (4.1)

This shows for miniature specimens with a typical minimal width and thickness in the
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Figure 4.1: (a) Gripper transferring a load at the free-end of an on-wafer tensile specimen that is
fixed to the substrate at the other end. (b) Top view of specimen and gripper illustrates parallel
axial loading, but with eccentricity δ. (c) Top view of specimen and gripper illustrates in-plane
misalignment θz. (d) Cross-sectional view illustrates out-of-plane misalignment θy. (e) In the
ideal case the tensile specimen is loaded axially. (f-h) Free-body diagrams illustrating the case of
(f) in-plane eccentric misalignment, (g) in-plane rotation misalignment and (h) the out-of-plane
misalignment.

order of ∼ 1 resp. (0.1) µm, that nm-precise positioning (!) of the load is necessary in
order to minimize unwanted bending stresses below, e.g., 1% of the axial stress. At the
same time, high-precision rotation alignment is necessary.

Various solutions can be considered. In most cases, precision translation and rotation
manipulators are employed, whereby it is implicitly assumed that through visualization
with SEM / optical microscopy, the alignment can be made adequate. However, reported
results typically do not state what precision of alignment is needed and actually attained,
with some notable exceptions. In ref.[95] image processing has been employed to measure
the rotational misalignment. Adequate alignment can also be established through repeated
elastic loading and alignment adjustment until a maximum of the measured modulus is
obtained [101]. Alternatives to ameliorate misalignment effects are: the elimination of
unwanted kinematic degrees of freedom of the specimen, e.g. through the load frame
[75]; addition of compliance at certain locations in the specimen, e.g. see [94]; and the
cofabrication of specimen and tester [50, 193].

Here, we introduce an effective solution to the problem of eccentric loading. To ensure that
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the load is transferred along the specimen’s axis, a square-pinned gripper is inserted into a
hole at the specimen’s free end, matching a triangle centered on the specimen’s axis. This
improves the original pin-in-hole gripper proposed in [152] or any other mechanical locking,
because only a force and no moment can be transferred at a single point that is well aligned
with the specimen axis. Therefore, misalignment effects are reduced to rotational effects
only. Rotational misalignment around the specimen’s axial direction is further assumed to
be negligible due to the pin-in-hole concept and the centered gripping point. However, two
rotational misalignments remain: the in-plane rotation θz and the out-of-plane rotation
θy between specimen’s axis and loading axis, i.e. the actuator’s axis. For these rotational
alignments, novel yet simple image correlation strategies are employed that are based on
optical profilometry measurements of the orientation of the loading axis and the specimens
longitudinal axis in 3D with sub-mrad precision as discussed below.

4.3 Specimen design and fabrication

The tensile specimen geometry is optimized to reduce misalignment and to facilitate defor-
mation measurements, as illustrated by Fig.4.2. One key feature is the load transfer point
that ensures precise alignment between the point of load application and the specimen’s
longitudinal axis even for small positioning errors of the gripper. For this purpose, a hole of
100 µm by 100 µm with a central point on the far edge, aligned to the specimen’s loading
axis is processed in the plate at the free gauge end. When inserting a square pin into this
hole, the surface of the pin transfers the load through this point in line with the specimen’s
loading axis. Another important design aspect is the placement of rectangular markers
at regular intervals on the substrate near conjugate markers on the specimen. They have
dimensions of several microns to facilitate observation with optical microscopy. The sub-
strate markers serve to determine the in-plane rotation of the die, which is explained below.
Moreover, the conjugate pairs of markers allow for relative displacement tracking in two
dimensions of the gauge, from which the global specimen elongation is obtained, corrected
for any drift that may occur during long-term testing.

Taking full advantage of lithographic microfabrication techniques, specimens and their
geometrical features are processed with lateral precision< 150 nm and variations between 2
µm and 1 mm, see table 4.1. The width variations allow structural size-effect investigations,
while long specimens enable high-resolution strain measurements. The specimen thickness
depends on the thin film deposition technique and for this work is taken to be nominally
5 µm. The patterning of this specimen layer requires one mask. Intermediate steps are
introduced to aid the sequential microfabrication process. To create the free-standing
specimens, a sacrificial layer is deposited before the deposition of the final specimen layer
and removed by dry etching. This requires 20 µm by 20 µm etch-holes for large areas
of the specimen, like the free-ends of the tensile specimens, see Fig.4.2. Furthermore,
preventing stiction of such large free-standing areas is necessary to improve specimen yield.
Stiction might occur electrostatically during electron imaging, or mechanically due to shape
distortions from processing conditions, e.g. through residual stresses. The design prevents
electrostatic forces by placing a grounded electrode on the substrate and connecting it to
the specimen’s layer, see Fig.4.2. To connect the top metal layer to this bottom electrode,
part of the sacrificial layer needs to be removed before depositing the top metal layer,
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Figure 4.2: Scanning electron micrograph of a free-standing tensile specimen that is fixed at one
end along the perimeter of the anchor. At the free-standing gauge-end a gripping hole is made
with load-centering feature. Along the substrate and the length of the beam several displacement
tracking markers are fabricated to measure the substrate displacement and the gauge deformation.

thus requiring a second mask. Finally, small bumps are incorporated on the bottom of the
free-end in order to prevent the sticking of the free-end to the surface. This is achieved by
another partial patterning step of the sacrificial layer requiring a third mask. Although in
principle other approaches to free-standing structures only require a single specimen-layer
mask, this three-mask design offers a robust approach for high-yield mass-fabrication of
specimens with considerable geometrical variations.

The specimen wafer is realized in a microfabrication process, see Fig.4.3, that is performed
at the processing facilities of Philips Innovation Services, Netherlands. First, an amorphous
layer of SiO2 is processed by TEOS-deposition on a single crystal Si-wafer, see Fig.4.3(1-2).
Then, a blanket layer of aluminum is deposited, which forms a local conducting substrate
preventing electrostatic forces between the free-standing specimen structure and the sub-
strate, see (3) in Fig.4.3. The next step is a 3 µm layer of amorphous hydrogenated Si
(a-Si:H), which acts as a sacrificial layer, see (4) in Fig.4.3. Next, shallow dimples are
patterned in this layer by partially etching away the a-Si:H at the dimple locations, see
Fig.4.3(5). Subsequently a thin layer of tungsten (W) is deposited which acts as a dif-
fusion barrier during the Al-alloy deposition, Fig.4.3(6). The sacrificial and W-layer are
then patterned and dry etched in one step to yield raised islands, see Fig.4.3(7). The next
step, Fig.4.3(8), is the deposition of the top metal layer, being pure Al (99.999%) or Al-
(1wt%Cu) in this study, followed by patterning through dry etching, see Fig.4.3(9). The
free-standing structures are thus processed on top of the raised islands, whilst attached to
the substrate elsewhere. This top Al-alloy layer also contacts the bottom Al-layer. Fur-
thermore, the dimples are filled by the top Al-alloy layer, thus creating the required bumps
underneath the extremities of the free-standing structures. Next, Fig.4.3(10), the sacrificial
a-Si:H/W layer is removed with a final dry etch step. Releasing a single die from the wafer
is finally done after laser-scribing the wafer-backside, Fig.4.3(11).
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Table 4.1: Variations in tensile specimen dimensions.

Dimension Value [µm]
wgauge 2, 3, 4, 5, 7, 10, 30, 50
lgauge 300, 550, 800, 1050

TEOS

Si {100} (high-Ω)

W

Al or Al-(1wt%)Cu

a-Si

1

2

3

4

5

6

7

8

9

10

11

Figure 4.3: Schematic process flow of the specimen wafer microfabrication process. 1) Bare Si
wafer. 2) ∼ 0.5 µm TEOS deposition. 3) ∼ 0.5 µm Al deposition (at RT). 4) ∼ 3 µm a-Si
deposition (in 3 steps to relax stress build up). 5) Si patterning with timed 2 µm dry-etching. 6)
∼ 50 nm W-diffusion barrier deposition. 7) Si+diff. barrier patterning with through-layer dry-
etching. 8) 5 µm Al or Al-Cu sputtering (350− 450 ◦C). 9) Al/Al-Cu patterning by dry-etching,
incl. through-etching of bottom Al-layer. 10) Buried a-Si and W-diffusion barrier dry-etching /
etch-release. 11) Backside laser scribing followed by cleavage-on-foil.
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4.4 Nano-tensile stage: design and realization

The design of the tensile stage requires highly reproducible force measurements, displace-
ment measurements and specimen-to-actuator alignment. However, first an overview of
the setup design is presented.

Overall setup design

The tensile tester integrates one module that takes care of the specimen mounting and
alignment and one module that takes care of the loading and gripper positioning, which is
illustrated conceptually in Fig.4.4 and in detail in Fig.4.5. The basic elements in the first
module are the chip mount and two angular manipulators. The second module consists of:
coarse manual xyz positioners with mm range and sub-mm precision; an xyz-piezo stage
for nm positioning of the gripper that is fixed to the load cell; and a manual rotation
manipulator to align the load cell. Specimen loading is performed by the piezo actuator.
These two modules are assembled on an electrically actuated tilt mechanism to position
both the load cell and chip horizontally with respect to the gravitational field. This is
necessary for positioning the load cell horizontally in order to optimize the deflection range
for the low-stiffness load cells, see Sec.4.4. The electrical tilt stage enables tilt adjustment
in the electron microscope. All electronics are operated and controlled at 50 Hz with a
dedicated software application (Labview).

Base plate

Electrical stage tilt

Manual  coarse

xyz-positioning

Load cell θz 

manipulator

Load cell

Figure 4.4: Sketch illustrating the main components of the nano-tensile stage.

On the first module, specimens are mounted using an elastic clamping mechanism, see
Fig.4.6a. The mount sits on a chip-alignment mechanism containing two elastically hinged
mechanisms driven by precision thumbscrews to adjust θy,chip and θz,chip. A 3-point probe
enables electrical contacting of the chip and grounding of the test specimens. The second
module integrates a MadCityLabs T225 xyz-piezo stage for nm-precise positioning of the
gripper with respect to the specimen, see Fig.4.6b. For positioning at the mm-scale fine-
pitch thumbscrews drive an xy-carriage on precision guides. A separate carriage supporting
the load cell and its alignment manipulator is mounted on an elastic parallelogram driven
by a third precision thumbscrew for coarse z-positioning. The two modules are placed
on a base plate that tilts both modules around the y-axis. An elastic hinge driven by a
DC-motor allows tilting with 0.01 mrad steps. The compact design allows the setup to be
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(a)

(b)

Figure 4.5: (a) CAD design and (b) photo of the realized nano-tensile stage highlighting the chip
mount module, the gripper positioning module, the base plate onto which the modules are built,
and a separate tip-tilt-rotation-positioning stage.
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Figure 4.6: (a) Close-up of the chip mount reflecting the chip, its clamping mechanism, a 3-point
electrical probe, the gripper and load cell as well as the tilt and rotation axes of the chip. (b)
Overview highlighting manual precision manipulators for angular alignment, coarse xyz-positioning
and a xyz-piezo actuator for nm-positioning.



4.4 Nano-tensile stage: design and realization 43

used under a light microscope (LM) and optical profilometer and inside a scanning electron
microscope (SEM), see Fig.4.7. Both microscopes are vibration isolated through pneumatic
systems. In addition the optical profilometer is placed in a temperature controlled cabinet
with T= 24± 0.1 ◦C.

Force measurement

The desired geometries dictate the required range and resolution of the force. With cross-
sections varying from < 0, 5 µm2 to 100 µm2, forces range from sub-µN, requiring nN
precision, up to 100’s of mN. Measuring forces with a single transducer spanning this range,
resolution and required reproducibility, is not trivial. This becomes clear from the limited
availability of such transducers, which is only applied commercially in nano-indentation
equipment [13]. Very sensitive load cells for a more narrow range have been realized by
vibrating strings [186] or by (micro)machining simple elastic mechanisms combined with
high-resolution microscopy or force sensors, as demonstrated in small scale [106, 115, 151]
and fully integrated MEMS based setups [51, 77, 80, 193]. Since each specimen geometry
does not require the full force range and minimum resolution, we here adopt a series of
elastic-hinge load cells with highly reproducible deflection sensing, each optimized for a
certain resolution and range.

Forces are measured through high precision deflection measurements of a monolithic paral-
lel leaf spring mechanism, see Fig.4.8a. For each force range a precision of at least 10−4 full
scale is desired. A LionSensor precision capacitive sensor (Probe C5-D, driver CPL-190)
with a range of 250 µm and resolution of 9 nm is employed to measure the leaf spring’s
deflection, uLS,I. This non-contact sensing method does not exert any noticeable force on
the leaf spring and attains high precision. The force ranges are determined by the desired
minimum precision σF = 10 nN and maximum force Fmax = 200 mN. Matching the re-
quired force ranges and precision to the capacitive sensor specifications results in the design
specifications listed in Tab.4.2. Since a compact design is mandatory, these mechanisms
are produced through wire electrical discharge machining (EDM) of a TiAlV-alloy that has
optimal material and manufacturing properties. For load transfer the gripper is shaped as
a long beam crossing the chip, see Fig.4.8b. It has a square pin at the end. The other
end is a plate that is glued to the load cell. The gripper is produced through wire EDM
from a 0.3 µm-thick plate of TiAlV that is polished on one side. Prior to EDM the 503

µm3 loading pin is milled that will be inserted into the hole of the free end of the specimen
gauge section.

Measurement of such small deflections and forces is susceptible to errors due to thermal
expansion and tilt-induced forces that alternate with the low-frequency motion of the
vibration isolation frames. To compensate for these errors the load cell contains a second
identical leaf-spring mechanism that is not loaded during testing, but senses background
forces, see Fig.4.8a. The change in this dummy leaf spring’s deflection is therefore solely
due to the thermal and tilt fluctuations that are assumed to work on both leaf springs.
Assuming that the high precision EDM resulted in identical masses and stiffnesses for
both leaf springs, the measured apparent background force of the second dummy leaf
spring, FLS,II is subtracted from the loaded leaf spring FLS,I thus compensating for tilt-
and thermal errors.
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(a)

(b)

Figure 4.7: (a) Nano-tensile stage on the tip-tilt-rotation positioning platform under a Sensofar
Plu2300 optical profilometer. (b) Nano-tensile stage placed in a FEI Quanta 600 ESEM. (Photo
courtesy of Bart van Overbeeke Fotografie)
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Figure 4.8: (a) CAD illustration of the load cell indicating the specimen and background force-
sensing parts. Capacitive displacement sensors measure the deflection of leaf springs (right inset)
caused by specimen loading. The load is transferred via a small pin on the bottom of the gripper
(left inset). (b) SEM image of front-bottom view of gripper highlighting the gripper-end with
milled pins of 50 µm3.

The calibration of the stiffest load cell is performed with nanoindentation. The two more
sensitive ones cannot be calibrated with nanoindentation, because they already deflect
to their maximum value when mounted vertically. Indeed, by slightly tilting the load
cell from the horizontal plane, gravity causes a deflection. This allows for an alternative,
novel calibration method: by measuring the tilt and deflection for various masses placed
on the end of the leaf spring, the stiffness can be characterized, see App.D for details.
The force-deflection characteristics obtained by calibration yield the stiffness of the load
cells, see Fig.4.9(a)-(c) and Tab.4.2. Further, the performance of the force measurement
is furthermore specified by its precision and reproducibility. The precision is limited by
the noise floor and estimated from the standard deviation of a 10 second sequence of force
measurements, see Tab.4.2. Notably, load cell 2 performs slightly better than load cell
1, likely because load cell 1 has a lower eigenfrequency of ∼ 7 Hz and is therefore more
susceptible to low vibrations. The reproducibility is estimated from a drift characterization
by logging the sensor output during 12 h after allowing the system to equilibrate overnight.
Figs.4.9(c)-(f) shows that the correction of FLS,I by FLS,II improves the force measurement
by a factor ∼ 1.5−2 and hence the reproducibility, which is identified as the slow variations:
200 nN, 100 nN and 50 µN for respectively load cell 1, 2 and 3. Compared to the load cell
range we have < 8 · 10−4, < 3 · 10−5 and < 2 · 10−4 full scale. The larger value for load cell
1 again is likely due to differences in stiffness and mass between its leaf springs. Although
load cell 1 does not perform completely as intended, the series of load cells provide highly
reproducible force measurements for the wide range of specimens, which is essential for
time-dependent mechanical characterization.
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Table 4.2: Load cell specifications.

Load Range Design Design Realized Realized Realized
cell [mN] precision stiffness stiffness precision reproducibility

[µN] [N/m] [N/m] [µN] [µN]
1 0-0.250 0.01 1 1.01 ± 0.04 0.08 0.2
2 0-2.5 0.1 10 13.59 ± 0.20 0.07 0.1
3 0-250 10 1000 1201.45 ± 0.33 5.97 50
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Figure 4.9: (a)-(c) Load cell calibration results per load cell with the measurements (open symbols)
and the fitted force-deflection response (dashed line). (d)-(f) Drift characterization of the force
measurement per load cell with (O) and without (+) correction using the background measure-
ment.
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Displacement measurement.

In time-dependent anelasticity, small changes in strain of order 10−5− 10−4 are of interest
over longer periods of time requiring a highly reproducible strain measurement. Strain
measurements have been achieved through a diffraction/interferometry technique [188], al-
though it is tedious if not difficult to ensure long term stability for high reproducibility.
More promising are full-field imaging techniques combined with digital image correlation
yielding deformation fields with sub milli-strain resolution, e.g. local DIC [144, 165] or
global/finite element-DIC [12, 84]. However, facets or ROIs of sufficient size and resolu-
tion are required for high strain resolutions, which is problematic for specimens of small
width. Simple displacement tracking of the gauge end has been done with high resolution
displacement measurement techniques e.g. SEM [35], digital image tracking (DIT) of light
microscopy images [183] and Fourier analysis of light microscopy images of displaced peri-
odic structures [184]. Digital image tracking can be applied to both SEM and LM images
to yield a precision of << 0.1 pixel [84]. Additionally, a single image of the substrate
and deforming specimen contains relevant information on the drift, which can then be ad-
equately corrected. Therefore, digital image tracking is exploited for high-reproducibility
strain measurement.

In order to track the gauge end displacement, in-plane markers are processed along with the
test structure, avoiding patterning after fabrication. There are two regions with markers:
one besides the specimen on the substrate and the other on the specimen’s gauge section,
see Fig.4.2. It is assumed that the substrate motion equals the motion of the specimen’s
fixed end. The motion of the gauge end is tracked separately. Thus the difference between
the substrate motion and gauge end motion yields the true gauge end displacement from
which the axial strain can be calculated, see fig. 4.10(a). In contrast to Ya’akobovitz et al.,
who averaged the displacement field obtained from a multi-facet DIC approach [45, 46],
here the displacements of one large facet on the substrate and of another on the gauge end
are tracked by a DIC algorithm developed for 2D images by Hild and Roux [83]. During
long term testing, lighting conditions may change, thereby affecting the DIC performance,
which depends on the image brightness and contrast. This can be accounted for in DIC
by allowing variations in contrast and brightness of the grey-scale images [165]. In fact,
this is only a small extension of a recently developed quasi-3D global DIC code [11, 140].
The degrees of freedom used for the displacement tracking are limited to in-plane rigid
body displacements ux, uy. The contrast and brightness are added as an intensity scaling
factor, αI and an offset I0 respectively. The exact implementation is straigtforward when
considering the details by Sutton et al. and the GDIC-basis, which is explained in App.A
of the thesis.

Employing GDIC for displacement measurements enables high resolution. Hild and Roux
[83] showed that the displacement uncertainty depends on the facet size, with a single facet
of n = 322 pixels yielding σu < 0.01 pixel. For the optical setup employed in this study
with a 20x objective, a field of view of 674 µm x 478 µm and a CCD of 768 x 576 pixels,
the pixel size is 0.83 µm. Thus, theoretically even with the 20x objective a displacement
precision of < 8 nm should be feasible. To analyze the actual performance, the precision
σu,xx, using ∼ 20 images captured in 30 s, and the reproducibility su,xx, during a 24 hour
measurement, are determined from bright field images of an unloaded specimen. These
reveal a precision of < 5 nm, see Fig.4.10(b) and < 6 nm for the reproducibility, see
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Figure 4.10: (a) The global strain is measured by digital image tracking of the substrate and
gauge-end motion. Displacement tracking markers are co-fabricated to allow for robust DIT.
Measurement of the x-displacement of the gauge end relative to the substrate reveals excellent
precision (b) and stability (c).

Fig.4.10(c). Moreover, < 6 nm reproducibility corresponds to a strains of 2 · 10−5 and
6 · 10−6 for, respectively, the 300 and 1000 µm long specimens, which meets the target of a
highly reproducible displacement measurement system for time-dependent measurements.

Misalignment control.

The proposed solution for a reliable 3D alignment has been reduced to controlling the tilt
θy and rotation θz between loading axis and specimen axis. To determine these angles,
measurements of the directions of the loading axis and the specimen axis are necessary.
Line-direction measurement through Canny-edge detection filtering of 2D images can be
used [94], however, it requires two perpendicular imaging systems to determine in- and
out-of-plane misalignment. Therefore, here, optical profilometry is employed, which is well
suited for measuring the 3D configuration of the chip and the gripper in a limited field
of view. From 3D profiles and 2D images these directions can be adequately determined
by a novel image processing strategy that combines plane-fitting and (quasi-3D) GDIC
applied to full field displacement data [11, 140]. After establishing the misalignment, the
rotation manipulators allow for a precise correction. This results in a two step approach
for correcting the misalignment.

In the first step, confocal optical profilometry is used to measure the tilt angles of the
loading axis, θy,LA, and the specimen’s longitudinal axis, θy,SA, with respect to a horizontal
datum plane, e.g., the microscope’s horizontal plane, see Fig.4.11(a). The difference then
gives θy, which is corrected by manually tilting the chip with a mechanism based on a
fine-pitch thumbscrew and an elastic hinge. To measure θy,SA, a surface profile of the
die is measured from which the best fitting plane is extracted, described by ztilted,plane =
tan(θy)x+ tan(θx)y + z0, see Fig.4.11(b). It is assumed that, due to microfabrication, the
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die is parallel to the specimen, i.e. θy = θy,SA. Hence, the fit yields θy,SA. Using a 50x
objective with of 273 µm x 205 µm field of view, surface profiles of the chip surface are
obtained with σz < 6 nm, which is near to the profilometer’s z-resolution. Based on this
z-precision and the width of the field of view, being > 200 µm, an a priori estimate of the
tilt precision is σθy,SA < 0.03 mrad. The experimentally obtained precision compares well
to this: σθy,SA < 0.02 mrad (deduced from repeated measurements).

Next, the angle θy,LA is measured. By moving the gripper along the full range of the loading
axis, registering surface profiles of the gripper surface in its extreme positions, and using
the quasi-3D GDIC algorithm [11, 140] to extract the 3D displacement vector of a region
of interest (ROI), ~uLA = ux~ex + uy~ey + uz~ez, the loading axis direction is measured and
θy,LA = atan(uz/ux) can be calculated, see Fig.4.11(c-d). The natural surface roughness of
the gripper serves as pattern for DIC. It is obvious that in order to maximize the precision,
σθy,LA, the displacement ux needs to be maximized while the precision in x and z, σu,x
and σu,z need to be minimized. The maximum ux corresponds to the actuators maximum
displacement, i.e. 200 µm, while the displacement measurement already revealed that
image tracking yields σu,x < 10 nm. On the other hand, σu,z is determined by the height
resolution of the profilometry of the gripper surface. Still using the 50x objective, the
200-µm gripper displacement is captured within the same field of view, which is essential
for image correlation. This results in σz < 150 nm for a relatively rough gripper surface
(RA = 2.0 µm). A priori, a simple error estimate predicts σθy,LA < 0.75 mrad. An
experimental validation is performed by recording 5 profiles at the maximum ux-position
that are correlated to the reference at ux = 0 µm. Taking the standard deviation of
the observed θy,LA yields σθy,LA < 0.1 mrad. Repeating this sequence results in consistent
values for σθy,LA. This value is lower than the a priori estimate, essentially due to statistics
through which σu,z < σz. The difference θy,LA − θy,SA is then corrected with the θy,chip
manipulator to within 0.05 mrad, which is validated by remeasuring these angles. Note that
at this point the specimen, load cell and loading axis are not necessarily horizontal with
respect to the microscope. Therefore, the entire stage is tilted to the horizontal position
by either the manual tip-tilt platform or the electrical tilt-actuator to level the load cell
and ensure the specimen will be in focus throughout the field of view.

In the second step, the in-plane rotational angles of the loading axis θz,LA and the spec-
imen’s longitudinal axis θz,SA are measured with respect to a vertical datum plane, i.e.
the profilometer’s xz-plane, through bright field images captured with the profilometer, see
Fig.4.12(a). The difference of these two angles is θz , which is corrected by manually rotat-
ing the chip about its z-axis with another elastic-hinge mechanism. The chip rotation θz,SA
is measured by determining the line-direction of on-chip features, namely the displacement
tracking markers on the substrate that are processed with lithographic precision along the
specimen’s loading direction. Again using GDIC, the line is obtained by matching one
set of displacement tracking markers with another in the same image, see Fig.4.12(b). It
is assumed that the microfabrication is sufficiently precise, to consider line as parallel to
the specimen’s axis. Hence we obtain the displacement vector ~uSA = ux,DM~ex + uy,DM~ey,
with ux,DM and uy,DM being the distance in the image between two pairs of markers and
the angle θz,SA = atan(uy,DM/ux,DM). An a priori estimate of the precision is obtained
from the distance between the markers (∆ux = 285 µm) and the image tracking precision
resulting in σu,x = σu,y < 10 nm and σθ,z < 0.04 mrad. Experimental assessment of this
precision is achieved by determining the standard deviation of θz,SA on five bright field
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Figure 4.11: (a) Sketch of the measured out-of-plane tilt angles of the loading axis θy,LA, identified
by displacing the gripper with the actuator, and specimen axis θy,SA. The angles are defined with
respect to a horizontal datum-plane (dashed blue line in x-direction) which is the profilometer’s
xy-plane. (b) Contour plot of the die surface from which the tilt is obtained by plane-fitting. (c)
Contour plot of the gripper surface at one extreme position of the load actuator range showing
the region of interest (ROI) tracked with GDIC. (d) Contour plot of the gripper surface after the
gripper has been displaced to the other extreme position of the load actuator range.

images acquired with the 20x objective: σθ,z,SA < 0.03 mrad.

Next, θz,LA is measured in a similar manner as for θy,LA, with the difference that bright
field images are recorded with the 20x objective as these suffice for determining the in-plane
rotation after aligning θy in the previous step. Applying the image tracking yields the in-
plane displacement of the loading axis ~uLA = ux~ex+uy~ey from which θz,LA = atan(uy/ux)
is calculated, see Fig.4.12(c-d). The estimation of the precision σθ,z,LA proceeds similar to
that of σθ,z,SA and it is validated that also σθ,z,LA < 0.03 mrad results. After correcting
the misalignment to within 0.05 mrad with the chip’s θz manipulator, the correction is
remeasured for validation. Finally, the entire tensile stage is rotated in the horizontal
plane using the tip-tilt-rotation-translation platform to align the specimen’s longitudinal
axis to the image x-direction.

The high measurement precision is essentially due to the innovative use of the GDIC
algorithm with large facets in (quasi 3D) profiles and images. Besides the good precision,
the misalignment setting is highly stable once a chip has been aligned, due to the conceptual
design of the entire tensile stage. This was verified by remeasuring the misalignment after
repositioning the entire stage under the profilometer after a day. As there are several
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specimens next to each other on a chip, no realignment is required when moving the gripper
from specimen to specimen. In short, this approach minimizes rotational misalignments
significantly without hampering experimental throughput.
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Figure 4.12: (a) Sketch of the measured in-plane rotation angles of the loading axis θz,LA, identified
by displacing the gripper with the actuator, and specimen axis θz,SA. The angles are defined with
respect to a vertical datum-plane (dashed blue line) which is the profilometer’s xz-plane. (b)
Bright field optical image of the specimen from which the rotation is obtained by identifying the
line-direction of the tracking markers using GDIC. (c) Bright field optical image of the gripper
surface at one extreme position of the load actuator range showing the region of interest (ROI)
tracked with GDIC. (d) Bright field optical image of the gripper surface after gripper has been
displaced to the other extreme position of the load actuator range.

Design summary

The variety of specimen cross-sections requires force measurements with nN precision and
ranges up to 100’s of mN. Therefore, three exchangeable load cells of different stiffness are
built based on monolithic leaf spring designs and high-precision capacitive displacement
sensors. A compensation mechanism is incorporated to cope with inevitable mechanical
drift. Bright field images obtained with high resolution microscopy are combined with
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advanced image tracking of the substrate and the gauge-end to yield drift-insensitive global
strain measurements. Several elastic hinges controlled manually by precision thumbscrews
enable the alignment of the specimen and the load cell with respect to the loading axis.
The alignment occurs under an optical confocal profilometer, which captures 2D bright field
images and 3D confocal profiles. Image tracking and plane fitting allows to extract the
alignment angles from these images and profiles. These functions are finally incorporated
in a compact instrument.

4.5 Proof of principle measurements

As a proof of principle, two types of experiments are performed: repeated measurements
of the Young’s modulus to check accuracy and precision and measurement of the time-
dependent anelastic behavior, already observed in microbeam bending experiments, see
Ch.2 and 3 [9, 10], and therefore of interest to establish its presence under uniaxial tension.

The Young’s modulus is measured from the slope of σeng−εeng curves obtained by cyclically
loading a tensile specimen with five cycles in the elastic regime. The maximum force in the
first cycle is slightly higher than in the subsequent cycles to ensure that subsequent cycles
are purely elastic. The force is controlled during these experiments at a rate of ∼ 45 µN/s.
This cyclic loading is repeated five times on the same specimen, where it is important to
note that the gripper is completely unhooked between the repeated measurements to test
the reproducibility of the full measurement including gripper insertion. Multiple specimens
are probed with different cross-sections, w = 10 µm for specimen 1 and 3, w = 7 µm for
specimen 2, and l = 1050 µm, which are measured with SEM with a precision that is better
than 0.1%, relative to the dimension. Forces are measured with load cell 2, with σF =
0.07 µN, while deformations are measured by capturing bright field images with the 20x
objective at ∼ 1 Hz. Fig.4.13(a) shows stress-strain curves for the repeated tests, with an
example of the applied cyclic load shown in the inset. The high precision of the methodology
entails low noise in the stress and strain measurements. Fig.4.13(b) shows for each load
cycle the average with 95% confidence interval of the obtained Young’s moduli, which
indicate high measurement reprocibility per specimen. Variations/deviations of E-moduli
of one specimen are attributed to minor straightening of specimens that were slightly
curved due to microfabrication. Variations from specimen to specimen can be attributed to
differences in grain texture or slight difference in pre-deformation due to microfabrication.
The obtained average modulus E = 72.6± 3.7 GPa, differs within experimental error from
reported experimental values [5].

As a second proof of principle measurement, characterization of the time-dependent anelas-
tic behavior is performed on some of the elastically tested specimens. During the first
loading stage the force is controlled at a constant force level of 1575 µN to perform a creep
test during 105 s. Subsequently the load is released and the deformation is traced during
the next 105 s, similar to the microbeam bending experiment used to study time-dependent
anelasticity in microbeam bending. Images are acquired at logarithmically spaced inter-
vals, see Fig.4.14(a). Force loading and unloading takes several seconds due to the limited
PID-controller bandwidth of the setup, see inset Fig.4.14(a). The low noise in stress during
the creep stage again reflects the high force reproducibility. The strain measurement re-
veals a standard deviation of σε,xx < 6 µε, which corresponds to the value obtained during



4.6 Conclusion 53

0 500 1000 1500 2000 2500
−5

0

5

10

15

20

25

30

35

40

ε
xx,eng.

[µε]

σ
x
x
,e

n
g
.
[M

P
a]

Test 1

Test 2

Test 3

Test 4

Test 5

Test 6

0 200 400
0

500

1000

1500

2000

Time [s]

F
 [

µ
N

]

(a)

0 5 10 15
65

70

75

80

test [−]

E
 [

G
P

a]

Specimen 1

Specimen 2

Specimen 3

(b)

Figure 4.13: (a) Cyclic loading experiments, of which the loading pattern versus time is shown in
the inset, are repeated on a single specimen to extract the Young’s modulus. Each repetition is
offset by 2 · 10−4

µε for clarity. (b) The measurement of the Young’s modulus is well reproducible
to within the confidence interval.

validation. The creep experiment shows a typical log(t) dependence (Fig.4.14(b)), while
the subsequent time-dependent anelastic stage also shows this dependence (Fig.4.14(c)).
Even though the stress remains well below the elastic limit, a significant amount of creep
occurs at room temperature: ∼ 10% of the initial strain for the applied load. Moreover,
the subsequent time-dependent anelasticity almost complete recovers all deformation up
to ∼ 10 µε. The nature of this mechanism is the main topic of Chapter 6.

4.6 Conclusion

A novel highly reproducible nano-tensile tester for on-wafer time-dependent testing has
been developed. Key achievements are (I) precise loading of the specimens and controlled
boundary conditions to ensure a controlled stress state, (II) the fabrication and handling
of micron-sized tensile specimens, and (III) measuring the nano-sized applied loads and
deformations over long periods of time.

From an analysis of the desired uniaxial tensile loading state, design principles and speci-
fications were derived. To minimize undesired bending stresses, a pin-in-hole gripper load
system, which minimized eccentric loading, was implemented together with advanced im-
age correlation algorithms that measured the angular misalignments between specimen and
loading axis to within 0.1 mrad. Chips with a large amount of specimens and geometrical
variations were realized through MEMS microfabrication. Key features were integrated
into the specimens to enable the high reproducibility of strain measurement and rotational
alignment, by microscopically visible displacement tracking markers. The precision design
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Figure 4.14: (a) Tensile creep experiment at constant stress (see inset) followed by time dependent
anelasticity recorded for a tensile specimen. (b) The creep stage shows a typical log(t) dependence,
while in (c) the time-dependent anelastic recovery phase also reveals a log(t) dependence.

and verification of the setup components showed that the aimed high reproducibility of
the loading, force and deformation measurement was effectively obtained. Three load cells
with a drift compensation mechanism achieved a force range from 70 nN to 200 mN with a
reproducibility exceeding 0.1% full scale of the respective load cell. The displacement mea-
surement was performed by image tracking of the substrate markers and specimen gauge
markers, yielding σu,x < 6 nm, and σε,xx < 6 µε for the tested specimens. Proof of prin-
ciple measurements illustrated the high reproducibility and precision of this nano-tensile
tester. Measurement of the Young’s modulus of 5-µm thick Al-(1wt%)Cu tensile specimens
resulted in a value of E= 72.6± 3.7 GPa. Time-dependent anelasticity measurements were
performed during 56 hours on these specimens confirming the high strain reproducibility
σ′′
ε,xx < 6 µε. These micron-scaled experiments revealed a pronounced creep stage, followed

by an unexpected near-complete recovery of the creep deformation. It is expected that this
on-wafer nano-tensile testing methodology combined with the large amount of specimen
variations enables systematic studies into time-dependent anelasticity of thin metal films.
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Chapter 5

Some observations on θ precipitation in
Al-(1wt%)Cu thin films

Reproduced from; L.I.J.C. Bergers, J.P.M. Hoefnagels, J.Th.M. de Hosson and M.G.D.

Geers, Some observations on θ precipitation in Al-(1wt%)Cu thin films, in preparation

Abstract

The precipitation state of Al-(1wt%)Cu thin films influences the mechanical strength and
creep. To establish an optimal strength of Al-(1wt%)Cu thin films through precipitation
strengthening, nano-indentation hardness measurements were performed on Al-(1wt%)Cu
thin films solution treated at 550 ◦C for 15 min and aged at 190 ◦C. These revealed an
unexpected decrease in hardness at ∼ 8 hours, followed by a saturating increase for aging
durations < 48 hours. A detailed microstructural analysis was performed with HRTEM,
WAXD, SEM and EDS. HRTEM analysis of thin films as-received from microfabrication
processing revealed that GP zones and θ precipitates were present, while θ ’ could not
be observed. Specimens were then subjected to homogenization and aging for 0, 6, 8, 10
and 24 hours. WAXD confirmed the presence of θ precipitates for aging durations longer
than 8 hours, which is sooner than bulk-alloy precipitation, while indicating that θ′ was
not present. Through-thickness measurements using BSE and EDS of aged specimens
highlighted that θ precipitates, nucleate and grow essentially at grain boundary grooves,
though also at the specimen surface, while depleting Cu from the grain interior. To explain
the absence of θ′ and the fast nucleation of θ, it is hypothesized that θ precipitation is
favored, because energetically favorable grain boundary grooves act as preferred nucleation
sites. Finally, it is hypothesized that the growing precipitation at the surface and grain
boundary grooves depletes the Cu in the thin film interior while lightly strengthening the
surface, thus explaining the weakeningstrengthening sequence observed in the hardness
measurements.

55
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5.1 Introduction

The aluminum-copper alloy (Al-Cu) system, with copper as the solute element, is well
known for its mechanical performance resulting from different metastable and stable AlxCuy
precipitates that can co-exist, depending on composition and thermal history. This was
already discovered in the early 1900s by the German metallurgist Alfred Wilm [86], who
observed that, at room temperature, quenched Al-(4wt%)Cu hardens over a period of sev-
eral days due to precipitation. By optimizing the heat treatment, efficient combinations
of light weight and high strength properties are achievable. The Al-Cu alloy was therefore
one of the first aluminum alloy systems to be employed in aerospace structures, such as the
Wright flyers crank case [61] and later with its prime application in rigid airship frames in
the 1920s and 1930s.

The precipitation process is now well understood, at least for engineering applications of
bulk Al-Cu [72, 136, 147]. The solubility of copper is only 0.1wt% at room temperature, see
Fig. 5.1(a). A copper concentration above the solubility limit is metastable, in which case
the copper will cluster and eventually form stable Al2Cu precipitates, i.e. the so-called
θ phase. Despite the low Gibbs free energy of θ, its formation rate is very slow at low
temperatures due to its high interface energy, because the θ crystal structure is incoherent
with FCC aluminum. Consequently, the formation of θ is often preceded by other smaller,
metastable Al-Cu clusters with higher Gibbs free energy but a lower interface energy:
(I) nucleation in the matrix of nano-meter sized coherent Guinier-Preston zones, GP1
and GP2, which are ordered, solute-rich clusters of atoms; (II) formation of the much
larger semi-coherent θ′ precipitates mainly at GP zones or dislocations. The effect of this
sequential precipitation mechanism on the Al-Cu material strength is shown in Fig.5.1(b),
depicting the hardness as a function of aging time, for a range of copper concentrations. For
the considered aging temperature, an optimum in hardness, referred to as the peak-aged
condition, is found between ∼ 1 and ∼ 10 days depending on the copper concentration.
The presence of this peak is attributed to the prevalence of finely dispersed θ′ precipitates,
whereas upon further aging weaker θ precipitates precipitate from/at θ′, grain boundaries
and interfaces and grow at the expense of θ′ resulting in a decrease of hardness [72].

In contrast to bulk metallic alloys, the precipitation process in thin films and Al-Cu thin
films in particular, has been studied to a lesser extent. There is evidence that θ precip-
itation occurs much faster in thin films [116]. This is of interest, because pure Al-Cu
thin films are applied in conducting wires in micro-electronics and mechanical structures
in metallic micro-electro-mechanical systems (MEMS). This combines the desired electri-
cal characteristics of Al, with the required resistance against electro-migration and creep
[41, 42]. Recently, it was shown in [9] that pure Al-(1wt%)Cu thin films, processed in a
MEMS fabrication line, exhibit a significant time-dependent anelastic deformation recovery
after unloading over a period of days, see Fig. 5.1(c). It has been hypothesized that this
behavior is related to the precipitation state [47].

Therefore, as a first preliminary experiment to determine at which aging times a significant
change in precipitation state occurs, the hardness as a function of aging time was measured
for the above-mentioned MEMS-processed Al-(1wt%)Cu thin films, by applying the same
heat treatment as used for Fig. 5.1(b). The measurement procedure is discussed in Sec.
5.3 however, the results are already displayed in Fig. 1(d). Surprisingly, a decrease in
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hardness is observed instead of a peak, and this occurred already at 8 hours instead of
∼ 10 days as would be expected for bulk Al-(1wt%)Cu based on Fig. 5.1(b). Whereas this
early transition in hardness agrees with the above-mentioned faster precipitation in thin
films, the fact that the hardness decreases rather than increases is not easily explained,
triggering further analysis in the thin-film AlxCuy precipitation mechanism. For this pur-
pose, this chapter presents a detailed investigation of the AlxCuy precipitation process
in Al-(1wt%)Cu thin films. This material system can be regarded as a model system for
precipitation in thin-film (aluminum) alloys in general, because (i) its bulk counterpart
is fairly well understood, and (ii) pure Al-Cu is relatively simple compared to typical en-
gineering (aluminum) alloys, which can contain a much larger variety of (semi-)coherent
and incoherent precipitates. Therefore, the strategy is as follows. First, the precipitation
state of the as-received Al-(1wt%)Cu thin films exhibiting the time-dependent anelastic
recovery is characterized. Subsequently, the heat treatment is discussed in view of is influ-
ence on the hardness measurement, such as a change in grain size causing the reduction in
hardness. After identifying the precipitation state as the cause of the hardness decrease,
different analysis techniques are employed to unravel the micro-structural origin of this
phenomenon.

5.2 Characterization of as-received Al-(1wt%)Cu

The micro-fabrication processing scheme to make chips with the MEMS structures, of
which a cantilever beam example is shown in Fig. 5.1(c), includes a number of sequential
patterning, deposition and etching steps on silicon wafers, similar to those discussed in
chapter 4. For the present investigation, the following processing steps are important: (i)
the plasma sputter deposition of pure Al-(1wt%)Cu to a thickness of 5 µm at a substrate
temperature of 450 ◦C, followed by an unforced cool-down to room temperature in air;
(ii) after the Al-Cu deposition process, several deposition, wet etch and photolithography
processes were performed to structure the free standing thin film. Temperatures varied
between 50 ◦C and 400 ◦C in a time span of several minutes to an hour depending on
the process. This last process step exposed the structures to temperatures of 50-60 ◦C for
10′s of minutes. This 5 µm-thick Al-(1wt%)Cu free-standing film is next referred to as the
as-received film.

A free-standing structure of the as-received film was analyzed by high-resolution trans-
mission electron microscopy (HRTEM). Careful specimen preparation was achieved by
subsequent ultrasonic cutting, polishing, dimpling, and precision ion polishing at 4 kV
(PIPS system of Gatan). The latter did not generate amorphous aluminum regions due to
Ga-ions implantation, in contrast to focused ion beam milling. Subsequent high resolution
imaging and electron diffraction analysis was performed with a JEM 2010F microscope
(Ebeam = 200 kV), combined with energy-dispersive X-ray spectroscopy (EDS; 127 eV
resolution, Br ukers EDS system).

First, an EDS analysis of the aluminum matrix was performed (not shown). All peaks could
be identified and correspond to Al or Cu, yielding concentrations of (99.80±0.01)wt% and
(0.20±0.01)wt% for Al and Cu respectively. However, the copper concentration is much
lower than the average concentration of 1wt% in the Al-Cu thin films. This indicates
that most of the copper has migrated out of the probed region, e.g., to the top or bottom
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Figure 5.1: (a) (partial) equilibrium phase diagram of Al-Cu, where the solvus lines of GP1,
GP2, and θ′ (dashed lines) and θ (solid line) denote the upper temperature limit of stability of
the respective precipitate (figure is reproduced from [147]).(b) Hardness measurements of bulk
aluminum with different copper weight fractions, after homogenization at 550 ◦C and aging at
190 ◦C, showing a peak in hardness between ∼ 1 and ∼ 10 days depending on the copper fraction
(figure is reproduced from [147]). (c) 5µm-thick Al-(1wt%)Cu cantilever beams, shown in the
inset of (c), exhibit a significant time-dependent anelastic recovery over a period of ∼ 1 day, after
a pro-longer period of sustained cantilever beam deflection. This recovery is depicted for several
beams by the normalized anelastic strain, εnorm.,anel., as a function of the time , trecovery, after
load release, see chapter 3 for details. (d) Nano-indentation hardness measurement as a function
of aging time for the Al-(1wt%)Cu thin film of figure (c) after the same heat treatment as used
for figure (b). The measurements show a decrease in the hardness instead of a peak, already at 8
hours instead of days.
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surface of the free-standing structure or its grain boundaries. Next, overview images of
the aluminum matrix were made in bright and dark field TEM, together with diffraction
patterns from the Al[111], Al[1̄12] and Al[011] zones. Two of the dark field images are shown
in Fig. 5.2(a) and (b) along with their diffraction patterns and the reflection used for the
dark field images. These overview images consistently reveal a high density of dislocations,
with pronounced dislocation structures, ρd =∼ 130 ·1012 1/m2 estimated using the method
by John Steeds [164]. Dislocations appear through the thermal contraction during the cool
down step after deposition. This contraction induces a biaxial tensile strain in the thin
film well beyond the yield strain. Besides dislocations, many precipitates can be observed.
Most of them were GP zones, which were identified in HRTEM Al[110] bright field images,
as shown in Fig. 5.2(c) and (d). Moreover, this identification was confirmed by local
EDS analysis, which showed an increase in copper concentration at the GP zones. The
HRTEM images clearly show that GP zones are coherent precipitates of a few nanometer
in size, with GP2 being somewhat larger than GP1, in agreement with the literature [72].
Moreover, GP zones were observed throughout the aluminum matrix. Their presence is
logical considering the final processing steps at elevated temperatures below the GP-solvi,
see Fig. 5.1(a). Furthermore, these specimens have been stored at room temperature for
at least two years, during which further GP precipitation and growth is possible.

In addition to GP zones, θ precipitates are observed, as shown in Figs. 5.2(e)-(g). The
θ crystal structure is positively identified from its atomic structure, shown in Fig. 5.2(f),
and its selected area diffraction pattern, shown in Fig. 5.2(g). The random misorientation
of the Al2Cu diffraction pattern with the (faint) Al diffraction pattern, resulting from
little aluminum material above or below the θ precipitate, shows that their orientations
are uncoupled, as one would expect for fully incoherent precipitates. The dark field image
in Fig. 5.2(h) also shows that the orientation of the large θ precipitate is unrelated to
that of its smaller neighbor. These θ precipitates lie on an aluminum grain boundary, as
shown in Fig. 5.2(e).This is consistent with literature where θ precipitates in thin films are
mainly found on grain boundaries and at interfaces [43, 55, 116, 118, 120, 175]. However, a
few precipitates are also observed in the grain interior. The presence of these precipitates
likely results from the relatively high temperatures for short time intervals to which the
specimen was exposed during processing.

The most remarkable observation is the fact that one type of precipitates was not found
at all: the θ′ precipitates. Given the thermal history and taking into account that even θ
precipitates are present, one would expect θ′ precipitates to be present. Moreover, since
θ′ precipitates principally nucleate at GP zones, dislocations and sometimes even grain
boundaries (Ref.[118, 147, 174]), which are abundant here, one would expect the θ′ precip-
itates to be finely dispersed over the aluminum matrix and thus be visible in this detailed
TEM analysis. Moreover, it will be shown below that X-ray diffraction data also indicates
the absence of θ′ precipitates. Therefore, it is unlikely that the missing θ′ precipitates are
measurement artifacts. The absence of θ′ precipitates could be related to a kind of precipi-
tation kinetics that is specific to thin films which may explain the absence of a pronounced
hardness peak in Fig. 5.1(d).
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Figure 5.2: Transmission electron microscopy (TEM) images of the as-received Al-(1wt%)Cu mi-
crostructure. (a,b) Dark field (DF) image of the aluminum matrix (obtained with the encircled
reflection indicated in the diffraction pattern) showing many dislocation structures. (c, d) HRTEM
Al[110] bright field (BF) images of the crystal structure of Guinier-Preston zones, GP1 and GP2,
as indicated by the arrows. (e,f,g,h) images of θ precipitates: (e) two θ precipitates at a grain
boundary, (f) HRTEM enlargement of the largest precipitate, (g) selected area Al2Cu[113] diffrac-
tion (SAD) pattern of this precipitate in which the Al2Cu crystal structure is identified, and (h)
dark field image obtained with the Al2Cu{1̄10} reflection, for the same area as (e).



5.3 Controlling the precipitate microstructure 61

5.3 Controlling the precipitate microstructure

The measurements on the as-received material show that a well-controlled heat treatment
procedure is required to gain further understanding of the thin film precipitation formation
process. Generally, heat treatments for Al-Cu alloys usually involve the following stages
[147]: (i) solution treatment and homogenization at a temperature well above the θ solvus to
dissolve all AlxCuy precipitates and uniformly distribute the Cu-solutes; (ii) rapid cooling
or quenching usually to room temperature to obtain a supersaturated solid solution (α′

phase); (iii) aging to enable controlled decomposition of the α′ phase through subsequent
formation of GP1, GP2, θ′, and θ precipitates, as explained in the introduction. Concerning
step (i), complete homogenization of Al-(1wt%)Cu, requires a temperature well above
∼ 350 ◦C, see Fig. 5.1(a). Here, the choice was made for 15 minutes at 550 ◦C based on
a calculation of the maximum required diffusion time for given diffusion length (∼ 10 µm)
at this temperature, which results in negligible native oxide growth [18] or grain growth
(further discussed below). Regarding step (ii), quenching in water results in mechanical
deformation due to stiction of the free-standing MEMS structures to the underlying silicon
chip, while quenching in air is too slow. Therefore, a quenching procedure was developed,
in which the silicon chip is placed on a thin layer of ethanol on a large cold polished
block of copper. The ethanol layer greatly enhances the heat transfer achieving a cooling
rate of ∼ 300 ◦C/s, while having a thickness less than half the chip thickness, which
prevents the wetting of the chips surface. Finally, step (iii) requires again an appropriate
combination of aging time, taging, and temperature. An aging temperature of 190 ◦C was
chosen for two reasons: (I) it is well above the GP1 and GP2 solvi (see Fig. 5.1(a)), which
excludes the formation of GP-zones and limits the type of expected precipitates to θ and
θ′, thereby facilitating interpretation; (II) this temperature was also used in the hardness
measurements of bulk Al-Cu in Fig. 1(b), which enables direct comparison.

Solution heat treatment

A series of Al-(1wt%)Cu MEMS structures were subjected to the proposed heat treatment,
for which the temperatures were controlled to within 2% of the target temperature. Before
investigating the precipitation formation process, it was validated whether all alloying
elements had dissolved without altering the grain size or grain structure. To this end, a
chain of the largest θ precipitates, which were identified at a particular grain boundary,
were compared before and after the solution treatment, see Fig. 5.3. EDS analysis of the
copper concentration shows that even these largest θ precipitates fully dissolved into the
matrix, while Cu redistributed homogeneously over the matrix (compare Fig. 5.3(b) with
(c)). Moreover, no traces of other elements besides aluminum and copper were found after
homogenization, therefore, the material is not contaminated during the heat treatment.

Additionally, a detailed map of crystal orientations and grain boundaries was acquired
before and after solution treatment. Figure 5.4(a) shows a top view specimen image of
a free-standing MEMS structure that was imaged with electron back-scatter diffraction
(EBSD). No grain boundary migration, nor grain growth can be observed. It is therefore
assumed that grain growth does not occur in the subsequent aging heat treatment at
190 ◦C. Furthermore, it was analyzed whether systematic spatial variations in the (average)
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Figure 5.3: The effect of the homogenization step at 550 ◦C on the precipitate state in the as-
received Al-(1wt%)Cu material. (a) back-scatter electron (BSE) image of large θ precipitates
(with sizes up to half a micrometer) aligned on a grain boundary. (b,c) EDS maps of the copper
concentration (b) before and (c) after the solution heat treatment, showing that all copper has
been dissolved. BSE and EDS performed in a FEI Sirion FEG-SEM with EDAX EDS system and
Apollo SDD detector. BSE obtained with Ebeam = 15 kV, EDS measured with Ebeam = 20 kV.
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grain structure for different positions on the wafer exist due to thermal gradients during
processing. To this end, large portions of the wafer were imaged using light microscopy, see
Fig.5.4(b), and it was found that the grain size was smaller near the wafer edge. Subsequent
EBSD analysis showed that the grain size at the wafer center and edge is, respectively,
(14 ± 6) µm and (7 ± 3) µm, of which Fig. 5.4c gives an example. Moreover, EBSD
consistently shows that the Al-(1wt%)Cu thin films have a pronounced Al<111>texture, i.e.
the vast majority of crystals have their <111>axis aligned within 20 ◦ to the surface normal.
To exclude grain size effects, all further analyses were performed on specimens obtained
from the wafer center.

Figure 5.4: (a) electron back-scatter diffraction (EBSD) measurements of a free-standing MEMS
structure before (a1) and after (a2) the solution treatment of 15 minutes at 550 ◦C, for which no
grain boundary motion could be observed (the black areas are holes in the free-standing structure,
introduced for underetching these structures to remove a sacrificial layer during processing). (b)
Examples of optical images, obtained at the edge (b1) and at the center (b2) of the wafer, which
were used to investigate systematic differences in grain size over the wafer. Etching during pro-
cessing attacked grain boundaries, making these optically visible (broad lines). The small inset
shows an overview of a set of 20 µm-wide free-standing cantilevers. (c) Example of an EBSD
image of a cantilever with anchor, which was used to analyze grain sizes and grain boundaries.
The colors in figures (a) and (c) indicate the local crystal orientation according to the inverse pole
figure color map shown in the inset, indicating a pronounced Al<111>texture of the grains in the
Al-(1wt%)Cu thin films. EBSD collected with FEI Sirion FEG-SEM and EDAX OIM system with
Ebeam = 20 kV., step size of 0.5 um.
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Artificial aging

Since the solution heat treatment did not alter the grain structure, nano-indentation mea-
surements were performed on sections of Al-Cu thin film that were substrate-supported by
the chip as a relatively fast way to identify the peak-aged condition. An MTS XP nano-
indenter in a controlled environment (pneumatic vibration isolation table, T= 21±0.5 ◦C )
was operated under load control with indentation depths limited to 500 nm, in accordance
with the 10%-film thickness rule. Preliminary measurements showed, however, an unex-
pected decrease in the hardness instead of a peak, as already stated in the introduction.
The indentation procedure was scrutinized for possible influences of: mounting-induced
specimen tilt, surface roughness, underlying substrate, choice of hardness extraction pro-
cedure (that of [74, 156] was finally adopted under the assumption of known and constant
reduced modulus), variation of indentation depth (from 100 nm to 500 nm), and the time
of day and order of the measurements. However, the decrease was persistent and could
not be explained by any of these possible effects. To exclude the potential influence of
individual grain boundaries underneath the indenter tip, the initially-used Berkovich tip
was replaced by a large spherical indenter (d = 250 µm), which reduced the measurement
noise further, yielding the data shown in Fig. 5.1(d). From these indentation analyses
it was concluded that the unexpected trend in hardness is not caused by a measurement
artifact or a variation in grain structure. The observed effect must be due to intra-granular
changes in the microstructure induced by the aging treatment. Based on the large change
in hardness after taging = 8 h, artificial aging times of 0, 6, 8, 10, and 24 hours were selected
for further analysis of the precipitation state.

X-ray diffraction (XRD) spectroscopy was performed to identify the precipitates present at
these five aging times. To this end, the Al-(1wt%)Cu MEMS structures were transferred
from the underlying substrate which contained several unknown thin films. The structures
are gently embedded in a thin layer of cyanoacrylate glue and, after solidification of the
glue into a foil, the foil is removed from the chip. Preliminary XRD 2-theta line-scan
measurements using a powder diffractometer did not show the expected precipitates. The
absence of diffraction peaks may be caused by a preferential texture of the precipitates or a
limited amount of precipitates of random orientation in the measurement volume, through
which diffraction peaks can be missed in an XRD line scan. Therefore, 2D wide-angle
X-ray diffraction (WAXD) patterns were obtained at the European Synchrotron Research
Facility, see Fig. 5.5(a)-(e). Measurements were performed at the BM26B DUBBLE beam
line: beam diameter of ∼ 5 mm; wavelength of 0.1033 nm; CCD detector with resolution
of 10242 and 97.65µm2 pixels positioned at a distance of ∼ 75 mm. Specimens were
mounted in transmission configuration with the surface normal parallel to the X-ray beam.
To facilitate their interpretation, radial diffraction plots were obtained by (i) azimuthal
integration of the intensity rings in the WAXD patterns of Fig.5.5 and (ii) subsequent
subtraction of the corresponding glue background spectrums (e.g. Fig. 5.5(f)). This
procedure yielded the five radial intensity spectra shown in Fig. 5.6.

All five specimens show a strong Al{111} reflection at 2-theta=25.50 that is much larger
than the Al200 reflection at 2-theta=29.50, which in fact is only observed for taging = 8 h
and taging = 10 h specimens, see Figs. 5.5 and 5.6. This large difference in peak intensity is
due to the predominant Al<111>texture, also observed with EBSD in Fig. 5.4, whereas the
few individual reflections on the Al{200} ring in Fig. 5.5(c) and (d) indicate the presence of
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a few crystals that have a large misorientation relative to the Al<111>texture within the ∼ 5
mm broad X-ray beam. Indeed, 3D-orientation calculations show that the predominant
Al{111} texture with its misorientation spread within ∼ 20 ◦, favors the Al{111} reflection,
which is strongest for crystals with a misorientation of the <111>axis to the surface normal
of ∼ 8 ◦ (which depends slightly on the misorientation direction), whereas, the Al{200}
reflection is optimal for an angle of the <111>axis to surface normal of ∼ 40 ◦. Crystals
with such a large misorientation are rare and could not be observed in the three EBSD
images in Fig. 5.4.

Besides these aluminum peaks, only two other reflections, at 2-theta=∼ 27.5 ◦ and ∼
28 ◦, could be positively identified above the noise level, and only for aging times of
10 h and especially 24 h. These two reflections do not correspond to aluminum or θ′

reflections. Instead, they are attributed to the Al2Cu{220} and Al2Cu{122} reflections
of the θ precipitates, even though their positions are shifted to a somewhat lower angle
compared to the tabulated spectrum of bulk Al2Cu (known as Khatyrkite). This shift
would correspond to a tensile strain of ∼ 0.5 % in the θ precipitates, which may be realistic
since these precipitates preferentially grow in the grain boundary grooves at the surface,
as discussed below, where surface tension is high [135]. This case may be comparable
to the tensile stress that develops in the island-coalescence regime in thin film deposition
[54]. Moreover, the smooth shape of the Al2Cu{122} ring in azimuthal direction indicates
that a considerable quantity of θ precipitates was present in the X-ray beam. However,
even though TEM analysis (Fig. 5.2) revealed θ precipitates that are fully incoherent with
the aluminum matrix, the Al2Cu{122} ring in the WAXD spectra of Fig. 5.5(d) and (e)
show a pronounced preferential orientation, which again may be related to their growth
at the surface and in grain boundary grooves. This preferential orientation explains the
mismatch in the ratio of the {220} to {122} intensities compared to the tabulated bulk
Al2Cu spectrum, as well as the absence of the two other expected Al2Cu reflections (i.e.
the θ{211} and θ{222} reflections at, respectively, 2-theta=∼ 25 ◦ and ∼ 37 ◦). These
latter reflections could also be eclipsed by, respectively, the nearby Al{111} reflection and
the large noise level close to the end of the detector range at 2-theta=∼ 38 ◦.

Finally, it is striking that none of the three θ′ reflections (i.e. the θ′{200}, θ′{103}, and
θ′{202} reflection at, respectively, 2-theta∼ 20 ◦, ∼ 34 ◦, and ∼ 36 ◦) were observed for
any of the five specimens. As θ′ precipitates nucleate in the Al-Cu bulk at GP zones or
dislocations, they are expected to be finely-dispersed over the aluminum matrix [147], while
their amount is expected to be noticeably larger than that of θ precipitates, which were
already observed in large quantity in the X-ray beam. Especially the absence of the strong
θ′{103} reflection is surprising. Because of their semi-coherent nature, θ′ precipitates have
their [001] axis parallel to Al[001] [147]. Therefore, the strong Al{111} texture strongly
affects the orientation distribution for θ′. 3D-orientation calculations show that half of
the θ′ population should be favorable oriented for the θ′{103} reflection, which, for this
sub-population, is strongest for aluminum crystals with a misorientation of the <111>axis
to the surface normal of ∼ 10 ◦ also depending slightly on the misorientation direction.
Therefore, taking into account the misorientation spread of ∼ 20 ◦ of the Al<111>texture,
the strong θ′{103} reflection should be present if θ′ precipitates are present the aluminum
matrix. The absence of θ′ reflections is in line with the TEM observations, although the
solution treatment and aging likely reduce nucleation sites for θ′: dislocations could be
largely annealed during solution treatment, while GP zones would be dissolved due to the
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aging temperature being above their solvi.

More insight in the formation of θ precipitates may be gained by measuring the copper
concentration over the film thickness as a function of aging time. To this end, focused
ion beam milling was used to make slanted cross-sections of the aged free-standing films,
after which back-scatter electrons (BSE) images and EDS-Cu images were measured to
investigate the evolution of the copper concentration, see Fig. 5.7. Note that only copper
clusters above a few tens of nanometers exceed the EDS noise level, which must be θ
precipitates because θ′ has been ruled out and GP zones are assumed not to be present
at an aging temperature of 190 ◦C. In the BSE images also smaller precipitates can be
identified, whereas precipitates in roughness valleys are not or only partially visible.

Now let us first examine the evolution of the θ precipitates on the top surface. As already
discussed above (Fig. 5.3(c)), after homogenization, the copper concentration is homoge-
neously distributed. After 6 hours of aging, a few surface precipitates can be observed.
With only 2 and 4 additional hours of aging, many more and larger precipitates appear at
the surface, and it becomes apparent that most of them are located in a grain boundary
groove (GBG). For the 24h specimen, much more precipitates are found on the surface,
however, the increase of precipitate size seems to have saturated. Conversely, the internal
θ precipitates, which are observed from the cross-section, follow the opposite trend. For
both 6 and 8 hours of aging, two internal precipitates were found in the film interior and
all four of them were located at a grain boundary. However, the two precipitates of the 6h
specimen are larger than their 8h aging counterparts, and from 10 hours aging onward no
precipitates are found anymore in the grain interior. This suggests that the few θ precipi-
tates that have nucleated on the internal grain boundaries within the first 6 hours of aging,
gradually disappear upon further aging. Although θ precipitates are thermodynamically
stable, they may dissolve for two reasons: (I) small precipitates may dissolve facilitating
the growth of a few large precipitates to reduce system’s precipitate-matrix interface en-
ergy, so called Ostwald ripening [72]; (II) if energetically more favorable sites are present
within the copper diffusion length, e.g. free surface or GBGs, a net copper-flux to these
lower-energy sites may occur.

Summarizing the observations made: (a) the θ′ precipitates are absent in the detailed TEM
analysis of the as-received material; (b) θ′ precipitates are absent in the WAXD analysis;
(c) no peak-aged condition is found in the hardness measurements of these films. Other
investigations of thin film Al-Cu of similar composition also have not revealed the presence
of θ′ [116]. It may therefore be concluded that θ′ precipitates are most likely absent in these
Al-(1wt%)Cu thin films. Apparently the precipitation behavior is quite different from that
of its bulk counterpart; this faster formation may be related to the nearby presence of free
surface for thin films.

The following hypothesis explains the absence of θ′ and the relatively fast occurrence
of θ in the thin film compared to the bulk alloy. It is reasonable to assume, that most θ
precipitates nucleate in a GBG because GBGs are the energetically most favorable locations
for θ to nucleate in these thin films. This implies that the total defect energy, of GBG
and precipitate, lowers inside a GBG, by partially relaxing the high surface tension that
exists in GBGs [54, 135]). The hypothesis that the total defect energy is lower than in the
bulk alloy may explain a number of observations: (i) it causes a net flux of copper atoms
from θ precipitates in the grain interior and on internal grain boundaries to θ in GBGs,
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Figure 5.5: raw 2D wide-angle X-ray diffraction (WAXD) patterns, for Al-(1wt%)Cu MEMS struc-
tures, artificially aged at (a) 0, (b) 6, (c) 8, (d) 10, and (e) 24 hours, and subsequently transferred
from their underlying substrate to cyanoacrylate(glue) foils. For each aging state, Al-Cu-on-glue
and glue-only diffraction pattern were recorded, where the (supposedly amorphous) glue showed a
few minor reflections attributed to polymer crystallization, see, e.g., (f). Indicated in the images
are the most pronounced diffraction rings of aluminum, θ precipitates, and glue.
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Figure 5.6: Radial X-ray diffraction spectra of Al-(1wt%)Cu, artificially aged for taging = 0, 6, 8,
10, and 24 hours, where the radial diffraction intensity is obtained by (i) azimuthal integration of
the intensity rings in the 2D WAXD patterns of Fig. 5.5. and (ii) subtraction of the corresponding
glue background spectrums. For clarity, the spectra are vertically shifted with increasing aging
time. Reference positions of reflections that are pronounced enough to rise above the noise level are
indicated by solid, dashed, and dotted vertical lines for, respectively, aluminum [143], θ precipitates
[123] and θ′ precipitates (calculated using hkl-indices from [162] and d-spacing values from [72].
The relative intensity between reflections of the same crystal is indicated between the brackets
with a maximum of 999.
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Figure 5.7: (left) Back-scatter electron (BSE) images of slanted cross-section of (different) free-
standing 5 µm-thick Al-(1wt%)Cu structures, artificially aged for different taging. (right) Energy
dispersive X-ray spectroscopy (EDS) images of the copper concentration, corresponding to the
region in the orange box on the left. From top to bottom, image pairs (a,b), (c,d), (e,f,), and (g,
h) correspond to taging = 6, 8, 10, and 24 hours. The cross-sectional EDS-Cu plot of taging = 0h
(not shown) is completely homogeneous, in agreement with Fig. 5.3(c). BSE images obtained with
Ebeam = 10 kV. EDS mapping performed with Ebeam = 5 kV., resulting in dX-ray volume ≈ 0.5 µm.
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i.e. explaining the gradual disappearance of the former θ precipitates after ∼ 8 hours of
aging; (ii) it favors θ nucleation, since it induces a larger reduction in free energy than
θ′ nucleation, which could only occur in the aluminum matrix; (iii) it triggers a higher θ
nucleation rate in GBGs than in the bulk, thereby explaining the faster appearance of θ in
Al-(1wt%)Cu thin films (only ∼ 8 hours) compared to the bulk Al-(1wt%)Cu alloy (more
than ∼ 10 days), see Fig. 5.1(b)). The free surface is expected to have a less strong, yet
similar role as the GBG in (iii). Hence, it is suggested that the GBGs are energetically
more favorable for Cu to diffuse to and precipitate at as θ, thus preventing the nucleation
of θ′ and reducing the θ precipitation in the bulk of the film.

5.4 The hardness decrease revisited

A possible explanation is next formulated for the observed hardness decrease in the nano-
indentation measurement on these Al-(1wt%)Cu thin films. With increasing aging time,
copper can easily diffuse to the surface, using the internal grain boundaries as fast diffusion
pathways, where θ precipitates start to nucleate in the GBGs already after a couple hours.
These, however, are not expected to affect the indentation hardness, because their presence
on the surface does not obstruct the dislocation motion in the interior. At the same time, a
limited amount of θ precipitates will form in the interior and on internal grain boundaries,
because this requires shorter copper diffusion distances. These internal θ precipitates do
form obstacles for dislocation motion, and indeed trigger a minor increase in hardness
as seen in Fig. 5.1(d) around taging = 6 h. This is in line with traditional precipitate
strengthening theory. Later on, see Fig. 5.1, these internal θ precipitates dissolve, favoring
precipitate growth at the surface or GBGs, which is in line with Ostwald ripening [72]. This
may explain the hardness decrease at ∼ 8 h aging. At the same time, the θ precipitates
at the surface not only increase in number, but also grow to a considerable size, forming
sufficiently large obstacles to dislocations that tend to escape from the surface. This may
cause dislocation pile-ups at these surface precipitates. Towards 24 h aging, the size of
the surface precipitates stabilizes, which may explain the saturation in hardness for large
aging times.

5.5 Conclusions

Nano-indentation hardness measurements of 190 ◦C aged Al-(1wt%)Cu thin films showed
a weak peak-aged condition followed by a decrease in hardness. A detailed microstructural
analysis on the as-received thin film with HRTEM revealed that GP zones and θ precipitates
were present, while θ′ could not be observed. The presence and location of GP-zones and
θ precipitates were explained by the thermal history and appears to be consistent with
literature observations. The absence of θ′ precipitates, though in line with other literature
reports, could not be trivially explained for the as-received thin film, since suitable potential
nucleation sites were present and the thermal history did not a priori preclude the formation
of θ′ precipitate.

Since the observations of the as-received thin films were not conclusive, Al-Cu specimens
were next solution treated at 550 ◦C and artificially aged at 190 ◦C up to 48 hours to create



5.5 Conclusions 71

a well defined precipitation state without GP zones. EBSD did not show any grain growth.
EDS confirmed the dissolution of existing precipitates and a homogeneous distribution
of Cu prior to aging. Measurements of the hardness of aged specimens revealed a slight
increase in hardness at 6 hours, followed by a decrease in hardness at ∼ 8 hours and subse-
quently a slow increase and saturation of the hardness. A selection of specimens around this
hardness transition was analyzed with WAXD, BSE-imaging and EDS-mapping. WAXD
confirmed the presence of θ precipitates for aging durations longer than 8 hours, while
indicating that θ′ was not present. Consistently, no θ′ was identified in TEM, suggest-
ing that precipitation of θ′ must be highly unfavorable in thin films. Through-thickness
measurements using BSE and EDS of aged specimens highlighted that Cu clusters, i.e. θ
precipitates, nucleate and grow essentially at grain boundary grooves, though also at the
specimen surface, at the expense of the interior of the thin film.

The following hypothesis explaining these observations was made. Precipitation of θ is
favored, because energetically favorable grain boundary grooves act as preferred nucleation
sites. This would occur more easily than θ′ precipitation, hence explaining the absence of
θ′. It also occurs faster than regular θ-precipitation in the interior of the thin film, thereby
explaining the relatively fast nucleation of θ, as seen in WAXD. Finally, it is hypothesized
that the growing precipitation at the surface and grain boundary grooves depletes the Cu in
the thin film interior. This would explain the observed weakening of the material, reflected
by a decrease in hardness, followed by strengthening through the precipitate-rich surface,
resulting in a minor increase in hardness for longer aging times.
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time-dependent anelasticity in

Al-(1wt%)Cu thin films

Reproduced from; L.I.J.C. Bergers, J.P.M. Hoefnagels and M.G.D. Geers, On the underly-

ing micromechanisms in time-dependent anelasticity in Al-Cu alloy thin films, in prepara-

tion

Abstract

This chapter discusses potential micromechanisms underlying time-dependent anelasticity
observed in Al-(1wt%)Cu thin films. The analyzed deformation mechanisms involve dis-
locations, solute diffusion, grain boundaries and precipitates. In order to investigate the
role of these mechanisms, Al-(1wt%)Cu alloy thin films are heat treated to systemati-
cally change the precipitate state, while characterizing the grain boundary distribution
with EBSD. Micromechanical characterization is performed by microbeam bending, nano-
tensile creep testing and nano-indentation. Results in microbeam bending reveal a similar
time-dependent evolution of the anelastic strain after load release for all precipitate and
grain boundary states considered. The magnitude of the recovered strain also does not
significantly vary with the precipitate or grain boundary configuration. The nano-tensile
creep test also indicates the same time-dependent anelastic evolution, indicating that the
loading state does not effect the underlying mechanisms. Hence, the results obtained do
not reveal a discernible effect of the precipitate state, the grain boundary density or the
loading state. Based on uniaxial creep and time-dependent anelasticity measurements in
pure Al specimens, it is made plausible that the time-dependent anelasticity most likely
originates from dislocation climb limiting the depinning and by-pass of entangled disloca-
tions, while distributed dislocation pile-ups pinned at dislocation lines provide an internal
driving force.

73
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6.1 Introduction

Time-dependent anelasticity, i.e. the recovery of plastic deformation over time, affects
manufactured metal products at the macroscale, e.g. delayed spring back in sheet metal
[176, 177], and at the microscale [9]. As demonstrated in Ch.2-4 for microbeams and mi-
crotensile specimens of Al-(1wt%)Cu, summarized in Fig.6.1, time-dependent anelasticity
contributes significantly in the minutes and days following the removal of the external load,
whereas at the macroscale it only becomes relevant at time scales of weeks or longer. This
significant effect at the microscale compromises the reliable operation of metallic micro-
electromechanical systems (MEMS)[32, 121, 185], e.g. radio-frequency MEMS switches in
which deformation states are switched at both high and low frequencies. The underlying
micromechanisms responsible for this anelastic response in Al-Cu alloy thin films are not
well understood, which is the motivation of this study.

Gap

Anchor

Substrate

Deflection

Figure 6.1: (a) Al-(1wt%)Cu microbeams revealing time-dependent anelasticity (b) after releasing
a prolonged deflection. (c) Al-(1wt%)Cu microtensile specimens show (c) creep under prolonged
constant load followed by time-dependent anelasticity after load removal.
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The occurrence of time-dependent anelasticity necessitates an internal driving force that re-
verses the deformation in the absence of an external load. Additionally, a diffusion-limited
mechanism is required to retard the deformation recovery over time scales of seconds, days
or even longer. Internal driving forces may originate from back-stresses induced by polar-
ized dislocation structures formed during deformation at obstacles like grain boundaries,
other interfaces, precipitates, obstacles or under loading conditions that trigger a hetero-
geneous distribution of geometrically necessary dislocations (GNDs), e.g. beam bending
[40, 134]. Triple junctions or irregularities at grain boundaries may also store energy
during grain boundary sliding, which is also a possible diffusional mechanisms [15, 148].
Alternative diffusional mechanisms are dislocation climb at particles or precipitates [3], or
dislocation pinning and drag by solutes [72, 97, 154]. Reports that explicitly discuss thin
film time-dependent anelasticity, mostly put forward grain boundary sliding as an explana-
tion [4, 29, 88, 91, 108, 109, 114, 178, 179]. However, the studied materials are mainly pure,
small grained (d ≤ 3 µm), aluminum thin films (≤ 3 µm) and reveal limited relaxation
times in the order of minutes at room temperature. Other reports on nanocrystalline and
microcrystalline specimens, which discuss time-dependent anelasticity under the name of
reversible plasticity, explain the behavior through residual stresses due to highly hetero-
geneous deformation, which is recovered by thermally activated dislocation mechanisms
[117, 149, 150]. Even though severeal explanations of the observed time-dependent anelas-
tic behavior offer exist, they typically depend on the film thickness, grain size and alloy
composition, which is different from the Al-(1wt%)Cu thin films studied here. Most strik-
ing is the difference between reported time scales and that which is observed for this Al-Cu
alloy: seconds to minutes for the reported, versus hours and days for these Al-Cu alloy thin
films. It is not clear what mechanisms underlie this difference. Therefore, the goal of this
chapter is to investigate which mechanisms may be responsible for the driving force and the
diffusional mechanism controlling time-dependent anelasticity of Al-(1wt%)Cu thin films.

The variety of possible mechanisms requires a systematic approach to unravel the physical
origin of this time-dependent anelasticity. The alloy microstructure can be systematically
varied through heat treatments to create a single precipitate phase in the matrix. Although
the grain structure in these Al-(1wt%)Cu structures cannot be altered after fabrication
(since recrystallization would require mechanical work), one can take advantage of the
statistical variation in grain size, where some specimens have only one or two grains along
their length, while others have many grains. The specimens can then be mechanically
characterized using microbeam bending to quantify the time-dependent anelastic behavior,
as presented in Ch.3. The effect of microstructure is analyzed by quantifying the evolution
of time-dependent anelasticity, affected by diffusion-limited mechanisms, as well as the
magnitude of anelasticity, affected by the internal driving force. Additionally, the loading
state may trigger polarized dislocation structures through GNDs in bending. Therefore,
time-dependent anelasticity is also investigated in uniaxial tension.

The following section discusses the characterization of the precipitate state and the granular
microstructure. Next, the experimental results are discussed with respect to (i) the precip-
itate effects on the temporal evolution and the magnitude of time dependent recovery, (ii)
the grain boundary effects on the temporal evolution and the quantified time-dependent
recovery, (iii) a comparison of bending versus uniaxial tension. The final section discusses
the observations, leading to a plausible hypothesis for the underlying mechanism of time-
dependent anelasticity in the studied thin films.
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6.2 Experimental characterization

In order to control the precipitate state, the alloy microstructure of the microbeam speci-
mens was altered according to the procedure applied in chapter 5: after solution treatment
and homogenization at 550 ◦C for 15 min. specimens were aged at 190 ◦C for a number of
hours. The homogenization heat treatment was chosen such that it results in a complete
dissolution of all existing precipitates in the as-received state. Subsequently, the aging
treatment temperature was selected such that GP-zones will not nucleate and only θ and
θ′ can nucleate over time. While it was shown in Chapter 5 that θ′ precipitates are most
likely not present in these specimens, the θ-phase was observed to precipitate: with in-
creasing aging duration θ precipitates first nucleate and grow at internal grain boundaries,
whereas for longer aging times θ precipitates nucleate at the surface, predominantly at
grain boundary grooves, at the expense of the earlier formed interior precipitates. This
transformation from internal to surface θ precipitates matches a transition in hardness
at approximately 8 hours of aging (at 190 ◦C). Therefore, specimens with aging times
of 0h, 6h, 8h, 10h, and 24h were mechanically tested. In addition, the as-received alloy
microstructure, containing a mixture of GP zones and few small θ precipitates was also
mechanically tested. It was shown in Chapter 5 that the locations of grain boundaries
in the aluminum matrix does not change through these heat treatments. Therefore, this
specimen set allows for a systematic variation of the precipitate state, without varying the
grain boundary microstructure.

The grain boundary microstructure may be independently controlled by using thermo-
mechanical treatments, but this is not desirable here. Instead, we exploit the results
of Chapter 5 showing that the grain boundary microstructure systematically varies over
the wafer due to thermal gradients in wafer-processing, resulting in finer-grained speci-
mens near the edge of a wafer. Local variations in grain size in individual microbeams
may be large due to grain size statistics. Therefore, for each tested specimen, each indi-
vidual grain boundary was identified in orientation imaging maps (OIMs) collected with
electron backscatter diffraction (EBSD) (FEI Sirion FEG-SEM with EDAX OIM system,
Ebeam = 20 kV, stepsize 0.2 µm) , see Fig.6.2(a). Note that these EBSD measurements
were performed after mechanical testing to avoid charging induced forces. These might
induce a microbeam deflection, which would affect the mechanical response.

These OIMs enabled the direct visualization of the grain boundary structure, from which
its influence on the mechanical behavior can be assessed. However, in microbeam bending
the stress field is strongly heterogeneous, as illustrated in Fig.6.2(b) in a simulation of a
deflecting microbeam. As a result, the role that a grain boundary (GB) might play in the
observed time-dependent anelasticity (with respect to grain boundary sliding or as a barrier
for dislocation motion causing pile-up and storage of back-stress), depends strongly on its
position within the cantilever beam. Hence, to properly account for the grain boundary
effect, a qualitative measure is introduced. The GB density is weighted with the normalized
stress profile from a linear elastic finite element simulation, i.e. the relative contribution of
a grain boundary section to the value of the weighted GB density was linearly scaled with
the local stress level at that GB section. Subsequently, the weighted GB densities of all
microbeams have been ranked with increasing weighted density from ρ′GB = 1 to ρ′GB = N ,
with N = 47 the total number of tested specimens. Fig.6.2(c) shows that the spread in
grain boundary microstructure within the specimen set is large, from just a few GBs in
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total with no GB in the high-stress region at all(ρ′GB = 1), to many grain boundaries along
the entire specimen (ρ′GB = 47).

(b)

GB

1 10 20 30 40 47
’ [-]

1

10

35

47

(c)

(a)

111

101001

Von Mises

Von Mises,Max
[-]10

Figure 6.2: (a) EBSD map showing the location of each grain boundary on the specimen. (b) Linear
elastic FEM simulation illustrating the heterogeneous stress field upon microbeam bending. Due
to symmetry only half the geometry is simulated. (c) The grain boundary locations are weighted
with the stress field to obtain a weighted grain boundary density per specimen, which are compared
relative to each other to extract a qualitative ranking of grain boundary density, ρ′GB. The highest
number corresponds to the largest weighted grain boundary density within the specimen batch.

Micromechanical characterization was performed in order to evaluate the effects of precip-
itate state, affected by aging, and grain boundary density on the time-dependent anelas-
ticity. To this end, the microbeam bending methodology presented in Chapters 2 and 3
was employed. Microbeam specimens of l = 65 or 200 µm, w = 21 µm and t = 4.8 µm
were selected and in total 47 microbeams, with a minimum of four specimens for each heat
treatment/alloy-microstructure variation, were prepared and tested. The experiment con-
sisted of a constant deflection applied to cantilevers during 105 s, followed by load release
and subsequent measurement of the beam curvature evolution, which was converted to
strain at the surface where the beam is attached to the anchor. The applied deflection was
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varied and together with the various lengths the resulting applied strain ranges between
0.05% and 0.80%. The loading and strain measurement sequence and terminology for
the microbeam bending experiment is described in Fig.6.3(a), involving: the total applied
strain εhold,applied; the applied strain minus the permanent strain εhold,anel.; the amount
of anelastic strain that is recovered in time after unloading, εanel.recov., and the remaining
permanent strain εperm..
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Figure 6.3: (a) The microbeam bending test entails a constant deformation during 105 s followed
by removal of the external load. (b) During nano-tensile creep testing first a constant force is
applied during 105 s followed by removal of the external load.

In addition, nano-tensile tests were performed under conditions that resemble those of the
microbeam bending tests, i.e. specimens were also loaded over a period of 105 s, after
which the specimens were unloaded and released to contract freely over time. To this end,
the nano-tensile creep test, discussed in Ch.4, was applied to Al-(1wt%)Cu specimens of
length l = 1050 µm, t = 5.3 µm and w = 10 µm, see Fig.6.1(c). The tensile specimens were
fabricated in a similar manner as the microbeams, though the processing sequence, and
thus thermal history differed. This may resulted in a slightly different precipitate state
compared to the as-received microbeams. The grain boundary distribution, measured
with EBSD, revealed an average grain size of d = 5 − 8 µm. Contrary to the bending
tests, the force level in the nano-tensile tests was kept constant to an engineering stress
of σeng. = 28.9 MPa, which is below the yield stress. The yield stress was established
by cyclically loading the specimen in the elastic regime 25 times to a stress level between
30-35 MPa, confirming that the load-unload sequence was elastic. The load sequence
and involved strains for the creep-anelasticity experiments are described in Fig.6.3(b). In
addition to the strains defined in microbeam bending, there is a creep strain, εcreep, during
loading. Due to the control-bandwith of the setup, the force release takes several seconds,
necessitating to disregard the initial 10’s of seconds in the analysis. A direct comparison
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between the tensile and bending strain evolution becomes possible due to the comparable
loading sequence.

6.3 Time dependent anelasticity in microbeam bend-
ing

Microbeam bending experiments were performed for the 47 cantilevers with aging states
ranging from as-received to 0h, 6h, 8h, 10h, and 24h aged and weighted grain boundary
density ranging from ρ′GB = 1 to ρ′GB = 47. For each bending test, the strain versus time
after load release, i.e. the time-dependent anelastic response (e.g. Fig. 6.1(b)), was ob-
tained. To properly compare the temporal evolution and magnitude of the time-dependent
anelasticity, the anelastic model presented in Chapter 3, was applied to this data. It was
shown to accurately describe the measured behavior and therefore allows for a good es-
timation of εperm. and εanel.recov.(trelease). By normalizing the temporal evolution using
these estimates, the effect of difference in loading amplitude between the different mi-
crobeams tests can be eliminated (under equal load duration, as explained in Chapter
3): εanel.recov.norm. = εanel.recov.(trecovery)/εanel.recov.(trelease). This enables a direct com-
parison of the temporal evolution between the various experiments, yielding insight in the
diffusion-limited mechanism underlying the time-dependent anelasticity.

The resulting normalized anelastic strain recovery evolution for all microbeams is plotted
in Fig.6.4(a). In spite of the scatter of the data, it is an important observation that
all specimens display time-dependent anelastic behavior. The apparent small decrease in
relaxation time for longer aging times, is clearly smaller than the scatter in relaxation
times, with all relaxation times being on the order of approximately a day. Therefore, the
time-dependent anelastic behavior seems to originate from the same underlying diffusion-
limited mechanism. This is surprising, considering the significant change in precipitate
state with aging treatment: from an absence of precipitates at 0h aging, to small interior
θ precipitates at 6h aging, to only a few large surface θ precipitates at 24h aging, to a
mixture of precipitates including GP zones for the as-received specimens. Therefore, the
responsible diffusion-limited mechanism is expected to be independent of the precipitate
state, i.e. precipitates do not play a significant role in this mechanism.

After evaluating the temporal evolution with the anelastic material model, the maximum
magnitude of the anelastic recovery, εmax,anel.recov., is extracted with this model to gain
insight into the internal driving force. This was done by plotting εanel.recov. as function
of εhold,anel.. These results are shown on a double-log plot in Fig.6.4(b). Moreover, from
the model’s description in Chapter 3, a linear relation can be derived for εanel.recov., i.e.
εanel.recov.(trelease) = Aεhold, anel., where A depends on the obtained material parameters,
Ei, τi and hold duration. Therefore, A is expected to change with aging condition. This
relation, which yields a line with a slope of 1 on a double-log plot, has been fitted to the
measurements per aging state, taking into account the error bars, see Fig.6.4(b). These
trendlines facilitate separating the effect of variations in load amplitude between measure-
ments from the possible systematic effects due to the microstructure.

The following observations can be made from Fig.6.4(b). For each aging set, the linear
relation appears to capture the response to within experimental error. This confirms that
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Figure 6.4: (a) the normalized anelastic recovery evolutions after load release and (b) the am-
plitude of these anelastic recovery evolutions, for all 47 measured microbeam specimens. The
heat treatment variation is color-coded from blue/green (light) to purple (dark), ranging from
as-received to 24h aging, while symbols denote the different specimens. In (b), for each set of
data points of a certain heat treatment, a trendline is added. The upper and lower bounds of the
prediction intervals are shown as well.

the applied anelastic model adequately describes the time-dependent anelastic behavior,
for all aging conditions. Even though for each aging condition a slightly different model
response is obtained, each trendline lies well within the prediction interval. In fact, the
trendlines of the 0h, 6h, 8h, 10h, and 24h data sets almost overlap each other, while the
trendline of the as received state lies slightly lower. These results suggest that the precipi-
tate state has no discernible effect on the amplitude of the anelastic recovery. Considering
the noticeable differences in precipitate configuration between the aging sets, this result
strongly suggests that precipitates are not involved in the micro-mechanism related to the
internal driving force. Since precipitates have no significant role in the diffusion-limited
mechanism, it is therefore concluded that, in these Al-(1wt%)Cu thin films, the presence of
precipitates can not explain the pronounced long-term time-dependent anelastic recovery.
If an influence exists, it is clearly limited and not significant.

To unravel the influence of the grain boundary density, the normalized strain evolutions
measured with microbeam bending are grouped per aging state and color coded using
ρ′GB as color weight relative to the specimens within the group, see Fig.6.5. The different
plots reveal the spread of the temporal evolution within each group and do not shows any
systematic influence of ρ′GB, i.e. none of the plots show a monotonic increase or decrease
in the relaxation time with ρ′GB. On the contrary, the effect of ρ′GB on the relaxation time
appears completely uncorrelated, even though specimens with large differences in grain
boundary density were compared, see Fig. 6.2(c). This suggests that grain boundaries do
not have an influence on the time-dependent anelastic recovery, i.e. the diffusion-limited
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micro-mechanism, controlling the relaxation time, is not related to the presence of grain
boundaries.
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Figure 6.5: Influence of the grain boundary density on the normalized anelastic recovery evolution
for specimens (a) as-received and (b) 0 h, (c) 6 h, (d) 8 h, (e) 10 h and (f) 24 hours aged condition.
The color intensity (ranging from light orange to dark red) corresponds to the increase in grain
boundary density, ρ′GB.
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The effect of the grain boundary density on the amplitude of strain recovery is investigated
in Fig.6.6, which shows εanel.recov. versus εhold.anel. separately for each aging state, where
the color of the symbols denotes its ranking in ρ′GB relative within the group. A possible
effect of grain boundary density should be visible from a correlation between ρ′GB (depicted
by the symbol color) and the difference between the data point and the trendline. For
instance, one may expect that all data points corresponding to a high ρ′GB (i.e. dark red
color) always lie above the trend line, and vise versa. However, again, no correlation is
observed between this difference and ρ′GB for any of the aging states. This indicates that
ρ′GB does not have a noticeable effect on the value of εanel.recov.. This is also illustrated
in Fig.6.7, which shows that εanel.recov. normalized by εhold.anel. is uncorrelated with ρ′GB.
The inset shows the grain boundary distribution of the two extremes of ρ′GB to emphasize
that even for the case of almost no grain boundaries, a similar strain ratio is obtained as
for specimens with ample grain boundaries. These observations clearly indicate that the
internal driving force does not originate from the presence of grain boundaries.

The fact that the internal driving force does not depend on grain boundaries, is consistent
with the observation that also the diffusion-limited micro-mechanism seems unrelated to
the grain boundary boundary. Therefore, combining the results from Figs. 6.5, 6.7, and 6.6,
it may be concluded that the origin for the long-term time-dependent anelastic recovery,
in these Al-(1wt%)Cu thin films, is not to be associated with grain boundaries. This does
not exclude that grain boundaries may facilitate the underlying mechanism to some extent,
but not significant enough for the investigated specimens/materials. It is thus concluded
that typical grain boundary mediated mechanisms proposed in the literature, i.e. grain
boundary sliding and pinning at triple junctions, and dislocation GB pile-ups, do not play
a primary role in the time-dependent anelasticity in these specimens.

6.4 Time dependent anelasticity in nano-tensile testing

The question remains which micromechanism could be the cause of the observed time-
dependent anelasticity. One option could be polarized dislocation structures due to GNDs
formed in bending. Therefore, similar experiments, i.e. prolonged loading for 105 s, followed
by free relaxation, were performed, but this time under uniaxial tension loading, to see the
effect of the applied loading state. For this, specimens of length 1052 µm, 10 µm width and
5.3 µm thickness and grain size of 5−7 µm were tested. Fig.6.8(a) shows, for two specimens,
the evolution of the strain versus time during the constant force loading period as well as
after load removal. In addition, separate plots show the loading and unloading part of
the evolution on a logarithmic time scale, see Fig.6.8(b,c). First of all, the evolution of
both specimens are nearly identical, which shows that the loading conditions were nearly
identical for both specimens. After reaching the elastic strain of 420 µε, creep occurs
up to a creep strain of εcreep = 90 µε and 80 µε for specimen S1 and S2, respectively.
After load release, both specimens initially show the same amount of elastic recovery of
εinst. = 420 µε, which is followed by (near) complete time-dependent anelastic recovery of
εanel.recov. = 60 µε and 70 µε for specimen S1 and S2, respectively, resulting in a permanent
deformation of εperm. = 30 µε and = 10 µε. Hence, the two specimens reveal a similar
anelastic behavior, whereby the differences observed are due to the variations in grain
orientation and grain size distribution.



6.4 Time dependent anelasticity in nano-tensile testing 83

0h agedAs received

102 103 104

εhold,anel. [µε]

24h aged

6h aged

10h aged

8h aged

102 103 104
100

101

ε a
n
el

.r
ec

o
v
.
[µ

ε]

102

103

εhold,anel. [µε]

100

101

ε a
n
el

.r
ec

o
v
.
[µ

ε]

102

103

100

101

ε a
n
el

.r
ec

o
v
.
[µ

ε]

102

103

1
1

Figure 6.6: Influence of the grain boundary density on the normalized anelastic recovery evolution
for specimens (a) as-received and (b) 0 h, (c) 6 h, (d) 8 h, (e) 10 h and (f) 24 hours aged
condition. The color intensity of the symbols (ranging from light orange to dark red) corresponds
to the increase in grain boundary density, ρ′GB.
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Figure 6.7: The strain ratio as function of weighted GB density, ρ′GB. The inset shows a specimen
with lowest ρ′GB and one with highest ρ′GB, which visualizes the large spread in grain boundary
density between the tested microbeam specimens.

Interestingly, both micro-tensile specimens show a time-dependent anelastic recovery with
a similar relaxation time, ≈ 1 day, as observed in the microbeam bending tests. The oc-
currence of time-dependent anelasticity in both test cases suggests that a bending-induced
heterogeneous stress/strain field is not required as an internal driving force. Given that
similar relaxation times are observed in bending and uniaxial tension, the same underlying
mechanism is expected to be active. Moreover, when comparing Fig.6.8(b) to Fig.6.8(c)
a similar time constant is observed as during recovery. Hence, during loading the same
(reverse) mechanism as for the anelastic recovery seems to govern the time-dependent be-
havior. Furthermore, when comparing the behavior during recovery in the tensile test
to that in the bending test, a linear log(t) relation stands out, whereas the microbeam
bending experiments consistently showed a more non-linear log(t). This deviation may
result from the difference in loading state. During uniaxial tensile loading the stress is
macroscopically uniform over the thickness, which distributes the driving force accordingly
throughout the material. In bending, however, the stress magnitude increases with increas-
ing distance from the neutral bending line, which results in a non-linear log(t) relation. The
time-dependent behavior is triggered only beyond a certain threshold stress and therefore
depends nonlinearly on the applied stress. In addition to the microbeam bending showing
that grain boundaries and precipitates have no significant role in time-dependent anelasti-
city, it is concluded that the internal driving force does not stem from a bending-induced
heterogeneous stress/strain field.
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Figure 6.8: Creep and time-dependent anelasticity experiments performed in uniaxial tension
on two micro-tensile specimens result in: (a) strain evolution during the experiment with inset
showing the corresponding σ(ε) curve; (b) strain evolution during the loading phase emphasizing
the creep; (c) strain evolution after load removal showing time-dependent anelasticity.

6.5 Possible mechanisms

Up to this point, the micro-mechanical characterization only excluded possible mechanisms
in terms of their role in the observed time-dependent anelasticity. Dislocation pile-up and
related diffusional mechanisms involving precipitates, grain boundaries, or heterogeneous
stress/strain fields appeared to have an insignificant contribution. Although some of these
mechanisms are reported to play a role in other thin Al and Al-Ti films [88, 91, 109], these
tested materials were thinner, with smaller grains and a different composition compared to
the Al-Cu thin film studied here, resulting in shorter time constants on the order of minutes.
Therefore the results of the previous sections do not necessarily contradict the previously
reported results. The alloying element copper is notably different from the reported materi-
als, which may well influence the time-dependent anelastic recovery. We therefore focus on
micromechanisms in which copper solutes may make the difference. A second micromech-
anism of interest here, is dislocation-dislocation interaction. Although strain levels are
low, which likely precludes the formation of pronounced dislocation networks, the strain
and stress levels are sufficiently high for dislocation-dislocation interactions to be relevant.
This may involve diffusion-limited dislocation climb of segments of edge dislocations [57].
These two mechanisms are explored next.

In general, the mechanical effect of solute atoms can be observed in the plastic strain
evolution of a material, e.g., through the Portevin-Le-Chatelier effect, or more generally
termed, dynamic strain aging. In this mechanism, solutes drag and pin moving dislocations
that flow under applied stress. Dislocations escape in bursts from these solutes, causing
jumps in strain. Besides being visible in uniaxial tension experiments, the effects of these
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mechanisms have been reported in depth-sensing indentation studies of bulk dilute Al-Cu
alloys as strain bursts in the force-displacement curve [27].

Therefore, the nano-indentation hardness measurements, presented in Chapter 5, were re-
examined to see if strain bursts in the flow behavior were present. Fig.6.9 shows for each
aging state of Al-Cu the force-displacement curves obtained by nano-indentation with a
spherical tip, d = 250 µm up to a maximum force of ≈ 250 mN, corresponding to an
indentation depth of ≈ 400 nm, followed by unloading. At large forces, clear bursts in
strain are observed, which are alternated by stages with a smooth gradual force increase.
Interestingly, these strain bursts are observed for all aging states. In addition (not shown
here), indentations performed using a sharper tip (Berkovich), showed that the transitions
between the alternating burst and smooth stages become ’sharper’ with decreasing plastic
zone size, probably due to the decrease of mobilized dislocations underneath the indenter
tip. All indents showed these strain bursts, including indents for which the plastic zone did
not contain any grain boundary. Therefore, the strain bursts originate from the grain inte-
rior. In fact, the observed strain bursts resemble the Portevin-Le-Chatelier effect reported
in the Al-Cu indentation studies in [27].

On the basis of these observations, it is hypothesized that solute copper atoms are also
here responsible for dynamic strain aging in the investigated Al-(1wt%)Cu thin films.
Furthermore, indentation studies on different dilute Al-Cu alloys have shown that the
strain bursts disappear in the presence of GP-zones [26, 27]. Therefore, the occurrence of
strain bursts in all heat treated specimens confirms that indeed no (or little) GP-zones are
present in the heat treated specimens and, conversely, that a sufficiently large Cu solute
concentration is present in all heat treated specimens to significantly affect the glide of
dislocations inside the grains. Since the other considered mechanisms did not underlie the
time-dependent anelasticity in these films, it is reasonable to assume that diffusing Cu
solutes could play a role in the time-dependent anelasticity by pinning and dragging of
dislocations.

Further confirmation of the role of Cu and that of dislocation-dislocation interactions can be
obtained by performing a similar nano-tensile creep experiment on pure aluminum tensile
specimens (99.9% pure Al). Two specimens were tested having ≈ 1050 µm length, width
of 7 µm, thickness of 5.9 µm and grain sizes of 10− 15 µm. These cross-sections differed
slightly from the Al-Cu specimens, resulting in slightly higher applied stress levels: 29.7
MPa and 30.2 MPa for specimen 3 (S3) and, 4 (S4) respectively, compared to 28.9 MPa
for Al-Cu specimens 1 and 2, see inset of Fig.6.10(a). The strain evolution of the pure Al
is depicted next to the data obtained for the Al-Cu specimens in Fig.6.10. After reaching
the elastic strain of 450 µε for S3, respectively 520 µε for S4, a large non-saturating creep
occurs, amounting to a total creep strain of εcreep = 1235 µε and 1065 µε for specimen
S3 and S4, respectively. This is much larger than the εcreep = 90 µε observed for the Al-
Cu specimens. After load release, both specimens show approximately the same amount
of elastic recovery as during loading: εinst. = 495 µε for S3 and εinst. = 478 µε for S4.
This is followed by time-dependent anelasticity recovery εanel.recov. = 203 µε and 175 µε
for specimen S3 and S4, respectively, which remarkably is larger, by a factor of ≈ 2− 2.5,
compared to the Al-Cu specimens. The resulting permanent deformation is εperm. = 982 µε
and = 936 µε.

As in the case of Al-Cu creep tensile tests, here the pure Al specimens show similar in-
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Figure 6.9: Strain bursts in force-displacement measurements, using nano-indentation measure-
ments, indicating dynamic strain aging linked to Cu solutes. Each tested specimen exhibited this
behavior.

stantaneous elastic loading and unloading, and a recovery strain. However, the amount
of permanent deformation in pure Al is much larger than that observed for Al-Cu spec-
imens, which is due to the precipitation and solute strengthening effect of Al-Cu. Also,
the amount of time-dependent anelastic recovery is ≈ 2 − 2.5 as much as that observed
in the Al-Cu specimens. During loading is is clear that the deformation mechanism in
pure Al has completely different time-constant compared to that of the Al-Cu alloy. Re-
markably, the time constants involved in the time-dependent anelastic recovery in pure
Al and Al-Cu appear nearly identical. This suggests that the same micromechanism con-
tributes to time-dependent anelasticity in the pure Al and Al-Cu specimens, leaving the
dislocation-dislocation interactions and dislocation climb of (segments of) edge dislocations
as most likely mechanism. The increase of amplitude of anelasticity for pure Al speci-
mens, however, indicates that Cu-solutes might have a secondary role. The mechanism of
dislocation-dislocation interactions, and/or dislocation climb of (segments of pinned) dis-
locations has been reported in high temperature creep and creep-reversal experiments for
bulk pure aluminum [64, 65], an aluminum-magnesium alloy [21] and other alloys such as
stainless steels [7, 73] or Ti-alloys [48, 49]. In the case of pure Al, Gibeling and Nix argued
that the anelastic recovery is driven by long range back stress resulting from heterogeneous
dislocation structures i.e. sub-grains, while limited by thermally activated processes, e.g.
cutting or junction unpinning of dislocations in these structures [64, 65]. The suggested
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Figure 6.10: Creep and time-dependent anelasticity experiments performed in uniaxial tension
on two Al-(1wt%)Cu micro-tensile specimens (S1 and S2) and two pure Al specimens (S3, S4):
(a) strain evolution during the experiment with inset showing the corresponding σ(ε) curve; (b)
strain evolution during load emphasizing the creep; (c) strain evolution after load removal showing
time-dependent anelasticity.

theory discarded diffusion limited climb, because it apparently could not describe multiple
deformation rates. Given this discrepancy with results reported here, and the unlikely
formation of sub-grain in the Al(-alloy) thin films studied here, their theory likely does
not apply here. However, the reports on anelasticity in alloys did suggest that disloca-
tion climb was involved through the (un)bowing of dislocation segments between pinning
points, which was driven by the applied stress or the build up line tension, resulting in the
anelastic deformation and recovery [7, 21, 48, 49, 73]. Interestingly, the dislocation line
tension, and not long range back stresses, were considered as driving force for the recovery.
Although none of the above reports provide a conclusive explanation for the observations in
this work, they do not exclude that dislocation-dislocation interactions and/or dislocation
climb of (segments of pinned) dislocations are responsible.

Perhaps, a plausible hypothesis for the time-dependent recovery may be formulated as fol-
lows. During loading, the existing low density dislocation distribution is mobilized and/or
dislocation sources are activated. Dislocation-dislocation interactions immobilize disloca-
tions, resulting in distributed pile-ups. Diffusion limited dislocation climb might allow the
formation of jogs in these immobilized dislocations: segments of the dislocations climb
out of the slip plane thus by-passing the immobile segments. Some of the dislocations es-
cape completely and contribute to permanent plasticity, while others still have long-range
interactions with each other. After load removal, back-stresses from these dislocation-
dislocation interactions partially reverse the dislocation motion, which likely re-encounter
other dislocations. Reverse climb may occur, which is possible if enough time is given,
thus finally resulting in partial recovery of the deformation. Cu and its precipitates are ex-
pected to play a secondary role. A clear role of Cu solutes is to pin more dislocations, thus
reducing the number of mobile dislocations and hence limiting the plastic creep. Possibly
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this pinning forms a larger barrier than dislocation-dislocation immobilization, further re-
ducing the dislocations that can escape by climb. To a certain extent the mobile Cu solutes
may also diffuse to and pin the surrounding dislocations in the matrix. This might further
limit the amount of dislocation climb occurring and thus explain the reduced amplitude in
time-dependent recovery for the Al-Cu thin films.

6.6 Conclusions

This chapter aimed to unravel the microstructural origin of the time-dependent anelasticity
observed in Al-(1wt%)Cu thin films. First, mechanisms related to precipitates and grain
boundaries were investigated. Therefore, systematic variations in precipitate state were
made through aging heat treatments. The effect of grain boundaries was estimated by
qualitatively weighing the grain boundary density with the Von Mises stress magnitude
along the beam. Based on this qualitative measure the beams were subsequently compared
to each other.

These microstructural effects on time-dependent anelasticity were then evaluated through
micromechanical testing. Microbeam bending experiments revealed that precipitates and
grain boundaries could not explain the temporal evolution or the amount of time-dependent
anelasticity. Additionally, uniaxial tensile creep and anelasticity experiments showed a sim-
ilar time-dependent anelasticity response in small grained Al-(1wt%)Cu specimens, which
precludes heterogeneous deformations as a driving force.

These results strongly suggest that (i) driving forces do not originate from grain bound-
ary sliding mechanisms, strong heterogeneous deformation, i.e. bending, grain boundary
induced dislocation pile-ups; (ii) diffusion limited precipitate-dislocation interactions or dif-
fusion in grain boundary sliding are not significant. Nano-indentation experiments on the
aged specimens revealed strain bursts, which originate from dislocation pinning and drag
by Cu-solutes, i.e. dynamic strain aging. In addition, uniaxial creep and time-dependent
anelasticity experiments on pure Al specimens revealed pronounced creep, but similar time-
dependent anelastic recovery as for Al-Cu specimens. Hence, it was hypothesized that a
dislocation-dislocation based mechanism is most plausible: dislocation-climb in dislocation
entanglements. Diffusion-limited dislocation climb may trigger the time-dependent anelas-
ticity through the by-pass of pinned and entangled dislocations. Cu solutes may have a
secondary contribution by pinning. The driving force is expected to result from distributed
dislocation pile-ups against these pinned and entangled dislocation lines.
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Chapter 7

Conclusions and recommendations

The two goals of this research were to:

1. develop on-wafer mechanical characterization methods suitable for characterizing
size-effects in time-dependent anelasticity at the microscale across timescales rele-
vant to MEMS, i.e. from seconds to a day,

2. acquire insights into the underlying physical micro-mechanisms responsible for the
time-dependent anelasticity at the µm length scale.

7.1 Methodologies for on-wafer characterization of

time-dependent anelasticity

For the first goal two complimentary experimental methodologies were developed that
utilize on-wafer specimens: a microbeam bending and nano-tensile testing method. The
microbeam bending was capable of controlling the deflection of on-wafer cantilevers with
a precision of ≤ 50 nm and stability to within 3% of the applied deflection by using a sim-
ple, effective microclamp. Careful thermomechanical design of the microclamp eliminated
mechanical play and hysteresis in loading, while minimizing thermal expansion errors. Ini-
tially confocal optical profilometry combined with simple drift correction through image
tracking was sufficient for demonstrating time-dependent anelasticity in microbeam bend-
ing up to half a day. However, for measurements up to more than a day, dual wavelength
digital holographic microscopy combined with a novel quasi 3D global digital image cor-
relation procedure was required to accurately extract the beam’s curvature evolution over
the course of a day, yielding a strain resolution of ≤ 4 µε. A simple multi-mode linear
visco-elastic model described the time-dependent anelastic behavior adequately based on
data obtained from several microbeams deflected to several strain levels for 105 s. The
model also incorporated a plastic element, which enabled a basic characterization of the
instantaneous plasticity.

The nano-tensile test allowed full stress and strain control of on-wafer tensile specimens
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of various geometries. A high degree of alignment and a minimum of unwanted bending
stress have been achieved by (i) an innovative pin-in-hole gripping mechanism with load-
centering feature and (ii) sub-mrad angular alignment through a quasi 3D digital image
tracking procedure and elastic-hinge manipulators. Multiple load cells with high precision
read-out and an original approach to correct background disturbances yielded a range up to
200 mN, a resolution of 70 nN, and a reproducibility exceeding 0.1% full scale range of each
respective load cell. An innovative calibration procedure allowed the complete calibration of
load cells with stiffness ≤ 100 N/m. High reproducibility strain measurements have been
achieved by combining high-resolution light microscopy and image tracking of substrate
and specimen gauge markers. This yielded a resolution in displacement of σu < 6 nm,
and in strain of σε,xx < 6 µε. The compact nano-tensile tester in principle enabled in-
situ scanning electron microscopy experimentation. Proof of principle measurements of
the Young’s modulus of 5-µm thick Al-(1wt%)Cu tensile specimens resulted in a value of
E= 72.6± 3.7 GPa, illustrating the high precision and reproducibility. Subsequently, time-
dependent anelasticity measurements performed during 56 hours revealed a pronounced
creep stage, followed by the near-complete time-dependent anelastic recovery of the creep
deformation.

In short the developed methodologies were successful at mechanically characterizing the
microstrain and sub-µN deformations of on-wafer specimens over timescales of seconds
to days. The microfabrication produced a wide array of geometrical variations in the
specimens, which enables the analysis of size-effects in time-dependent anelasticity.

7.2 Insights into the underlying physical micromecha-

nisms

To obtain insights into the underlying micromechanisms, systematic variations were made
to the microstructure and measured through nano-indentation, high-resolution transmis-
sion electron microscopy (HRTEM), scanning electron microscopy (SEM), electron backscat-
ter diffraction (EBSD), wide angle X-ray diffraction (WAXD) and energy dispersive spec-
troscopy (EDS). The precipitate state was varied from the as-received state through a
homogenizing solid-solution heat treatment at 550 ◦C followed by aging heat treatments
at 190 ◦C up to 24 hours. The influence on the time-dependent anelasticity was mea-
sured using the microbeam bending methodology and the nano-tensile test. The following
conclusions resulted:

The as-received state contained Cu that was mostly clustered in GP-zones and in some
θ-precipitates mainly at grain boundaries, while a significant amount of dislocations were
present. With aging duration the θ phase precipitates less in the thin film interior and more
at the surface and more specifically at grain boundary grooves. Further characterization
of the microstructure revealed an absence of θ′ precipitates for all aging states. Addition-
ally, the applied aging resulted in a slight increase in hardness, followed by a decrease and
subsequent slight increase up to a saturation level. Large variations were present in the
precipitate state, i.e. GP-zones, solid-solution, small dispersed precipitates, large precip-
itates at grain boundary grooves and surface, and a variable grain boundary structure,
ranging from one or two grains to many in the stress affected region. Despite these large
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variations, the time-dependent anelasticity in microbeam bending was observed to be un-
affected by these variations: there was no discernible effect on the temporal evolution or
the amplitude of the anelastic strain measured after load removal. Furthermore, uniaxial
tensile loading and bending loading revealed nearly equal time scales involved in the time-
dependent anelasticity, indicating that the heterogeneous loading state does not contribute
to the driving force of the anelasticity. Nano-indentation revealed strain bursts during
loading for all heat treated states, which were related to dynamic strain aging affected by
Cu-solutes. Finally, uniaxial tensile loading of pure aluminum specimens revealed similar
time-dependent anelastic recovery as compared to the Al-Cu specimens, though of larger
amplitude.

Due to the long time-scales involved, a diffusion limiting mechanism is believed to be
responsible for the time-dependent anelasticity. Further, given that the anelastic recovery
occurs after complete load removal, a driving force that reverses the dislocation motion,
such as back stresses from dislocation-dislocation interactions, is believed to be present.
Based on these observations the following hypotheses were proposed:

1. The absence of θ′ originates from the preferred precipitation of θ at grain boundary
grooves and free surface locations, because these are energetically favorable: a greater
reduction of the material system energy is possible at these locations as opposed to
precipitation in the thin film interior.

2. The hardness evolution results from the slight initial increase of θ precipitates in the
interior, followed by a decrease of the hardness due to preferential θ growth at grain
boundary grooves and the free surface, which weakens the thin film interior. Further
aging grows the surface precipitates and increases the surface strength, thus posing
a stronger barrier to dislocation motion and increasing the hardness.

3. The observations that neither grain boundaries nor the presence of copper (precipi-
tates) have an influence on the temporal evolution of the time-dependent anelasticity
strongly suggest that a diffusion-limited dislocation mechanism is active, indepen-
dent from the presence of copper (precipitates) and grain boundaries. It is expected
that dislocation climb contributes through the by-pass of pinned segments of edge
dislocations.

4. The observations that neither grain boundaries, precipitates, nor strong heteroge-
neous deformations, have an influence on the amount of time-dependent anelasti-
city, suggest that the driving force is based on dislocation-dislocation interactions:
distributed dislocation pile-ups against pinned and entangled dislocation segments.
Possibly, the presence of copper (precipitates) plays a secondary role, by increasing
the amount of pinned dislocations.

7.3 Recommendations

Several recommendations for further research are proposed.� Ideally an in-situ TEM experiment would give more insights into the driving forces
and diffusion-limited mechanisms underlying the time-dependent anelasticity. This
might be done with an in-situ straining stage or a pico indenter where a fixed load
or displacement/deflection of a Al-Cu specimen is performed. Observations of dis-
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location state and chemical composition before, during and after loading would be
desired in regions where the dislocations would pile up.� Further substantiation of the role of Cu-solutes in time-dependent anelasticity could
be investigated numerically. Firstly, atomistic simulations could be employed that
take into account the diffusion of Cu-solutes and the Cu-dislocation interactions.
Based on these findings, a numeric implementation in a strain gradient crystal plas-
ticity model [47] could be extended to simulate the MEMS behavior.� A numerical study of the Cu-diffusion and precipitation behavior for these thin films
might be conducted to test the hypothesis on the observed precipitation behavior.� Conducting (time-dependent) mechanical experiments at various temperatures and
stresses will allow for the characterization of activation energies and threshold stresses
involved in the deformation mechanisms offering a more quantitative understanding
of the active micromechanisms in thin film mechanics. The nano-tensile tester is
also equipped with a heating element for elevated temperature testing up to 150 ◦C
and is therefore well suited for these experiments.� To advance the understanding of plasticity in alloys, size-effects related to plastic
behavior at shorter time scales as well as other plasticity mechanisms may also
be studied for these Al-Cu alloy thin films. The available variations in geometry
and the use of in-situ electron microscopy with the nano-tensile tester offers ample
opportunities: dislocation-grain boundary interactions, precipitate phase and size
influences, size-effects of grain size, size-effects of surface-to-volume ratios, grain
orientation effects.� The nano-tensile tester may be employed to study microscale mechanics of other
materials: interfaces in multi-phase materials, e.g. dual phase steel, the effect of
passivation layers in thin metal films, e.g. pure Al vs. pure Au. Depending on the
possibility of integrating the material of interest into the current microfabrication
scheme, alternative specimen fabrication routes should be explored, e.g. (focussed)
ion beam milling. These routines should take into account the limitations imposed
by the nano-tensile test, to enable the alignment and strain measurement.� Single crystal studies could be conducted to exclude grain boundary effects and
further substantiate the results presented in Chapter 6. However, creating single
crystal specimens by thin film deposition techniques requires special growth methods
[90, 138, 168]. Alternatively, laser-assisted recrystallization techniques might be
employed to locally recrystallize as-received structures [8] as demonstrated in Al-
interconnects [79]. Although it is not a widely adopted technique, it might offer
novel MEMS-fabrication routes to control thin film properties in the stages after
deposition, lithography and etching.� The successful application of the microbeam bending and nano-tensile testing method-
ologies to on-wafer specimens also benefits the research and development loop of the
actual MEMS. Test specimens can be co-fabricated with test-wafers of the actual
MEMS and the mechanical behavior can be directly characterized. Specifically, the
microbeam bending methodology is suitable for adoption in an industrial R&D en-
vironment, due to the limited amount of customized hardware involved, i.e. the
microclamp is a cheap simple part, profilometers are available in MEMS R&D labs
and non-proprietary software is involved.� It would be interesting to further improve and validate the multi-mode visco-elasticity
model. A 3D implementation of the obtained parameters in a finite element model
of an actual device could be compared to an experimentally measured response of
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that device. This would clearly underline the utility of the microbeam bending
methodology in MEMS research and development.� The presented model could be combined with integrated digital image correlation
(IDIC) to improve the parameter estimation. IDIC is a novel advanced integrated
parameter identification technique. Instead of simply using global digital image
correlation to extract deformations from profile to profile over the course of time,
integrated digital image correlation would combine the mechanical model and the
entire sequence of profiles to directly extract the material parameters. This has the
benefit of extending the number of data points and reducing the number of degrees
of freedom in the correlation routine, making it more robust and improving the
accuracy of the parameters.
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Appendix A

Enhanced Global Digital Image
Correlation for accurate measurement of

microbeam bending

Reproduced from; L.I.J.C. Bergers, J. Neggers, M.G.D. Geers, J.P.M. Hoefnagels, En-

hanced Global Digital Image Correlation for Accurate Measurement of Microbeam Bend-

ing, Proceedings of IUTAM Symposium on Advanced Materials Modelling for Structures,

43–51, (2013)

Abstract

Microbeams are simple on-chip test structures used for thin film and MEMS materials
characterization. Profilometry can be combined with Euler-Bernoulli (EB) beam theory
to extract material parameters, like the E-modulus. Characterization of time-dependent
microbeam bending is required, though non-trivial, as it involves long term sub-microscale
measurements. Here we propose an enhanced global digital image correlation (GDIC)
procedure to analyze time-dependent microbeam bending. Using GDIC we extract the
full-field curvature profile from optical profilometry data of thin metal microbeam bending
experiments, whilst simultaneously correcting for rigid body motion resulting from drift.
This work focusses on the implementation of this GDIC procedure and evaluation of its
accuracy through a numerical assessment of the proposed methodology.
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Figure A.1: Scanning electron micrograph of a typical on-chip microbeam attached to a free-
standing double clamped plate that is anchored to the substrate.

A.1 Introduction

Microbeams are simple on-chip test structures used for thin film and MEMS materials
characterization [69], see Fig. A.1. Optical profilometry techniques are typically used for
the measurement of deformations [142, 172]. Profilometry can be combined with Euler-
Bernoulli (EB) beam theory to extract material parameters, like the E-modulus or creep
parameters. The latter requires characterization of time-dependent microbeam bending,
though non-trivial, as it involves long term sub-microscale measurements. On the one hand
environmental instabilities directly hinder accurate long term measurements. On the other
hand microfabrication limitations often affect the ideal fixed-end geometrical boundary
condition [66]. This requires attention, because a non-ideal fixed-end, e.g. a compliant an-
chor, introduces errors when using the microbeam deflection with EB-theory [125]. Hence,
the problem is attaining sufficient accuracy and precision in these measurements.

A first step towards precise microbeam bending experiments is the careful design and
construction of the setup and proper control of the profilometer’s environment [9]. In
[9] we presented a simple image correlation based methodology to correct the rigid body
motions, e.g. due to drift, of the deformed specimen on the xyθxθy-positioning stage. The
difference between the reference profile and this deformed profile yielded the tip deflection.
However, this correlation based correction has a drawback: the correction is extrapolated
to the entire beam profile based on a limited reference area on the anchor. As the beam
lies in the extended direction of the anchor, the resulting tip deflection is sensitive to an
extrapolation error.

Following Neggers et al. [139], we here present an improved approach for microbeam bend-
ing analysis. The approach in [139] extracts curvature from profilometry data of bulged
membranes through enhanced global digital image correlation (GDIC). The key point is the
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use of the deformation kinematics as degrees of freedom to be solved in the minimization
problem formulated for DIC as demonstrated by Hild and Roux [83, 84]. Therefore, in the
approach presented here we combine the drift and beam bending kinematics and directly
correlate on the beam, eliminating any extrapolation errors. The correlation procedure
yields the displacement fields. This does not directly yield the beam deflection, because
the position of the anchor is not resolved. However, the curvature field of the beam can
be directly extracted from this displacement field, because a C2-continuous basis for the
degrees of freedom is chosen. This effectively filters measurement noise, overcoming issues
when taking derivatives to calculate the curvature. In short, this improved approach yields
an accurate curvature field, in stead of beam deflection, that serve equally well in analyzing
microbeam bending mechanics.

In this work, we describe the kinematics involved followed by the implementation into the
GDIC procedure through which the curvature is determined. To asses the accuracy of
this new procedure a numerical experiment is performed of which the implementation and
results are discussed.

A.2 Principle of global digital image correlation and

curvature measurement

In the solid mechanics community DIC has become an established method to measure
deformation fields at various length scales both in 2D and 3D geometries [165]. For the
2D case one records an image of an undeformed, reference situation of an object and of its
the deformed situation. Parts of the image with a unique pattern can then be correlated
from one image to the next, allowing one to extract the displacements between the two
instances. Traditionally, one applies a pattern with sufficient detail and variation to obtain
uniqueness for the correlation procedure.

The correlation procedure in 2D is based on the principle of optical flow conservation. It
states that the reference image, represented by the intensity field f(~x), is related to the
deformed image, g(~x) through the in-plane displacement field uxy(~x) and measurement
noise n0(~x):

g(~x+ ~uxy(~x)) = f(~x) + n0(~x). (A.1)

In the case of optical profilometer data, the intensity is in fact a height, and can also vary
due to e.g. deformations. This quasi 3D nature can be exploited by relaxing the optical
flow conservation:

g(~x+ ~uxy(~x)) = f(~x) + uz(~x) + n0(~x). (A.2)

The unknown displacement fields ~u(~x) are found through minimizing the global residual η
of the weak form of Eq.(A.2) over the considered domain
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η2 =

∫

[(f(~x)− g(~x+ ~uxy(~x)) + uz(~x)]
2d~x =

∫

r(~x)2d~x, (A.3)

where r(~x) is the residual field. The displacement field is parameterized and interpolated
using a set of basis functions φn(~x) acting globally over the entire domain and weighted
with a discrete set of degrees of freedom un

~u(~x) = ux(~x)~ex + uy(~x)~ey + uz(~x)~ez =
∑

n

unφn(~x)~ei, (A.4)

where i = [x, y, z] and the basis functions φn(~x) are polynomial functions depending on
~x = x~ex + y~ey

φn = xα(n)yβ(n). (A.5)

The choice for this parametrization has the benefit that it allows one to introduce degrees of
freedom suitable for describing the deformation kinematics, whilst maintaining a continu-
ously differentiable solution. This aspect is important, because the strain and, particularly
for microbeam bending, curvature fields are (higher order) derivatives of the displacement
fields. Furthermore when the order of the polynomials are limited, measurement noise
is effectively filtered, yielding a robust curvature measurement: the smooth continuously
differentiable displacement fields and not the measurement data serve as input for differ-
entiation.

The introduction of the degrees of freedom and the appropriate basis functions can be
based on prior knowledge of the deformation kinematics. For example, a uniaxial strain in
x, ǫxx, could be described by adding a basis function of degree [α, β] = [1, 0] in x-direction:
φ10 = x1y0. Adding this basis function to the z-direction would describe a constant tilt.
One should however be aware that superfluous degrees of freedom will not necessarily
yield the correct solution for the displacement fields, because of the measurement noise.
On the other hand residual fields showing systematic deviations from zero might indicate
insufficient kinematic degrees of freedom. Therefore, the prior knowledge allows a sufficient
choice of degrees of freedom that will describe the kinematics, but limit inaccuracies due
to noise.

As the curvature field is the desired measurand from the microbeam bending experiment, we
consider all rigid body displacements, rotations about the x- and y-axis, resulting from drift
of the xyθxθy-platform, and the end-loaded bending of the single clamped microbeam. The
bending results in a gradient in curvature, involving a third order displacement derivative
along the beam’s axis, which is taken along the x-direction. Hence the parametrization of
the displacement fields takes the following form:

u(x) = (ux,00)~ex + (uy,00)~ey + (uz,00 + uz,10x+ uz,01y + uz,20x
2 + uz,30x

3)~ez. (A.6)
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From the displacement fields resulting from the GDIC procedure, the curvature field tan-
gent to the beam’s surface in x-direction, κxx(~x), can be derived. First the curvature tensor
is constructed as the dyadic product of the gradient operator and the surface normal:

κ = ~∇⊗ ~n, (A.7)

where the gradient operator is defined as

~∇ = ~ex
∂

∂x
+ ~ey

∂

∂y
+ ~ez

∂

∂z
. (A.8)

The normal vector is calculated from the position field of the deformed microbeam z(x, y),
obtained by applying the resulting displacement fields to the reference profile:

~n =
~∇z(~x)

||~∇z(~x)||
. (A.9)

Finally the curvature field in a given tangent direction is calculated by

κ~t(~x) = ~t · κ · ~t (A.10)

where the unit tangent vector, ~t(~τ), along an in-plane unit vector ~τ(~x) = τx~ex + τy~ey is

~t =
τx~ex + τy~ey + (~∇f) · ~τ ⊗ ~ez
√

τx2 + τy2 + [(~∇f) · ~τ ]2
(A.11)

and ~τ⊗~ez is the dyadic product of the two vectors. In the processing applied, the curvature
is measured along the tangent in-plane unit vector ~τ = 1~ex.

A.3 Evaluation of accuracy

In order to evaluate the accuracy of the GDIC approach a numerical microbeam bending
experiment is conducted. A linear elastic finite element model of a representative mi-
crobeam (l = 100 µm,w = 20 µm, t = 5 µm) is modeled in Marc/Mentat using quadratic
thick shell elements, see Fig.A.2. Only half of the microbeam is modeled due to sym-
metry. It is deflected at the end by 2 µm. The surface topography of a physical mi-
crobeam is measured using a Sensofar Plu2300 confocal optical profilometer, see Fig.A.3a
and [9] for details. A corresponding part of this topography, see ROIf in Fig.A.3b, is
deformed with the numerically generated displacement fields. An additional constant
in-plane displacement ~uxy(~x) = 1, 162~ex − 0, 830~ey µm as well as an out-of-plane tilt
~uz(~x) = (0, 0005x − 0, 0006y)~ez µm simulate drift, see ROIg in Fig.A.3b. These values
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Figure A.2: The FEM model in deformed state used for generating the displacement fields. The
left end is deflected, whilst the right end is clamped.

are selected as uneven half-pixel multiples, where the pixel size is 0, 332×0, 332 µm2, serv-
ing as a worst case, because this leads to the poorest DIC accuracy [83]. The deformed
and displaced topography serves as input for the GDIC procedure with the natural surface
features serving as the pattern. Subsequently the curvature is calculated based on the
GDIC output and compared to the numerically prescribed curvature calculated from the
nodal displacements and rotations of the FEM output.

To minimize numerical artifacts when doing this numerical evaluation there are some is-
sues to address. First, the computational mesh and discrete surface topography will have
a different discretization. This is overcome by interpolating both surfaces with C1- or C2-
continuous interpolation functions to finer and equal grids and excluding pixels adjacent to
the border of the region of interest. Second, the prescribed curvature fields calculated from
interpolated nodal displacement fields will show artifacts, because the nodal displacements
are not C1-continuous between elements. Although nodal rotations strictly speaking also
suffer the same discontinuity, they effectively do form a C1-continuous gradient of the dis-
placement field for the curvature calculation. Hence the nodal rotations θi are interpolated
and used in the curvature calculation through the following definition of ~n:

~n =
tan(θy(~x))~ex + tan(θx(~x))~ey + ~ez
√

tan(θx(~x))2 + tan(θy(~x))2 + 1
. (A.12)

A.4 Results

The results of the GDIC at different levels of deflection are judged by the displacement
fields obtained in x-, y- and z-direction and the residual field. The resulting displacement
fields show good agreement with the prescribed displacement fields, see Fig. A.4. For the
in-plane displacements an accuracy of < 13 nm is observed, which corresponds to ∼ 0, 04
pixels for a 332 nm pixel size. The accuracy of the z displacement field is < 2 nm, whilst its
field reveals a systematic error. This might be caused by a slight curvature in y-direction
that is not covered by the admitted degrees of freedom.
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(a) (b)

Figure A.3: (a) A contour plot of two actual microbeams. The box on the top beam’s surface
indicates the part used for GDIC as shown in (b): ROIs of the undeformed f and deformed g

selection from the beam.

(a) ~Ux from GDIC (b) ∆~Ux

(c) ~Uy from GDIC (d) ∆~Uy

(e) ~Uz from GDIC (f) ∆~Uz

Figure A.4: Resulting displacement fields including drift at 2 µm deflection obtained through GDIC.
(a,c,e) are the GDIC obtained displacement fields and (b,d,f) are the difference fields between the
GDIC and FEM displacement fields.
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When regarding the residual field and comparing to the undeformed pattern, see Fig. A.5,
no systematic features are observed, indicating the correlation has reached the global min-
imum. Further, the amplitude of the residual field is relatively large, about 10% of the
undeformed pattern. If the global minimum is obtained, this amplitude can only be at-
tributed to the limited number of pixels, being ∼ 20x190, and the effect of interpolating the
surface pattern within the correlation algorithm. Improving this requires a smoother sur-
face pattern and higher spatial sampling. Nonetheless, the results are adequate compared
to local DIC approaches where typically facets of 15x15 pixels are employed to resolve
displacement fields with similar accuracy.

(a) Undeformed ROI (b) Residual at 2 µm deflection

Figure A.5: Comparison of the amplitude in the pattern and the resulting residuals showing a
relatively low residual.

The curvature fields κxx obtained through the GDIC at 1 and 2 µm deflection and the
difference between these and the simulated κxx reveal a good measurement of κxx, see Fig.
A.6. The expected gradient in κxx is visible, approaching 0 at the tip of the beam (left
hand side of images) and reaching a maximum at the clamped end (right hand side of
images). The difference shows a limited error, caused by the limited choice of degrees of
freedom and required interpolation during correlation.

(a) κxx at 1 µm deflection (b) Curvature difference at 1 µm deflection

(c) κxx at 2 µm deflection (d) Curvature difference at 2 µm deflection

Figure A.6: Curvature fields κxx at 1 µm and 2 µm deflection reveal the expected gradient, whilst
the differences with the numerically prescribed fields show a good accuracy.

Within the probed range of κxx the accuracy of the measurement is < 1% for most
of the ROI, see Fig. A.7. The accuracy, defined as the relative error (κxx,GDIC −
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Figure A.7: The accuracy of κxx obtained is good for the part of the ROI that is not near the
loaded end or the clamped end.

κxx,FEM)/κxx,FEM , increases near the clamped end due to the additional κyy and at
the loaded end due to the definition of the accuracy. Naturally one can opt not to measure
data near these regions.

A.5 Conclusion

We presented an enhanced digital image correlation approach to extract beam curvature
from full-field deformation data of microbeam bending experiments. A limited yet sufficient
amount of degrees of freedom in the GDIC described the bending kinematics as well as
possible rigid body motions that might be caused due to drift in actual experiments.
A numerical analysis of the accuracy based on FEM revealed that the proposed GDIC
accurately resolved the bending kinematics: an accuracy in the κxx-measurement of < 1%
for parts of the beam away from the clamped and free ends. The presented numeric
analysis can also be extended to simulate the influence of measurement artifacts, e.g. noise
or pattern quality. This GDIC methodology thus enables the precise measurement of beam
curvature required for time-dependent microbeam bending experiments. It might also find
application in other microbeam bending analyses, e.g. stress measurements of deflecting
structural parts of microdevices in case of known material parameters.
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Appendix B

Multi-mode linear time-dependent
anelasticity

This appendix elaborates εanel. as a function of the material parameters and time, by solving
the governing equations of the viscoelastic model for the initial and boundary conditions
discussed in Chapter 3. First the measured total strain is calculated from the curvature
εtotal. = κmeas.tfilm/2. Assuming that the permanent strain εperm. is instantaneous, we
have

εtotal(t) = εanel.(t) + εperm.. (B.1)

εanel. is obtained by solving the governing equations for the visco-elastic part of the model
system, which are:

εanel. = εE0
= εEi

+ εηi
, (B.2)

σexternal =

n
∑

i=0

σi, (B.3)

σi = εEi
Ei = ηiε̇ηi

. (B.4)

The subscript i denotes the mode, see Fig.3.6. εanel. can be expressed in terms of the
external stress state by combining Eqs.B.2- B.4 and reformulating in terms of the mode’s

εηi
and material parameters, where E =

n
∑

i=0

Ei is the Young’s modulus:

σexternal = E0εanel. +

n
∑

i=1

σi,= Eεanel. −

n
∑

i=1

Eiεηi
. (B.5)

and the differential equations per mode i

ηi
Ei
ε̇ηi

+ εηi
= εanel.. (B.6)
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For the load part of the sequence, t0 = 0 ≤ t ≤ thold, the constant applied strain is modeled
as a step function and therefore each differential equation can be solved separately:

εηi
= εhold,anel.(1 − e−thold/τi). (B.7)

For the release part of the sequence, t > thold and σext. = 0, Eq.B.5 becomes:

εanel. =

n
∑

i=1

Ei

E
εηi
, (B.8)

which combines with Eq. B.6 to yield a system of i = 1 : n coupled differential equations:

ε̇ηi
=

Ei

ηi

Ei − E

E
εηi

+
Ei

ηi

n
∑

j=1,j 6=i

Ej

E
εηj
, (B.9)

or in matrix notation:

ε̇ηi
= Aεηi

. (B.10)

The solution for each εηi
is obtained by solving the eigenvalue problem of this system:

(A− λI) = 0, which yields the eigenvalues λi and eigenvectors pi, [102]:

εη =

n
∑

j=1

bjpje
λj(t−thold) (B.11)

where bj are constants to be solved with the initial values given by Eq.B.7. They can be
formulated as:

bj = εhold,anel.b
′
j , b′j = f(E,Ej , τj). (B.12)

Applying this to the set of n-coupled differential equations yields per mode:

εηi
(t) = εhold,anel.

n
∑

j=1

b’jpj(i)e
λj(t−thold) (B.13)

Each of these solutions is substituted directly into Eq.B.8, which is then substituted in
Eq.B.1:

εtotal.(t) = εhold,anel.

n
∑

i=1

Ei

E

(

n
∑

j=1

b’jpj(i)e
λj(t−thold)

)

+ εperm.. (B.14)



Appendix C

Derivation of misalignment criterium

The ratio of the bending stress with respect to the nominal uniaxial stress is used as a
criterium for misalignment assuming small deformations for a tensile specimen of gauge
length l, width w, thickness t and moment of area I. The axial stress at position x along
the gauge length is the sum of the nominal uniaxial stress σxx,nom.(x) induced by the load
F‖ and a bending stress σxx,bend(x) induced by the moment due to eccentricity, Mδ = F‖δ
or due to a perpendicular load F⊥:

σxx(x) = σxx,nom. + σxx,bend(x). (C.1)

In the case of eccentric loading, the ratio of the bending stress to the nominal uniaxial
stress is:

σbend,max

σnom
=
F‖δb/(2I)

F‖/A
=

6δ

b
, (C.2)

where b is the perpendicular dimension, i.e. b = t or b = w depending on the misalignment
type. For a stress ratio < 1% and b=5,10 or 50 µm, δ must be smaller than respectively 9,
17 and 83 nm, which is clearly not trivial.

Similarly for rotational misalignments leading to perpendicular reaction forces, the ratio
becomes:

σbend,max

σnom
=
F⊥lb/(2I)

F‖/A
=

6F⊥l

F‖t
. (C.3)

For a deformation controlled experiment, the load components need to be expressed in
the respective components of the misaligned applied displacement u. For an end-loaded
cantilever, the deflection is found from F⊥ = ub,end3EI/l

3, with ub,end in the direction of
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Table C.1: Alignment requirements for specimens of various length and perpendicular dimension
b µm and σbend,max/σnom. < 1% which results in different angular requirements depending on b.

l [µm] θ [mrad] (b = 5 µm) θ [mrad] (b = 10 µm) θ [mrad] (b = 50 µm)
10 13 7 1
300 381 197 33
550 633 351 67
800 818 490 100

1050 951 611 133

b, while the axial displacement is F‖ = ux,end(EA)/l. Substituting this in Eq.C.3 yields
the following ratio

σbend,max

σnom
=
F⊥lb/(2I)

F‖/A
=

(uz,end3EI/l
3)lb/(2I)

ux,end(EA)/(lA)
=

3b

2l
tan(θb), (C.4)

with tan θb = ub,end/ux,end, where θb is either θy or θz depending on b. For a ratio less
than 1%, the resulting specific misalignment requirements are listed in table C.1.



Appendix D

Load cell calibration

For the load cell calibration, several methods can be employed such as loading with/against
a reference force, transducer or stiffness, e.g. deadweights [111], nano-indentation [75],
electrostatic force balance [31], or resonance characterization [60, 137]. For the stiffest leaf
spring a nano-indenter can be used. However, for the weakest load cells a different method
is required, because the mass at the end of these leaf springs already causes a maximum
deflection when placed vertical in a nano-indenter. A pulley system for dead weight loading
is unsuccessful as well, because of the friction in the bearings, the required wire pretension
and the alignment of the wire, pulley and point of attachment at the end of the leaf spring.
A simple alternative exploits the end mass, adding additional masses as load while slightly
tilting the leaf spring out of the horizontal plane, see Fig.D.1. This results in a component
of the gravitational force, Fapplied acting on the leaf spring’s end mass m0 causing leaf
spring deflection uLS, which characterize the leaf spring’s stiffness kLS.

For various tilt angles θy and added masses mi, several θy = f(uLS)-curves are obtained.
To extract the leaf spring stiffness kLS from this data, the force balance on the end mass
is evaluated. The gravitational force is:

Fapplied = sin(θy,g)Fg,m ≈ (θy − θy,0)g(m0 +mi) (D.1)

where θy,0 is the tilt between the measurement system’s horizontal plane and the true
horizontal plane. sin(θ) is approximated to θ, because it is verified that is small. This
force can be increased by adding an additional mass mi or by increasing the tilt with the
horizontal plane, θy,g. Fapplied is balanced by the leaf spring’s force:

FLS = kLSuLS = kLS(umeasured − u0,sensor) (D.2)

where u0,sensor is the deflection offset resulting from a possible asymmetric position of the
sensor with respect to the 0-deflection position of the leaf spring. Force equilibrium yields
the deflection-tilt relation:

(umeasured − u0) =
g(m0 +mi)

kLS
(θmeasured − θ0) (D.3)

125



126 D Load cell calibration

Figure D.1: Schematic of the leaf spring calibration by tilting the end mass in the gravitational
field.
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Figure D.2: (a) The measured tilt-deflection response of leaf spring 1 of load cell 2 for increasingly
larger end masses. (b) The measured force-deflection response of this leaf spring after extracting
the stiffness and end mass from the tilt-deflection response.

In addition to the main parameter of interest kLS, the constants m0, θ0 and u0,sensor,
although a priori unknown, are obtained, because the tilt, and added masses are varied.
A linear least-squares minimization routine is used to extract these parameters from the
data as well as their 95% confidence interval.

The experimental characterization uses a confocal profilometer that captures the tilted
profiles of co-tilting flat polished silicon shard placed on top of a rigid part of the mecha-
nism to measure the changes in tilt. The angle is obtained by fitting a linear plane to these
profiles z = tan(θy)x+ tan(θx)y + z0. The deflection is measured with the capacitive sen-
sors. The added masses are selected such that resulting forces cover the load cell’s desired
range. These masses are measured with a calibrated analytical balance (MettlerToledo)
with a precision of 0.01 µg and an accuracy of 0.2 µg. As an example, Fig. D.2(a) shows
the obtained tilt-deflection curves for leaf spring 1 of load cell 2. After extracting the
parameters, the force-deflection curve can be constructed from the data, see Fig.D.2(b).
In this manner, the values of kLS of the two weakest load cells are calibrated within 5%
accuracy, despite their low stiffnesses.
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Samenvatting

Micro-elektromechanische systemen (MEMS) maken nieuwe high-tech toepassingen mo-
gelijk in, bijvoorbeeld, lucht-en ruimtevaart, biomedische technologie en draadloze com-
municatie. Op basis van integratie van elektrische en mechanische functies voldoen ze
aan steeds complexere eisen: hogere prestaties, meer functionaliteit, kleinere afmetingen.
Hoewel dunne films van aluminiumlegering elektrisch gunstig zijn, vormt de beperkte mech-
anische betrouwbaarheid nog steeds een fundamentele uitdaging. Door miniaturisering is
lengteschaal afhankelijk gedrag naar voren gekomen in tijdsafhankelijke elasticiteit, zoge-
naamde anelasticiteit, voor vrijstaande dunne lagen van Al-legering. Echter, systematische
experimentele analyse van deze mechanica is tot op heden uitgebleven, wat deels te wij-
ten is aan de uitdagingen van het experimenteren op de microschaal. Dit proefschrift is
daarom gericht op het ontwikkelen van on-wafer mechanische karakteriseringsmethoden en
het verkrijgen van inzicht in de onderliggende fysieke micro-mechanismen die verantwo-
ordelijk zijn voor anelastische lengteschaal-effecten.

Ten eerste zijn twee methodologieën ontwikkeld voor reproduceerbare karakterisering van
anelasticiteit van on-wafer test structuren in combinatie met microscopie. De proefstukken
waren 5 µm dikke aluminium en aluminium gelegeerd met 1 gewichtsprocent koper (Al-
(1wt%)Cu) dunne lagen gefabriceerd in een MEMS fabricageproces. Zowel een method-
ologie om microbalken te buigen, als een methodologie om nano-trekproeven uit te voeren
zijn ontwikkeld. Om de microscopische vervormingen van anelasticiteit te meten, maken
beide methodieken gebruik van de nieuwste en vooraanstaande ontwikkelingen op het ge-
bied van optische beeldvormings- en verwerkingstechnieken: digitale holografische micro-
scopie, confocale optische profilometrie, helder veld optische microscopie, globale digitale
beeldcorrelatie. Hiermee zijn reproduceerbare deformatiemetingen bereikt van < 6 · 10−6

rek over een tijdsspanne van dagen. Voor de nano-trekproeven zijn driftgecompenseerde
krachtmetingen bereikt met resolutie tot 70 nN en maximale krachten tot 200 mN. De
microbalk buigmethodiek maakte gebruikt van een multi-modaal anelasticiteitsmodel om
de belangrijkste kenmerken van het mechanisch gedrag te bepalen zonder een expliciete
krachtmeting. Op deze wijzen maakten de twee micromechanische technieken het mogelijk
om anelasticiteit van deze dunne metalen lagen te karakteriseren.

Vervolgens zijn de microstructuur van zuiver aluminium en Al-(1wt%)Cu dunne lagen
gekarakteriseerd om de invloed van korrelgrenzen en de legering te onderzoeken, d.w.z. de
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concentratie van opgeloste atomen, type precipitatie, de grootte en de verdeling daarvan.
De korrelgrenzen van verschillende microstructuren werden gekarakteriseerdmet elektronen
diffractie. De invloed van precipitaten werd onderzocht door hun toestand te veranderen
met behulp van homogenisatie- en verouderingswarmtebehandelingen. Beeldvorming met
backscatter elektronen contrast, energie dispersie spectroscopie, röntgendiffractie en hoge
resolutie transmissie elektronenmicroscopie bracht veranderingen van het type precipitaat
en de verspreiding in de Al-Cu microstructuur. Interessant is dat de precipitatie in de
dunne lagen anders verliep dan in bulk materiaal toestand. De precipitatie bleek eerder
op te treden, waarbij de θ′-precipitaat afwezig was. Er werd verondersteld dat dit verschil
veroorzaakt wordt door preferentiële ontkieming van θ aan korrelgrensgroeven en het vrije
oppervlak, wat mogelijk resulteert in een lagere vrije energie van het systeem ten opzichte
van bulk precipitatie.

Tenslotte werden de twee mechanische karakteriseringstechnieken toegepast om de tijds-
afhankelijke anelasticiteit te meten als functie van variaties in de microstructuur. De in-
vloed van korrelgrenzen en precipitatie toestand werd onderzocht met de microbalk buig-
methodiek op de Al-Cu preparaten. Echter, de resultaten suggereerden in sterke mate
een verwaarloosbare invloed van zowel korrelgrenzen als precipitaat grootte of toestand.
Nano-trekproeven op Al-Cu en puur Al lieten nagenoeg identiek anelastisch gedrag zien
ten opzichte van de Al-Cu microbalken. Deze waarnemingen duidden er sterk op dat
de korrelgrenzen, precipitaten en zelfs de opgeloste Cu-atomen geen invloed hebben op
de tijdsafhankelijke anelasticiteit. Dit leidde tot de hypothese dat de onderliggende mi-
cromechanisme verantwoordelijk voor tijdsafhankelijke anelasticiteit gerelateerd kan wor-
den aan dislocatie verstrengelingen en vernettingen en hun diffusie-gelimiteerde vorming
en relaxatie.
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