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Abstract

To solve (partial) differential equations it is necessary to have
good numerical approximations. In SPH, most approximations
suffer from the presence of boundaries. In this work a new ap-
proximation for the second-order derivative is derived and nu-
merically compared with two other approximation methods for
a simple test case. The new method is slightly more expensive,
but leads to a significantly improved accuracy.

I INTRODUCTION

Smoothed Particle Hydrodynamics (SPH) is a numerical method
for solving partial differential equations. It is a mesh-free, La-
grangian method in which the state of the system is represented
by a finite set of particles. Although SPH was originally devel-
oped to solve astrophysical problems [5, 7] in which boundaries
are not present, the method has attracted attention in other areas
like fluid and solid mechanics. This has led to significant exten-
sions and improvements to the original method [1].

However, in many areas the presence of boundaries is still
leading to inaccurate approximations. This also holds for the
second-order derivative. The original SPH approximation for
the second-order derivative includes the second-order derivative
of the kernel function, which is very sensitive to particle disor-
der [2, 10]. Therefore alternatives based on the first-order deriva-
tive [2] of the kernel function and the kernel function itself [4]
have been proposed. Also it is suggested to include boundary
terms in the approximation [8].

In this work we will consider the methods described in [4]
and [8], as well as an improved version of the one in [4]. A
one-dimensional setting will be assumed throughout this work.
We will start by stating the kernel function we use, whereafter
all three methods are briefly explained. The numerical compari-
son of the methods focuses on both uniformly and non-uniformly
distributed particles.

II WENDLAND KERNEL

There are several options for the kernel function. Originally a
Gaussian function was used [5]. A disadvantage of this function

is that it does not have compact support, which is computation-
ally more expensive. Other examples are a truncated Gaussian or
B-spline functions. A short overview is given in [6]. Throughout
this work we will use the Wendland kernel of fifth degree [9, 13],
given by:

Wh(x− y) = αd ·

{
(2− |q|)5

(
2|q|2 + 5

2
|q|+ 1

)
for |q| < 2,

0 for |q| ≥ 2,

where h is the smoothing length, αd = 3/(128h) is a normalizing
and spatial-dimension-dependent factor and q = (x− y)/h. The
first-order derivative with respect to y of this function is given
by:

W ′h(x− y) =
7αd

h
·

{
q(2− |q|)4 (2|q|+ 1) for |q| < 2,

0 for |q| ≥ 2.

Since αd = O(h−1) and q = O(h0) as h → 0, it follows that for
this kernel we have:

Wh(x− y) = O(h−1) as h→ 0, (1)

W ′h(x− y) = O(h−2) as h→ 0. (2)

These orders play an important role in the accuracy of the kernel
approximations. In the following sections we will consider sev-
eral SPH approximations for the second-order derivative. In the
accuracy analysis of these approximations we will implicitly use
equations (1) and (2).

III APPROXIMATING A FIRST-ORDER DERIVATIVE

Before considering second-order derivatives, let us first have a
look at the first-order derivative approximation. We will need
this approximation later. In SPH, most approximations can be
derived from the well-known Taylor series expansion of a func-
tion f around a point x:

f(y) = f(x) + (y − x)f ′(x) +
(y − x)2

2
f ′′(x) + . . . (3)

To find the value of the derivative at x, we could start by sub-
tracting f(x) from both sides of the equation. Multiplying the
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entire equation with the odd function W ′h and integrating over
the computational domain Ω := [x`, xr] then gives:∫

Ω

(f(y)− f(x))W ′h(x− y) dy =

f ′(x)

∫
Ω

(y − x)W ′h(x− y) dy +O(h).

For x satisfying [x− 2h, x+ 2h] ⊂ Ω this leads to a second-order
accurate approximation, since in this case the first-order error
term vanishes and the integral on the right-hand side equals 1.
If x is too close to a boundary this integral is unequal to 1, which
causes a zero-order error. To obtain a first-order accurate approx-
imation for these positions one could use the following approxi-
mation:〈

f ′(x)
〉

CSPM :=
1

γ̃(x)

∫
Ω

(f(y)− f(x))W ′h(x− y) dy, (4)

where

γ̃(x) :=

∫
Ω

(y − x)W ′h(x− y) dy. (5)

Since γ̃(x) = 1 for x in the interior of Ω, dividing by it only affects
the approximation close to the boundaries. This approximation
is known as the Corrective Smoothed Particle Method (CSPM)
approximation for the first derivative and was first proposed in
[3].

IV APPROXIMATING A SECOND-ORDER DERIVATIVE

IV.I CSPM approach

To find an approximation for the second-order derivative a simi-
lar path can be taken. By performing the same steps, only substi-
tuting W ′h by the even function Wh, we find:∫

Ω

(f(y)− f(x))Wh(x− y) dy =

f ′(x)

∫
Ω

(y − x)Wh(x− y) dy+

f ′′(x)

∫
Ω

(y − x)2

2
Wh(x− y) dy +O(h3).

Since the second integral on the right-hand side of this equation
is not identically equal to one, we define it as γ?(x) and divide
the entire equation by it. Note that for all x, γ?(x) = O(h2) as
h → 0 and as a consequence dividing by this factor reduces the
order of all terms. For example, the remaining error term changes
from O(h3) to O(h).

This gives a second-order accurate approximation for x
satisfying [x − 2h, x + 2h] ⊂ Ω. This is because the first integral
on the right-hand side and the first-order error term both vanish
because Wh is even. For x close to a boundary these integrals are
not zero and we end up with a very bad approximation.

To deal with this issue it is suggested in [4] to also subtract
(y−x)f ′(x) from equation (3), before it is multiplied withWh and
integrated over Ω. Since f ′ is unknown we have to approximate

this value as well. Using the approximation in (4) leads to the
following approximation for the second-order derivative:

〈
f ′′(x)

〉
CSPM :=

1

γ?(x)

∫
Ω

(f(y)− f(x))Wh(x− y) dy−

1

γ?(x)

〈
f ′(x)

〉
CSPM

∫
Ω

(y − x)Wh(x− y) dy, (6)

where

γ?(x) :=

∫
Ω

(y − x)2

2
Wh(x− y) dy. (7)

Again, the approximation in (6) uses (4), since the exact first-
order derivative of f is unknown.

IV.II Boundary Integral approach

As we will see later, the CSPM approximation for a second-order
derivative gives poor results when applied to a ‘direct’ problem.
By this we mean that a second-order derivative is computed from
a known function f . In a way this is the opposite of a bound-
ary value problem, in which a second-order derivative and some
boundary conditions are known and the original function f is to
be found. In this work we will consider both types of problems.

To improve the accuracy at the boundaries, in [8] a method is
proposed that adds boundary integral terms to the approxima-
tion given in [2]:

〈
f ′′(x)

〉
BIM :=

2

γ(x)

∫
Ω

f(y)− f(x)

y − x W ′h(x− y) dy

+
f(x)− f(xr)

x− xr
Wh(x− xr)−

f(x)− f(x`)

x− x`
Wh(x− x`), (8)

where γ is the so-called Shepard normalization factor defined by:

γ(x) :=

∫
Ω

Wh(x− y) dy. (9)

For x in the interior of Ω the boundary integral terms in (8) equal
0. For those positions the approximation is second-order ac-
curate, just like the CSPM approximation. However, it can be
shown that for x close to a boundary the method is still first-order
accurate, which is an improvement to the CSPM approximation.
A complete derivation can be found in [8].

IV.III An improved CSPM approach

If one takes a closer look at (8), it is noticed that x = x` or x = xr

leads to a 0-divided-by-0 situation. Although this may not cause
a problem in the case of a boundary value problem with Dirichlet
boundary conditions, it is undesirable. Therefore in this work a
method is derived that avoids this situation, but still has first-
order accuracy.

The CSPM approximation in (6) uses the approximation for the
first-order derivative in (4). As mentioned earlier, the approxima-
tion for the first-order derivative is second-order accurate in the
interior of Ω and first-order accurate for x close to a boundary.
Therefore this may seem like a good approach, but let us have a
more detailed look at this first-order error. If we keep track of one
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more term in the derivation of the first-order derivative approxi-
mation we find that:〈
f ′(x)

〉
CSPM = f ′(x)+

f ′′(x)

γ̃(x)

∫
Ω

(y − x)2

2
W ′h(x−y) dy+O(h2). (10)

Notice that the first error term in this equation depends on f ′′,
which could play a role in the approximation for the second-
order derivative. We substitute the right-hand side of (10) into
(6) to investigate the accuracy of this approximation. After some
arithmetic operations this gives us:

〈
f ′′(x)

〉
CSPM = f ′′(x)+

f ′′(x)

γ̃(x) γ?(x)

∫
Ω

(y − x)2

2
W ′h(x−y) dy×∫

Ω

(y − x)Wh(x− y) dy +O(h). (11)

We thus see that the CSPM approximation for the second-order
derivative has a zeroth-order error. This can easily be solved by
dividing by a normalization factor. This results in the following
approximation:〈

f ′′(x)
〉

ICSPM :=
1

κ(x)

〈
f ′′(x)

〉
CSPM , (12)

where

κ(x) := 1 +
1

γ̃(x) γ?(x)

∫
Ω

(y − x)2

2
W ′h(x− y) dy ×∫

Ω

(y − x)Wh(x− y) dy. (13)

Like the previous two methods, this approximation is second-
order accurate in the interior of Ω. Compared to the CSPM
approximation this new method (ICSPM) is an improvement
though, since it is first-order accurate near boundaries. To have
a more complete comparison between the approximations in (6),
(8) and (12) we perform numerical experiments.

V NUMERICAL RESULTS

In order to perform numerical experiments we need to discretize
the continuous approximations described in the previous section.
This is done by distributing N particles over Ω. Each particle i
has its own position xi and volume of size |Ωi|. Approximations
are only computed at positions where particles are located. The
integral over the support domain of a particular particle is then
approximated by a sum over the particles inside this support do-
main. Approximations (6), (8) and (12) then become:〈

f ′′i
〉

CSPM =
1

γ?
i

∑
j∈Ni

(fj − fi)Wij |Ωj | −

1

γ?
i

〈
f ′i
〉

CSPM

∑
j∈Ni

(xj − xi)Wij |Ωj |, (14)

〈
f ′′i
〉

BIM =
2

γi

∑
j∈Ni

fj − fi
xj − xi

W ′ij |Ωj |+

fi − fr

xi − xr
Wir −

fi − f`
xi − x`

Wi`, (15)〈
f ′′i
〉

ICSPM =
1

κi

〈
f ′′i
〉

CSPM , (16)

with〈
f ′i
〉

CSPM =
1

γ̃i

∑
j∈Ni

(fj − fi)Wij |Ωj |,

γ̃i =
∑
j∈Ni

(xj − xi)W ′ij |Ωj |,

γ?
i =

∑
j∈Ni

(xj − xi)2

2
Wij |Ωj |,

γi =
∑
j∈Ni

Wij |Ωj |,

κi = 1 +
1

γ̃i γ?
i

∑
j∈Ni

(xj − xi)2

2
W ′ij |Ωj | ×∑

j∈Ni

(xj − xi)Wij |Ωj |,

and where fi := f(xi), Wij := Wh(xi − xj) and Ni is the set
of particles within the support domain of particle i. Similar
abbreviations as for fi hold for γi, γ̃i, γ?

i and κi.

We will consider the function f(x) = x2 + cos (πx) on the do-
main Ω = [0, 1], i.e. x` = 0 and xr = 1. This function is a solution
to the following boundary value problem:

f ′′(x) = 2− π2 cos (πx), for x ∈ (0, 1),

f(0) = 1,

f(1) = 0.

(17)

As mentioned before we will test the approximations in (14), (15)
and (16) in a direct way, by assuming that f is known and approx-
imating its second-order derivative, and by solving the boundary
value problem (17).

V.I Uniformly distributed particles

Although one of the biggest advantages of SPH is that it uses
unconnected particles rather than a grid, we start by assuming
that the particles are distributed uniformly. In particular, the first
particle is put on the left boundary of the domain, x1 = x`, and
the N ’th particle is positioned on the right boundary, xN = xr.
The remaining particles are positioned equidistantly between the
two boundary particles. Consequently, the two boundary parti-
cles have only half the volume of the other particles. This situa-
tion is shown in Figure 1. It must be noted that this ‘finite differ-
ence like’ positioning of the particles is slightly different than the
‘finite volume like’ one used in [8], but the difference in the nu-
merical results is negligible. We will therefore simply adopt the
positioning shown in Figure 1 for all approximation methods.

|Ω1| |Ω2| |Ω3| |Ω4| |ΩN−1| |ΩN |

x1 x2 x3 x4

. . .
xN−1 xN

Figure 1: Uniformly distributed particles.
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Figure 2: Second-order derivatives computed with (14), (15) and (16)
in case of uniformly distributed particles. In this computation N = 41
and h = 1/20.

We start by assuming that f is known and use the three differ-
ent approximation methods to compute the second-order deriva-
tive. Results for the case N = 41 are shown in Figure 2. Obvi-
ously the CSPM method behaves badly close to the boundaries.
Notice that for the BIM method the boundary particles are ne-
glected, because of the 0-divided-by-0 situation. The BIM ap-
proximation is significantly better than the CSPM method, but
the ICSPM approximation is the one that seems to suffer the least
from the presence of boundaries.

Since we have an equidistant grid, we can easily investigate
the order of convergence of the various approximations. This is
done by performing numerical experiments with different num-
ber of particles, e.g. N = 11, 21, 41, 81 etc., thereby each time
decreasing the volume of the particles by a factor 2. By defining
eN as the infinity norm of the difference vector between a nu-
merical solution with N particles and the exact solution at those
particles, we can approximate the order of convergence p by com-
paring two subsequent approximations in the following way:

p
.
= pN :=

log
(
e(N+1)/2 / eN

)
log 2

.

Furthermore, if we define c as the ratio between smoothing
length and particle ‘volume’, we have to choose between a con-
stant c and a c that increases with the number of particles. In case
of a constant c, it is recommended to choose c ∼ 1.0 − 2.0 [12].
In this work we consider c = 2. Errors and convergence rates are
shown in Table 1.

We clearly see that the CSPM approximation is only zeroth-
order accurate. This is as expected, since in (11) we already
noticed that with the original CSPM approximation we make a
zeroth-order error. This is exactly what is taken into account in
the ICSPM method, which is clearly second-order accurate. This
is even better than de first-order accuracy we derived, but it is
only due to the uniform distribution of the particles and we there-
fore do not expect it to hold in case of non-uniformly distributed
particles.

The BIM approximation behaves quite badly, but it must be
noted that we do not take into account that for this method both

CSPM
N eN pN
11 1.417163e+01
21 1.429096e+01 -0.0121
41 1.432149e+01 -0.0031
81 1.432916e+01 -0.0008

161 1.433108e+01 -0.0002
321 1.433156e+01 -0.0000
641 1.433168e+01 -0.0000
1281 1.433171e+01 -0.0000

BIM
N eN pN
11 2.541300e-01
21 6.336412e-01 -1.3181
41 1.535954e+00 -1.2774
81 3.585439e+00 -1.2230

161 7.712388e+00 -1.1050
321 1.597336e+01 -1.0504
641 3.249707e+01 -1.0246
1281 6.554494e+01 -1.0122

ICSPM
N eN pN
11 7.718045e-01
21 1.965008e-01 1.9737
41 4.934995e-02 1.9934
81 1.235158e-02 1.9984

161 3.088777e-03 1.9996
321 7.722492e-04 1.9999
641 1.930658e-04 2.0000
1281 4.826679e-05 2.0000

Table 1: Error and convergence rates in computing the second-order
derivative with uniformly distributed particles and c = 2.

the particle volumes and 1/c must tend to zero. For instance, if
we choose the smoothing length equal to k2 times the particle
volume, where k = 1, 2, . . . , 8 is the simulation number, we get
much better results. These are shown in Table 2.

BIM
N eN pN
11 3.089736e+00
21 3.212382e-01 3.2658
41 4.607038e-01 -0.5202
81 3.741568e-01 0.3002

161 2.328916e-01 0.6840
321 1.223207e-01 0.9290
641 5.701353e-02 1.1013
1281 2.433353e-02 1.2284

Table 2: Error and convergence rates in computing the second-order
derivative with uniformly distributed particles and increasing c.
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In the derivation of the kernel approximation of the BIM
method, some integration steps are performed. To justify this nu-
merically we have to choose an increasing ratio between smooth-
ing length and particle volume, because then the sums in the par-
ticle approximations approximate the integrals in the kernel ap-
proximations better for increasing N . An extensive explanation
is given in [11]. The increasing ratio between smoothing length
and particle volume is clearly a necessity for the BIM method.
The ICSPM method does not need this increasing c, because the
error in approximating integrals is mostly taken care of by the
normalization factors. In fact, an increasing c in ICSPM makes
the order of convergence take a lower value than 2, since a bigger
c implies more smoothing and therefore a less accurate kernel ap-
proximation. Moreover, every computation a bigger number of
particles suffers from ‘boundary issues’. Compared to the BIM
method the ICSPM method is advantageous, since the error with
the same number of particles is much smaller and using a con-
stant c implies we obtain sparser matrices.

In the rest of this work we will use a constant c for the CSPM
and the ICSPM method and an increasing c for the BIM method.
The values for these c’s are as described previously.

We continue the comparison by solving (17) with all three
methods. Since the results are too close to each other to distin-
guish in a simple plot, we only state the errors and convergence
rates. They are listed in Table 3.

We see that all methods are converging to the analytical solu-
tion. However, the BIM approximation seems to be only first-
order accurate, while the CSPM and the ICSPM approximation
are second-order accurate. Furthermore, the error with ICSPM
is one order of magnitude smaller than with CSPM. Thus, over-
all the ICSPM is the best option in case of uniformly distributed
particles.

V.II Non-uniformly distributed particles

As mentioned earlier one of the most important characteristics of
SPH is that particles are unconnected. A consequence of this is
that when we consider a time-dependent flow and time evolves,
independent of the initial configuration, the particle distribution
will not remain uniform. That is why in this work also non-
uniformly distributed particles are considered.

We assume that particles do not overlap. This implies that in
areas with large numbers of particles, the particles have smaller
‘volumes’ than in areas with only few particles. Consequently,
in general all particles have different volumes. We implement
this by fixing one particle on each boundary, whereafter the re-
maining particles are distributed randomly over the domain. The
boundaries of the sub-domains are then positioned half way be-
tween adjacent particles. An example is shown in Figure 3.

|Ω1| |Ω2| |Ω3| |Ω4| |ΩN−1| |ΩN |

x1 x2 x3 x4

. . .
xN−1 xN

Figure 3: Non-uniformly distributed particles.

CSPM
N eN pN
11 8.904183e-02
21 2.483635e-02 1.8420
41 6.473150e-03 1.9399
81 1.646873e-03 1.9747

161 4.149916e-04 1.9886
321 1.041376e-04 1.9946
641 2.608189e-05 1.9974
1281 6.526331e-06 1.9987

BIM
N eN pN
11 4.294576e-02
21 6.346824e-03 2.7584
41 8.987147e-03 -0.5018
81 6.850803e-03 0.3916

161 3.860040e-03 0.8277
321 1.885634e-03 1.0336
641 8.424516e-04 1.1624
1281 3.528668e-04 1.2555

ICSPM
N eN pN
11 5.251809e-03
21 1.267271e-03 2.0511
41 3.155887e-04 2.0056
81 7.870952e-05 2.0034

161 1.967555e-05 2.0001
321 4.918146e-06 2.0002
641 1.229500e-06 2.0000
1281 3.073762e-07 2.0000

Table 3: Error and convergence rates in solving (17) with uniformly
distributed particles.

To make sure that every particle has other particles inside its
support domain we choose the smoothing length dependent on
the largest particle volume:

h = c max
i=1,...,N

|Ωi|. (18)

This time we start again with assuming a known function f and
compute its second-order derivative. Results with N = 41 are
shown in Figure 4.

In both figures we clearly see that CSPM has difficulties near
the boundaries, which for the biggest part are solved by ICSPM.
In the top figure the BIM approximation seems to have some
troubles with the non-uniformly distributed particles. However,
if we increase the smoothing length this method behaves much
better, as can be seen in the bottom figure. Moreover, ICSPM
has some large errors close to the boundaries. From these plots
we conclude that ICSPM is the better choice in case of small
smoothing lengths and BIM the one for larger smoothing lengths.

With non-uniformly distributed particles, it is not trivial to
compute the order of convergence. To find a reliable indication
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Figure 4: Second-order derivatives computed with (14), (15) and (16)
in case of non-uniformly distributed particles. In these computations
N = 41 and c = 2 (top) and c = 3 (bottom).

of the convergence order we make sure that if N is increased,
the first N particles have the same position as in the previous
simulation. By doing this we can see to what extend the extra
particles improve the previous numerical solution. The order of
convergence is then approximated as described before. For the
ratio between smoothing length and largest particle volume we
choose c = 2 for CSPM and ICSPM and c = k2, with k as defined
before, for BIM. The results are listed in Table 4.

All methods behave more or less like one could expect.
The CSPM approximation is clearly zeroth-order convergent,
whereas the BIM method seems to be first-order accurate. The
convergence rates for ICSPM are a bit more fluctuating, but are
generally positive and bigger than 1. Also the error with ICSPM
is the smallest of all three methods.

Finally, we solve (17) with non-uniformly distributed particles.
Results are shown in Figure 5 and Table 5.

We see that both the BIM approximation and the ICSPM ap-
proximation behave very well. For many particles the errors with
CSPM and BIM get very close, but overall the BIM method seems
to behave slighty better. The ICSPM approximation is obviously
the best one. The error is much smaller than with the other meth-
ods, with a difference of at least three orders of magnitude. Also
the convergence rate for ICSPM, fluctuating around 2, behaves
most stable of all three methods. Therefore we can conclude that
also in case of non-uniformly distributed particles, the ICSPM
approximation is the best one.

CSPM
N eN pN
11 1.496826e+01
21 1.525255e+01 -0.0271
41 1.514748e+01 0.0100
81 1.505215e+01 0.0091

161 1.596598e+01 -0.0850
321 1.525074e+01 0.0661
641 1.498349e+01 0.0255
1281 1.583231e+01 -0.0795

BIM
N eN pN
11 2.859126e+00
21 2.746229e+00 0.0581
41 3.171560e+00 -0.2077
81 3.737718e+00 -0.2370

161 2.499004e+00 0.5808
321 1.901789e+00 0.3940
641 1.354160e+00 0.4900
1281 5.048178e-01 1.4236

ICSPM
N eN pN
11 4.079375e+00
21 5.379078e+00 -0.3990
41 5.413025e+00 -0.0091
81 4.778599e-01 3.5018

161 1.485031e-01 1.6861
321 4.168193e-01 -1.4889
641 3.230522e-02 3.6896
1281 1.162366e-02 1.4747

Table 4: Error and convergence rates when computing the second-order
derivative with non-uniformly distributed particles.
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Figure 5: Numerical solutions when solving (17) with (14), (15) and
(16) in case of non-uniformly distributed particles. In these computa-
tions N = 41 and c = 2.
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CSPM
N eN pN
11 1.325633e+00
21 5.197703e+00 -1.9712
41 8.532167e-01 2.6069
81 2.499042e-01 1.7715
161 4.005557e-01 -0.6806
321 7.136763e-02 2.4887
641 1.748399e-02 2.0292

1281 1.407180e-02 0.3132

BIM
N eN pN
11 4.978369e-02
21 1.044371e-01 -1.0689
41 1.360910e-01 -0.3819
81 1.736974e-01 -0.3520
161 9.364072e-02 0.8914
321 6.289111e-02 0.5743
641 3.866721e-02 0.7017

1281 1.000940e-02 1.9498

ICSPM
N eN pN
11 6.168400e-02
21 2.330835e-01 -1.9179
41 6.058769e-03 5.2657
81 9.570489e-04 2.6624
161 2.929810e-04 1.7078
321 9.106805e-05 1.6858
641 3.425470e-05 1.4106

1281 6.795946e-06 2.3336

Table 5: Error and convergence rates when solving (17) with non-
uniformly distributed particles.

VI CONCLUDING REMARKS

In this work we compared three different SPH approximations
for the second-order derivative; the widely used CSPM method
[4], the relatively new BIM method [8] and the ICSPM (improved
CSPM) method introduced in this paper. The BIM approach
gives much better results than the CSPM approach. However,
the larger the total number of particles in the BIM approximation
is, the larger the number of particles inside the support domain of
each particle should be to get a decent accuracy. This implies that
the corresponding matrices are less sparse, making the method
computationally expensive. In contrast, in an ICSPM approxima-
tion the number of particles inside each support domain may re-
main constant and still it approximates the second-order deriva-
tive with good accuracy. The extra normalization step in ICSPM
makes the method computationally slightly more expensive than
CSPM, but compared to the huge accuracy improvement these
extra costs are relatively small. This holds for both uniformly and
non-uniformly distributed particles, but especially the latter case
shows how accurate and robust the ICSPM approximation is.
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