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Chapter 1
Infroduction

The word “photonics” is derived from the Greek word “photos” meaning light. Ac-
cording to the French scientist Pierre Aigrain, who coined the word in 1967, “pho-
tonics encompasses the generation of light, the detection of light, the management
of light through guidance, manipulation, and amplification, and most importantly, its
utilization for the benefit of mankind.”

1.1 Merging photonics and electronics

Since the advent of the integrated circuit (IC) in 1958, electronic chips have revo-
lutionized our society. They are present in every digital appliance from computers
and mobile phones to watches and cars. The extraordinary success of the IC indus-
try comes from its scalability. As the technology used to manufacture ICs started to
improve, the density of components integrated on single chips doubled about every
two years. This trend, known as Moore’s law, has since been used by the semicon-
ductor industry as a roadmap to determine the characteristics of consecutive gener-
ations of ICs. Thanks to the increase in transistor density, individual ICs could be
made smaller, faster and mass-produced on large wafers, making high-end technol-
ogy goods increasingly powerful and affordable for consumers.

The IC industry is supporting innovation, and is a key driver for economic
growth. In 2004, the IC industry market was worth 160 billion euro worldwide, while
the electronics sales and services directly enabled by the IC industry represented
close to 10 % of the world’s GDP.

However, integration on ICs has now become so dense that the associated
power consumption threatens to prevent the performance improvements usually ob-
tained from miniaturization. This limit is known as the interconnect bottleneck, be-
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Chapter 1. Introduction

cause most of the energy dissipation in ICs doesn’t originate from the logic switch-
ing, or from storing information in memory cells, but from the interconnection be-
tween different components [1]. In fact, microprocessors in current computers are
already running below the theoretically obtainable clock speed, because faster opera-
tion would make the chip dissipate too much heat [2]. In order to continue improving
the overall system speed, multi-core processors had to be introduced. Furthermore,
at several percent of the global electric power consumption, the overall energy con-
sumption of information and communication technologies is becoming ecologically
significant [3]. Therefore, any way of reducing the power consumption of ICs is very
important.

A solution proposed to overcome the interconnect bottleneck is the use of op-
tical on-chip interconnects (cf. Fig.1.1). Light has some intrinsic advantages com-
pared to electricity in terms of information density (thanks to the use of multiple
wavelengths) and signal integrity, such as improved timing precision, reduced re-
flection, reduced cross-talk and voltage isolation [1]. But more importantly, it is not
subjected to the capacitive charging and discharging effects which cause most of the
power dissipation in electrical lines. Therefore, optical interconnects have poten-
tially an energy benefit compared to electrical interconnects. In order to exploit this
advantage, optical transmitters and receivers with low energy consumption and good
performance at low optical power must be designed, and integrated together with the
electronic IC.

Conversely, future photonic devices such as sensors or optical data commu-
nication components need to be scaled down together with the electronics driving
them in order to reduce their fabrication costs, power consumption and final size.
Therefore, it is clear that electronics and photonics can both greatly benefit from
co-integration on the same chip.

1.2 Membrane photonics

The best option for realizing a photonic integrated circuit (PIC) on top of electronic
chips, is membrane photonics. A photonic membrane is a thin (typically a few
100 nm thick) layer of high refractive index material surrounded above and below
by low-refractive index materials. Thanks to the high vertical refractive index con-
trast created in such a structure, light is tightly confined in the high refractive index
material. This allows for narrow waveguides (~ 0.5 um wide), tight bends (~ 5 um
radius) and generally very compact photonic devices to be realized in the membrane,
and combined into high-density, low-power circuits.

Different materials and processes can be considered to create such membranes.
Because of its relative degree of compatibility with the mature complementary metal-
oxide-semiconductor (CMOS) technology used to manufacture most electronic ICs,
Silicon-On-Insulator (SOI) is considered a suitable platform for optical intercon-
nect applications. Many high-quality photonic components [4], as well as low-loss
waveguides [5, 6], have already been demonstrated on SOI. However, because of the
indirect bandgap of silicon, SOI circuits cannot easily integrate the optical sources
and amplifiers necessary for generating and maintaining the optical signals in PICs.
In general, lasers and optical amplifiers on SOI are realized by heterogeneous inte-
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Microlasers array

/ Fiber couplin<

Wavelength
demultiplexer

BCB/SIO, Photoreceiver

Figure 1.1: Schematic representation of an InP-membrane on Silicon (IMOS) optical in-
terconnect integrated on top of an electronic integrated circuit (IC). The high refractive
index contrast between the InP membrane (in blue) and the air and BCB/SiO; stack (in
pink) enables the fabrication of compact and low-power photonic devices connected to the
underlying IC by vias.

gration of III-V gain materials [7].

A membrane platform fully based on III-V materials can integrate both active
and passive components in a single layer, thereby simplifying the fabrication pro-
cess of PICs. Recently, several low-power consumption active devices, including
electrically-pumped lasers [8] and switches [9] have been demonstrated in III-V-
material-based membranes. We have demonstrated a number of high-quality passive
components, including power splitters and ring resonators, in such a platform, called
InP-Membrane-on-silicon (IMOS) [10]. In this thesis, the development of this plat-
form is described.

1.3 Outline of this thesis

The aim of this work is to develop the Indium phosphide-based membrane photonics
platform IMOS, with optical on-chip interconnects as the main long-term applica-
tion. For this purpose, a number of building blocks are necessary to generate, guide
and control light in IMOS integrated circuits. The thesis describes how these building
blocks are designed and fabricated.

Chapter 2 contains a detailed description of the IMOS platform concept, soft-
ware tools, fabrication technology, and characterization technique. The information
given in this chapter will be useful for the understanding of the results presented in
the remaining of the thesis.

In Chapter 3, the main loss mechanisms relevant for the IMOS platform are
described. Structures that enable measurement of the propagation loss of waveguides
are then presented, and a discussion of several techniques used to reduce this loss is
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Chapter 1. Introduction

given.

In Chapter 4, the first optical memory element integrated on a photonic plat-
form using phase-change material is presented. This device is based on a microring
resonator partially covered with a phase-change material, which can be switched in a
fast, reversible and non-volatile way. It can be used to create memory functionality in
IMOS or SOI, as well as for the trimming of certain parameters in realized circuits.

The device presented in Chapter S is used to convert the polarization of signals
in IMOS circuits from TE to TM and vice versa. It is based on a new fabrication
concept, resulting in the world’s smallest polarization converter made to date in InP. It
can be used for the implementation of polarization-diversity schemes, light intensity
modulation or polarization bit interleaving applications in IMOS.

In Chapter 6, two new IMOS wavelength-selective devices are introduced.
The first, a distributed Bragg reflector (DBR), can be used for wavelength filtering
or to build laser cavities, as shown in the following chapter. The second is a planar
concave grating demultiplexer, to be used for efficient wavelength demultiplexing
(WDM) signal processing, or in multi-wavelength lasers.

The purpose of Chapter 7 is to explore the potential of a polarization-based
active-passive integration scheme (POLIS) in IMOS. In the process, we will describe
the first laser prototype successfully fabricated in IMOS.

Finally, Chapter 8 summarizes the main achievements of the thesis and gives
an outlook and recommendations for the future of IMOS.



Chapter 2
The IMOS platform

This chapter is designed to give the reader a more detailed understanding of the
IMOS platform concept, software tools, fabrication technology, and characterization
technique. The information given in this chapter will be useful for the understanding
of the results presented in all the following chapters.

2.1 The IMOS concept

The IMOS platform is based on a high refractive index contrast composition, which
makes it suitable for the creation of high-density, low-power PICs. In the long term,
we want all the useful functionalities of PICs to be easily integratable in IMOS, using
a set of standard building blocks. Finally, the strength of IMOS resides in its inherent
ability to integrate active and passive functions. All these points are addressed in the
following paragraphs.

2.1.1 Membrane specifics

Fig.2.1 represents the typical dimensions and composition of an IMOS chip. InP
(n=3.17) is chosen as the high refractive index wave-guiding material, because of its
ability to integrate lattice-matched active and passive materials. The low-refractive
index (n = 1.5) polymer Benzo-Cyclo-Butene (BCB) is used as an adhesive to bond
the InP membrane to a Silicon wafer. The thickness of the InP membrane is chosen as
~ 250-300 nm to obtain a strong light confinement, while a bonding layer thickness
of 1.9 um enables to optically decouple the InP membrane from the high-refractive
index silicon wafer.




Chapter 2. The IMOS platform

Air (n=1)

SiO,/BCB (n = 1.5)

Silicon

Figure 2.1: Schematic composition of an IMOS chip.

This configuration brings a number of advantages:

* First, as demonstrated in the mature technology of bulk InP-based photonics
[11], the use of InP and related compounds as the guiding material simpli-
fies the integration of passive and active functions on the platform. The SOI
platform, by comparison, requires a hybrid approach to create active devices.

» Second, thanks to the high vertical refractive index contrast created in IMOS,
light is tightly confined in the InP membrane. This allows for very compact
photonic devices to be realized in the membrane. Consequently, circuits in
IMOS can be made very dense, and with low power consumption. The basic
building block for light guiding, for instance, is a single-mode waveguide with
a cross-section of 250 nm x 450 nm, more than one order of magnitude smaller
than single-mode waveguides in bulk InP-based photonics.

* Finally, the use of a polymer (BCB) as the bonding material brings a rela-
tively high degree of flexibility with regard to the carrier wafer composition
and topology. In terms of integration of an IMOS optical interconnect on top
of an electronic IC, this means that back-end processing can be used, limiting
the interference with the CMOS fabrication to the connections between IMOS
and CMOS devices using vias.

Once the platform composition has been chosen, the next step is to design a set
of basic building blocks, which can be combined to realize complex functions in
PICs. Ideally, these building blocks should be brought together in a single generic
integration process, optimized for providing high performance for all the building
blocks [11].

2.1.2 Building blocks

Most functions in PICs can be realized with just four types of basic components:
passive waveguides, and devices to control the polarization, phase and amplitude of
optical signals [11]. In the next paragraphs, we describe these basic components and
show how they can be combined to create all the main building blocks considered in
the IMOS platform.
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2.1 The IMOS concept

Waveguides

In PICs, waveguides are typically rectangular structures which guide optical waves
by total internal reflection. Primarily, waveguides are used for transporting signals
between different points of the circuit. They can be straight or bent, and thus can
connect together any points of the circuit. One of the most important property of
waveguides is their propagation loss, which Chapter 3 will cover in detail.

Power splitters

When waveguides are wide enough to support several lateral modes, they can also
be used to create high-efficiency multi-mode interference (MMI) couplers and split-
ters. In MMI devices, the velocity difference between the different supported optical
modes is exploited to create single or multiple images of the input field at certain
periodic intervals along the propagation direction of the light. By correctly choos-
ing the length of the MMI section, one can efficiently split the power coming from
a single-mode waveguide, into two output single-mode waveguides. In IMOS, we
have realized 1 x 2 MMI splitters as small as 2 um x 3.1 pm [12].

Filters

A simple way of realizing wavelength filtering is by using ring resonators. A ring
resonator consists of a waveguide looped back on itself, and coupled to one or more
adjacent waveguides. Input light coming from one of the adjacent waveguides is
partially coupled into the ring, while experiencing a 90° phase-shift. If the optical
length of the ring is an integer multiple of the wavelength of the light, there will be
destructive interference between the light which has made one round-trip in the ring
and couples back into the adjacent waveguide, and the light coming directly from the
adjacent waveguide. Therefore, at the wavelengths matching this condition, light is
suppressed in the adjacent waveguide and trapped in the ring, leading to a drop in the
adjacent waveguide’s transmission. More detail about the theory of ring resonators
can be found in Section 3.2.2.

Memory elements

A very desirable feature in a photonic platform is the ability to write, store and read
data. Non-volatile memories, in which the data is maintained even when no power is
supplied, are of special interest to create low-power consumption PICs. In Chapter 4,
we will describe a non-volatile memory element based on a ring resonator and a
phase-change material.

Phase and amplitude modulators

Electro-optic phase modulators are commonly used to control the phase of the light,
by changing the refractive index of a material using an electric field. A phase modula-
tor can be used in combination with MMI couplers in a Mach-Zehnder interferometer
(MZI) configuration in order to create an amplitude modulator.



Chapter 2. The IMOS platform

Reflectors

Another important building block for IMOS is a reflector. This device is of particular
interest for creating optical cavities where lasing can occur. Reflectors can be created
by varying periodically one parameter of a waveguide along the propagation direc-
tion. These are called distributed Bragg reflectors (DBRs), and will be described in
more detail in Section 6.1.

Polarization converters

Polarization handling is a very important function in PICs. In high refractive index
contrast platforms like IMOS in particular, the propagation properties of the TE and
TM polarized modes often differ strongly. Therefore, most devices only function
well for a single polarization. A polarization diversity scheme is then required in
order to process the orthogonally polarized light [13]. In Chapter 5, we will describe
a polarization converter used for efficient TE to TM conversion, based on triangu-
lar waveguides. This device can be combined with other building blocks to create
polarization splitters, switches and wavelength converters [14].

Wavelength demultiplexers

One of the main advantages of optical signal processing over its electrical counter-
part, is that optical signals of different wavelengths can propagate in the same mate-
rial without interference. In order to benefit from this property in IMOS, wavelength
(de)multiplexing devices are required. In Section 6.2.2, a wavelength demultiplexer
created by combining waveguides and DBR reflectors will be described.

Semiconductor Optical Amplifiers (SOAS)

When signals are attenuated by propagation loss, semiconductor optical amplifiers
(SOAs) are used to amplify them. Using the process of stimulated emission, photons
traveling through a gain material supplied with energy can stimulate the emission
of new photons identical to themselves. SOAs can be used to create among others
wavelength converters, ultra-fast switches, and lasers.

Lasers

If an SOA is placed in an optical cavity and supplied with energy, light can be am-
plified during each round-trip through the cavity. Above a certain pumping power
(the lasing threshold), the light amplification becomes larger than the cavity losses.
The power of the recirculating light can then rise exponentially, making the device
lase. Lasers are crucial components of PICs, since they supply the chip with the light
necessary to function. In Section 7.3.2, we will present an optically pumped IMOS
laser.

Photodetectors

Optical signals propagating in PICs must sometimes be converted into the electronic
domain. For this, photodetectors are used. Typically, an SOA in reverse bias will
generate an electronic signal dependent on the number of photons it receives and

8



2.1 The IMOS concept

absorbs. The most important parameters of a photodetector are its responsivity, and
its bandwidth.

Input/output couplers

The last important function which needs to be integrated in IMOS is the coupling of
light in and out of the IMOS chip. Due to the large mismatch between the IMOS
membrane thickness (~ 300 nm), and the diameter of the optical mode in standard
single-mode fibers (~ 10 pum), butt-coupling is extremely inefficient for coupling
light in and out of IMOS chips. To overcome this problem, one option is to use
mode-size converters. However, mode-size converters create a large topography on
the chip surface, occupy a large footprint and can only be placed on the chip edges.
Another option is to use grating-couplers. These can be printed in the membrane
plane in a single etch step, and placed anywhere on the chip, allowing wafer-scale
testing [15]. The main limitation of grating-couplers is their bandwidth (FWHM
~ 60 nm), their polarization dependence (they only work for one polarization), and
their less than 100 % coupling efficiency.

In order to integrate all of the previously mentioned building blocks together
in IMOS, an efficient active-passive integration scheme has to be used. In this way,
the passive devices (such as waveguides, polarization converters and wavelength de-
multiplexers) can connect seamlessly with the active devices (lasers, detectors, mod-
ulators, etc.).

2.1.3 Active-passive integration techniques

As depicted in Fig.2.2, we are currently investigating three schemes for active-passive
integration in IMOS.

E— 2.Twin-guide Structure

1. Selective Area Growth 3. Strained QW (POLIS)

Figure 2.2: Schematic representation of the three IMOS active-passive integration schemes
currently being developed.
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1. The first scheme is based on selective-area regrowth, or butt-joint integration.
An active layer-stack containing a gain material is grown on an InP substrate.
This gain material is then locally etched away from the areas where it is not
needed, and replaced by passive material, using a regrowth process. In our
group, quantum well (QW) active regions have been successfully integrated
with Q1.25 passive material [10]. This is a proven technology for conventional
InP-based integration technology, and it has also been recently demonstrated
in membranes [16].

2. The second active-passive integration scheme relies on so-called twin-guide
structures (cf. top diagram in Fig.2.2). In such a scheme, passive and active
layers are grown on top of each other, in a single epitaxy. The active layers are
removed from the areas where passive devices are to be printed, but retained
in areas where gain or absorption is needed. In the latter, the optical mode
overlaps with both the passive and active layers (or adiabatic tapers are used
to couple the light between these layers). With this method, problems due to
regrowth are avoided. However, optical coupling between passive and active
sections is more complex, since it needs to be controlled both in the lateral
and in the vertical directions. The topography created in this scheme during
fabrication can also complicate further processing.

3. A third approach, called the POLarization-based Integration Scheme (POLIS),
relies on the polarization behavior of specially designed strained QWs [17].
The strain induced by the lattice mismatch between the QW and the surround-
ing semiconductor material leads to a separation of the light hole and heavy
hole subbands in the valence band. As a consequence, there is a wavelength
range in which the QW absorbs TE polarized light while transmitting TM po-
larized light. Using the polarization conversion device described in Chapter 5,
it thus becomes possible to easily connect passive waveguides and passive de-
vices to devices requiring gain (amplifiers, lasers) or absorption (detectors).
As in the twin-guide scheme, the semiconductor material can be grown in a
single epitaxy, avoiding all problems related to regrowth. However, POLIS
offers the superior advantage of keeping the optical mode in a single plane.
The main drawbacks of this scheme are the limited optical bandwidth of the
effect, the implicit polarization dependence of the circuit, and the need to in-
tegrate in the circuit compact and efficient polarization converters with a very
low reflectivity.

On the longer term, we expect that butt-joint integration will prove to be the most
flexible integration technology. In this thesis, however, we have focused on the PO-
LIS integration scheme (cf. Chapter 7), because the regrowth technology for butt-
joint integration in membranes was not yet available in COBRA. Furthermore, the
POLIS scheme connects smoothly with the processing developed for the polarization
converter (Chapter 5), and from a scientific point of view it is more novel. Most of
the processing that we developed can be used in all three integration schemes.

In the next sections, we describe successively the simulation tools used for the
design of IMOS devices, the process-flow used for the fabrication of IMOS chips,
and the setup used to characterize them.
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2.2 IMOS simulation tools

2.2 IMOS simulation tools

The design of IMOS devices relies on different pieces of software. The most im-
portant ones are the mode solver FIMMWAVE, and the eigenmode expansion tool
CAMFR.

FIMMWAVE/FIMMPROP

FIMMWAVE is a generic, robust, fully vectorial mode finder for 3D waveguide struc-
tures. Among others, the FMM Solver, based on the mode matching method, is opti-
mized for rectangular geometry waveguides such as epitaxially grown structures. It is
fully vectorial, and capable of solving structures with complex refractive index (such
as metallic components and waveguides with gain). FIMMPROP is the EigenMode
Expansion method propagation tool integrated in FIMMWAVE.

The mode solver of FIMMWAVE was used extensively in the design of the
memory device presented in Chapter 4, to calculate the effective index and absorption
coefficient of the modes in Si waveguides covered with an absorbing material. It
was also used together with FIMMPROP to determine the lengths of the triangular
waveguide sections leading to full TE to TM conversion in the polarization converter
described in Chapter 5. Finally, 1 x 2 MMI couplers were also simulated using this
tool.

CAMFR

CAMFR (CAvity Modelling FRamework) is a fast, flexible, friendly full-vectorial
Maxwell solver. Its main focus is on applications in the field of nanophotonics [18].
It is based on a combination of eigenmode expansion and advanced boundary con-
ditions like perfectly matched layers (PML). CAMFR is an ongoing active research
project, started at the photonics group of the Department of Information Technology
(INTEC) at Ghent University in Belgium.

In this work, CAMFR was used to design the grating-couplers enabling cou-
pling in and out of IMOS chips, as well as the DBR reflectors (cf. Section 6.1).
Although CAMFR can only model 2D Cartesian structures, the simulation results
are found to be very reliable and match the measurements well.

2.3 IMOS Fabrication

Standard IMOS passive devices are fabricated in a 250 to 300 nm thick InP mem-
brane bonded to a silicon (or sometimes glass) carrier wafer. The first devices demon-
strated in IMOS were processed before bonding, with the membrane still on the InP
substrate [10]. However, some future IMOS chips with complex devices may re-
quire double-sided processing. Furthermore, creating single-sided IMOS circuits
after bonding enables to select samples based on bonding quality. Therefore, a new
fabrication scheme is developed, whereby devices are patterned after bonding the
membrane. The IMOS post-bonding fabrication scheme used for standard passive
devices is shown in Fig.2.3 and explained below. More specific technologies (for the
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Chapter 2. The IMOS platform

memory element, the polarization converters and the POLIS scheme) will be given
in other chapters.

M ne SiO,/BCB
inGaAs [ siN
Si ZEP520A
(@ <L
SiO,/BCB
Si

lcm

TSI
> i
> Z i

() ®

grating coupler

I = = s

© o) waveguide

Figure 2.3: (a-g) Post-bonding process-flow used for fabricating standard IMOS passive de-
vices. (b-inset) Photograph of six InP dies bonded simultaneously on a 2-inch silicon
wafer.

(a) The membrane is prepared by growing a two-layer stack (300 nm In-
GaAs / 300 nm InP) on an InP substrate. The 300 nm InP layer is the
future membrane, whereas the InGaAs layer will be used as an etch-
stop layer during the InP substrate removal after bonding. Thanks to
the high selectivity of the etching solutions used in step (b), a thickness
of 300 nm is sufficient for protecting the InP membrane, while etching
the InP substrate. A 2-inch silicon carrier wafer is then cleaned and
covered with a 1.5 um thick SiO, layer deposited by Plasma Enhanced
Chemical Vapor Deposition (PECVD). A die is cleaved from the previ-
ously mentioned InP layer-stack, and covered with a 350 nm thick SiO;
layer to improve adhesion to BCB. This die is then flip-chip bonded to
the silicon/SiO; carrier wafer, using a 50 nm thick BCB adhesive layer
[19]. The use of such a thin BCB bonding layer, combined with the SiO,
layers grown by PECVD enables to accurately control the thickness and
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2.3 IMOS Fabrication

uniformity of the SiO,/BCB stack between the InP membrane and the
Silicon substrate. This is important to ensure a high-coupling efficiency
of the grating-couplers.

(b) The InP substrate and the 300 nm thick InGaAs etch-stop layer are then
removed successively by selective wet etching (using 4HCl: 1H,0, and
1H,SO4: 1H0;: 10H,0 respectively), leaving the 300 nm thick InP
membrane bonded on the Silicon carrier wafer, ready for the patterning
of photonic devices.

(c) IMOS devices are fabricated in this membrane using two e-beam lithog-
raphy (EBL) steps, to define consecutively deeply (250 nm) and shal-
lowly (120 nm) etched regions. First, a 50 nm thick SiN layer is de-
posited on the membrane by PECVD, and a layer of ZEP520A (ZEP) e-
beam resist is spin-coated on top of it. The choice of ZEP as the e-beam
resist is motivated by its high resolution, and by its strong resistance in
the Reactive Ion Etching (RIE) process used to transfer the pattern to the
SiN layer. In the future, adding Cgp molecules to ZEP may improve the
EBL quality (cf. Section 3.3.3).

(d) The first EBL step is then used to define simultaneously the devices, the
trenches around the access waveguides, and local markers to which the
second EBL can be precisely aligned. An important step following the
development of the exposed ZEP pattern is a reflow bake of 2°00” at
~ 154 °C (cf. Section 3.3.1). This step enables to soften the roughness
in the pattern, and reduce the final roughness in the fabricated devices.

(e) The exposed pattern is transferred from the ZEP layer to the SiN layer
using a pure CHF3 RIE process, and subsequently from the SiN layer
to the InP membrane, using a CHy-H, RIE process. Note that the RIE
etching time is controlled to leave a 50 nm footing in these deeply etched
regions. This prevents under-etching of the SiO, cladding and BCB
adhesion loss, during the subsequent SiN removal in BHF.

(f) In order to define the shallowly etched regions (e.g. the grating cou-
plers), the SiN layer is replaced with a fresh one, and the same EBL
procedure is repeated, albeit with a shorter etching time in the final InP
RIE etching.

(2) Once all the structures are fabricated, the SiN layer is removed in BHF,
and a 300 nm thick SiO, over-cladding is deposited on the membrane, to
reduce the effect of sidewall roughness on waveguide losses (cf. Section 3.3.2).

In the following section, we describe the grating-coupler setup used to characterize
the realized IMOS chips.
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Chapter 2. The IMOS platform

2.4 IMOS Characterization setup

As mentioned at the beginning of this chapter, the solution chosen for in and out-
coupling of light in IMOS chips is the use of grating-couplers. This device is a
periodic structure designed to diffract the light coming from a fiber placed on top of
it, into the horizontal plane of the chip (cf. Fig.2.4).

Laser light * . single-mode fiber,

tiited 10°
Lo adiabatic taper
A S W4 .

(b)

to integrated
circuit

grating

. LY
f \

10pm wide waveguide photonic wire

Figure 2.4: (a) Photograph of two fibers used to characterize an IMOS photonic circuit. (b)
Schematic of the coupling of light from a single-mode fiber into a photonic integrated
circuit, using a grating-coupler.

The grating-coupler is 10 pm x 10 um in size, and converts the fiber mode
(~ 10 ym) into a ~ 10 pm wide mode in the InP membrane. An adiabatic taper can
then be used to laterally convert this mode into the fundamental mode of a single-
mode 450 nm wide IMOS photonic wire. In this case, a linear taper length of 300 um
is required for adiabatic conversion. As demonstrated on SOI [15], curving the grat-
ing grooves in the proper way allows to create a focusing grating-coupler, with a total
length (grating-coupler + taper) of just 30 um. By virtue of the reciprocal propaga-
tion of light, a grating-coupler can also be used in the reverse configuration, to couple
light from the photonic integrated circuit into the fiber.

In this work, grating-couplers are designed using CAMFR. Fig.2.5(a) shows
the result of the 2D simulation of an IMOS grating-coupler. Light is initially coming
from the InP waveguide on the left. As light propagate to the right, the corrugation of
the grating-coupler diffracts the light upwards and downwards. The grating period
is chosen in order for the diffracted field to be at 10° with respect to the direction
normal to the surface. This will ensure that the light is coupled in the right direction
when the grating-coupler is used in the in-coupling configuration.
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2.4 IMOS Characterization setup
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Figure 2.5: (a) Lateral view of a grating-coupler simulated using CAMFR. (b) Top-view
SEM picture of a grating-coupler fabricated in IMOS.

As seen on this simulation plot, the intensity of the diffracted wave is highest
at the beginning of the grating and decreases exponentially along the grating. The
overlap between the Gaussian mode profile of the optical fiber and the diffracted field
is therefore not perfect, which limits the theoretical coupling efficiency between fiber
and chip to about —1 dB.

Furthermore, a significant fraction of the light is diffracted downwards by the
grating. Part of this light is lost in the Silicon substrate, but a careful choice of
the Si0,/BCB stack thickness will ensure that the fraction of the light reflected by
the Silicon surface interferes constructively with the light diffracted upward by the
grating, and can be collected by the fiber. In practice, fabricated grating-couplers
have a typical coupling efficiency of about —5 dB [15].

A photograph of the standard grating-coupler setup used to characterize passive
IMOS devices is shown in Fig.2.6. The different elements of this setup have the
following functions:

Figure 2.6: Photograph of the grating-coupler setup used to characterize passive IMOS de-
vices. (1) Vacuum chuck, (2) Fiber holders, (3) Micropositioners, (4) Alignment camera.

(1) Vacuum chuck The sample is kept in place on a vacuum chuck.
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(2) Fiber holders Most grating-couplers are designed to couple the desired wave-
length in or out of the chip for an angle of ~ 10° between the fiber and the
direction normal to the sample surface. Fiber holders are used to maintain the
tips of the fibers at that angle throughout the measurements, while connecting
the other ends to the relevant equipment such as a source (e.g. tunable laser,
or erbium-doped fiber amplifier (EDFA)) or a detector (e.g. power-meter, or
optical spectrum analyzer (OSA)).

(3) Micropositioners In order to finely tune the positions of the fibers, the fiber
holders are fixed on 3-axis micropositioners.

(4) Alignment camera Coarse alignment of the fibers with respect to the on-chip
grating-couplers is achieved using a camera placed at ~ 45° relative to the sam-
ple surface. Fig.2.4(a) shows a typical image recorded by the camera during
device characterization. In and out-coupling fibers can be seen on the image,
as well as their reflections on the sample surface, providing an indication of
the distance between the fibers and the sample. The resolution of the camera
must be high enough to distinguish individual devices on the chip, so that the
fibers can be aligned to the corresponding grating-couplers. In our setup, the
camera is composed of a webcam connected to a 7 x microscope objective us-
ing a tube of ~ 5 cm length. Once the fibers have been coarsely aligned to the
grating-couplers using the alignment camera, the operator is usually able to
observe a transmitted signal through the setup. The micropositioners are then
adjusted successively to maximize the power of the detected signal, until the
in and out-coupling fibers are properly aligned.

(-) Polarization controller When using an external laser as the source, a polar-
ization controller (not pictured in Fig.2.6) is always added between the laser
and the fiber holder in order to match the polarization state of the input light
with the designed operating polarization of the grating-coupler. This is also
achieved by optimizing the transmission of the signal through the whole setup.

Grating-couplers are designed using the eigenmodes expansion simulation tool CAMFR
[18]. In table 2.1, we sum up the dimensions of a few interesting grating-coupler de-
signs for IMOS.

’ Memb.thick. \ pol. \ cladding \ pitch \ etch.depth \ fill.fac. \ buffer \ efficiency ‘

[nm] - - [nm] [nm] [%] [nm] [%]
300 TE Air 664 120 50 1.9 40.3
™ Air 960 120 50 1.9 29.2
™ Si0; 870 120 50 1.9 31.0
250 TE Air 680 100 50 1.9 48.5
™ Air 960 100 50 1.9 334

Table 2.1: Interesting grating-couplers for IMOS, simulated with CAMFR at A = 1550 nm.
“buffer” refers to the thickness of the BCB/SiO, bonding stack.
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2.5 Conclusion

Fig.2.7 shows the measured coupling efficiency of a typical IMOS grating-
coupler, as a function of wavelength. A maximum coupling efficiency of 31 % is
obtained at A = 1550 nm, and the FWHM (3-dB bandwidth) is 58 nm. This value is
good enough for the purpose of this thesis. However, it can be increased using high-
reflection coatings on the substrate side, or a semiconductor overlay in the grating
[15], at the cost of extra processing steps.
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Figure 2.7: Measured coupling efficiency of an IMOS grating-coupler designed for TE po-
larization. (membrane thickness = 250 nm, period = 680 nm, etch depth = 100 nm)

2.5 Conclusion

The concept of the IMOS platform has been presented, showing its suitability for the
integration of the active and passive building blocks required for realizing complex
optical functions. The pieces of software useful for the design of IMOS devices
have been mentioned. The process-flow presented in the third section of this chapter
allows post-bonding processing of nanometer and micrometer-sized photonic devices
in IMOS. Grating-couplers printed during this process-flow are used to couple light
in and out of IMOS chips with efficiencies above 30 %.

In the next chapter, we give a detailed overview of the loss properties of IMOS
waveguides realized and measured using the techniques described in this chapter.
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Chapter 3
Waveguide loss properties

One of the most important issues in a photonic platform is the propagation loss of
its waveguides. Waveguides are transporting signals between different points of the
circuit. Due to propagation losses, the signals get attenuated, and eventually impos-
sible to detect. Semiconductor optical amplifiers (SOA), are used to amplify signals
and compensate for these propagation losses. However, SOAs increase the amount
of noise in the signals, and need to be powered by an external source. Therefore, for
a low-power photonic circuit, it is important to reduce the number of required SOAs,
by minimizing the waveguide propagation loss.

In this chapter, we first describe the main loss mechanisms relevant for the
IMOS platform. Then structures are presented that enable the measurement of the
waveguide propagation loss, and results obtained with them are given. Finally, we
discuss some techniques used to reduce the propagation loss in IMOS waveguides.

3.1 Loss mechanisms

Losses in semiconductor photonic waveguides are mainly of three types [20]: scat-
tering loss, carrier-induced losses and losses caused by non-linear effects such as
two-photon absorption (TPA). These three types of losses are described below.

3.1.1 Scattering loss

Scattering loss is the most basic and common source of waveguide loss. The propa-
gation of light through a waveguide is based on total internal reflection of the wave
at internal interfaces. If these interfaces are rough or irregular, light can be reflected
in random directions, and lost from the waveguide. Therefore, in the IMOS fabrica-
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tion process, a strong emphasis is put on reducing the waveguide roughness. Fig.3.1
shows the roughness created on the sidewalls of a waveguide during the IMOS fab-
rication process.

Figure 3.1: SEM picture of an IMOS waveguide (before bonding), showing sidewall rough-
ness created during the fabrication process.

The scattering loss in an optical waveguide has been shown in ref.[21] to de-
pend on the width of the waveguide core d, and the root-mean square ¢ of the rough-
ness. According to this work, The upper boundary of this scattering loss can be
written as:

_ 160’k

n k0d4n1 ’
where kg is the propagation constant of the field in vacuum, n| the effective index of
a slab with the same thickness as the core, and k a factor dependent on the waveg-
uide geometry and the statistical distribution of the roughness (for most practical
waveguide geometries, k ~ 1). Since 0ty is inversely proportional to d*, scattering
losses are much more harmful in IMOS waveguides than in bulk InP waveguides
whose cross-section is much larger. For example, a roughness of only 3 nm can
cause scattering losses of 3.3 cm™! (14 dB.cm!) in a typical 250 nm x 450 nm core
single-mode IMOS waveguide (the effective index of a 250 nm InP slab is around
n1 = 2.63). For comparison, the scattering loss in a bulk InP/InGaAsP waveguide
with the same roughness is less than 1 dB.cm™.

Olmax (3.1

3.1.2 Material-induced losses

A second type of waveguide propagation loss arises due to the interaction of photons
with the semiconductor material itself. The main material-induced loss are interband
absorption and free-carrier (or intraband) absorption.

Interband absorption

Photons with energy greater than the bandgap energy of a semiconductor (hv > E, =
Ec — Ev) get absorbed very easily, by giving up their energy to raise electrons from
the valence band to the conduction band. This effect is generally very strong, result-
ing in absorption coefficients larger than 10* cm™! [20]. Therefore, the passive part of
an IMOS circuit is always built in materials with a bandgap larger than the energy of
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3.1 Loss mechanisms

the wavelength of interest. Undoped InP, for instance, can easily be used for circuits
operating in the C-band (1530 to 1565 nm) because interband absorption is almost
nonexistent™ for photon energies below the bandgap (~ 1.27 eV), corresponding to
wavelengths longer than 980 nm

Free-carrier absorption

However, photons with energy lower than the bandgap (hv < E;) can still be ab-
sorbed, due to free-carrier (or intraband) absorption. This process occurs when pho-
tons give up their energy to electrons already in the conduction band, or holes already
in the valence band. As shown in [20], using the classical electromagnetic descrip-
tion of the motion of an electron in the presence of an applied oscillating electric
field, the absorption coefficient o, due to free-carrier absorption can be shown to be
equal to:

Ne2Ag

4 (m*)* ueged’

Ofc (3.2)
with N the free carrier concentration (in cm™), e the elementary charge, Ay the wave-
length of the light, n the refractive index of the material, m* the (electron or hole)
effective mass, u the (electron or hole) mobility, & the vacuum permittivity and ¢
the speed of light.

In the most general case, free-carrier absorption is thus proportional to the
free carrier concentration N in the semiconductor material. This means that free-
carrier absorption can cause high losses in the heavily doped layers used for electrical
contacting of active devices. As a consequence, when designing active devices such
as lasers and amplifiers, it is very important to reduce the overlap of the optical mode
with the doped contact layers.

For p-type materials, there is also another loss mechanism called intervalence-
band absorption. This mechanism occurs when photons are absorbed due to tran-
sitions between the split-off band and the heavy-hole or light-hole subbands of a
semiconductor.

The free-carrier absorption of a semiconductor is sometimes described using a
parameter called the absorption cross-section. For a p-doped material for instance,
the absorption cross-section s, (in cm?) links the free-carrier absorption coefficient
Q. to the doping level p (in cm?) by the formula:

tpe = 5 X . (3.3)
A typical value for the absorption cross-section of p-doped InP at A = 1535 nm is
sp=22x 10717 cm? [22].

Two-photon absorption (TPA)

In addition to interband, free-carrier absorption, and intervalence-band absorption, a
non-linear effect known as two-photon absorption (TPA) can also create unwanted

*In reality, the Urbach tail absorption effect means that photons with energies below the bandgap
can still be absorbed by interband absorption. However, this effect depends exponentially on the
photon energy, and is thus limited to photon energies close to the bandgap.
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loss in waveguides. TPA is the absorption of two photons of identical or different
frequencies causing the excitation of an electron-hole pair. Since it requires two
photons to coincide in time and space, this phenomenon only appears at relatively
high optical powers. In fact, the rate of TPA can be shown to be proportional to the
square of the light intensity [23]. This follows from probability analysis: the chance
that two particles interact is linearly dependent on the concentration of both, so the
dependence of TPA is quadratic with the photon concentration.

In IMOS, where the strong optical confinement leads to high power densities
in waveguides, TPA can become problematic in high-power devices such as lasers,
because it both wastes light and generates unwanted heat.

3.2 Loss measuring structures

3.2.1 Waveguides of different lengths

Scattering loss and carrier-induced losses attenuate the signal exponentially as a func-
tion of the propagation length (following a trend known as Lambert-Beer’s law).
Therefore, when measuring the transmission of an IMOS waveguide of length L,
the power P, coming from the source is related to the power Py, measured by the
detector by the formula:

Pout = Pin X Cloupling X Xp (—0L) (3.4)
where o (in cm™) is the propagation loss coefficient in the waveguide, and Ccoupling
is the product of the fiber, grating coupler and taper transmissions (see Section 2.4).

Since only P, Py and L are known, at least two transmission measurements
on waveguides of different lengths are required to determine Ceoupiing and . In
practice, the more waveguides are measured, the higher the accuracy in the deter-

mined values of Ceoypling and . The traditional way of presenting the measurement

data is to plot the transmission of the waveguides on a dB scale, 10log <%>, as a

function of their length L, and to fit the data by a linear function (see Fig.3.2). In
this way, the slope of the linear fit directly gives o in dB per unit length, while the
y-intercept gives 2 times the coupling efficiency in dB. In Fig.3.2, we show the mea-
sured transmissions through four IMOS waveguides of 100, 300, 500 and 700 um
length respectively. The fitting of the data yields a propagation loss coefficient of
oo=25+2dB.cm! and a coupling efficiency of Ceoupling = 5.8 £ 1 dB.

The value of Ceoypling 18 close to the average value obtained for grating couplers
in other groups [15]. However the value of the propagation loss is too high for
interconnect applications. Using the loss-reducing strategies described later in this
chapter (see Section 3.3), it is possible to bring the value of o down to just 3.0 +
1 dB.cm™.

Measuring the propagation loss using waveguides of different lengths is straight-
forward, however it takes a relatively large amount of space on the chip. Furthermore,
it requires several measurements and is thus sensitive to variations in coupling effi-
ciency when moving from one waveguide to the other. As shown in the two following
sections, in order to circumvent these issues, losses can be measured by analyzing the
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Figure 3.2: Determination of the waveguide propagation loss at A = 1550 nm, using waveg-
uides of different lengths.

transmission spectrum of a single device, such as a ring resonator or a Mach-Zehnder
interferometer (MZI).

3.2.2 Ring resonators
Principle

Ring resonators are very versatile devices that have been applied to a large number
of applications ranging from filters and optical delay lines to sensors and active rings
for modulators and light sources [24]. As mentioned in Chapter 2, a ring resonator
consists of a waveguide looped back on itself, and coupled to one or more adjacent
waveguides. When the wavelength of the light traveling in an adjacent waveguide
matches a resonance of the ring, a drop in the transmission of the adjacent waveguide
is observed. As shown in the next paragraph, the transfer function of the waveguide
adjacent to the ring depends among others on the losses in the ring cavity. Therefore,
fitting the measured resonance spectrum to the theoretical transfer function allows
the determination of the propagation loss of the waveguide forming the ring.

Ref.[25] gives a good description of the derivation of the transfer function
of a ring resonator such as the one pictured in Fig.3.3. Let &, and &, be the cou-
pling coefficients between the ring resonator (r) and the adjacent waveguides (a, b),

tap=4/1— éa%b the transmission coefficients, and ¢ = a—”neffL and T = \/exp(al)
(with L = 27r + 2L) respectively the phase difference and the amplitude attenuation
induced by one round-trip in the ring. Considering the 7 phase-shift occurring when
light couples between the ring and the adjacent waveguides, the different field am-
plitudes in the resonator (see Fig.3.3 for the definition of the various fields) can be

23



Chapter 3. Waveguide loss properties
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Figure 3.3: Sketch of a ring resonator, describing the notations used for deriving the general
transfer function of ring resonators [25].

related as follows: )
E,=t,E| + iéaE/

E" = t,E' +i&,E;

E' = t,E" ' . (3.5)
Ey= iébE”\/?e%
(E3=0

After a few manipulations, the transmission from port 1 to port 2 of the ring (which
is the easiest quantity to measure in practice) is shown to be:

E|?

E;

12 —2t,t,Tcos ¢ + t,f 72
1 —2t4tpTCOS O + 131272

1S01 7 = (3.6)

This formula is used in the next section to derive the propagation loss in IMOS
waveguides.

Measurements

In Fig.3.4, we show the SEM picture of a 10 pm radius ring resonator fabricated
in IMOS. According to ref.[10], the bending loss for such a radius is negligible.
Therefore, the measured value of the propagation loss in the ring can be considered
identical to the propagation loss of straight waveguides. The transmission of this
device from Port 1 to Port 2 was recorded using the standard IMOS characterization
setup, and Fig.3.5 shows a resonance in the measured transmission spectrum. The
squares represent the measured data, and the continuous line a fit of this data using
the |S7; |2 transfer function of equation (3.6). Since this ring only has one adjacent
waveguide, we have 1, = 1, and the transfer function can be rewritten as:

12 —2ttcos ¢ + 72
1 —2ttcos¢ + 1272’

1S5, % = (3.7)
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Figure 3.4: SEM picture of a 10 um radius IMOS ring resonator.
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Figure 3.5: Measured transmission of the IMOS ring resonator shown in Fig.3.4.

where 7 is the amplitude transmission coefficient in the ring’s single coupling region.
The transfer function is now symmetric in ¢ and 7, therefore we cannot distinguish
between the two. Using an effective index value of neg = 2.26 (calculated using
FIMMWAVE) and a ring length of L = 27 x 10um = 63 pm, the fit yields (7, 7) or
(t,¢) = (0.995,0.991). The propagation loss coefficient ¢ (in cm™) is linked to the
round-trip amplitude attenuation in the ring 7 and the ring cavity length L by:

21
o=@
L

(3.8)

Therefore, for this IMOS ring resonator, the propagation loss is & = 1.7 or 2.9 +
0.2 cm™! (7 or 1241 dB.cm™). Using additional information (e.g. from the trans-
mission of other devices on the same chip), it is usually possible to determine which
of these two values is correct.

25



Chapter 3. Waveguide loss properties

3.2.3 Mach-Zehnder interferometers (MZls)

Another way to measure the propagation losses in waveguides using only one mea-
surement is to analyze the transmission of an on-chip Mach-Zehnder interferometer
(MZI), such as the one pictured in Fig.3.6.

100 ym
arm 1
1%2 MMI coupler arm 2 1x2 MMI coupler

Figure 3.6: Layout of an MZI used to measure the propagation loss of IMOS waveguides.

Principle

The light coming from an input waveguide is split using a 1x2 MMI coupler into two
waveguides (arms) of different lengths, and recombined into an output waveguide
using a second 1x2 MMI coupler. Due to the length difference between the arms, the
light contributions coming from each arm have a different phase and power, leading
to interference which appears as sinusoidal oscillations in the transmitted spectrum.
As shown below', the period and amplitude of these oscillations can then be used to
determine respectively the group index Ngroup and the propagation loss coefficient o
of the waveguides.

For the sake of simplicity we take the input power to be 1. The amplitude as-
sociated with a certain power P is given as A = v/P (and P = AA*). This neglects
certain constants, but that does not influence the final results, since in the end every-
thing will be calculated back to power. The power launched from the input MMI into
each of the two arms:

P12(0) =0.5¢ (3.9

where € is a factor describing the loss due to the input grating-coupler, taper and
waveguide and the input MMI. The indices 1,2 refer to the two arms. The coordi-
nate z along the waveguide is taken as O at the beginning of the branches. After
propagation through the branches the power levels are reduced by the propagation
loss:

_ al
{P] (L]) = 0.5¢€e (3.10)

P (Lz) = 0.5ee%2

with L and L, the lengths of arm 1 and arm 2.

However, to determine the interferometeric behavior of the device we have to
include the phase differences obtained in the arms as well. The complex amplitudes

TOriginal idea of the MZI technique and its mathematical description by dr. J.J.G.M. van der Tol
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of the signals at the end of the arms is:

Al (L)) = 0.5ge050L1iBLy -
Ay (Ly) = /0.5e03% 2Bl (3.11)

with {3 the propagation constant of the guided modes. In the output MMI-coupler,
half of the power from each arm is coupled to the output port, and the resulting
interference signal is detected at the output waveguide. We introduce another factor
n which describes the loss of the output MMI and the output waveguide. The total
complex amplitude arriving at the output is thus:

Aot = /0.5 [A1 (L1) +A2 (L2)] = 0.5\/me [eo'saLleiBLl +e°~5°‘L2e"’3L2} (3.12)

which can be used to calculate the output power:
Pout = A, = 0.25n 8L [1 4oL | E0SAL o (ﬁAL)} (3.13)

with AL = L, — L;. Since B = 27/A, measuring the output power as a function of
wavelength will result in constructive (cos (BAL) = 1) and destructive (cos (BAL) =
—1) interference, so a series of peaks and valleys will be found. The propagation loss
a can be obtained from the ratio of the maximum and the minimum of the measured

spectrum:

P 1 oAL 2 0.5aAL
c fmax e e (3.14)
Pmin 1_|_eocAL_260.5aAL

which conveniently removes the loss factors up front in equation (3.13). With some
manipulation equation (3.14) can be rewritten as:

C+1

=05 <e*0-5°‘AL +e0-5“AL) — cosh (0.50tAL) (3.15)

The group index The group index is another important parameter of optical
waveguides which take into accounts their dispersion. From the wavelength distance
between subsequent peaks, this parameter can be derived. Two subsequent maxima
of equation (3.13) are obtained for values of BAL = M2x and BAL = (M — 1)2m,
with M a large integer (since AL will be much larger than A). The propagation con-
stant B depends on the wavelength as:

2mn(A)
p="" (3.16)

with n (A1) the wavelength dependent effective index of the waveguide mode. If two
subsequent peaks are at A and A + AA, then:

1=AL

A A+AL a G-17)

n(A) n(A+AN] . [n() () +gAA
}”AL[ A l—l—jﬁ
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Chapter 3. Waveguide loss properties

Using the approximation A (A 4+AA) ~ A? (which is quite accurate, if AL > 1), it
follows:

212
A = —— 3.18
with
on
Measurements

To demonstrate the validity of this method in measuring waveguide propagation
losses, three MZIs such as the one pictured in Fig.3.6 (with AL =910 um, 1710 um,
and 2510 pm, respectively) are fabricated on an IMOS chip. The light of an EDFA
is then fed in each of the three devices and their transmission is recorded using an
OSA. Fig.3.7 shows the obtained transmission spectra.

@
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Figure 3.7: Measured transmission spectra of three MZIs fabricated in IMOS. (a) AL =
910 pm, (b) AL = 1710 um, and (c) AL = 2510 pum.

As expected from equation (3.13), each spectrum shows a cosine dependence
with the wavelength. Knowing the length difference AL between the two arms of each
MZI, the period AA of this cosine dependence can be used to calculate the group
index Ngroup, With equation (3.18). As shown in table 3.1, the spectra of all three
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MZIs yield a group index of Ngroup = 4.0, comparable to the group index calculated
from the FSR of IMOS ring resonators.

| MZI-55 | MZI-57 | MZI-59 |
AL [pm] 910 1710 | 2510
AA[nm] [ 0.657 [ 0351 | 0.242

Neroup 402 | 400 | 395
Tmax [AB] [ -1.0 2.7 -3.9
Twin [AB] | -152 | -11.7 [ -10.0

e 1.08 1.29 1.65

o[dB.cm] | 37.7 37.6 37.5

Table 3.1: Results obtained from the analysis of the MZI transmission spectra shown in
Fig.3.7.

Next, we use the ratio of the maximum and minimum transmission Tinax / Tiin =
+1

Prax/Pmin = C of each spectrum to calculate the quantity % from which the propa-
gation loss coefficient o can be determined using equation (3.15). The only problem
here is that the spectra are modulated by parasitic components, which make Ty,x and
Thin vary slowly over the whole spectrum. This unwanted modulation is most prob-
ably caused by parasitic reflections in the MMISs (see Section 6.1.3 for more details).
The parasitic modulation function is a cosine function with a maximum value of 1.
Therefore, the meaningful values of Tax and Ti,in can still be extracted from the
graph, where the amplitude of the MZI oscillations is maximum (i.e. where the par-
asitic modulation function is equal to 1). The spectra of all three MZIs give almost
identical results for the propagation loss coefficient (¢t = 37.7, 37.6, 37.5+1 dB.cm™!,
respectively). These values are close to the one obtained with waveguides of different
lengths fabricated on the same chip.

The fact that three different MZIs give almost identical results for Ngoup and &
shows that this technique is robust and reproducible. Besides, it doesn’t depend on
the coupling efficiency through the input and output grating couplers, and is therefore
not dependent on the operator. But spurious reflections can degrade the transmission

spectrum and should be avoided.

3.3 Loss reduction strategies

In the previous section on loss measuring structures, we reported waveguide propaga-
tion losses between 10 and 40 dB.cm™!, obtained on different IMOS chips processed
separately. Since IMOS circuits envisaged in the future will have lengths of at least
several mm or cm, these losses have to be reduced down to just a few dB.cm’!, like
on SOI [5, 6]. In IMOS passive waveguides, the main source of propagation loss is
scattering loss due to roughness (cf. Fig.3.1). In order to reduce this scattering loss,
the first strategy is of course to reduce the roughness (e.g. by partial reflow of the
EBL resist pattern after development). Another option is to mitigate the effect of the
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roughness by covering it with a material whose refractive index lies between those of
the core and of the usual cladding, air. Finally, it has been shown that incorporating
Ceo molecules in ZEP can make it more resistant to dry-etching [26], therefore re-
ducing the thickness needed for pattern definition, and limiting the accumulation of
roughness from mask erosion during etching. These strategies are described in more
detail in the next three sections.

3.3.1 Thermal reflow of the ZEP pattern

In the IMOS fabrication process, patterns are defined in an electron-sensitive resist,
and transferred into the semiconductor material using a hard mask made of SiN (cf.
Section 2.3). Due to its relatively low etch-rate in the SiN etching RIE process, we
use ZEP as the electron-sensitive resist. However, the polymerization of ZEP during
exposure to electrons forms clusters which cause roughness in the ZEP pattern after
development. In the subsequent transfer of the pattern from the ZEP to the SiN layer
and from the SiN layer to the InP membrane using RIE dry etching, the ZEP rough-
ness creates vertical lines on the sidewalls of the waveguides (cf. Fig.3.1). These
vertical lines are very difficult to remove once they have been created. Therefore,
the only way to reduce the roughness in the waveguides sidewalls is to reduce the
original roughness in the ZEP pattern.

Luckily, ZEP possesses a phase transition temperature (around 145 °C), above
which it starts to reflow [27], losing part of its roughness. Therefore, introducing
a reflow bake after development can greatly help reduce the sidewall roughness in
IMOS waveguides. Fig.3.8(a) shows a pattern created by EBL just after ZEP de-
velopment, with the roughness clearly visible. Fig.3.8(b) shows the same pattern
after a 2°00” ZEP reflow bake at 154 °C*. The roughness on the ZEP surface is con-
siderably reduced. Fig.3.8(c) and (d) show two IMOS gratings printed respectively
without and with ZEP reflow bake. The vertical lines present on the grating side-
walls in Fig.3.8(c) are completely absent in Fig.3.8(d). The second grating will have
a lower scattering loss and an increased coupling efficiency.

However, the duration and temperature of the reflow bake have to be carefully
controlled. If the reflow bake is too long or the temperature too high, the resolution
of the exposed pattern can be lost. Fig.3.9 shows the rounding in the corners of
an MMI printed with a ZEP reflow bake (b), compared to an MMI printed without
ZEP reflow bake (a). After repeated testing, it was found that a 2°00” reflow bake at
154 °C gives the best results for IMOS samples pre-bonded on silicon.

Finally, reproducibility is critical for this step. The shape of the ZEP pattern
can change a lot following a variation of just a few °C around its phase transition
temperature. In practice, it is important to make sure that the hotplate is clean when
performing the ZEP reflow bake. It is also preferable to use a clean silicon carrier
wafer on the hotplate, in order to achieve a good and reproducible contact between
the hotplate, the silicon carrier wafer and the IMOS sample.

154 °C is the temperature setting of the hotplate, assuming that the sample is a III-V membrane
bonded on silicon, positioned on a clean silicon carrier wafer lying on the hotplate. This value
will be different if the reflow bake is realized under different conditions (e.g. in a vacuum oven),
or the sample bonded on a different substrate (e.g. glass).
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100;
5.0kv LEI SEM

Figure 3.8: (a-b) ZEP pattern on a 50 nm SiN layer on top of InP (a) just after development,
and (b) after a 2’00” ZEP reflow bake at 154 °C. (c-d) Grating etched in InP (c) without
ZEP reflow, and (d) with a 2°00” ZEP reflow bake at 154 °C.

3.3.2 Dielectric overcladding

Another strategy to reduce the propagation loss of IMOS waveguides is to use a
dielectric overcladding to reduce the effect of existing roughness [9]. A prelimi-
nary experiment is carried out to investigate this technique. Waveguides of differ-
ent lengths are fabricated on a pre-bonded IMOS sample. The propagation loss is
measured to be around o =234 1 dB.cm™ for wide waveguides (w = 10 um), and
o =254+ 1 dB.cm™ for narrow ones (w = 0.45 um). The influence of the waveg-
uide width is rather small. This suggests that the loss is not caused only by sidewall
scattering, but also by other effects such as top surface roughness, or defects in the
bonding layer.

Next, a 400 nm thick overcladding of SiN is deposited on the chip by PECVD.
The propagation loss is measured again and found to have decreased to 18 2 dB.cm’!
and 2242 dB.cm’!, for the wide and the narrow waveguides respectively (cf. table 3.2).
This indicates that placing a higher index material on the core surface decreases the
effect of roughness on the losses. In order to further investigate this method, more
experiments are needed, for example using different dielectric overcladdings (SiN,
Si0,, AlOy, etc.). Recently, IMOS waveguides fabricated with an SiO; overcladding
have shown a propagation loss of & = 6.3+ 1 dB.cm!.
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@) (b)

Figure 3.9: Rounding due to the ZEP reflow bake. MMI splitters printed (a) without reflow
bake, and (b) with a 2°00” ZEP reflow bake at 154 °C.

| Air | SiN |
Wide waveguides (w = 10pum) | 2341 [ 18+1 | dB.cm™!
Narrow waveguides (w =0.45um) | 25+1 [ 2241 | dB.cm™!

Table 3.2: Waveguide propagation losses for different overcladdings (Air and SiN).

Finally, when designing the circuit layout, one has to keep in mind that cov-
ering waveguides with a dielectric overcladding will reduce the confinement of the
modes in the photonic waveguides. Therefore, the smallest bend radius useable will
be larger than with an air overcladding.

3.3.3 ZEP/C4y composite resist

The last loss-reducing strategy currently being investigated in our group® relies on
the introduction of Cg fullerene molecules (also known as “buckyballs”) in the ZEP
resist used during waveguide definition by EBL. These molecules can make the ZEP
layer much more resistant to dry etching [26]. This brings the double advantage of
reducing damage to the pattern during transfer to the SiN layer, and decreasing the
resist thickness required for correct pattern definition. As a consequence, the sidewall
roughness and waveguide propagation losses can be decreased [28]. Preliminary
testing using this method has shown that the waveguide propagation loss in IMOS
can be decreased to 3.0+ 1 dB.cm™.

Furthermore, the rounding of the resist pattern caused by the reflow bake (cf.
Fig.3.9) seems to be much reduced when mixing the ZEP with Cgp molecules. There-
fore, the ZEP/Cgy composite resist is very promising both for the definition of low-
loss IMOS waveguides and for the fabrication of ultra-small IMOS devices.

$Research carried out by dr. Y. Jiao.
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3.4 Conclusion

In this chapter, the loss mechanisms relevant in IMOS have been described, together
with the structures allowing to measure them, and the strategies used to reduce them.
Waveguides fabricated using standard ZEP with a reflow bake and covered with
an SiO, overcladding have shown propagation losses of o = 6.3 dB.cm™!, while
similar experiments using ZEP/Cgy composite resist have shown losses as low as
3.0+1dB.cm™.
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Chapter 4
A ring-based memory element

As mentioned in Chapter 2, the ability to write, store and read data is a very desir-
able feature for a photonic platform like IMOS. As shown in everyday life with the
CD-ROM or the DVD, optical memories based on phase-change materials (PCMs)
can store large quantities of data very inexpensively because the information stored
is stable for years without requiring any power supply. Some PCMs can even be
switched reversibly millions of time, making them excellent candidates for use as
optical memories or in reconfigurable PICs.

Another very interesting application of PCMs in PICs could be the trimming
of newly fabricated circuits. Due to unavoidable fabrication errors, the performance
of fabricated photonic components often deviates slightly from the design. This de-
viation is generally corrected using active heaters to exploit the thermo-optic effect
in the waveguide material [24]. However, this technique is very power-consuming.
Using PCM:s, it is possible to correct the design deviations due to fabrication errors
once and for all (set-and-forget), reducing the consumption of PICs by up to one
order of magnitude [29].

In this chapter, we describe the first PCM optical memory element integrated
on a photonic platform. Shown in Fig.4.1, the device is based on a microring res-
onator combined with a PCM. It was first designed for IMOS but ultimately fabri-
cated on SOI samples due to the availability of inexpensive chips already contain-
ing fabricated ring resonators®, allowing to shorten the fabrication time and offering
more room for testing. Nevertheless, since IMOS and SOI's main passive properties
are virtually identical, the results presented here can be considered fully applicable

*The device was designed by R. Simpson, V. Pruneri, J. Van der Tol and J. Pello. The PCM depo-
sition and device characterization were carried out by J. Pello, R. Simpson and M. Rudé on SOI
microring samples provided by Ghent University - IMEC.
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to IMOS as well.

Si or InP microring
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Figure 4.1: Schematic view of the ring-based memory element. The evanescent tail of the
optical mode propagating in the ring overlaps with the Ge,Sb,Tes (GST) film. Therefore a
change in the optical properties of the GST film induces a change in the ring’s transmission.

In the next three sections, we will successively describe how the device was
designed, fabricated and characterized.

4.1 Phase-change materials (PCMs)

PCMs exhibit a large change in refractive index and optical absorption when switched
between two solid states. Traditionally, these materials have been primarily used in
data storage (e.g. rewritable DVDs [30], and electrical phase-change RAM [31]).
However, several groups are now looking into the use of PCMs for the active control
of photonic circuits.

Fig.4.2 shows a diagram representing the amorphous and crystalline phases of
a typical PCM used in data storage. In the crystalline phase, atoms are periodically
organized following a lattice structure, whereas in the amorphous phase, they are
randomly distributed. Due to these different atomic distributions, the two phases of
a PCM have different electrical and optical properties (e.g. resistance, reflectivity,
refractive index, optical absorption, etc.).

In addition to having different electrical and optical properties, the two phases
of certain PCMs are stable around room temperature for several years [30], and can
be switched in a few tens of nanoseconds, and reversibly for up to 1 x 107 cycles [31].
This makes such materials perfectly suitable for non-volatile, low-power memory
applications in PICs.

Switching

Switching a PCM between its two phases is achieved by controlled heating (generally
using optical or electrical pulses). When a PCM is heated above its melting tempera-
ture 7, (typically somewhere between 250 and 550 °C), it changes into a liquid-like
state and its atoms can move freely. A subsequent rapid cooling of the PCM (at rates
higher than10° K.s™"), forces the atoms to solidify in a disorganized amorphous phase
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4.1 Phase-change materials (PCMs)

Amorphous phase Crystalline phase
Low reflectivity High reflectivity
High resistance Low resistance
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switching

—
—

Figure 4.2: Diagram representing the amorphous and crystalline phases of a typical phase
change material (PCM) used in data storage. Both phases are stable at room temperature
for several years. Switching between both phases is reversible and can take place at sub-
nanosecond timescales.

(cf. red path in Fig.4.3). To switch the PCM back to its crystalline phase, it needs to
be heated above its glass transition temperature 7,. Atoms then once again become
mobile and can rearrange themselves in the more energy-favorable crystalline phase
(cf. green path in Fig.4.3). Subsequent cooling solidifies the PCM in its crystalline
phase.

In practice, crystallization is achieved by using relatively long pulses of moder-
ate power (enough to make the PCM reach its glass transition temperature), whereas
reamorphization is achieved by using shorter high-power pulses (allowing the PCM
to reach its melting temperature and then solidify rapidly).

Ge25b2Te5 (GST)

In this work, we focus on a PCM named GST for its chalcogenide composition
(Ge,Sb,Tes). This is one of the most well-known PCMs, and as shown in Fig.4.4, its
complex refractive index n + ik exhibits a large change in the infrared, upon switch-
ing between the amorphous and crystalline phases. At A = 1550 nm, the relative
change in the real part of the refractive index is:

ncryst _namorph . 65 _40

=0.63,
namorph 4.0

while the relative change in the imaginary part (i.e. the optical absorption) is:

keryst — Kamorph . 1.4-0.1 13

kamorph B 0.1
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Figure 4.3: Typical phase diagram of a PCM used for data storage (at atmospheric pressure).

Switching the phase from crystalline to amorphous occurs along the red path, whereas
switching from amorphous to crystalline occurs along the green path. (Adapted from [30])
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Figure 4.4: Wavelength dependence of the real part (a) and imaginary part (b) of the com-
plex refractive index n + ik of Ge,SbyTes (GST), in its crystalline and amorphous phases
(reproduced from [32]). The dashed line indicates the center of the C-band (A = 1550 nm).
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4.2 Design

In order to create a photonic memory element based on GST, we need a device sen-
sitive to the refractive index and optical absorption changes of this material. An
obvious candidate is the ring resonator. Indeed, due to their resonating nature, mi-
crorings are very sensitive to small changes in their environment, and have already
been applied in a wide variety of sensing applications [24], ranging from tempera-
ture and pressure sensing to biomolecular detection. Since thin films of GST can be
deposited by sputtering and patterned by conventional lithography, we consider the
structure depicted in Fig.4.1, where a ring resonator has been locally covered with a
rectangle of GST. The ring resonator model described in Section 3.2.2 and a mode
solver (FIMMWAVE) are used to optimize the dimensions of the device for memory
applications.

In the previous chapter, we saw that the transmission through a ring resonator
with a single coupling section (as in Fig.4.1) can be expressed as:

12 —2ttcos ¢ + 72
1 —2ttcos¢ + 1272

1217 = (4.1)
where ¢ is the amplitude transmission coefficient in the ring’s coupling region, and ¢
and 7 are respectively the phase difference and the amplitude attenuation induced by
one round-trip in the ring. Considering a ring of total length L, of which a section of
length x has been covered with PCM, ¢ and 7 can be expressed as follows:

¢ = konett (L — x) + KoMettpey X (4.2)
T = o~ l@(L—x)+apemx]/2 (4.3)

where kg = 27 /A is the propagation constant of the field in vacuum, and a and neg
(apcm and nef, ) are the absorption coefficient and the effective index of the mode
propagating in the ring section without PCM (with PCM).

For a typical SOI ring resonator, e = 2.21, + = 0.986 and o =4 cm™'. In
order to determine neff,,, and opcm, the waveguide structure shown in Fig.4.5(a) is
simulated in FIMMWAVE. An SiO, layer of thickness fs;0, is introduced between
the GST and the SOI waveguide, to control the overlap of the propagating mode with
the GST film.

The material parameters used in these simulations are shown in table 4.1. Al-
though, the GST covered section of the ring can in the general case be a bent waveg-
uide, we only simulate straight waveguides in FIMMWAVE (for a ring resonator with
a bending radius > 5 ym, this is assumed to be accurate enough).

In table 4.2, the output of our IMMWAVE simulations when varying fsio,
from 20 to 400 nm is presented. We also display this data graphically in Fig.4.6 and
Fig.4.7.

As expected from the very high contrast in the imaginary part k of GST’s re-
fractive index at A = 1550 nm upon phase switching (x13, cf. Fig.4.4), the ab-
sorption coefficient apcy of the mode propagating in the GST covered waveguide
is dramatically modified (up to x57) when changing the phase of the GST. The fact
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Figure 4.5: (a) Cross-section of the waveguide structure simulated in FIMMWAVE to calcu-
late 7effpe,, and opcm. (b-d) Intensity profiles of the fundametal TE mode in SOI waveg-
uides, respectively without GST (b), with amorphous GST (c), and with crystalline GST
(d), for fsip, = 80 nm and A = 1550 nm.

| Air [ SiO; | Si | amorph. GST | cryst. GST |
Refractive index | 1.00 | 1.45 | 3.48 4.0 6.5
Absorption [emT] 0 0 0 8100 113000

Table 4.1: Material parameters used in the simulation of the structure shown in Fig.4.5. The
absorption of bulk GST is obtained from the imaginary part k of its refractive index (cf.

. . . . _ 4mk
Fig.4.4), using the relation Absorption = =7=.

that the relative change in opcy upon crystallization is even higher than the relative
change in k results from the simultaneous increase in n (the real part of the refractive
index), which increases the overlap of the mode with the GST. This appears clearly in
the calculated intensity profiles shown in Fig.4.5, where the intensity of the light in
the GST film is much more important when the GST is crystalline (d) than when it is
amorphous (c). Thanks to this effect, the sensitivity of our device to GST switching
1s increased.

The effective index neff,.,, of the mode is also affected upon GST switching
but to a lesser extent (less than 10 %). This suggests that the change in the resonance
wavelength A of the final device will be less pronounced than the change in its
extinction ratio. When fs;0, > 400 nm, the mode propagating in the SOI waveguide
doesn’t feel the GST film, therefore nefryqy, ~ Mefr, and opem >~ .
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| amorphous GST | crystalline GST | relative change |
t5i0, (M) | Neftpey | OeM(eM™) | Tefrpey | pom(em™) | nerpey | OtpoM
20 2.340 677 2.598 15960 0.11 22.6
40 2.307 518 2.494 13850 0.08 25.7
60 2.285 400 2.419 11760 0.06 28.5
80 2.269 280 2.362 9230 0.04 32.1
120 2.249 143 2.290 5970 0.02 40.8
180 2.236 56 2.245 2890 0.004 | 50.5
240 2.231 23 2.232 1330 0.001 | 56.7
320 2.228 6.6 2.228 342 0 50.8
400 2.228 2.1 2.228 98 0 45.7

Table 4.2: Simulated absolute and relative change in nef,,, and dpcy upon crystallization
of the GST film in the structure of Fig.4.5, as a function of the thickness #s;o, of the SiO,

layer. This data is represented graphically in Fig.4.6 and Fig.4.7.
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Figure 4.6: Calculated values of ne,,, and apcm before and after crystallization of the GST
film in the structure of Fig.4.5, as a function of the thickness fs;0, of the SiO; layer.
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Figure 4.7: Simulated relative change in nefs,,, and apcm upon crystallization of the GST
film in the structure of Fig.4.5, as a function of the thickness fg;0, of the SiO, layer.

Using the simulation results of table 4.2 and equations (4.1)-(4.3), we can plot
the expected transmission spectrum of the memory element before and after switch-
ing. Fig.4.8 shows the transmission of a typical SOI ring resonator (dashed curve),
together with the simulated transmission of the memory element created by covering
a section of length x = 0.5 um of this ring with 20 nm of GST, and switching the GST
between its amorphous and crystalline phases (blue and red curves, respectively).

\ EER A9
A 1 2 NN

Ring free of GST (reference)
Memory element in SET state
(amorphous GST)

= Memory element in RESET
-15 1 state (crystalline GST)

Transmission (dB)
=
o

20 | J
1552 15525 1553 15535 1554 15545 1555

Wavelength (nm)

Figure 4.8: Simulated transmission spectrum of the memory element in the SET (amor-
phous GST) and RESET (crystalline GST) states, showing a modulation of 18 dB at
A = 1553.6 nm. The chosen device parameters are: L = 37.25 um, x = 0.5 pm, fsjo, =
120 nm, ¢t = 0.986, and ng = 2.21 in the ring section without GST.

As expected from the relatively small change in the effective index neff,,, upon
GST switching reported in table 4.2, the resonance wavelength A..s of the structure
with GST in its crystalline phase (red curve) differs by only 0.39 nm from that of
the structure with GST in its amorphous phase (blue curve). However, due to the
large relative change in the absorption coefficient apcy, the transmission spectrum
exhibits a dramatic change in shape (width and depth of the resonance) when switch-
ing the GST from one phase to the other. In this case, the device’s Q factor drops
from 6600 to 1000, and its extinction ratio from 19.3 dB to 1.6 dB.
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Remark: Although the extinction ratio of the ring with amorphous GST (blue
curve) is larger than that of the reference ring without GST (dashed curve), the Q
factor of the former is lower than that of the latter (Q = 7700 and 6600, respec-
tively). This is because amorphous GST has a non negligible absorption, increasing
the round-trip loss of the ring covered with GST.

At a wavelength of A = 1553.62 nm, the combination of the wavelength shift
with the drop in extinction ratio makes the device function as a reversible and non-
volatile memory switch, whose transmission can be modulated by 18 dB. The fol-
lowing sections describe how the device is fabricated and characterized.

4.3 Fabrication

The memory element is fabricated on an SOI chip already containing ring resonators,
by depositing GST locally on top of certain rings using the following EBL lift-off
process:

1. First, an SiO; layer of thickness fsio,1s deposited on top of the SOI circuit by
PECVD.

2. Subsequently, (positive) polymethylmethacrylate resist (950 PMMA A4) is
spun on the sample and the area where the GST is to be deposited is exposed
and developed using EBL.

3. A 20 nm thick film of amorphous GST is sputtered on the sample from two
stoichiometric targets of GeTe and SbyTes. To avoid oxidation of this GST
layer, a 20 nm film of SiN is added on top in the same deposition run.

4. The sample is then put in acetone for 30 minutes to dissolve the PMMA layer
and lift-off the excess material.

5. Finally, the device is rinsed with isopropanol and blow-dried.

Fig.4.9 shows both a microscope overview and a SEM close-up of the fabricated
memory element. A ring free of GST is placed in series with the memory element,
so that the transmission spectra of both rings can be recorded at the same time. This is
very useful to ensure that thermal drift, or other environmental parameters affecting
the rings, can be decoupled from the transmission changes created when switching
the GST.

The SEM picture in Fig.4.9 shows some remaining “fences” of GST/SiN at the
edges of the GST rectangle. This extra material is not totally removed after the lift-
off process, because the PMMA e-beam resist doesn’t have a sufficiently negative
profile after development. There are ways of avoiding these “fences” by optimizing
the EBL process to make the resist edge profile more negative (e.g. using a lower
beam energy, or even a double resist scheme [33]). However, due to their small size
with respect to the full GST section area, we expect only minimal effect from these
“fences” on the operation of the device. Another issue is that there seem to be some
sticking problems. The GST pattern on the ring waveguide is not uniform. This
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10 pum GSiT
covered ring

Figure 4.9: (Left) Microscope overview of a ring free of GST (used as a reference during
characterization), in series with a ring covered with GST (the memory element). (Right)
Close-up SEM picture of the GST rectangle deposited on top of the ring.

may explain why the switching of the fabricated device is less strong than that of the
simulated one (cf. Section 4.4.3).

In the following section, we describe the setup used to characterize the fabri-
cated memory element, and report the measured performance.

4.4 Characterization

4.4.1 Optical switching setup

In order to characterize the memory element, we monitor the transmission of the two
rings (with and without GST) shown in Fig.4.9, while switching the phase of the
GST film using optical pulses. In order to focus and position the switching laser
beam, the standard IMOS transmission measurement setup described in Section 2.4
had to be extended and adapted as shown in Fig.4.10.

Switching (pump) laser Phase transitions in the GST layer are triggered by heat-
ing a 1 ym spot with focused laser radiation at A = 975 nm, where GST is
strongly absorbing (cf. Fig.4.4). The electrical current driving the pump laser
is maintained at a sub-threshold level during most of the experiments, except
when electrical pulses with tunable length and amplitude generated in a func-
tion generator (Agilent 33220A, 20 MHz) are sent to the laser through a bias-T
circuit. The optical pulses are collimated and focused on the sample surface us-
ing a 0.6 NA (50x) long-working distance microscope objective. The working
distance of the microscope objective needs to be long enough to allow suffi-
cient space underneath for the two fibers used to record the transmission of the
device.

Transmission measurements Fibers are used to couple probe light from an am-
plified spontaneous emission (ASE) source (1520 to 1580 nm) into the chip,
and record the transmitted spectrum with an OSA. Optimal coupling to and
from the chip is achieved using two 3-axis micropositioners (cf. Section 2.4).
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Figure 4.10: Schematic of the experimental setup used to characterize the memory element.
(LP: Linear polarizer, IF: Infrared filter, BS: Beam splitter, DM: Dichroic mirror, TC:
Triplet collimator, SMF: single-mode fiber.)

A special compact holder, shown in Fig.4.11, was designed to fit the fibers un-
der the microscope objective, while ensuring 10° incidence with the sample’s
normal.

Alignment The reflection of the switching laser spot on the sample surface is mon-
itored with a CCD camera, and a 3-axis stepper motorized stage is used to
position and focus the 975 nm laser radiation on the GST section. A short-
pass infrared filter (cut-off = 950 nm) is added to attenuate the intensity of the
switching laser’s reflected light and avoid damage to the camera.

lllumination Homogeneous illumination of the sample is achieved using a white
LED, an aspheric condenser lens, and cross-polarizers to optimize the contrast
of the image.

Temperature Finally, SOI microrings are notoriously sensitive to external varia-
tions in temperature. As shown in Section 4.4.3, the typical resonance wave-
length shift obtained upon total crystallization of the GST film is equivalent to
a 3 °C temperature change. Therefore, the temperature of the chip during the
experiments is fixed at 22 + 0.02 °C, using a thermoelectric cooler (TEC).

4.4.2 Switching parameters determination

The laser pulse time and power for crystallization and reamorphization of the GST
film are strongly dependent on the film composition, thickness and on the thermal
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Fiber chuck

Hole for fiber

Figure 4.11: Drawing of the compact mechanical holder used to fit the in/out-coupling fibers
under the microscope objective.

properties of the surrounding material. In order to determine the optimal switching
parameters on our chip, a large area of GST is deposited on an empty part of the SOI
chip. The laser pulse duration and power are iteratively increased while scanning the
laser position, until a color change can be observed on the sample surface.

In Fig.4.12(a), the position of the switching laser spot is scanned from bottom
to top (along the white arrow) and from right to left. At first, the image is completely
blue (amorphous GST’s color in these conditions), however for pulses of 300 ns with
a power in excess of 12 mW, the sample color is locally changed from amorphous
GST’s blue to crystalline GST’s brighter beige. Therefore, on this chip a pulse of
12 mW and 300 ns can be used to crystallize amorphous GST.

amorphous GST

crystalline GST 30 pm

(b)

Scanning
direction
A e L
Crystallization 1 Re-amorphization 1 Crystallization 2 Re-amorphization 2
(12 mW/300 ns) (45 mW/20 ns) (12 mW/300 ns) (45 mW/20 ns)

Figure 4.12: Top-view microscope images of the GST area used to determine the optimal op-
tical pulses switching parameters. Crystalline GST appears brighter than amorphous GST.
In each picture (a-d), the switching laser had the power and duration given in parentheses,
and the position of the switching laser spot was scanned along the direction of the white
arrow.

In order to determine the pulse parameters for re-amorphization of crystalline
GST, the same procedure is repeated on the previously created crystalline GST area.
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This time the position of the switching laser spot is scanned from left to right. For
pulses of 20 ns with a power of 45 mW, a blue line is created on the beige crys-
talline GST area (cf. Fig.4.12(b)). As expected, the amorphization pulse is shorter
and more powerful than the crystallization pulse. Since GST can be switched re-
versibly, it is possible to recrystallize the amorphized line using crystallization pulses
(12 mW/300 ns), as shown in Fig.4.12(c), and reamorphize it again using amorphiza-
tion pulses (45 mW/20 ns), as shown in Fig.4.12(d).

Finally, the diameter of the crystallized/amorphized spots is found to be ap-
proximately the same as the focused pump laser waist, i.e. 1 um.

4.4.3 Results

Two chips are processed, respectively with fsio, = 120 nm and 50 nm. The switch-
ing behavior for the chip with 50, =120 nm is weaker than expected from the sim-
ulations (cf. Fig.4.8). We attribute this to the fact that the GST deposited in our
sputtering machine has a different refractive index than reported in [32], or that the
film was not perfectly uniform (cf. Fig.4.9). The results presented in the following
paragraphs are all taken from the chip with fgi0, =50 nm.

Static measurements

Fig.4.13 shows the full transmission spectrum of the structure pictured in Fig.4.9,
with the GST set in its amorphous phase. Since the measured structure contains two
resonators in series, the resonances in the graph appear grouped in pairs. The left one
in each pair corresponds to the ring with GST and is modified upon phase transitions,
while the right one, corresponding to the ring free of GST, is used as a control.

Ring free of GST

Transmission (dB)

GST covered ring

1510 1530 1550 1570
Wavelength (nm)

Figure 4.13: Transmission spectrum of the two rings of Fig.4.9 (with and without GST),
between 1520 and 1580 nm.

Since the GST area (1.5 um x 3 pm) is larger than the pump laser spot (1 um
diameter), it is necessary to move (1 um steps) the laser across the area and repeatedly
apply the crystallization pulse until the complete area of GST is crystallized. In
practice, this can be achieved in just 3 shots along the waveguide axis.
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Chapter 4. A ring-based memory element

Fig.4.14(a) and (b) show the evolution of a resonance of the ring free of GST,
and covered with GST respectively, during GST crystallization. The resonance of
the ring without GST remains the same throughout the crystallization process. This
means that environmental parameters such as temperature didn’t vary during the mea-
surements. Therefore, the changes observed in Fig.4.14(b) are purely due to the GST
phase transitions.

(2) (b) ,
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1
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c c .
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1538.5 1539 1539.5 1550 1550.5 1551
Wavelength (nm) Wavelength (nm)

Figure 4.14: Evolution of the resonance of the ring free of GST (a), and the ring covered
with GST (b) shown in Fig.4.9, during crystallization of the GST film.

As expected from the simulation results shown in Fig.4.8, crystallization of the
GST leads to a red-shift of the memory element resonance, as well as a drop in the Q
factor. When the GST is fully crystallized, the resonance wavelength is red-shifted
by 0.17 nm, and the Q factor drops from ~ 5500 to ~ 3500. The combination of these
two effects results in a 12.4 dB modulation of the memory device’s transmission at
A =1550.38 nm.

After crystallizing the GST area, the process was repeated using reamorphiza-
tion pulses, in order to complete a full SET-RESET cycle (cf. Fig.4.15). Using equa-
tion (4.1), the resonator parameters are then extracted from the graphs in Fig.4.14(b)
and Fig.4.15(b), and gathered in table 4.3.

(a) (b)
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S 5 g 5
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Figure 4.15: Evolution of the resonance of the ring free of GST (a), and the ring covered
with GST (b) shown in Fig.4.9, during reamorphization of the GST film.
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’ State \ Ares (Nm) \ Meff \ T \ t \ Q ‘
Amorphous 1550.384 | 2.3204 | 0.986 | 0.983 | 5656
33% Crystallized | 1550.456 | 2.3205 | 0.977 | 0.983 | 4433
66% Crystallized | 1550.492 | 2.3206 | 0.974 | 0.983 | 4115
Crystallized 1550.552 | 2.3207 | 0.968 | 0.983 | 3641
33% Reamorphized | 1550.492 | 2.3206 | 0.972 | 0.983 | 3922
66% Reamorphized | 1550.396 | 2.3205 | 0.974 | 0.983 | 4051
Reamorphized 1550.372 | 2.3204 | 0.986 | 0.983 | 5411

Table 4.3: Evolution of the resonator parameters during the SET-RESET cycle.

The reamorphized state is nearly, but not fully, identical to the original as-
deposited amorphous state (with maximum differences around 5%). This is in ac-
cordance with other devices based on GST, which sometimes require more than 100
SET-RESET cycles before exhibiting perfectly reproducible properties [31].

Finally, the intermediary states (33% and 66% crystallized) are also stable at
room temperature and could in principle be used to store multiple bits in a single
memory element.

High-speed measurements

For any memory element, the switching speed is a key parameter. Therefore, the
transient behavior of our memory element is investigated using a tunable laser (HP
8168F) instead of the ASE source, and a fast photodiode (ThorLabs PDA8SGS, <1 ns
rise time) instead of the OSA. The laser is tuned at the respective A of the amor-
phous/crystalline state and using 0.4 mW of optical power, the response of the device
during one crystallization/reamorphization cycle is monitored with an oscilloscope
(see Fig.4.16).

The dynamics of this response result from the light-induced structural phase
transition of the GST film as well as thermal effects in the SOI resonator following
light absorption in the GST.

When the switching laser pulse reaches and is absorbed by the amorphous
GST, it heats it up, thus starting to induce crystallization, and at the same time
causing a red-shift of the resonance (observed as an increase in transmission in
Fig.4.16(a)ii). As a consequence of this red-shift, the resonating optical power of
the probe in the ring is reduced, as well as the heating due to its absorption in the
GST. Therefore, a blue-shift of the resonance follows, causing a drop in transmission
(cf. Fig.4.16(a)iii). This blue-shift once again increases the optical power resonat-
ing in the ring and the heat caused by probe absorption in the GST, therefore a new
red-shift occurs, until, after approximately 5 ps, all the induced effects have reached
a steady-state condition (cf. Fig.4.16(a)iv).

When the initial phase is crystalline, the dynamics are similar except that they
are generated with a shorter pump pulse (20 ns), and that the final resonance wave-
length is shorter than the probe wavelength (cf. Fig.4.16(b)viii).

In conclusion, our memory element can be switched in about 5 us. The tran-
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Figure 4.16: Time response of the device during (a) a crystallization pulse (Apope =
1550.384 nm) and (b) a reamorphization pulse (Aprobe = 1550.552 nm). Diagrams (i)-(iv)
and (v)-(viii) represent the expected change in the device spectrum with respect to Apobe
at different moments during the crystallization and reamorphization respectively.

sient behavior is mostly due to thermal effects. Therefore, by placing heat-sinking
structures with high-thermal conductivity next to the device, its time response could
be enhanced and limited only by the GST phase transition time (a few hundred
nanoseconds).

4.5 Conclusion

In this chapter, we have described a memory element based on the combination of
a microring resonator with a phase-change material (GST). The measurements per-
formed on a fabricated device show that its transmission at A = 1550.38 nm can
be reversibly modulated by 12.4 dB, using optical pulses. The switching time was
shown to be around 5 ps, limited by the speed of the heat dissipation from the struc-
ture, rather than the switching speed of GST.

This device can be used as an optical memory element on SOI and IMOS, and
for the trimming of newly printed ring resonator circuits.
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Chapter 5

A Polarization conversion device

Polarization handling is a fundamental issue in PICs. Since the propagation proper-
ties of the TE and TM polarized modes often differ strongly, most devices only func-
tion well for a single polarization. A polarization diversity scheme is then required in
order to process the orthogonally polarized light [13]. Furthermore, polarization can
be taken advantage of, e.g. for light intensity modulation or polarization bit inter-
leaving [34]. For all these applications, an efficient broadband polarization converter
is the key component.

Recently, several polarization rotators with conversion lengths below < 50 pm
have been demonstrated, mostly on the silicon-on-insulator (SOI) platform. The
shortest ones (~10 um) are based on L-shaped cross-section waveguides [35], or
waveguides with two sub-wavelength trenches of different depths [36]. However,
these two designs both rely on relatively tight fabrication accuracies (alignment be-
tween two etching steps for the former, and nm-resolution lithography for the latter).
A more tolerant device based on the cross-polarization coupling effect has shown
good performance [37], but at the price of a longer conversion length (44 um). Fi-
nally, an ultra-short (2 um long) polarization converter design based on a triangular
waveguide etched at 45° was proposed in [38], showing very good simulated perfor-
mance, but with a high sensitivity to the etching angle.

In this chapter, we introduce a polarization converter in IMOS similarly based
on triangular waveguides for a short device, but optimized for high tolerance to fab-
rication errors. This polarization converter is the world’s smallest InP polarization
converter made to date (0.4 um x 0.8 um x 7.5 um). In the following sections, we
describe successively the design, fabrication and characterization of this new device.
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Chapter 5. A Polarization conversion device

5.1 Design
5.1.1 Principle

Fig.5.1 shows the schematic of the IMOS polarization converter design, and the
Poincaré sphere diagram of the TE-to-TM polarization conversion. As described
in [39], the Poincaré sphere is a graphical tool in real, three-dimensional space that
allows a convenient description of polarized signals and of polarization transforma-
tions caused by propagation through devices. Linear polarizations are located on the
equator. Circular states are located at the poles, with intermediate elliptical states
continuously distributed between the equator and the poles. The evolution of polar-
ization for light traveling through a birefringent medium is represented by a circular
arc about an axis drawn through the two points representing the eigenmodes of the
medium.

The idea behind the use of asymmetrical cross-section waveguides in polariza-
tion converters is to create a new set of eigenmodes which are not aligned with the TE
and TM polarization of normal rectangular waveguides, and which propagate with
different propagation constants f; and f3,. The incoming polarization state, e.g. TE
in Fig.5.1, is projected on these two tilted eigenmodes. As the eigenmodes propagate
with different speeds, a phase-shift is created between the two that linearly increases
with the propagation length L (the same birefringence principle as in bulk half-wave
plates). By choosing the length L of the triangular section and coupling light back
to a rectangular waveguide, different elliptical and linear polarization states can be
obtained.

TM output

Ist triangular section

i 2nd triangular section

w TE input |
(a) (b)

Figure 5.1: (a) Schematic of the IMOS polarization converter design. (b) Poincaré sphere
diagram of the TE-to-TM polarization conversion.

In this work, we consider triangular InP waveguides that can be obtained by
dry etching of the vertical wall and HCl-based wet etching of the slanted wall at an
angle of 35° with respect to the (001) plane [40]. Other chemicals can in principle be
used to create sloped sidewalls in InP, such as Brp-methanol which creates a slanted

52



5.1 Design

wall at 55° from the substrate plane. However, in order to achieve a good coupling
between the triangular waveguides and standard rectangular waveguides, a smaller
angle is preferred.

The asymmetry resulting from the triangular waveguide geometry yields a tilt
0 of its eigenmodes w.r.t. the standard TE/TM orientation (cf. Fig.5.1(a)). As a con-
sequence, the polarization states attainable by varying the length of the first triangular
waveguide are all the states represented by the blue circle on the Poincaré sphere in
Fig.5.1. We see that in order to achieve full TE to TM conversion, one triangular
section is not enough. Therefore, we add another triangular section, mirrored w.r.t.
the first one, which enables to reach the TM polarization state by rotating along the
red circle on the sphere in Fig.5.1. The two black arrows in the sphere show how the
polarization is gradually converted from TE to TM.

The lengths L and L, of the two triangular sections leading to a full TE to TM
conversion can be obtained by simple geometric calculations in the Poincaré sphere,
and expressed as:

L 1 T
L= —2 « |arcsin — | +5
n (tan26) 2

with 6 the tilt angle of the triangular waveguide’s two eigenmodes, and Ly their
half-beat length, defined as:

= 2L, — Ly, (5.1)

L, = m (5.2)

The device has a total length of 2L;. Therefore, the stronger the birefringence of the
triangular waveguide, the shorter the device.

5.1.2 Design optimization

To design the polarization converter, we first model the triangular waveguide in
FIMMWAVE, taking into account the BCB and air claddings of a fabricated device
(see Section 5.2). Fig.5.2 shows the mode profiles of the triangular waveguide’s two
eigenmodes at A = 1550 nm.

Mode 1 Mode 2

B4 =8.52 rad.um-" B, =6.98 rad.um-"’ | 0 — cos‘l(\/m) — 23.6°
TE fraction = 0.84 TE fraction = 0.19

Figure 5.2: Intensity profiles of the triangular waveguide’s two eigenmodes, for 4 = 400 nm.
The calculated propagation constants f; and f3,, and TE fractions of these modes are indi-
cated. The diagram on the right describes how the TE fraction of the first eigenmode can
be used to estimate the tilt angle 6.
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The simulation provides the propagation constants ; and 3, of the two eigen-
modes, from which the half-beat length L; can be derived, using equation (5.2). In
Fig.5.3, the calculated half-beat length L is represented as a function of the triangu-
lar waveguide height A.
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Figure 5.3: Calculated half-beat length L; of the two eigenmodes in the triangular waveg-
uide, as a function of the triangular waveguide height 4.

We observe a local minimum in Ly for 47 = 400 nm. Setting the value of h
at this local minimum of L brings two advantages. First, according to equation
(5.1), this enables to make our device shorter (only 4.7 um). As a consequence, the
device will be more broadband (since less affected by dispersion), and more suitable
for applications where TE and TM absorption are different (such as POLIS [17]).
Second, at this local minimum, the first order derivative is 0. Therefore, the effect of
small variations in /4 (and by extension, of other geometrical parameters such as L
and L) is reduced, making the device more fabrication-tolerant.

The mode solver simulation also provides the approximate TE (power) frac-
tions of both eigenmodes. The first mode is a quasi-TE mode (TE fraction = 0.84),
whereas the second is mostly TM (TE fraction = 0.19). The diagram on the right
hand side of Fig.5.2 shows how the TE fraction of the first eigenmode can be used
to estimate the tilt angle of the eigenmodes 6. In this case, 6 ~ 24°. However, the
fact that the sum of the TE fractions of the two eigenmodes is not equal to 1 (0.84 +
0.19 = 1.03), as would be expected from orthogonal modes, shows that these values
are not accurate enough. In order to determine L; and L; accurately, the full device
is modeled in FIMMPROP, the propagation module of FIMMWAVE.

After setting & to 400 nm, the cross-section dimensions /g and w, of the in-
put/output rectangular waveguides (see Fig.5.1), as well as the lateral offsets be-
tween the different sections are optimized to maximize the coupling efficiency. For
this, each parameter is varied separately and then set to the value that gives the max-
imum transmission. It is found that the coupling between rectangular and triangular
waveguides is optimized for /4 /h ~ 2/3. This suggests the use of a very thin etch-stop
layer in the membrane to enable a simple and accurate definition of these two heights.
A 20 nm-thick InGaAsP etch-stop layer is therefore included in the simulation of the
triangular waveguides.

The simulations show that the device works best for L; = Ly = 2.35 um. This
suggests that the real value of the tilt angle 0 is close to 22.5°, meaning that the
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blue and red circles on the Poincaré sphere of Fig.5.1 intersect on the equator of the
sphere. After optimization of the different parameters (cf. table 5.1), the device ex-
hibits an insertion loss of -0.54 dB, and a polarization conversion efficiency, defined

as
out

P
PCE=__™ _ 53
P+ P 3
for a fully TE polarized input wave, of more than 99.99 %. Fig.5.4 shows how TE
light (horizontally polarized) is gradually converted to TM light (vertically polarized)
when passing through the two triangular sections of the device.

.t !
I
:

| h | L | Ly | wg | he | offset 1 \ offset 2 |
[nm] | [pm] | [pm] | [nm] | [nm] [nm] [nm]
400 | 2.35 | 2.35 | 400 | 250 30 340

Table 5.1: Dimensions of the polarization converter design, after optimization in FIMM-
PROP. As shown in the top-view diagrams above the table, “offset 17 is the lateral off-
set between a rectangular waveguide and the vertical sidewall of a triangular waveguide
(in red), whereas “offset 2” is the offset between the vertical sidewalls of two triangular
waveguides.

(Top view)
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Figure 5.4: Top-view field mapping of the horizontal (E,) and vertical components (E}) of
the electric field in the device when injecting TE light from the left hand side. (L =L, =
2.35 um.)

5.1.3 Wavelength behavior and tolerances

Next, the wavelength behavior of the device is investigated by sweeping the wave-
length from 1300 to 1700 nm. As seen on the spectrum graph in Fig.5.5, the short
length of this polarization converter makes it very broadband. For the 1400 to
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1600 nm wavelength range, the device insertion loss is less than -0.6 dB and the
PCE is more than 98 %.
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Figure 5.5: Simulated spectral behavior of the IMOS polarization converter. The polarization
conversion efficiency is > 98 % and the insertion loss < -0.6 dB in the 1400 to 1600 nm
wavelength range.

The use of wet-etching, which enables to set the slope of the slanted wall of the
triangular waveguides very accurately to 35° and to define precisely the two heights
h and h,, makes our design intrinsically tolerant. Using a single EBL step to define
the rectangular waveguides and triangular waveguides’ straight sidewalls also greatly
reduces the errors in Ly, L,, offset 1 and offset 2. However, a small overetch of the
SiN triangular waveguides sidewall protection can still lead to a reduction in &, while
a small mistake in the dose factor used in the EBL can make w, deviate from the
design. Therefore, using our FMM model of the device, we simulate the tolerance
of our polarization converter design to variations in the triangular waveguide height
h, and the input/output waveguide width w,. The results are plotted in Fig.5.6 and
Fig.5.7, respectively.
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Figure 5.6: Simulated tolerance to variations in the polarization converter’s triangular waveg-
uides height A.

As seen on these plots, an error of 20 nm in the definition of the triangular
waveguides height & (respectively, an error of 100 nm in the rectangular waveguides
width wy) increases the losses by only 0.1 dB without degrading noticeably the PCE.
Such levels of error are relatively easy to control in our fabrication process.
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Figure 5.7: Simulated tolerance to variations in the polarization converter’s input/output
waveguides width wy.

5.2 Fabrication

5.2.1 Process-flow

The polarization converter is fabricated using the IMOS pre-bonding fabrication
scheme [10]. Fig.5.8 describes the main steps of the fabrication.

0) (iv)

(i) )

(i o) h
Triangular
Rectangular walvegtl:ide
waveguide
Il B T =
SiN InP InGaAsP  InGaAs SiO, ZEP

Figure 5.8: (i-vi) Process-flow used to fabricate the polarization converter. (1) (100 nm
InGaAs /200 nm InP / 100 nm InGaAs), (2) (250 nm InP / 20 nm InGaAsP / 130 nm InP)

(1) First, a layer-stack is grown by MOVPE on an InP substrate. This layer-
stack can be separated into stack (1) (100 nm InGaAs / 200 nm InP /
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(i1)

(111)

(iv)

v)

(vi)

100 nm InGaAs), which is used to protect the membrane during sub-
strate removal, and stack (2) (250 nm InP / 20 nm InGaAsP / 130 nm
InP), which forms the membrane and will contain the device. As men-
tioned in Section 5.1, the 20 nm-thin InGaAsP layer in the membrane is
used to define accurately £ and h,, with minimum damage to the mate-
rial.

After depositing a 50 nm thick SiN layer on the sample by PECVD, an
EBL step, with ZEP resist, is used to open the SiN in the areas where the
membrane thickness should be /. The sample is then etched chemically
first in solution (A) 1HCI: 4H3PO,4 and subsequently in solution (B)
1H,SO4: 1H705: 10H,0, to selectively remove the (130 nm InP /20 nm
InGaAsP) layers from the areas opened in the SiN.

In the following step, the rectangular waveguides and the vertical side-
walls of the triangular waveguides of the future polarization converter
are defined simultaneously, by EBL on a new SiN layer. The pattern is
transferred to the III-V layers using a CH4-H, reactive ion etching (RIE)
process.

A new 200 nm-thick SiN layer is deposited, and a final EBL is used to
open locally the areas of the future triangular waveguides. The SiN layer
is then etched in a CHF3-O, RIE process, controlling the etching time
in such a way that the SiN is removed from the horizontal areas but not
from the vertical sidewalls defined previously. This is rendered possible
by the good conformality of the SiN PECVD deposition and the strong
verticality of the SiN RIE process used.

The stack (2) is then etched wet-chemically in the regions opened in the
SiN layer, using the solutions (A) and (B) mentioned in step (ii). Since
the etching produced by these solutions stops on the (112) plane of InP,
a 35° slope running from the top of the SiN covered sidewall to the first
InGaAs etch-stop layer below is obtained.

After the triangular waveguides have been created, the SiN layer is re-
moved by BHF. The InP chip is then covered with a SiO; cladding to
reduce the effect of sidewall roughness (cf. Section 3.3.2) and improve
adhesion to BCB. The chip is subsequently bonded upside-down to a sil-
icon carrier wafer using a 100-nm thick BCB layer. Finally, the substrate
and the stack (1) are removed by wet-etching to create the high-contrast
IMOS circuit.

Fig.5.9 shows the cross-section of an IMOS polarization converter just before bond-
ing (corresponding to step (v) of the fabrication process-flow shown in Fig.5.8). In
this picture, the layer-stack of Fig.5.8(1) is clearly visible, as well as the two well-
defined oppositely-loaded triangular waveguides. As seen on the left of the triangu-
lar waveguide in the foreground, the first two etch-sop layers of stack (1) are locally
etched during the wet-etching of the triangular waveguides’ slopes. However, the
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Figure 5.9: Cross-section of a polarization converter just before bonding.

last (InGaAs) etch-stop layer is still present to protect the devices during substrate
removal. Incidentally, the SiN vertical sidewall protection is still visible in the back-
ground triangular waveguide, but was removed from the triangular waveguide in the
foreground during the cleaving process preceding this picture. The only serious prob-
lem that occurred during this fabrication run is a damage at the junction between both
triangular sections (see also Fig.5.11(a) for a clearer view).

As shown in Fig.5.10, this problem can be solved by keeping a ~ 200 nm wide
SiN protection rectangle on top of the junction in step (iv) of the process-flow. Note
that in Fig.5.10 since the epitaxial layers of the real device were not present, the step
(ii) of the process-flow described above was skipped.

Important issues to consider during fabrication

When fabricating the IMOS polarization converter, the orientation of the printed pat-
tern with respect to the crystal directions of the InP wafer is of paramount impor-
tance. For a (100)-oriented InP wafer, the triangular waveguides can only be printed
parallel (£ 1°) to the primary flat.

As mentioned earlier, another important point to take into account during fabri-
cation is the junction between the two triangular waveguides. Fig.5.11(a) shows how
the junction between two triangular waveguides is damaged during the triangular
waveguide slope wet-etching. This problem has been solved by keeping a rectangle
of SiN on top of the junction. However, due to the small size of this rectangle, extra
care has to be taken in controlling the EBL dose, and the EBL resist reflow bake
duration/temperature (cf. Section 3.3.1). The design also has to be slightly adjusted
when using this technique.

Finally, the SiN RIE etching time in step (iv) of the fabrication process-flow
has to be controlled carefully. If this time is too short, a thin SiN layer will remain
on top of the area of the triangular waveguides and prevent the slope wet-etching
from taking place. This can be seen in Fig.5.11(b), where a thin layer of SiN has
prevented the slope wet-etching, except in the corners of the light gray area and in
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(©) (d)

Figure 5.10: SEM pictures taken during a fabrication test of the polarization converter on a
dummy InP wafer. (a) Top-view of the device after waveguide etch [step (iii)]. (b) Device
after SiN deposition and local dry-etching in order to open the future triangular waveguide
sections for wet-etching [step (iv)]. (c) Device after wet-etching of the triangular waveg-
uides. (d) Final device, after SiN removal in BHF, but before bonding [step (v)].

the trenches, where the SiN layer must have been originally thinner. On the other
hand, etching the SiN for too long will reduce the height of the sidewall protection.
As a consequence, the triangular waveguides height will be less than the designed
value A, and the device performance will deviate from the design.

Changes to go to post-bonding processing

In principle, the process-flow described in Fig.5.8 can be used as well for post-
bonding processing. However, two points require attention. First, the cleaved edge of
a bonded InP membrane is usually partially damaged after bonding. It is important to
still be able to determine the direction of the primary flat in order to align the pattern
properly. Second, as usual in post-bonding processing, the SiO,/BCB bonding stack
has to be protected from all steps involving HF.

After taking care of the aforementioned issues, the polarization converter is
successfully fabricated (with pre-bonding processing). The characterization of the
device is described in the next section.
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Figure 5.11: (a) Junction between two triangular waveguides damaged during the slope wet-
etching. (b) Unsuccessful slope wet-etching due to the remaining of a thin SiN layer on
top of the triangular waveguides.

5.3 Characterization

5.3.1 Characterization technique

As explained in Section 2.4, transmission measurements on passive IMOS devices
are usually performed using grating-couplers. Due to their diffractive nature, grating-
couplers are optimized to couple one polarization into the chip, and suppress the
orthogonally polarized light with a 50 dB extinction ratio [35]. As a consequence,
when grating-couplers are used, it is not possible to directly measure the polarization
state of the output light while rotating the input polarization. In order to measure
the device’s polarization conversion characteristics, while coupling only TE light in
and out of the chip, we used an alternative technique, based on the variation of the
length L. of a rectangular section introduced between the two triangular sections
(see Fig.5.12).

Figure 5.12: Diagram of the structure used to characterize the IMOS polarization converter.

As described in the Poincaré sphere diagram of Section 5.1.1, for a TE-polarized
input light, the polarization state after propagating through the first triangular section
is a complex superposition of the TE and TM modes. Since the TE and TM modes
propagate at different speed in the rectangular waveguide, a phase-shift is created
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between them that linearly increases with L. This phase-shift will distinctly mod-
ify the designed behavior of the polarization converter, and cause the polarization
state of the light leaving the device after propagating through the second triangular
waveguide to contain a partial TE component, instead of the fully TM polarized state
predicted by design. Fig.5.13 shows the simulated transmission of this structure as a
function of L., for a TE polarized input signal.

1.00

0.80 -

0.60 -

0.40 -

Normalized output power

0.20 -

0.00

Lrec (pm)

Figure 5.13: Simulated transmission of the structure of Fig.5.12 as a function of L., for TE
polarized input light.

When L. is an odd multiple of

rec 4

Ly [ (5.4)
(where Brg, Brm are the propagation constants of the TE and TM modes in the rect-
angular waveguide), the conversion in the second triangular section is reversed with
respect to the first one, therefore the output polarization state should be fully TE-
polarized. Conversely, when Ly is an even multiple of LI°, the polarization state
is the same before and after the rectangular section, and the device again functions
as a TE-to-TM polarization converter. As expected from the wave nature of light,
the linear relation between the phase-shift created in the rectangular section and its
length L, is translated into a (cosine)? variation of the TE-TE transmission versus
Liec. Thus, by measuring this transmission 7" as a function of L, and fitting the
result to

T =Tycos® (a-Lec + @) , (5.5)

the performance parameters of the polarization converter can be obtained.

5.3.2 Results

Three sets of 16 structures each are fabricated. For each set, the length of the trian-
gular waveguides is kept constant (Ly; = 2.1 pm, 2.35 um and 2.6 pum, respectively),
while the length L. of the central rectangular waveguide is varied from 4 to 11.5 pym
in steps of 0.5 um. Fig.5.14 shows the layout of one of these sets of 16 structures. In
order to reduce the writing time of the EBL steps, 1x2 MMI power splitters are used
to connect a common input waveguide to four structures.

The TE-TE transmission of each structure is measured separately using the
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Figure 5.14: Layout of a set of 16 structures used to characterize the polarization converter.

standard IMOS transmission setup (cf. Section 2.4), and normalized to the average
transmission through the 4 ports of a reference MMI tree containing only waveg-
uides. The transmission results are plotted as a function of L. in Fig.5.15.

Each set of data is fitted with a 10log; (cosz) function, in order to give suf-
ficient weight to the low power points which provide the essential information on
the polarization conversion. The fitting is then used to determine the PCE and in-
sertion loss of each set at maximum conversion (i.e. with L. optimized for full TE
to TM conversion). The usual definition of the PCE shown in equation (5.3) has to
be rewritten here in terms of the extinction ratio ER of the (cosine)? function. At a

minimum (Z,y;,) of the (cosine)? function, we measure exactly P%‘ét in equation (5.3).

Pgyt cannot be measured directly, but is by design equal to the maximum (7ax) of

the (cosine)? function (cf. Fig.5.13). Therefore, the definition of the extinction ratio,

Tinax
ER = 10log —= (5.6)
Tmin
can be rewritten here as: out
P
—IM _ 1QER/10 (5.7)
P

which, when replaced in equation (5.3), yields:

1

Again by considering the maximum (7,x) and the minimum (7i,) of the
(cosine)? function respectively as Py and PR at maximum conversion for a unit
power TE input signal, the insertion loss of the polarization converter can be written
as:

in
total

= 101og (Tmax + Tiin) - (5.9)

POut POut
Insertion loss (in dB) = 10log (M)

For each of the three sets, we measure a maximum PCE of > 99.2 + 0.2 % at
A =1530 nm (ER > 21 #+ 1 dB). Furthermore, the insertion loss for two sets (L =
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Figure 5.15: Measured TE-TE transmission of the structure of Fig.5.12 at A = 1530 nm as
a function of the length L. of the central rectangular section. Graphs (a), (b) and (c)
correspond to three sets of structures with Ly = 2.1 um, 2.35 um and 2.6 pum, respectively.

2.1 and 2.6 pm) is found to be lower than < 0.2 + 1 dB. The uncertainty in the values
of both the insertion loss and the PCE derives from variations (+ 1 dB) observed in
the transmissions of reference waveguides and MMI trees distributed over the chip.
We attribute these variations to unbalance in the MMIs, and local non-uniformities in
the BCB bonding layer thickness which, while having no effect on the polarization
conversion, are known to influence the coupling efficiency of the grating-couplers.

As expected from the design, the point Ly = 0 um corresponds to a minimum
in TE-TE transmission for the set Ly = 2.35 um. The two other sets, which do
not exhibit a minimum at Ly = O um, will still perform well without a rectangular
waveguide in between the triangular sections, but their operation wavelength will be
slightly shifted.
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Spectral behavior

Although limited by the bandwidth of the grating-couplers, the wavelength behavior
of the three sets of devices is studied using a broadband high-power Super Lumines-
cent Diode (SLED) source and an OSA.

The spectra of each set’s 16 devices are recorded and then analyzed at each
wavelength in the same way as in Fig.5.15. The fitted (cosine)? functions obtained
for each wavelength give the insertion loss and PCE versus wavelength (1), and can
be used to determine the TE-TE transmission spectrum of a device with any given
Lyec value. Fig.5.16 shows the PCE and insertion loss versus A, for Ly; = 2.6 um and
Liec =2.6 £ 0.05 yum. This graph shows that for these parameters, the PCE is above
> 92 % and the losses below < 1.5 + 1 dB over the whole C-band, with a + 50 nm
tolerance on Lyec.

100
95
S
] g Lyec = 2.55 um
a 85 r § g Liec =2.60 ym
5= 2 — L, =2.65 um
o r £ L . . .
1520 1540 1560
75 1 1 1 1
1520 1530 1540 1550 1560

wavelength (nm)

Figure 5.16: PCE and insertion loss (Inset) as a function of wavelength for the device Ly =
2.6 um and Lyec = 2.6 £ 0.05 pym.

This 35 nm bandwidth is narrower than the bandwidth predicted in the sim-
ulation section (cf. Fig.5.5). This is attributed in part to the rectangular section
introduced between the two triangular sections, which increases the effect of dis-
persion, and secondly to the rounding of the polarization converter pattern during
fabrication (cf. Section 3.3.1), which can cause parasitic reflections and deviations
from the designed polarization conversion.

5.3.3 Conclusion

In this chapter, we have presented the design of a new IMOS component, used for
efficient TE to TM conversion. The device is performing very well over the whole
C-band, is inherently tolerant and can be fabricated using standard InP membrane
technology. The fabricated device is only 10 um long (with less than < 5 um pos-
sible without the central rectangular section). The maximum measured polarization
conversion efficiency is more than > 99 %, with losses < 1.2 dB.
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Chapter 5. A Polarization conversion device

This device will be used in Chapter 7 to introduce an active-passive integration
scheme in IMOS, based on the polarization behavior of strained quantum wells.
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Chapter 6

Wavelength selective
components

In the same way as a photonic platform requires devices to control the polarization
of light (cf. previous chapter), there must also be devices which act on the wave-
length of light. In particular, one of the fundamental functions required for on-chip
optical interconnects is wavelength (de)multiplexing. Using demultiplexers, the dif-
ferent signals propagating in a given waveguide can be separated (demultiplexed)
into different output waveguides according to their wavelength. Conversely, demul-
tiplexers allow signals of different wavelengths propagating in different waveguides
to be combined (multiplexed) into a single waveguide.

The two devices mostly used in PICs for wavelength demultiplexing are the ar-
rayed waveguide grating (AWG) and the planar concave grating (PCG). Both devices
have been investigated in IMOS.

Another wavelength selective component, the distributed Bragg reflector (DBR),
is of particular interest to create optical cavities where lasing can occur. In the fol-
lowing sections, we describe the DBRs and demultiplexers realized in IMOS.

6.1 Distributed Bragg Reflectors (DBRs)

A distributed Bragg reflector (DBR) is a reflector based on Bragg’s law. In PICs,
DBRs are implemented by varying the effective index of a waveguide periodically,
along the propagation direction. As shown in Fig.6.1, this can be achieved by a peri-
odic variation of the waveguide width or height. Each periodic discontinuity creates
a partial reflection of the guided light. For guided waves with a wavelength close to
twice the optical period of the DBR, these partial reflections interfere constructively
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Figure 6.1: Diagrams representing IMOS distributed Bragg reflectors (DBRs) implemented
using top-corrugation (a), and sidewall-corrugation (b), respectively.

and add up, creating a strong reflection. If the DBR contains enough periods, there
is a range of wavelengths for which light is fully reflected and cannot propagate fur-
ther in the structure. The DBR then acts as a 1D photonic crystal, and this range of
wavelengths is called "photonic stopband".

Due to their controllable and potentially high reflectivity, DBRs are often used
to create laser cavities [7, 8]. Furthermore, the wavelength dependence of the DBR
behavior makes them interesting for wavelength demultiplexing applications. In
IMOS, the first targeted application of DBRs is a strong reflector for creating laser
cavities. Therefore, we describe below the design and fabrication of DBRs with
reflectivities of 50 % to 99 %, at A = 1550 nm, for TE or TM polarization.

6.1.1 Design

In this work, we focused on the top-corrugation DBR design. Top-corrugation DBRs
are designed using CAMFR, the 2D eigenmodes expansion simulation tool also
used for designing grating-couplers, (cf. Chapter 2). In Fig.6.2, we show the re-
sults obtained during the design of a top-corrugation DBR for TE polarization at
A = 1550 nm. The membrane thickness is set to 300 nm, one of the standard IMOS
membrane thickness values. By choosing the same etch depth for the DBR grooves
and the grating-couplers, the DBR can be fabricated in IMOS without adding any
extra step to the standard passive process-flow. Therefore, the DBR grooves etch
depth is set to 120 nm. After setting the DBR filling factor to 50 %, the pitch size is
swept from 0.28 to 0.36 um (cf. Fig.6.2(a)), to locate the maximum in reflectivity at
A = 1550 nm. This maximum is found to occur at a pitch of around 0.30 um. After
setting the pitch size to this value, we sweep the wavelength to obtain the spectral
response of the device, for 10, 20 and 25 periods (cf. Fig.6.2(b)).

The resulting spectrum shows that the device has a ~ 100 nm-wide reflection
stopband centered at A = 1540 nm, with reflectivities between 60 % and 90 %, de-
pending on the number of periods. As expected, the higher the number of periods,
the stronger the reflectivity. However increasing the number of periods beyond 25
doesn’t increase the reflectivity much. Therefore, a strong DBR reflector in IMOS
can be as short at 7.5 um. Furthermore, the simulated DBR loss is always below
1 dB, and can be as low as 0.1 dB near the maximum of the reflection stopband
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Figure 6.2: Design of a top-corrugation DBR using CAMFR. (a) Change in the reflectivity
and transmissivity of a 20 period DBR at A = 1550 nm, when sweeping the pitch size from
0.28 to 0.36 um. (b) Spectral response of the DBR for different numbers of periods after

setting the pitch size to 0.30 pm.

| Memb.thick. | pol. | pitch | etch.depth | fill.fac. | #periods | Rmax | 3dB bandw. |

[nm] - | [nm] [nm] [%] - [%] [nm]
300 TE | 300 120 50 10 69 1465-1635
25 94 1480-1605
250 TE | 315 100 50 25 96 1475-1605
T™M | 440 100 50 25 62 1525-1580
50 98 1540-1570
Table 6.1: Interesting DBRs for IMOS, simulated with CAMFR.
(A = 1570 nm).
In table 6.1, we sum up the dimensions of a few interesting top-corrugation
DBR designs for IMOS.

Since our CAMFR simulations are only able to represent 2-dimensional struc-
tures, the width of the DBR is not taken into account during the design. However,
fabricated DBRs have a finite width which influences the device’s performance. In
theory, the wider the device, the closer its fundamental mode is to a plane wave and
the better its interaction with the DBR corrugation. This is confirmed by measure-
ments carried out on fabricated DBRs, which showed 90 % reflectivity for a DBR
of width w = 2.5 um, whereas almost no reflection was observed for an otherwise
identical DBR of width w = 0.45 pum (the standard IMOS waveguide width). This
means that in the circuit layout, tapers have to be used to connect standard IMOS
waveguides to a top-corrugation DBR, leading to a longer device length.

In the following sections, we describe the fabrication and characterization of
a top-corrugation DBR with a width of w = 2.5 um. The device is connected to the
standard IMOS waveguides using 30 um long linear tapers.

6.1.2 Fabrication

As mentioned in the previous section, top-corrugation DBRs in IMOS can be fab-
ricated using the standard passive process-flow. The lateral trenches of the DBRs
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Figure 6.3: (a) GDS layout, and (b) top-view SEM picture of a 25-period top-corrugation
DBR with a pitch of 300 nm, fabricated in IMOS.

are etched together with the trenches of the passive circuit. Subsequently, the DBR
grooves are etched at the same time as the grating-couplers. Fig.6.3 shows the GDS
layout and a SEM picture of a top-corrugation DBR, fabricated in IMOS.

As usual when using EBL in nanofabrication, an important factor to consider is
the dose applied to different parts of the design. To fabricate top-corrugation DBRs
on a pre-bonded IMOS membrane using ZEP as the resist, we found that the trenches
could be printed with 38 uC/cm? (the same dose as the one used for printing standard
IMOS waveguide trenches), while the DBR grooves require a higher dose of 42-
46 uC/cm?, depending on the DBR pitch.

The alignment accuracy between the two EBL steps can be relaxed by making
the grooves overlap with the trenches by a few hundred nanometers. In this way,
any misalignment smaller than this overlap dimension will result in the DBR grooves
being printed over the entire waveguide width. However, one has to keep in mind that
the regions where trenches and grooves overlap are etched twice. This means that in
these regions, there is no InP left on top of the SiO, undercladding. Since SiO; is
etched in BHF, subsequent BHF wet etching (e.g. for SiN hard mask removal), will
attack the SiO, undercladding. Such an attack can be seen in Fig.6.3, where regions
etched twice (appearing black) are surrounded by rings of dark gray color indicating
a 1 um underetch of the SiO, undercladding. To avoid this problem, one has to limit
the number of steps involving HF, following the DBR fabrication. (For instance, the
SiN hard mask can be removed by dry etching.)

6.1.3 Characterization

4-port characterization structure

In order to determine the performance of the fabricated DBRs, we used the 4-port
structure presented in Fig.6.4. Such a structure enables to acquire two independent
measurements of the power reflected by the DBR, and two independent measure-
ments of the power transmitted through the DBR. Assuming that the losses in the
DBR are negligible (this will be shown to be legitimate close to the maximum of the
stopband), an adequately chosen ratio of these four measurements can then be used
to clear off the unknown loss contributions in the structure’s four arms (o, 0y, O3
and oy), and obtain the actual reflection coefficient R of the DBR.

With o (~ 0.5) the power transmission through the MMI, P, the power
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Figure 6.4: (a) Schematic and (b) actual layout of the 4-port structure used for DBR charac-
terization.

coming from the input fiber, and R, 7', the reflection and transmission coefficients of
the DBR, the powers FP;; measured when placing the fibers between port i and port j
can be written as:

Py = 01030, RPn
Puyu= 01040T P
Pz = 00305l Pn
Py = 000y gRPy

(6.1)

If one then assumes that the losses in the DBR are negligible (in the design section,
this is shown to be true close to the maximum of the stopband), we have R+ T = 1.
Thus, we can write:

_ PuPs3  (1-R)?
- P3Py R
This is a simple quadratic equation in R, of which only one solution is physically
significant (we must have R € [0, 1] and B > 0). This solution is:

_1-vB
- 1-B°

B (6.2)

R (6.3)

Results

A 25-period top-corrugation DBR designed for TE polarization is fabricated in a
300 nm InP membrane, with a pitch of 300 nm, a filling factor of 45%, and an
etch depth of 120 nm, and characterized using the 4-port characterization structure
described above.

Fig.6.5(a) and (b) show the transmission data acquired when feeding the ASE
light of an EDFA in a 4-port characterization structure without DBR, and with the
fabricated DBR respectively. By symmetry of the structure, we always have Pj3 ~
P4, while, due to the 0.65 mm length difference in the ports 1-to-4 and ports 2-to-3
paths (cf. Fig.6.4(b)), P>z > Pi4.

For the control 4-port characterization structure without DBR (see Fig.6.5(a)),
Py3 (respectively Py4) is equivalent to the transmission through a 0.85 mm long (re-
spectively 1.5 mm long) waveguide with 6 dB extra loss due to the two MMI cou-

71



Chapter 6. Wavelength selective components

without DBR with DBR
1 ﬁ 1
i . ’ @ X
;4 4
-40 : : : : : -40
3
S -50 -50 r
g — Py3
3 -60 — P, 60
o
B Pas
3 0 — Pau 70 ¢
9] U
= -80 -80 H : T T m
1520 1540 1560 1580 1520 1540 1560 1580
Wavelength (nm) Wavelength (nm)

() (b)

Figure 6.5: Measured transmission spectra of a control 4-port characterization structures
without DBR (a), and of a 4-port characterization structure with DBR (b), using the ASE
of an EDFA as the input signal. The 25-period DBR was fabricated in a 300 nm thick InP
membrane, with a 300 nm pitch, a 45% filling factor, and an etch depth of 120 nm.

plers. That is why P»3 and Py4 are relatively strong signals. The passive losses on the
chip were measured independently to be around agg = 2 dB.mm!. Therefore, the
difference in transmission between P»3 and P4 should be around ogg X 0.65mm =
1.3 dB. The measured transmission difference of 6 dB suggests either a difference in
coupling during the measurements, or a damage in the waveguide of port 1 or port 4.

Since no DBR is present in this control structure, Pj3 and P4 are expected to
be close to 0. However, for both of them, a weak signal can still be picked up, caused
by parasitic reflection in the MMI couplers. Indeed, the fringes appearing in both

Py3 and P»4 have a period of AL = 1.028 nm, corresponding to the resonances of a
waveguide distance between the two MMI splitters (cf. Fig.6.4(b)).

For the 4-port characterization structure containing a DBR (see Fig.6.5(b)), the
trend is reversed. Pj3 and P4 are now powerful signals with a level comparable to
the P»3 transmission of the case without DBR, whereas, P»3 and Pj4 are about 15 dB
lower. This indicates that the fabricated DBR has a strong reflection coefficient, and
a low insertion loss. The ripples appearing in P;3 and P4 are due to the Fabry-
Pérot cavities formed between the right MMI coupler and the DBR, and between the
left MMI coupler and the DBR, respectively. Furthermore, this time the difference
between P»3 and Py4 is closer to the value of 1.3 dB calculated using ogg and the
length difference between the ports 2-to-3 and ports 1-to-4 paths.

In order to obtain a quantitative estimate of the fabricated DBR’s reflection
and transmission coefficients R and 7, the data presented in Fig.6.5 is processed as
follows:

Fabry-Pérot cavity of length* L = = 0.291 mm, which corresponds to the

Pwith DBR . .
—2 == provides a direct measurement of 7.

* The ratio Teas = Py

*Ngroup Was determined using ring resonators and MZIs (cf. Section 3.2), fabricated on the same
chip.
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Figure 6.6: Wavelength dependence of the reflection and transmission coefficients of an
IMOS DBR, obtained by processing of the measurement data shown in Fig.6.5 (Tineas,
Rieast and Rpyeasn), and CAMEFR simulations (7, and Rgim ).

. . . PWi[h DBR X loadBAL/IO
* R can also be directly estimated by the quantity Rpeaq; = pou DBR ,

where agg = 2 dB.mm! is the independently measured waveguide propagation
loss, and AL = 0.3 mm is the length difference between the ports 1-to-3 and
ports 2-to-3 paths.

1-vB

with DBR pwith DBR
— Pl4 PZ?

* Finally, as shown in the previous section, the quantity Ryeas2 = 7, With
= U DBR py i DB provides an other estimate of R, which is more robust

—B >
B
24

since it intrinsically cancels the loss contributions in each port, but at the price
of neglecting the losses in the DBR.

In Fig.6.6, these three quantities Tineas, Rmeast and Rpeas2 are plotted alongside their
simulated counterparts Ty, and R, obtained using CAMFR.

We observe a near-perfect agreement between Tieqs and Ty, over the measured
wavelength range (1520 to 1580 nm). In particular, the end of the DBR reflection
stopband after A = 1560 nm, where T starts to increase, matches very well the sim-
ulated spectrum. Rpeqq1 also follows the trend of Rgjp,, however the noise due to the
parasitic reflections in the MMI splitter makes it hard to read precise values of the re-
flection coefficient on the graph. Finally, the graph of quantity Ryeas2 also follows the
simulated shape of the DBR reflection stopband. Since the FP resonances are con-
tained in the parameters 1, 0, 03 and 04, they cancel out during post-processing,
making Rpeas2 much smoother than Rye,s1. However, Ryeaso of course deviates from
the simulated spectrum Rg;,,, when the losses inside the DBR are shown by the sim-
ulations to be non-negligible (away from the stopband maximum at A = 1560 nm).

6.1.4 Conclusion

We have designed and fabricated a top-corrugation DBR for TE polarization in IMOS.
The maximum of the measured reflectivity is on the order of 90% at A = 1550 nm,
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and the spectrum matches the design closely. Since it can be fabricated in the same
steps as the standard IMOS waveguides and grating-couplers, this device doesn’t
add any extra step to the IMOS fabrication process-flow. This device will be used in
Section 7.3.2 to demonstrate the first IMOS laser realized in our group. Finally, it is
expected that by varying the geometrical properties of this device (pitch, filling factor
and number of periods), TE and TM reflectors of varying strengths and bandwidths
can be produced to fit the requirements of different applications.

In the next section, we describe two devices that can be used for wavelength
demultiplexing in IMOS.

6.2 Wavelength demultiplexers

6.2.1 Arrayed Waveguide Grating (AWG)

First demonstrated in 1988 [41], the Arrayed Waveguide Grating (AWG) is the most
commonly used demultiplexer device in PICs. It uses the imaging and dispersion
properties of an array of waveguides to image the different wavelengths present in an
input waveguide onto different output waveguides.

The mask layout of an AWG is shown in Fig.6.7(a). The device consists of two
symmetric un-etched free propagation regions (FPRs) connected through an array
of delay waveguides. The light diffracting out of the input waveguide spreads in
the first FPR with a diverging curved phase-front, and is picked up by the array of
delay waveguides placed on this phase-front. The length increment AL between the
delay waveguides is chosen such that for the center wavelength Ay of the AWG, the
phase delay in each arm equals m - 27, where m is an integer. Therefore, the field
distribution at the output aperture is the same as the field at the input aperture, except
that the phase-front is now a converging one. The Ay light coming out of the array
therefore focuses in the center of the image plane, where it can be collected by an
output waveguide. For other wavelengths near A, the phase delay in each arm is
not a multiple of 27 anymore and the phase-front at the end of the array of delay
waveguides is tilted. As a result, the focusing of the light occurs at other positions,
where it can be collected by different output waveguides.

Fig.6.7(b) shows two identical AWGs fabricated on the IMOS platform. The
designed channel spacing of the device’ is 500 GHz (4 nm) and the FSR, 32 nm.
Fig.6.8 shows the measured transmission spectrum of the device. A demultiplexing
behavior can be observed, with an FSR of 32.6 nm and a channel spacing of 3.96
nm, very close to their design values. However, the spectrum is very distorted and
the losses very high (~ -15 dB). The most probable cause for this is that sidewall
roughness and EBL stitching in the array of delay waveguides create phase noise
which disrupts the imaging performance of the AWG.

This problem can be solved by improving the fabrication technology in order to
significantly reduce the roughness of the waveguides and the stitching. Alternatively,
another demultiplexer design called Planar Concave Grating (PCG), where the dis-
persion is achieved using a planar grating, can be considered to circumvent the use

fMuhammad Muneeb (Ghent University — IMEC) designed this AWG, as well as the PCG described
in the next section.
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Figure 6.7: (a) Layout of an IMOS AWG demultiplexer (FPR = free propagation region). (b)
45° aerial microscope image of two fabricated AWGs.

of waveguides altogether.

6.2.2 Planar Concave Grating (PCG)
Design

A PCG demultiplexer (also referred to as Echelle grating, or etched diffraction grat-
ing) functions by combining the high dispersion of a large period grating, with the
focusing power of a concave mirror. As shown in Fig.6.9, the light coming from the
input waveguide spreads in an un-etched free-propagation region (FPR) and reaches
the PCG, where it is simultaneously reflected and diffracted by the grating corru-
gation, and re-focused by its curvature. Due to the inherent dispersion of the grat-
ing, different wavelengths are diffracted in different directions, and can therefore be
collected separately by several output waveguides placed on the so-called Rowland
circle (see [42], for more detail on the design and behavior of PCG demultiplexers).

An eight-channel PCG demultiplexer is designed for TE-polarized light, with a
central wavelength of 1550 nm, and a channel spacing of 4.0 nm. In order to reduce
the insertion loss of the device, the transitions between waveguides and the FPR are
optimized using deep and shallow etching (cf. Fig.6.10(i)), and the reflectivity of the
PCG’s facets is maximized using DBRs (cf. Fig.6.10(ii)). According to CAMFR
simulations, a six-period DBR with 350 nm period, 50% filling factor, and 250 nm
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Figure 6.8: Measured transmission spectrum through the 6 ports of the AWG pictured in
Fig.6.7.
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Figure 6.9: Layout of an IMOS PCG demultiplexer

etch depth can provide above 90% power reflection in the 1520 to 1620 nm wave-
length range.

Fabrication

Like other devices demonstrated on the IMOS platform [12], the PCG demultiplexer
is fabricated in a 300 nm thick InP membrane after the latter has been bonded to
a silicon carrier wafer (see Section 2.3 for more detail on the IMOS post-bonding
fabrication scheme).

Fig.6.10 shows a 45° aerial microscope image (as seen during the measure-
ments) of the PCG demultiplexer fabricated according to the layout of Fig.6.9. Fig.6.10(1)
shows the deep-shallow transition designed to optimize the coupling from the input
waveguide to the FPR of the PCG. The overlap regions between shallow and deep ar-
eas have been etched twice. Therefore there is no InP left in these overlap regions and
the underlying SiO; cladding is exposed to the air, charging and showing up bright
on the SEM picture. In this case, it is very important to avoid prolonged exposure of
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deep unetched
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Figure 6.10: 45° aerial microscope image of the fabricated PCG demultiplexer. (i) SEM
picture of the PCG input waveguide-to-FPR transition. (ii) SEM picture of a DBR facet of
the PCG.

the chip to HF, as it will etch the SiO, cladding under the waveguides and damage
the III-V structure during drying, due to strong capillary forces [43] (see Fig.6.11).

Fig.6.10(ii) shows a DBR facet of the PCG. In order to obtain a high reflection,
it is important for the fabricated DBR to match closely its designed dimensions (in
this case, 350 nm period, 50% filling factor, and 250 nm etch depth). Since EBL is
prone to proximity effects [44], the exposure dose of the DBR grooves has to be ad-
justed to obtain an acceptable dimension control (see Fig.6.12). The exposed pattern
after correction is still not matching perfectly the design, especially in the top-left
and bottom-right corners of the DBR (cf. Fig.6.10(ii)), where the effective exposure
dose is still too low, and too high, respectively. However, as will be shown in the
characterization section, the well-defined central part of the DBR is good enough to
create the high reflection needed.
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Figure 6.11: Output waveguides of the PCG destroyed by the strong capillary forces occur-
ring after removal of the SiO, under-cladding by HF, subsequent rinsing in DI water, and
blow-drying of the sample.
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Figure 6.12: Excerpt of the GDS file used to print the DBR depicted in Fig.6.10(i), showing
the proximity effect correction (PEC) applied to improve the printed pattern.
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Characterization

In order to assess the performance of the fabricated PCG demultiplexer, the light of
an amplified spontaneous emission source covering the C-band (1530 to 1565 nm)
is fed into the device’s input. The spectrum of the light collected by each of the
device’s output ports is then recorded using an OSA, and normalized to the spectrum
of a reference waveguide fabricated next to the PCG demultiplexer (cf. Fig.6.9).

Fig.6.13 shows both the designed (a), and the measured (b) transmission spec-
trum of the device. In the measured spectrum, each channel’s central lobe matches
very well the predicted Gaussian shape. The channel spacing of the measured device
(3.96 nm) is close to the designed value of 4.0 nm. The spectrum is blue-shifted by
4.1 nm with respect to the designed spectrum, and the insertion losses (2.8 dB) are
higher than the value predicted in our simulations (0.2 dB).

The wavelength shift is caused by a deviation of the membrane thickness from
the design value. The extra insertion loss arises due to fabrication imperfections
in the PCG’s DBRs, including trench width variation, roughness, e-beam proximity
effects (cf. Fig.6.10(i1)), and to a lesser extent, non-verticality [45]. Furthermore,
each channel of the measured spectrum presents sidelobes on both sides of the cen-
tral transmission peak, which can best be seen when superimposing the eight output
channels of the device, as in Fig.6.14. These sidelobes originate from the phase
noise created by membrane thickness non-uniformity, and by the DBRs fabrication
imperfections described above. However, their transmission level does not exceed
-21.3 dB, meaning that the cross-talk figure for our device is better than -18 dB.
Finally, the power non-uniformity between the different channels is below 1.2 dB.
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Figure 6.13: (a) Designed transmission spectrum of the IMOS PCG demultiplexer. (b) Mea-
sured transmission spectrum of the fabricated device. (Axes scales in both graphs are
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Figure 6.14: Superimposed transmission spectra of the fabricated PCG demultiplexer’s eight
channels, showing a very good overlap and a maximum transmission power non-uniformity

of 1.2 dB.
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6.2 Wavelength demultiplexers

6.2.3 Conclusion

In order to provide IMOS with a demultiplexing device, an AWG and a PCG were
designed and fabricated. The first attempt at making an AWG in IMOS failed due
to the sidewall roughness and EBL stitching during fabrication. However, we have
demonstrated the first successful PCG demultiplexer fabricated on an InP-based pho-
tonic membrane platform. The device shows 2.8 dB insertion loss, 1.2 dB channel
non-uniformity and -18 dB cross-talk. It is a key component that can be applied in
WDM signal processing, and in multi-wavelength lasers.
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Chapter 7

The POLIS active-passive
integration scheme

In the previous chapters, we have demonstrated a number of devices used for light
guiding, memory applications, polarization conversion, and wavelength control. The
final step to create a full photonic platform is to demonstrate devices able to gener-
ate and amplify light. As explained in Chapter 2, several active-passive integration
schemes are available in IMOS. In this thesis, we focused on the POLIS scheme,
because the regrowth technology for butt-joint integration in membranes was not yet
available in COBRA, and because it connects smoothly with the processing devel-
oped for the polarization converter (cf. Chapter 5).

In the following sections, a detailed description of the POLIS material and
its properties is given, then some laser designs are described for integration in this
scheme, and finally, preliminary experimental results are presented, including the
demonstration of the first IMOS laser fabricated in the Phl group.

7.1 POLIS Material analysis
7.1.1 POLIS principle

As mentioned in the introduction of this chapter, the POLIS integration scheme relies
on the polarization behavior of strained QWs. In semiconductors, TM absorption is
caused by light hole transitions, while TE absorption is caused both by light hole (~
25 %) and heavy hole (~ 75 %) transitions [46, 17]. Fig.7.1 represents qualitatively
the separation of the light hole and heavy hole subbands for compressive, zero and
tensile strain, respectively. Under compressive strain, the heavy hole subband lies
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k, k.

Compressive Unstrained Tensile

Figure 7.1: Influence of strain on the band structure of quantum wells [47]

above the light hole subband. Therefore, there is a range of energies in which only
heavy hole transitions are possible. For this wavelength region, TM-transparency
and TE-absorption are achieved simultaneously. Note that under tensile strain, the
light hole subband is raised above the heavy hole subband. The bandgap is then the
same for the two polarizations. Therefore, the POLIS concept can only work with
compressive strain.

The higher the strain in the QW, the larger the separation between the light
hole and heavy hole subbands. However, if the strain in the QW is too high, local
relaxation will occur in the material, causing optical loss. In order to benefit from
the POLIS effect over a wide wavelength range, while maintaining the quality of the
QW, a strain of 0.9 % is a good compromise [17]. This strain, as well as an emission
centered around A = 1550 nm, can be obtained in a ~ 2 nm thick Gag34IngggAs
quantum well. With these parameters, an optical bandwidth of 150 nm can be ob-
tained in which the POLIS effect exists.

7.1.2 POLIS layer-stack

In order to realize the first POLIS experiments on the IMOS platform, the layer-
stack shown in table 7.1 is grown on an InP substrate*. Layer 1 is a sacrificial layer
used to protect the bonded membrane during substrate removal. Layers 4-8 form the
membrane used for standard IMOS waveguides. Layer 2 is lightly n-doped, to be
used both as n-contact for electrical pumping, and for the fabrication of polarization
converters (cf. Chapter 5). Layers 9-11 were designed for creating the p-contact of
active devices. However, as will be shown in Section 7.2.3, carrier injection in the
QW can be improved by modifying these layers.

*Epitaxy realized by René van Veldhoven, from the PSN group (TU/e)
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’ Layer ‘ Material Function Thickness [nm] ‘ Doping [cm™] ‘

12 InP cap layer 30 n.i.d.

11 InGaAs p-contact 100 p=1x10"

10 InP p-contact 10 p=5x10"

9 Q(1.25) p-contact 130 graded top =1 x 10™3
8 InP membrane 115 n.i.d.

7 Q(1.25) barrier 10 n.i.d.

6 Gag 34Ing g6As | strained QW 1.8 n.i.d.

5 Q(1.25) barrier 10 n.i.d.

4 InP membrane 115 n.i.d.

3 Q(1.25) etch-stop 20 n.i.d.

2 InP n-contact 130 n=>5x 108

1 InGaAs sacrificial 500 n.i.d.

InP substrate

Table 7.1: Layer-stack of the wafer used for the experiments shown in Section 7.3. The
POLIS quantum well is highlighted in red.

7.1.3 Photoluminescence (PL)

Photoluminescence (PL) is a useful technique to characterize the quality of semicon-
ductor materials. When light with a photon energy larger than the bandgap energy
E, is entering the material, photons are absorbed and electrons are raised to higher
energy states. These electrons eventually return to the ground state, thereby emitting
a photon when the transition is radiative. These emitted photons form the photolu-
minescence (PL) of the material, and their spectral distribution shows a peak at the
bandgap energy. Fig.7.2 shows the PL spectrum of the POLIS QW at room tempera-
ture. Since the PL excitation light is emitted in the direction normal to the wafer, we

= N
B N o

PL Intensity [a.u.]

o
o

0
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PL wavelength [nm]

Figure 7.2: Room temperature photoluminescence (PL) spectrum of the POLIS QW.
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can only monitor the TE emission of the QW. The peak of the TE emission spectrum
appears at A = 1550 nm, where future lasers should operate.

While the POLIS scheme has been shown to function on a bulk InP platform
[17], one of the concerns when moving to IMOS is whether the strain, and thus
the POLIS effect, can be conserved after bonding the membrane and removing the
substrate. In order to investigate this, a piece of the layer-stack shown in table 7.1,
with only layers 4 to 8 (all contact layers removed), is bonded on silicon. Waveguides
of different lengths are printed on the sample, with either TE or TM grating couplers.

Fig.7.3 shows the measured TE absorption spectrum of the fabricated waveg-
uides. Since SEM inspection of the waveguides didn’t reveal any important rough-
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Figure 7.3: (a) TE power transmitted through POLIS waveguides of different lengths. (b)
TE modal absorption in the POLIS waveguide as a function of wavelength (obtained by
fitting the data shown in (a)).

ness or defects, the waveguide scattering loss is expected to be below 20 dB.cm™!
(cf. Section 3.2). The measured modal absorption of 100-600 dB.cm™! between A =
1460 and 1600 nm is thus almost entirely caused by the strained QW. The overlap
of the waveguide mode with the QW is around 1 %. Therefore, the measured modal
absorption corresponds to a QW absorption in this wavelength range of 2-14 x 103
cm!. This is comparable to the values reported for POLIS in bulk InP [17].
Furthermore, the absorption increases strongly below A = 1550 nm, suggest-
ing that the bandgap of the QW has not changed much after bonding and substrate
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removal. Since the bandgap is dependent on the strain in the QW, there was a pos-
sibility that strain relaxation in the membrane after substrate removal could shift the
bandgap. In order to completely reject this possibility, a PL spectrum of the QW af-
ter bonding should be recorded. However, time constraints prevented us from doing
this.

In order to demonstrate that the strain and the POLIS effect are still present
after bonding, we have to show a wavelength range with TE-absorption and TM-
transparency. Unfortunately, the TM grating couplers didn’t perform well on this
chip (they had high losses and a distorted spectrum, which may indicate overcou-
pling and should be redesigned with an adjusted filling factor). Therefore, it was not
possible to repeat the measurements for the TM polarization with the same precision
as for TE. A rough estimate would put the TM modal absorption around 35 =+ 20
dB.cm™ at A = 1550 nm, hinting at a useful POLIS behavior still being present after
bonding and substrate removal. However, more experiments are required to confirm
this.

In the next section, we describe the design of lasers to be fabricated using the
POLIS scheme.

7.2 Laser design

A laser is a device that emits light through a combination of light amplification and
feedback. They are the most used type of optical source in PICs, because they can be
made small (a few um to hundreds of um), their output power can be relatively high
(tens of mW), and they provide good spectral purity.

7.2.1 Laser principle

Light of a specific wavelength that passes through a semiconductor gain medium can
be amplified if the the gain medium is supplied with energy. The energy is typically
supplied as an electrical current (electrical pumping) or as light at a lower wave-
length (optical pumping). In both cases, the goal is to create electron-hole pairs in
the gain material. When an electron and a hole are present at the same place, they can
recombine in a non-radiative (no photon emission) or radiative way (one photon is
emitted with an energy equal to the difference between the energy states of the elec-
tron and the hole involved). If a photon of the appropriate frequency passes through
the medium, it can stimulate the electron-hole pair to recombine while emitting an
additional photon of the same phase, frequency, polarization and direction. This is
called stimulated emission, and is the fundamental principle behind optical gain.

If a gain material is supplied with energy and placed in an optical cavity, light
can be amplified during each round-trip through the cavity. Above a certain pumping
power (the lasing threshold), the light amplification becomes larger than the cavity
losses (caused mainly by absorption, scattering and outcoupling). The power of the
recirculating light can then rise exponentially, making the device lase. In that case
however, since each stimulated emission returns an atom from its excited state to the
ground state, the net gain (gain minus losses) reduces to unity, and the laser reaches
a steady-state operating point.
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Electrical pumping in semiconductor lasers requires processing steps (doping,
isolation, metallization) which can be skipped when using optical pumping. There-
fore, optical pumping is often used for first laser demonstrations [8]. In the next
sections, the laser concepts for both optical and electrical pumping are described.

7.2.2 Optically pumped lasers

In this section, we present four simple laser designs for POLIS: a DBR laser, a DFB
laser, a DBR laser with a ring etalon, and a ring laser.

POLIS DBR laser

The first lasers ever constructed were formed by a pair of mirrors on either end of a
gain medium. As shown in Chapter 6, a high-quality mirror can be made in IMOS
using a DBR. Therefore, a simple POLIS laser can be created using the configuration
shown in Fig.7.4. This DBR laser functions as follows. A TM-polarized pump signal

Amplification
section (TE)

Figure 7.4: POLIS DBR laser design. (PC = polarization converter.)

with a wavelength of A,ump (Within the TM transparency range of the POLIS QW) is
fed from the left-hand side of the device. The first DBR is designed to transmit lpump
and reflect Aj,ser, the maximum of the QW gain spectrum, and the expected operation
wavelength of the laser. The pump light then reaches the first polarization converter
and its polarization is converted to TE. It is subsequently absorbed, due to the POLIS
effect and creates electron-hole pairs in the amplification section. These electron-
hole pairs recombine to emit TE photons at a wavelength close to Ajser. When these
photons reach either polarization converter, their polarization is switched to TM.
They can thus propagate without being absorbed and reach the DBR designed to
reflect them. Thus a cavity is created between the two DBRs for A5 photons. The
right-hand DBR has a smaller number of periods than the left-hand one, therefore a
fraction of the light can escape there and laser emission can be measured.

Since the laser cavity length is much longer than A, the cavity supports
several longitudinal modes. Usually, the DBR reflection spectrum is so narrow that
only one longitudinal mode can lase. However, as shown in Section 6.1.3, IMOS
top-corrugation DBRs, even with a large number of periods, are rather broadband.
Therefore, a potential problem faced by this laser is multi-mode operation. To solve
this problem, one of the solutions is to reduce the length of the cavity until only one
mode can lase. This can be achieved in a DFB laser.
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POLIS DFB laser

In the POLIS DFB laser shown in Fig.7.5, the two DBRs are separated by a quarter-
wave shift (160 nm in this case). As in the DBR laser’s case, the pump signal is sent

DFB
10_pm PC (TE, Alaser) PC
A laser e . A laser
(TM) Amplification (TM)

section (TE)
A

pump

(TM)

pump
- (TM)

—

Figure 7.5: POLIS DFB laser design. (PC = polarization converter.)

in the TM polarization from the left-hand side. It is then converted to TE and pumps
the QW in the amplification section. Emission at A is amplified and oscillates
between the two closely positioned TE DBRs. Finally, some of the Ajaq; light leaves
the cavity, is converted to TM by the polarization converter, and can be detected.

Due to the limited bandwidth of the grating-couplers used to couple light in
and out of the chip, it is in general only possible to measure Ajzser OF Apump in any
given port. The MMI coupler, on the left of the structure in Fig.7.5 sends half of the
pump power to the lower-right port. There, a grating-coupler centered at Apump can
confirm that the fiber on the left is correctly aligned, and thus that the DFB laser is
receiving pump light.

Another way to limit the multi-mode operation of a DBR laser is to add a
wavelength-selective etalon in the cavity.

POLIS DBR laser with a ring etalon

In Fig.7.6, we show a POLIS DBR laser with a ring resonator etalon in the cavity.
By placing a high-reflectivity DBR at the drop port of the ring resonator, we limit the

pump

(TM) Amp_llflcauon laser
section (TE)

Figure 7.6: POLIS DBR laser design with a ring etalon. (PC = polarization converter.)

range of wavelengths that can oscillate in the laser cavity to the longitudinal modes
of the cavity which match the resonant wavelengths of the ring resonator.
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Another advantage of the present configuration is that the pump signal can
reach the amplification section without having to pass through a DBR. This will
increase the pumping power received by the amplification section.

POLIS ring laser

The final laser design considered for the first POLIS fabrication run is a ring laser
design, shown in Fig.7.7. This time, the Ajase light generated in the amplification

Amplification
o~ section (TE)

A laser

10 um
_Hn (TM)

Figure 7.7: POLIS ring laser design. (PC = polarization converter.)

section doesn’t reflect back and forth between two DBRs. Instead, it resonates in
the ring, provided it matches one of the resonance wavelengths of the ring. Like
the POLIS DBR laser described earlier, this laser design is potentially multimode,
because several of the ring resonances will fit in the gain band.

7.2.3 Electrical pumping and contacting

Although electrical pumping requires more processing steps than optical pumping,
it is the way to go for miniaturization and mass production of semiconductor ac-
tive devices, especially if they are to be integrated with transistors. Since electrical
pumping requires doped layers, it is of particular importance to adjust the layer-stack
and the geometry of the amplifier cross-section to reduce the optical loss caused by
doping. At the same time, the resistance of the carrier injection path has to be mini-
mized to ensure efficient pumping, and avoid thermal problems which are especially
threatening for membrane lasers.

Layer-stack optimization

In an electrically pumped amplifier or laser, gain is achieved by injecting charge car-
riers (electrons and holes) into the active region. Holes are brought from the p-doped
regions, and electrons from the n-doped regions. For the signal to be amplified, the
electron-hole pair recombinations have to occur inside the gain medium. In a QW
laser, the small bandgap of the QW acts as a trap for both electrons and holes. How-
ever, when simulating’ the first POLIS layer-stack designed for electrical pumping
(see table 7.1) under a forward bias of 2.0 V, the band diagram shown in Fig.7.8(a)
is obtained. Further analysis shows that the electrons are not trapped in the QW, but

Simulations realized by dr. D. Heiss (PhI), using non-commercial software.
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Figure 7.8: Redesign of the p-contact for successful carrier injection in the QW. (a) Band
diagram of the POLIS layer-stack under 2.0 V forward bias, with only p-InGaAs and p-
Q1.25 in the p-contact, and (b) with an added p-InP layer.

tunnel through the barrier and leak away from it. As a consequence, most of the
electron-hole recombinations occur in the p-contact region, and do not contribute to
the gain at all.

This problem can be solved by adding a layer of p-doped InP between the in-
trinsic InP and the p-doped Q1.25 layer. As shown in the band diagram of Fig.7.8(b),
this raises the conduction band on the left-hand side of the QW, effectively prevent-
ing injected electrons from tunneling to the p-side. It is estimated that with this new
layer-stack, around 90 % of the electron-hole recombinations will occur in the QW
region.

Amplifier design

After optimizing the layer-stack, the geometry of the amplifier also has to be de-
signed in order to efficiently inject holes and electrons into the active region. In this
work, the diode structure of Fig.7.9 is chosen to avoid short-circuiting by spatially
separating the n and p doped injection paths. Another technique relying on the par-
tial oxidation of an Aluminium containing layer has been investigated previously in
IMOS [48]. However, this approach leads to some problems linked to strain, high-
temperature and susceptibility to damage by HF.

To reduce the optical mode loss, doped and absorbing layers (InGaAs absorbs
strongly at A = 1550 nm) have to be placed as far away as possible from the optical
mode. However, doping is needed to reduce the resistance of the path followed
by carriers to reach the active region. If the resistance is too high, heat will be
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generated, potentially leading to permanent damage to the amplifier. In order to find
a good compromise between these two effects, the structure of Fig.7.9 is simulated
in FIMMWAVE.

p-doped
InGaAsP

Figure 7.9: Cross-section of the SOA structure simulated in FIMMWAVE.

The QW is placed in the center of the membrane layer-stack. Since this is
where the field is strongest, the overlap of the optical field with the QW is maximized,
and the efficiency of the amplifier is improved. Furthermore, the non-dominant (TE)
field components of the TM polarized mode are absorbed by the POLIS QW. Since
these non-dominant components are zero in the center of a symmetric waveguide
layer, placing the QW in the center of the membrane stack simultaneously reduces
the propagation loss in the passive sections [17].

Due to the very high absorption of InGaAs at A = 1550 nm, the most critical
geometrical parameter in this structure is the distance d (cf. Fig.7.9) between the
p-doped InGaAs contact layer and the active region (QW). A sweep is performed in
FIMMWAVE to determine I'y jnGaas, ['p-inGaasp and I'y-1pp, the overlaps of the optical
mode with each contact layer, as a function of d. The mode loss in dB.cm’! is then
calculated using:

Oldoping = 4.34 x (Fp—InGaAs Op-InGaAs + 1—‘p—Ql.ZS 0p-Q1.25 + 1—‘n-InP(Xn-InP) (7.1)

with o, the material absorption of layer x. The series resistance for each layer is

calculated using [17]: 4
X
Rs x LN A, (7.2)
where d, is the distance carriers have to travel in layer x, e the electronic charge,
U, the carrier mobility, N, the carrier concentration in layer x, and Ay = t, X L the
cross-section area perpendicular to the carrier path (¢, is the thickness of the layer,
and L = 100 um is the device length chosen for preliminary design).
The result of the simulation is presented in Fig.7.10. As expected, a compro-
mise has to be found. In order to keep the loss below 20 dB.cm™!, we choose d =
0.35 um. The total series resistance is then around R, (o1 = 70 €2.

In the following section, we describe the first experimental results obtained on
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Figure 7.10: POLIS Amplifier mode loss and series resistance as a function of the distance
between the InGaAs p-contact and the active region.

an optically pumped laser on an IMOS chip with a POLIS quantum well. Electrical
pumping could not be demonstrated because of time constraints.

7.3 Experimental results

7.3.1 Fabrication

A piece of the layer-stack shown in table 7.1, with only layers 4 to 8 (i.e. without
any contact layer), was bonded on silicon. The process-flow used for fabricating the
polarization converter (see Section 5.2) was then reproduced to create the 4 types of
lasers presented in Section 7.2.2. However, all the polarization converters of the chip
were damaged in the last step, due to the unexpected high etch-rate of the strained
POLIS quantum well in the standard InGaAs/InGaAsP wet etching solution®, and
possibly also in the standard InP wet etching solution®.

Fig.7.11 shows the SEM picture of a polarization converter damaged after etch-
ing the slopes of the triangular waveguides. The dashed lines in the bottom right inset
indicate the expected shape of the triangular waveguide. The bottom layers (QW /
10 nm InGaAsP / 115 nm InP) have been completely removed. Since this did not
happen in the fabrication of the polarization converter without QW, we have to con-
clude that the problem is caused by the strained POLIS QW. During the slope etch
of the triangular waveguides, the QW was most probably etched very quickly, open-
ing the way for the subsequent chemical solutions to etch the underlying layers (see
Fig.7.12(b)).

For future processing of IMOS chips with POLIS material, it is advisable to
avoid any wet etching of the strained QWs. One might consider the waveguide
cross-section of Fig.7.12(c), and use it to redesign a polarization converter using
the method described in Chapter 5.

#1H,S04: 1H,0,: 10H,0
$1HCI: 4H;PO,
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— lum  NanoLab 16-08-2013
5.0kV LEI SEM WD 15.8mm 12:42:06

Figure 7.11: Damage to the polarization converter triangular sections, caused by total under-
etching of the strained QW during the slope etch.

@ (b) ©

Figure 7.12: (a) Ideal triangular waveguide cross-section. (b) Triangular waveguide obtained
with total under-etch of the strained QW (cf. Fig.7.11). (c) Cross-section considered for a
new polarization converter design in POLIS, without QW wet etching.
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Because of this unexpected problem, all the devices on the chip were unusable
for optical pumping through the waveguide. However, optical pumping from the top
was still possible for the DFB lasers. Since also the waveguide path for the laser light
was now blocked, only the light scattered out of the cavity in the direction normal to
the chip could be detected.

7.3.2 First IMOS laser

In this section, we describe the first successful IMOS laser realized in our group.
A SEM picture of the laser is shown in Fig.7.13, while its dimensions are given in
table 7.2.

InP 115nm

1.25Q 10nm
In0.66_Ga0.34_As 2.25nm
1.25Q 10nm

InP 115nm

10pm NanoLab 27-08-2013 |AN
5.0kV LEI SEM WD 15.8mm 9:56:06

Figure 7.13: SEM picture of the first IMOS DFB laser. (Inset) Layer-stack of the membrane
used to print the device.

| Parameter | Value |

Membrane thickness | 252 nm
Waveguide width 10 um

Waveguide trench depth | 105 nm

DBR period 320 nm

DBR etch depth 105 nm
DBR filling factor 55 %
Number of periods 40 x2

Table 7.2: Dimensions of the fabricated DFB laser shown in Fig.7.13

The DFB cavity is pumped optically from the top using a pulsed laser at A =
532 nm (Nd:YAG laser, frequency doubled). with an average optical power of 500
W reaching the sample. A linear polarizer is placed in front of the pump laser, and
rotated to reduce in a controllable way the power of the pulses reaching the sample.
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The part of the DFB laser emission scattered at the sample surface is also detected
from the top, using the same objective lens as the one used to send the pump pulses.

Fig.7.14 shows the qualitative efficiency curve (normalized emitted power as
a function of the normalized pumping power) of the DFB laser, and the spectral
distribution of the device emission above threshold.
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Figure 7.14: (a) Qualitative efficiency curve of the first IMOS DFB laser, showing the typical
laser threshold characteristic. (b) Spectral distribution of the light emitted by the device
(2 nm resolution).

The efficiency curve shows a clear laser characteristic, with the output power
showing a linear dependance with the pump power beyond a certain threshold value.
The emission of the laser is centered around A = 1546 nm, which it is close to the
designed value (1550 nm), and well within the telecommunication window.

Considering a QW absorption of 5000 cm™! (cf. Section 7.1), a reflection of
32 % at the air/semiconductor interface, and an overlap of the (circular) pumping
spot with the (rectangular) device of around 30 %, a rough estimate of the threshold
power gives a value of ~ 20 mW. This estimated threshold is comparable to that
reported for similar devices in other InP membrane platforms [8].

Since the DFB laser emission detected in the experiment is only the part scat-
tered at the surface of the chip, the real output power of the laser cannot not be

TMeasurements realized by L. Shen (PhI), using setups from the PSN group (TU/e), and Ghent
University — IMEC.
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estimated. A useful experiment to carry out would be to pump the DFB laser through
the waveguide from one side of the device, and to record the emitted power at the
other side, using suitably designed grating couplers.

7.4 Conclusion

In this chapter, we have describes the use of POLIS as an active-passive integra-
tion scheme in IMOS. The first IMOS laser realized in our group is reported. This
laser is operating at telecommunication wavelengths, and the optically pumped pro-
totype was fabricated in a single etch step. Although more work is needed to realize
electrical pumping of low-power lasers in IMOS, this demonstration represents an
important step towards the creation of active-passive IMOS chips.

97






Chapter 8
Conclusions and outlook

8.1 Conclusions

The integration of photonic circuits on top of conventional CMOS computer chips is
considered a promising options for the IC industry to continue progressing in accor-
dance with Moore’s law. In this thesis, the aim is to demonstrate high-quality devices
to generate, guide and control light in circuits fabricated on an Indium phosphide-
based membrane bonded on silicon (IMOS). The project has produced the following
main achievements:

Technology The IMOS fabrication process-flow is extended to allow post-bonding
or double-sided processing of high-quality nanometer and micrometer-sized
photonic devices. Waveguide propagation losses as low as 3 dB.cm™! are ob-
tained.

Memory and frimming A memory element based on the combination of a mi-
croring resonator with a phase-change material (PCM) is introduced. The
measurements performed on a fabricated device show that its transmission at
A = 1550.38 nm can be reversibly modulated by 12.4 dB, using optical pulses,
with a switching time around 5 ps. This switching time is limited by the heat
dissipation dynamics of the structure, rather than by the switching speed of the
PCM itself. This device can be used both as an optical memory element, and
for the trimming of parameters in photonic integrated circuits.

Polarization conversion A new concept is developed for a 10 um long IMOS
polarization converter. A device for efficient TE to TM conversion is designed
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and fabricated. The device performs very well over the C-band, and is in-
herently tolerant to fabrication variations. The device’s measured polarization
conversion efficiency is more than > 99 %, with losses < 1.2 dB.

Wavelength selection The design and fabrication of a top-corrugation distributed
Bragg reflector (DBR) in IMOS are demonstrated, for wavelength filtering or
to build laser cavities. The reflectivity of the fabricated device reaches 90% at
A = 1550 nm, which agrees well with the simulations. Since it can be fabri-
cated in the same steps as the standard waveguides and grating-couplers, this
device doesn’t require adding extra steps to the standard IMOS fabrication.
Furthermore, the first planar concave grating demultiplexer fabricated on an
InP-based photonic membrane platform is demonstrated. The device shows
2.8 dB insertion loss, 1.2 dB channel non-uniformity and -18 dB cross-talk. It
is a key component for wavelength-division multiplexing (WDM) signal pro-
cessing, and for creating multi-wavelength lasers.

Light generation Finally, we have carried out the first experiments to apply the
POLIS active-passive integration approach in IMOS. Using POLIS material,
and the DBR mentioned before, a distributed feedback (DFB) laser is demon-
strated. This laser is operating at telecommunication wavelengths and the
optically-pumped prototype is fabricated in a single etch step.

8.2 Outlook and recommendations

The work described in this thesis shows the potential of IMOS for providing full pho-
tonic functionality in an InP-based membrane. High-quality building blocks neces-
sary for creating complex active-passive circuits have been demonstrated. However,
at this point in the development of the IMOS platform, several technological issues
remain.

1. During this work, the bonding process has proven to be one of the major bot-
tlenecks. Further improving the quality and yield of the bonding process will
lead to a significant increase in the development speed of IMOS circuits.

2. For on-chip interconnection, with circuit lengths on the order of 1 cm, the prop-
agation loss should be decreased further to about 1 dB.cm™. One of the most
promising directions of research to do this is to further develop the use of the
ZEP/Cg or Hydrogen silsesquioxane (HSQ) EBL resists to define waveguides
with even lower sidewall roughness.

3. In order to implement the POLIS active-passive integration scheme in IMOS,
the essential requirement is a working polarization converter. Since the ex-
isting polarization converter design and fabrication scheme leads to unaccept-
able damage to the device during fabrication on a sample containing a strained
POLIS quantum well, a new polarization converter has to be designed and
tested. The best option for this is to limit the slanted sidewall of the asymmet-
ric waveguides to the layers above the quantum well.
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4. Lasing has been demonstrated in IMOS using optical pumping. However, for
interconnect applications, where high-density integration and connections with
transistors are required, lasers will need to be electrically pumped. This leads
to several new issues requiring attention, including: the isolation between n
and p layers, the quality of the metal contacts, and the heat dissipation char-
acteristics. Careful design and extensive testing will be needed to take care of
this.

Once the above-mentioned technological issues are fully solved, the next challenge
will be to prove that IMOS is a viable solution for on-chip optical interconnects. For
this, the energy consumed per bit of data transmitted in the circuit has to be dramat-
ically lowered, in order to legitimize the move from purely electronic IC circuits to
photonic/electronic ones. Design of low-power laser sources will be necessary, for
example using high-confinement photonic crystal, metallic or plasmonic structures.

Furthermore, the scalability of IMOS devices into very dense circuits has to
be studied, and ways have to be found to avoid thermal and optical cross-talk. Fi-
nally, the coupling of the light in and out of the photonic membrane will have to be
improved if inter-chip optical connections are envisaged.
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Building up a membrane photonics platform in Indium phosphide

Since the advent of the integrated circuit (IC) in 1958, electronic chips have
revolutionized our society. They are present in every digital appliance from comput-
ers and mobile phones to watches and cars. However, integration on ICs has now
become so dense that the associated power consumption threatens to prevent the per-
formance improvements usually obtained from miniaturization. A solution proposed
to overcome this problem is the use of optical on-chip interconnects.

In this dissertation, the development of a photonic platform suitable for in-
tegration on top of computer chips is described. The aim is to demonstrate high-
quality devices to generate, guide and control light in circuits fabricated on an Indium
phosphide-based membrane bonded on silicon (IMOS).

Chapter 2 contains a detailed description of the IMOS platform concept, soft-
ware tools, fabrication technology, and characterization technique. The IMOS fabri-
cation process-flow is extended to allow post-bonding or double-sided processing of
high-quality nanometer and micrometer-sized photonic devices.

In Chapter 3, the main loss mechanisms relevant for the IMOS platform are
described. Structures that enable measurement of the propagation losses of waveg-
uides are then presented, and a discussion of several techniques used to reduce them
is given. Waveguide propagation losses as low as 3 dB.cm™! are obtained.

In Chapter 4, the first optical memory element integrated on a photonic plat-
form using phase-change material is presented. This device is based on a microring
resonator partially covered with a phase-change material, which can be switched in
a fast, reversible and non-volatile way. The measurements performed on a fabricated
device show that its transmission at A = 1550.38 nm can be reversibly modulated
by 12.4 dB, using optical pulses, with a switching time around 5 ps. This switch-
ing time is limited by the heat dissipation dynamics of the structure, rather than by
the switching speed of the PCM itself. This device can be used to create memory
functionality in IMOS or SOI, as well as for the trimming of certain parameters in
realized circuits.

The device presented in Chapter S is used to convert the polarization of sig-
nals in IMOS circuits from TE to TM and vice versa. It is based on a new fabri-
cation concept, resulting in the world’s smallest polarization converter made to date
in InP. The device performs very well over the C-band, and is inherently tolerant to
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fabrication variations. The device’s measured polarization conversion efficiency is
more than > 99 %, with losses < 1.2 dB. It can be used for the implementation of
polarization-diversity schemes, light intensity modulation or polarization bit inter-
leaving applications in IMOS.

In Chapter 6, two new IMOS wavelength-selective devices are introduced.
The first, a distributed Bragg reflector (DBR), can be used for wavelength filtering
or to build laser cavities, as shown in the following chapter. The reflectivity of the
fabricated device reaches 90% at A = 1550 nm, which agrees well with the simula-
tions. The second device is the first planar concave grating demultiplexer fabricated
on an InP-based photonic membrane platform. The device shows 2.8 dB insertion
loss, 1.2 dB channel non-uniformity and -18 dB cross-talk. It is a key component for
wavelength-division multiplexing (WDM) signal processing, and for creating multi-
wavelength lasers.

Finally, in Chapter 7 the potential of a polarization-based active-passive inte-
gration scheme (POLIS) in IMOS is explored. Using POLIS material and the DBR
mentioned before, a distributed feedback (DFB) laser is demonstrated. This laser is
operating at telecommunication wavelengths and the optically-pumped prototype is
fabricated in a single etch step.

The work described in this dissertation shows the potential of IMOS for pro-
viding full photonic functionality in an InP-based membrane. High-quality building
blocks necessary for creating complex active-passive circuits have been designed,
fabricated and characterized. Further work, including the demonstration of more
complex devices and circuits, as well as the reduction of the energy consumed per bit
of data transmitted in IMOS circuits, will tell whether this technology can be applied
to revolutionize the IC industry.

112



Acknowledgments

My wife and I often joke that the Acknowledgments are the most read part of a
thesis. Therefore, I will do my best to express my thanks in a neat and thoughtful
way, without forgetting any of the special persons who accompanied me through the
fantastic voyage leading to PhD graduation.

Meint, your unwavering enthusiasm about photonics and Indium phosphide
has always given me inspiration and confidence during my work. I am proud to have
been a member of the amazing Phl (OED) group for four years. Sorry that I couldn’t
make a good AWG in IMOS, but I’m sure someone will very soon!

Jos, I couldn’t have dreamed a better supervisor than you. We share not only
the first three letters of our names, but also the love of complex challenges (and their
solutions), the need for a good work-life balance, and a vision of life based on pure
optimism... I really enjoyed the freedom, fun and support I got working with you!
Merci pour tout !

When IMOS becomes the most successful integration technology of all times,
people will look up to its founders as a family of brave and fearless visionaries.
I would therefore like to thank my relatives: Fred, Ray, Vathsa, Yuqing, Longfei,
Alonso, Shahram, Muhammad and Gunther. It has been an honor to struggle and
succeed at each other’s sides. The achievements reported in this thesis would not
have been possible without you.

Since fabrication is probably the toughest part in an IMOS PhD student’s work,
I owe the technicians of the NanoLab@TU/e cleanroom a lifelong debt of gratitude
for the technological guidance and help they offered me. Jeroen, your legendary
knowledge of French culinary terms is an eternal source of happiness and pride...
Tjibbe, you are the best captain our football team ever had, and you can even play
barefoot! Barry, your stunning musical and poetic mastery is a secret to no one. If
there is still one thing you should learn, I think it is bossa nova. Erik Jan, we both
share an affinity for electron beams. But don’t forget that your real destiny is to
become the Dutch Federer!

Doing cutting-edge PhD research in the cleanroom is like operating a pulse
laser. Long periods of dark and intense frustration get periodically disturbed by ultra-
short bursts of ultimate fulfillment. A special thank to all of you in the cleanroom
who brightened the less exciting part of this cycle, and actually made it fun to wear
giant Smurf outfits and stay for hours in this clean, bright and noisy environment.
Antonio, Manu, Luc, Shahram, Vathsa, Ray, Yuqing, Longfei, Dima D, Giovanni,
Elton, Domenico, Hadi, Rui, Sylwester, Aura, Victor, Leonardo, Francesco, Sartoon,

113




Acknowledgments

Yingchao, Pinxiang, Boudewijn, Milan and Martin, thank you and keep up the good
work!

Of course some members of the Phl group are less often seen in the cleanroom.
That’s because they are working very hard on chip design and characterization in the
Potentiaal building! Thank you Jing, Saeed, Valentina, Dima P, Emil, Weiming,
Dominik, Aura, Rui, Kasia, Stanistaw, Xaveer, Erwin, Huub, Audrey and Jolanda,
for always being available and willing to help me, when I needed it.

My thesis work also benefited greatly from discussion and interaction with
members of our sister groups PSN and ECO, including René, Andrea, Rob, Oded,
Kevin, Harm, Chigo, Yan, Haoshuo, Zizheng, Patty, Nikos, Nicola and Piet.

I was exceptionally lucky to spend the first four months of 2012 in Barcelona
(ICFO), as part of my PhD. I certainly enjoyed the sunny weather, the Mediterranean
food and the stunning scenery, but actually I also did some extremely stimulating and
productive research there! Valerio and Rob, I would like to thank you very much for
making this stay possible and very enriching, personally and scientifically. Miquel,
Johann, Dhriti, Marc, Tonglai, Davide, Albert, Ilaria and Nadia, thank you for your
warm and unreserved welcome. Visca el Bar¢a i visca Catalunya!

Recently, I was also involved in a collaboration with the Niels Bohr Institute in
Copenhagen, and actually I spent quite a few weekends in Denmark during all but the
first year of my PhD. And so it happened that I made some friends there, and pretty
good ones too. Pengfei, Natascha, Martin, Wei Li, Andreas, Gu Yun, Li Qian, Liu
Guannan, Guo Yang and Shen Heng, thank you all for the hilarious and delightful
moments we spent together!

Of course, I owe much of what I have become today to my family, and in
particular to my parents and three brothers! Your unconditional love and support all
these years has followed me everywhere I’ve been. And even if we spend less time
together nowadays, a special place is forever reserved for you in my heart!

Finally, we come to the reason why I started a PhD in the first place... My
dearest wife Haiyan. Without you, I don’t think I would have had the idea to come to
this small, dynamic and flat country, let alone lived in Copenhagen and Barcelona!
You made me discover so many things about myself, and you make my existence
a perpetual travel in both the real world and the mind. You are my inspiration, my
happiness and my life...

Wo ai ni )

114



List of Publications

Journal articles

* Y. Jiao, J. Pello, A.J. Millan Mejia, L. Shen, E. Smalbrugge, E.J. Geluk, M.K.
Smit, & J.J.G.M. van der Tol (2014). “Fullerene-assisted electron-beam lithog-
raphy for pattern improvement and loss reduction in InP membrane waveguide
devices.” submitted to Optics Letters.

e H. Ma, P. Tian, J. Pello, PM. Bendix & L.B. Oddershede (2014). “Heat genera-
tion by irradiated complex composite nanostructures.” accepted for publication
in Nano Letters. (Web: January 6, 2014)

* J. Pello, M. Muneeb, S. Keyvaninia, J.J.G.M. van der Tol, G.C. Roelkens, &
M.K. Smit (2013). “Planar concave grating demultiplexer on a InP-membrane-
on-silicon photonic platform.” IEEE Photonics Technology Letters, 25(20),
1969-1972.

* M. Rudé, J. Pello, R. Simpson, J. Osmond, G.C. Roelkens, J.J.G.M. van der
Tol & V. Pruneri (2013). “Optical switching at 1.55 pm in silicon racetrack res-
onators using phase change materials.” Applied Physics Letters, 103, 141119.

 J. Pello, J.J.G.M. van der Tol, S. Keyvaninia, P.J. van Veldhoven, H.P.M.M.
Ambrosius, G.C. Roelkens & M.K. Smit (2012). “High-efficiency ultrasmall
polarization converter in InP membrane.” Optics Letters, 37(17), 3711-3713.

* J.J.G.M. van der Tol, R. Zhang, J. Pello, F. Bordas, G.C. Roelkens, H.P.M.M.
Ambrosius, P. Thijs, F. Karouta, & M.K. Smit (2011). “Photonic integration

in indium-phosphide membranes on silicon.” IET Optoelectronics, 5(5), 218-
225.

Conference contributions

e M. Rudé, R.E. Simpson, J. Pello & V. Pruneri, (2013). “Optical Switch based
on Microring Resonators and Phase Change Materials.” Presented at the Con-
ference on Lasers and Electro-Optics (CLEO/EUROPE), 12-16 May 2013,
Munich, Germany.

115



List of Publications

116

J. Pello, J.J.G.M. van der Tol, HP.M.M. Ambrosius, P.J. van Veldhoven, M.K.
Smit, S. Keyvaninia, & G.C. Roelkens (2012). “Demonstration of an ultra-
short polarization converter in InGaAsP/InP membrane.” Presented at the 16th

European Conference on Integrated Optics and Technical Exhibition (ECIO
2012), 18-20 April 2012, Barcelona, Spain.

J. Pello, J.J.G.M. van der Tol, M.K. Smit, M. Rudé, R.E. Simpson, V. Pruneri,
S. Keyvaninia, & G.C. Roelkens (2012). “Chalcogenides applied to microring

switching.” Presented at the 16th European Conference on Integrated Optics
and Technical Exhibition (ECIO 2012), 18-20 April 2012, Barcelona, Spain.

J. Pello, P. Saboya, S. Keyvaninia, J.J.G.M. van der Tol, G.C. Roelkens, H.P.M.M.
Ambrosius & M.K. Smit (2011). “Post-bonding fabrication of photonic de-
vices in an Indium phosphide membrane bonded on glass.” Proceedings of the
16th Annual symposium of the IEEE Photonics Benelux Chapter, 01-02 De-
cember 2011, Ghent, Belgium, (pp. 213-216).

J. Pello, J.J.G.M. van der Tol, G.C. Roelkens, HPM.M. Ambrosius & M.K.
Smit (2010). “Design of a new ultra-small polarization converter in InGaAsP/InP
membrane.” Proceedings of the 15th European Conference in Integrated Optics
(ECIO 2010), 6-9 April 2010, Cambridge, United Kingdom, (pp. WeB2-1/2).



Curriculum Vitae

Josselin Pello was born on 16 April 1988 in Boulogne-Billancourt (France). He spent
the first 20 years of his life in France, graduating from the standard school curriculum
with honors, and later specializing in Mathematics and Physics in Lycée Condorcet,
Paris, before joining the Institut d’Optique in Palaiseau (France) for a 3-year engi-
neering degree in Optics. In 2008, he chose to spend the last year of this engineering
degree in Asia at the Nanyang Technological University (Singapore), taking a Mas-
ter of Science degree in Electronics. After graduating in 2009, he moved back to
Europe and started a PhD project in the COBRA research group of the Eindhoven
University of Technology (the Netherlands) of which the results are presented in this
dissertation.

117




	Contents
	1 Introduction
	1.1 Merging photonics and electronics
	1.2 Membrane photonics
	1.3 Outline of this thesis

	2 The IMOS platform
	2.1 The IMOS concept
	2.1.1 Membrane specifics
	2.1.2 Building blocks
	2.1.3 Active-passive integration techniques

	2.2 IMOS simulation tools
	2.3 IMOS Fabrication
	2.4 IMOS Characterization setup
	2.5 Conclusion

	3 Waveguide loss properties
	3.1 Loss mechanisms
	3.1.1 Scattering loss
	3.1.2 Material-induced losses

	3.2 Loss measuring structures
	3.2.1 Waveguides of different lengths
	3.2.2 Ring resonators
	3.2.3 Mach-Zehnder interferometers (MZIs)

	3.3 Loss reduction strategies
	3.3.1 Thermal reflow of the ZEP pattern
	3.3.2 Dielectric overcladding
	3.3.3 ZEP/C60 composite resist

	3.4 Conclusion

	4 A ring-based memory element
	4.1 Phase-change materials (PCMs)
	4.2 Design
	4.3 Fabrication
	4.4 Characterization
	4.4.1 Optical switching setup
	4.4.2 Switching parameters determination
	4.4.3 Results

	4.5 Conclusion

	5 A Polarization conversion device
	5.1 Design
	5.1.1 Principle
	5.1.2 Design optimization
	5.1.3 Wavelength behavior and tolerances

	5.2 Fabrication
	5.2.1 Process-flow

	5.3 Characterization
	5.3.1 Characterization technique
	5.3.2 Results
	5.3.3 Conclusion


	6 Wavelength selective components
	6.1 Distributed Bragg Reflectors (DBRs)
	6.1.1 Design
	6.1.2 Fabrication
	6.1.3 Characterization
	6.1.4 Conclusion

	6.2 Wavelength demultiplexers
	6.2.1 Arrayed Waveguide Grating (AWG)
	6.2.2 Planar Concave Grating (PCG)
	6.2.3 Conclusion


	7 The POLIS active-passive integration scheme
	7.1 POLIS Material analysis
	7.1.1 POLIS principle
	7.1.2 POLIS layer-stack
	7.1.3 Photoluminescence (PL)

	7.2 Laser design
	7.2.1 Laser principle
	7.2.2 Optically pumped lasers
	7.2.3 Electrical pumping and contacting

	7.3 Experimental results
	7.3.1 Fabrication
	7.3.2 First IMOS laser

	7.4 Conclusion

	8 Conclusions and outlook
	8.1 Conclusions
	8.2 Outlook and recommendations

	Bibliography
	List of Abbreviations
	Summary
	Acknowledgments
	List of Publications
	Curriculum Vitae
	cover.pdf
	Slide Number 1


